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Medicine is an ever-changing science. As new research and clinical experience
broaden our knowledge, changes in treatment and drug therapy are required.
The authors and the publisher of this work have checked with sources believed
to be reliable in their efforts to provide information that is complete and gener-
ally in accord with the standards accepted at the time of publication. However, in
view of the possibility of human error or changes in medical sciences, neither the
authors nor the publisher nor any other party who has been involved in the
preparation or publication of this work warrants that the information contained
herein is in every respect accurate or complete, and they disclaim all responsibility
for any errors or omissions or for the results obtained from use of the information
contained in this work. Readers are encouraged to confirm the information con-
tained herein with other sources. For example, and in particular, readers are
advised to check the product information sheet included in the package of each
drug they plan to administer to be certain that the information contained in this
work is accurate and that changes have not been made in the recommended dose
or in the contraindications for administration. This recommendation is of partic-
ular importance in connection with new or infrequently used drugs.
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Preface

Over the last ten years, there has been an increasing realization of the importance of
information. Much of this can be related to the increased availability of Internet infor-
mation sources throughout society, along with the ease by which material can be located
and used. The impact of the Internet can also been seen in this book. The first edition
contained only two pages of information about the Internet, which reflected the small
amount of medical information available and the little impact that it had on the profession
at that time. In this new edition, it seems as if hardly a page can be found without some
reference to Internet material. This increased emphasis on information has had an
effect on both the health care professional, who uses the material, and the patient, who
may look up material directly and even bring it in to talk about with a pharmacist or
physician. The ability to obtain, manage, and use information has become an important
core skill for the professional.

Unfortunately, pharmacists in practice may find it difficult to learn how to manage infor-
mation, due to a lack of good, comprehensive resources to teach them proven methods for
improving their skills. Students also need a source to supplement the classroom and
clerkship training they receive. It is to serve those populations that this book was origi-
nally written. In this third edition, the goal of this book continues to be to educate both
students and practitioners on how to efficiently research, interpret, collate, and dissem-
inate information in the most usable form. While there is no one right method to do these
things, proven methods are presented and demonstrated. Also, seldom-addressed issues
are covered, such as the legal and ethical considerations of providing information.

The book begins by introducing the concept of drug information, including its his-
tory, and providing information on various places drug information specialists may be
employed. The book continues on by describing the various steps for obtaining, evalu-
ating, and providing information. As with the first edition, the “Modified Systematic
Approach” to answering a question is presented. “Formulating Effective Responses” further
expands on this topic by addressing problems that pharmacists experience when
answering questions and providing techniques for overcoming these issues in order to
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reach appropriate conclusions. This section of the book is designed to teach pharma-
cists and students useful methods for determining what information is actually needed
and how to adequately respond to requests.

Subsequent chapters allow the reader to further expand their skills in these areas. Once
the pharmacist determines what information is needed using the skills outlined in the initial
chapters, resources must be consulted to formulate a response. As always, a chapter dis-
cussing various resources that may be consulted for specific types of information has been
provided, which has expanded coverage of electronic resources, particularly those for per-
sonal digital assistants (PDAs). New material on how to find information regarding veteri-
nary medicine and complementary/alternative medicine has been added. A chapter on
electronic information management is included, although there has been an effort to include
this type of information throughout the book.

Even when information is found, pharmacists must evaluate the literature for quality
and usefulness. The earlier editions of this book provided information on how to evaluate
the medical literature. Those evaluation techniques are again in this edition with additional
information being provided.

Two specific types of literature have been identified for even greater examination—
pharmacoeconomics and evidence-based clinical practice guidelines. Information is pre-
sented on how to both perform such functions and evaluate work prepared by others.
Evaluation of information resources often requires knowledge about statistical tests.
The “Clinical Application of Statistical Analysis” chapter is an expansion of information
provided in previous editions. The reader of this chapter will discover how to evaluate
the appropriateness of statistical tests used in clinical studies.

Pharmacists may be asked to provide information in written form. The next chapter
describes how this may be done. Additionally, sections describing how to prepare materials
for formal presentations (platform and poster) and develop Websites are also provided.

The legal and ethical aspects of providing information always must be considered.
The chapters on these topics have been updated and improved to be even more useful
tham those in previous editions. In particular, additional information has been provided
on new privacy regulations that have been instituted because of the Health Insurance
Portability and Accountability Act of 1996 (HIPAA).

The remaining chapters deal with specialized functions that have often been the
responsibility of drug information specialists but may be addressed by other pharma-
cists. These chapters will build upon the first part of the book. Much of the information
in these chapters was covered in the Pharmacy and Therapeutics (P&T) chapter of the
first edition; however, that chapter is now mostly limited to formulary management and
some minor P&T functions. The formulary material also has increased information
regarding third-party payer (e.g., insurance companies) formularies. New and expanded
information is provided on quality assurance, adverse drug reactions and medication
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errors. Also, the information on how to prepare a drug evaluation monograph has been
moved to a new chapter, with additional information on standards that have been pre-
pared by the Academy of Managed Care Pharmacy (AMCP) and various governments.

Finally, the chapter on Investigation Drugs has been updated to take into account
new information and procedures.

With the veritable Niagara Falls of drug or pharmacy information available, much
of which is complex, pharmacists have an increasing need for information management
skills. This book will assist any pharmacist or student in the improvement of his or her
skills in this area and allow individuals to evolve into new roles for the advancement of
both the profession and care of patients. We hope you enjoy your journey toward exper-
tise in information management.
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Chapter One

Introduction to the Concept
of Medication Information

Mary Lea Gora-Harper ¢ Ann B. Amerson

Objectives

After completing this chapter, the reader will be able to

» Define the term drug information, use it in different contexts, and relate it to the term med-
ication information.

« Describe the importance of drug information centers in the evolution of pharmacy practice.

« |dentify the services provided by drug information centers.

« |dentify medication information functions performed by individual pharmacists.

« Describe the skills needed by pharmacists to perform medication information functions.

« |dentify major factors that have influenced the ability of pharmacists to provide medication
information.

« Describe practice opportunities for a medication information specialist.

The provision of medication information is among the most fundamental responsibilities of
pharmacists. The information may be either patient specific, as an integral part of pharmaceuti-
cal care, or relative to a group of patients, such as in the development of a therapeutic guideline,
publishing an electronic newsletter, or updating a website. The pharmacist can serve as a
resource for issues regarding cost-effective medication selection and use, medication policy
decisions (drug benefits), medication information resource selection, or practice-related issues.
Medication information opportunities are developing and expanding with changes in the health
care environment. With national efforts to expand access to care while reducing health care

1
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2 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

costs, the advent of consumerism, and the integration of new technologies, medication informa-
tion opportunities are growing in several areas including managed care organizations, pharma-
ceutical industry, medical and specialty care clinics, scientific writing and medical communication
companies, and the insurance industry.

The term drug information may have different meanings to different people depending on
the context in which it is used. If asked to define this term, one could describe it as printed infor-
mation in a reference or verbalized by an individual that pertains to medications. In many cases,
individuals use this term in different contexts by associating it with other words, which include
the following:

o Specialist/practitioner/pharmacist/provider
« Center/service/practice
« Functions/skills

The first group of words implies a specific individual, the second group implies a place,
and the third implies activities and abilities of individuals. The term drug information will be
used in these different contexts to describe the beginnings and evolution of this area of prac-
tice. Relative to current practice, the term medication information is used in place of drug
information to convey the management and use of information on medication therapy and to
signify the broader role that all pharmacists take in information provision. These terms may
refer to either the provision of information for a specific patient or in the context of address-
ing medication use issues for a group of patients (e.g., development of policies and proce-
dures on medication use). The term population is frequently used to refer to an aggregation
or group of individuals defined by a set of common characteristics.

Drug informatics is another term used to describe the evolving roles of the medication
information specialist. Drug informatics emphasizes the use of technology as an integral tool
in effectively organizing, analyzing, and managing information on medication use in patients.
The impact of new technologies and opportunities in drug informatics in current and future
practice will be discussed later in the chapter.

The goals of this chapter are to describe how the role of the pharmacist has evolved in
providing medication information, to discuss factors contributing to the evolution, and to
describe opportunities for use of medication information skills, either as a generalist or in a
specialty practice. This chapter provides the foundation for understanding the pharmacist’s
need to have proficiency in the knowledge and skills discussed in this book.

The term drug information developed in the early 1960s when used in conjunction with
the words center and specialist. In 1962, the first drug information center was opened at
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the University of Kentucky Medical Center.! An area separated from the pharmacy was
dedicated to provide drug information. The center was to be “a source of selected, com-
prehensive drug information for staff physicians and dentists to evaluate and compare
drugs™ as well as to provide for the drug information needs of nurses. The center was
expected to take an active role in the education of health professional students including
medicine, dentistry, nursing, and pharmacy. A stated goal was to influence pharmacy
students in developing their role as drug consultants.

Several other drug information centers were established shortly thereafter. Differ-
ent approaches to providing drug information services included decentralizing pharma-
cists in the hospital, offering a clinical consultation service, and providing services for a
geographic area through a regional center. The first formal survey, conducted in 1973,
identified 54 pharmacist operated centers in the United States.?

The individual responsible for operation of the center was called the drug informa-
tion specialist. The expectation was that drug information would be stored in the center
and retrieved, selected, evaluated, and disseminated by the specialist. Information would
be disseminated to respond to specific questions, to assist in the evaluation of drugs
for use in the hospital, or to inform others through newsletters of current developments
related to drugs. These and other functions, as listed in Table 1-1, have evolved over a
period of years and reflect the services provided in most drug information centers.
Detailed information regarding these activities is provided in subsequent chapters.

To develop some perspective for the reader on why the development of drug infor-
mation centers and specialists was important, consider 4 of the 15 summary points in a
congressional review of a survey by the National Library of Medicine on The Nature and
Magnitude of Drug Literature published in 1963.2

o “Drug literature is vast and complex. The very problem of defining what constitutes
the literature is difficult.”

TABLE 1-1. MEDICATION INFORMATION SERVICES

Support for clinical services
Answering questions

Developing criteria/guidelines for medication use
Pharmacy and therapeutics committee activity

Development of medication use policies

Formulary management
Publications—newsletter, journal columns, websites
Education—in-services for health professionals, students, consumers
Medication usage evaluation/medication use evaluation
Investigational medication control

Institutional Review Board activities

Information for practitioners
Coordination of reporting programs, e.g., adverse medication reactions
Poison information
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o “Drug literature is growing rapidly in size. It is also increasingly complex, i.e., inter-
disciplinary and interprofessional in nature. Thus, drug information ‘sprawls
across’ many professional journals of the most varied types.”

o “Literature on clinical experience with drugs is sizable and is growing. Its effective

use by the practitioner offers many difficulties.”

o “Competent evaluation of masses of drug information is particularly necessary.”

Interestingly, these statements still seem applicable even today when given the figures of
more than 20,000 biomedical journals and approximately 17,000 new biomedical books pub-
lished annually are considered.* Many journals are now published both in print and on the
Internet (i.e., ejournal or electronic journal). Training in computer and information technol-
ogy was considered one of the five core areas of focus for health professionals’ education in an
Institute of Medicine (IOM) report published in April 2003.° Drug information specialists can
provide leadership in this area.

In the 1960s, the availability of new drugs (e.g., neuromuscular blockers and first-
generation cephalosporins) was providing challenges for practitioners to keep abreast and
make appropriate decisions for their patients. Part of the problem was finding a way to effec-
tively communicate the wealth of information to those needing it. The information environ-
ment relied heavily on the print medium for storage, retrieval, and dissemination of
information. The Medical Literature Retrieval and Analysis System (MEDLARS) was devel-
oped by the National Library of Medicine in the early 1960s.® While it provided a computer-
ized form of searching, requests for searches were submitted by mail and results returned by
mail. The ability to transmit such information over telephone lines (online technology) was
not available until 1971 when MEDLINE® was introduced and was limited to libraries. During
this time, the drug information specialist was viewed as a person who could bridge the gap
and effectively communicate drug information.”

In describing the training required for a drug information specialist, the following areas
were identified to either need strengthening or addition to pharmacy school curricula: bio-
chemistry, anatomy, physiology, pathology, and biostatistics and experimental design (with
some histology, embryology, and endocrinology incorporated into other courses).® Such top-
ics were either not incorporated or emphasized in curricula of the 1960s. In today’s pharmacy
curricula, most of these topics receive considerable emphasis. Pharmacists today use knowl-
edge and skills to make clinical decisions about medication use in specific patients or a group
of patients in conjunction with other health professionals. Pharmacists may be principal
investigators or coinvestigators in research involving a variety of therapeutic topics including
medication use, optimal dose, drug interactions, or adverse effects of new or existing med-
ications. Likewise, publications in the area of therapeutic guidelines or other drug policy ini-
tiatives are frequently authored by a pharmacist, sometimes with support of the pharmacy
professional organizations.
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The development of drug information centers and drug information specialists was the
beginning of the clinical pharmacy concept. It laid the groundwork for pharmacists to demon-
strate the ability to assume more responsibility in providing input on patient drug therapy. Phar-
macists were provided the opportunity to extend their patient care contribution by taking a
more active role in the clinical aspects of the decision-making process as it related to medica-
tion therapy. By using their extensive drug knowledge and expanding their background in cer-
tain areas, pharmacists could offer their expertise as consultants on medication therapy. The
tool the pharmacist would use to function in this capacity was the clinical drug literature. This
role of consultant has expanded for all pharmacists and is discussed in more detail later.

It is useful to look at the evolution of drug information practice from the perspective of drug
information centers and of practicing pharmacists. One report describes the decline in num-
ber of drug information centers nationally with the number of drug information pharmacists
and other personnel being the lowest in 30 years.*™ A total of 81 drug information centers
were identified in this survey, although there are some existing centers missing from this list
and there has been some controversy at meetings of drug information practitioners regard-
ing some centers being excluded because of the definition of drug information centers that is
used. Another source of drug information center locations, the 2004 Red Book, lists a total of
112 drug information centers nationally."! Determining the accurate number is difficult. The
centers are identified for these two sources through various listings that have developed over
the years, but no agency or organization is responsible for maintaining a list. Well-defined
criteria are not established for using the titles of drug information center/service. Some cen-
ters have specialized in a particular area of drug information and their name may reflect that
specific function (e.g., Center of Drug Policy). Likewise, these lists only address drug infor-
mation centers listed in the United States or Puerto Rico, and not those that have been
created internationally. They also exclude centers/services provided by the pharmaceutical
industry. Therefore, depending on how one would define a drug information center, the
number may actually be higher.

A recent survey (2003)" describes the current status of drug information centers com-
pared to past years. For several years, funding for drug information centers has been pro-
vided primarily by hospitals or medical centers (73% in 2003, 82% in 1992, and 88% in 1986), or
colleges or universities (37% in 2003, 35% in 1992, and 32% in 1986). However, there was a sta-
tistically significant decrease in the percentage of drug information centers funded by hospi-
tals between 1986 and 2003. This decrease could be attributed to the economic constraints
faced by the health care system in the last several years.
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Drug information pharmacists working in centers appear to be better trained than those
in the past and a larger percentage have a doctor of pharmacy degree (71% in 2003, and 42%
in 1986 and 1992)."° The number of individuals who have completed a drug information resi-
dency, fellowship, or MS degree program has also increased in recent years (29% in 2003
and 11%in 1992).

In addition to the responsibility of answering questions, the most commonly reported
services in 2003 were preparation of newsletters (80%) and participation in pharmacy and
therapeutics committee activities (79%)."° Education appears to be a growing area of respon-
sibility. Forty-one percent of respondents considered education to be their primary goal.
There was an increase in the percentage of drug information centers that participated in any
type of residency program training (83% in 2003) compared to 1976, 1980, 1986, and 1992, in
which the number of centers that participated in any residency program ranged from 54 to
66%. There was also a larger number of drug information centers used for experiential train-
ing as part of a doctor of pharmacy program (95% in 2003 compared to 59% in 1992). Table 1-1
outlines several services that are typically provided by drug information centers.

There have been a few studies that have described the economic benefit of maintaining
a drug information center or related activity in an academic institution or hospital. One such
study examined the economic impact of drug information services responding to patient-
specific requests. The resultant benefit/cost ratio was found to be 2.9:1 to 13.2:1. Most of the
cost savings resulted from decreased need for monitoring (e.g., laboratory tests) or
decreased need for additional treatment related to an adverse effect.!” Another study exam-
ined the drug cost avoidance and revenue associated with the provision of investigational
drug services, which are many times a responsibility of a drug information center. The annu-
alized drug cost avoidance plus revenue was $2.6 million." Although the cost avoidance var-
ied with the type of study and disease category involved, overall, the investigational drug
service accounted for substantial drug cost avoidance. These types of studies are becoming
increasingly important in an era of cost containment.

DRUG INFORMATION—FROM CENTERS TO PRACTITIONERS

The responsibilities of individual pharmacists regarding the provision of medication
information have changed substantially over the years. Impetus for this change was pro-
vided not only by the development of drug information centers and the clinical phar-
macy concept, but also by the Study Commission on Pharmacy." This external group
was established to review the state of the practice and education of pharmacists and
report its findings. One of the findings and recommendations stated that:

...among deficiencies in the health care system, one is the unavailability of adequate informa-
tion for those who consume, prescribe, dispense and administer drugs. This deficiency has
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resulted in inappropriate drug use and an unacceptable frequency of drug-induced disease.
Pharmacists are seen as health professionals who could make an important contribution to the
health care system of the future by providing information about drugs to consumers and health
professionals. Education and training of pharmacists now and in the future must be developed
to meet these important responsibilities.

The report of the Commission was issued in 1975 and since that time drug information
practice has changed both for drug information centers and individual pharmacists. The
development of clinical pharmacy has helped move pharmacy forward in recognizing its
capabilities to contribute to the care of patients. Clinical pharmacy was primarily thought of
as an institutional patient care process and did not gain widespread acceptance outside of
hospitals. Over time, the activity of the pharmacist as a medication expert for patients has
gained acceptance in a variety of practice settings including community pharmacies, nursing
homes, and primary and specialty practices in medicine. Pharmacists who provide patient-
specific information with a goal of improving patient outcomes use the medical literature to
support their choices.™™®

Pharmacists involved in patient care areas (e.g., hospitals, clinics, long-term care, and
home health care) now frequently answer drug information questions, participate in evaluat-
ing a patient’s drug therapy, and conduct medication usage evaluation activities. The provi-
sion of medication information may be on a one-on-one basis or may occur using a more
structured approach, such as a presentation to a class of diabetic patients or a group of nurses
in the practice facility. In either case, the pharmacist educates those who are the beneficiaries
of the medication information. Pharmacists may also participate in precepting students in
patient care or pharmacy environments. In any of these roles, the pharmacist must use appro-
priate information retrieval and evaluation skills to ensure that the most current and accurate
information is provided to make decisions about medication use for those they are serving.
There is a well-described systematic approach to answering drug information questions
(Chaps. 2 and 3). It is important to obtain the important background information including
pertinent patient factors, disease factors, and medication-related factors to determine the
true question. Good problem-solving skills are required to fully assess the situation, develop
a search strategy, evaluate the information, and formulate a response. It is equally important
for the pharmacist to develop good communication skills to respond in a clear and concise
manner, using terminology that is consistent with the patients’, caregivers’, or health profes-
sionals’ level of understanding. Table 1-2 lists the medication information skills a pharmacist
needs.

Opportunities continue to grow for the participation of the pharmacist in home health
care and long-term care that require a solid therapeutic knowledge base, an understanding of
the medical literature, and the ability to communicate the information through either verbal or
written consultation. Pharmacists in community settings counsel patients, answer medication
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TABLE 1-2. MEDICATION INFORMATION SKILLS

Assess available information and gather situational data needed to characterize question or issue
Formulate appropriate question(s)

Use a systematic approach to find needed information

Evaluate information critically for validity and applicability

Develop, organize, and summarize response for question or issue

Communicate clearly when speaking or writing, considering the audience level

Anticipate other information needs

information questions, review patient medication regimens for potential problems, and partic-
ipate in helping patients manage chronic diseases.

Opportunities for pharmacists are also available in the area of veterinary pharmaceutics.
Information is needed by both the animal owner and the veterinarian. A pharmacist may need
to practically apply information from veterinary resources (e.g., Veterinary Drug Handbook,
Textbook of Veterinary Internal Medicine, and National Animal Poison Control Center) for the
benefit of an animal.

FACTORS INFLUENCING THE EVOLUTION OF THE PHARMACIST’S ROLE
AS A MEDICATION INFORMATION PROVIDER

In addition to the changing philosophy of practice, several other factors are influential in the evo-
lution of the pharmacist’s role as a medication information provider. These include the preven-
tion of adverse drug events (ADESs), growth of information technology, changes in the health
care environment with a focus on evidence-based medicine and the evaluation of outcomes, the
sophistication of medication therapy, and a more knowledgeable patient.

Adverse Drug Events

The 1999 IOM report To Err is Human: Building a Safer Health Care System" has generated
a great deal of discussion in the medical community and legislature because of the impact of
ADEs on patient health and well-being, and because of economic implications. IOM analysts
estimate that prescription medications are responsible for up to 7000 American deaths per
year, with the cost of drug-related morbidity and mortality being nearly U.S. $77 billion per
year.”” Their definition of ADEs includes both medication errors and adverse drug reactions
(ADRs). Accurate statistics of the frequency of ADRs are difficult to assess for a particular
drug since phase I-III of clinical research includes too small a sample size and frequently med-
ications are taken for a short duration. For instance, rofecoxib (Vioxx) was a drug approved in
1999 as a safer alternative to first-generation nonsteroidal anti-inflammatory agents for elderly
patients with pain. The drug was recalled on October 1, 2004 in the largest prescription drug
withdrawal in history.® The withdrawal was prompted after a new study examining the drug’s
impact on bowel cancer found that the drug caused an almost twofold increase in heart attacks
and strokes. Although the Adenomatous Polyp Prevention on Vioxx® (APPROVe) trial began
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enrollment in 2000 and was being monitored by an independent data safety monitoring board,
it was not stopped earlier because the results for the first 18 months of the trial did not show
any increased risk of confirmed cardiovascular events with Vioxx®. The actual number of
ADRs nationally reported is probably underestimated because the full range of patients likely
to use the medications postmarketing are not included in premarketing studies. Frequently,
these studies include patients with only one disease and exclude children, pregnant women,
and the elderly. If a report is identified by a health professional or consumer, the Food and
Drug Administration (FDA) has a voluntary reporting program to help identify and address
these issues once the medication has become commercially available. However, it is estimated
that the spontaneous reporting system captures only 1 to 10% of all adverse events.*® Therefore,
this can be used only as a flag to stimulate further research in postmarketing surveillance
studies. Communication and coordination among patients, physicians, pharmacists, and other
health care professionals can help avoid these dangerous incidents.”* Pharmacists should
cautiously recommend newly approved therapy by weighing the risk versus benefit, with an
understanding that all information regarding adverse effects may not be available yet on a
newly approved product. When a product is newly approved with claims of decreased fre-
quency of side effects, these claims need to be tempered with the understanding that the
depth of information that is available regarding these products is not as good as products that
have been available for many years.

There may also be ADR implications when selecting medications for a formulary. When
a new medication becomes commercially available, clinicians supporting a proactive formu-
lary system will review and decide if that medication will be available for routine use for
patients immediately. Because information regarding new medications is frequently limited,
it may be wise to collect data on patients in a clinical setting and compare this use against a
standard of how the drug should be used once the product becomes available in an institu-
tion. This can be accomplished through a medication use evaluation (MUE) program. Because
the product is new, physicians and other health professionals need to know how to prescribe
(select appropriate patient population and dose), administer, and monitor the drug to avoid
ADEs and provide effective therapy. Many times, adverse effects of newly approved medica-
tions do not appear until a medication is used in a group of patients with multiple medical
problems who are taking several other medications. Data acquired from this MUE will verify
that the medication is indeed being used as recommended, and that it has been used safely.

Adverse events associated with dietary supplements provide an additional concern,
because the manufacturers do not need to submit safety or efficacy data to the FDA prior to
availability® Consumers and health practitioners have limited information to help them
make decisions on safety. Large-scale studies that frequently include several thousand
patients are required for a drug to be approved, but are not available with these products.
Therefore, it is necessary to rely on reporting to the FDA after the supplement has become
available to determine if there are safety concerns. In addition to having limited information
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on adverse effects, information is also limited in other areas such as appropriate dose, effi-
cacy, and pharmacokinetics. Adverse effects that are reported to the FDA may be evaluated,
and action may be taken. For instance, in 2004, the FDA prohibited sale of dietary supple-
ments containing ephedrine alkaloids (ephedra) because of the limited data available on effi-
cacy, and because of the risk of adverse health outcomes including myocardial infarction and
stroke.? In other cases, a communication to health care professionals may alert them to a
particular side effect. For instance, recently the FDA issued a warning citing 25 reports of
hepatotoxicity worldwide with kava, a dietary supplement used for several indications includ-
ing insomnia.” This product is still available in the United States. Because of these and other
issues, most hospitals have policies regarding herbal product use.”

Information on ADRs in patients receiving either medications or dietary supplements is
frequently coordinated through an ADR program in a hospital. The ADR program for an insti-
tution has many components including identification of suspected side effects, assessment of
probability, dissemination of information (documentation in the medical record and submis-
sion to a larger database of information), and monitoring of outcomes.”” In health care sys-
tems (e.g., hospitals), this initiative is performed by pharmacists, physicians, and other
health professionals in a coordinated fashion. The ADR program is most often coordinated by
the pharmacy department, and specifically, the drug information center, if available. Both
medications as well as dietary supplements used for medicinal purposes are submitted to the
coordinating group and evaluated in an ADR program. More information on ADEs can be
found in Chap. 17.

Despite efforts to decrease the frequency of medical errors after the 1999 IOM
report To Err is Human: Building a Safer Health System, many consumers are still dis-
satisfied with the quality of health care in the United States. In a recent survey,? 40% of
respondents believed that the quality of health care has gotten worse in the past 5 years,
while only 17% said that it has improved. Thirty-four percent of respondents said that
they or a family member had experienced a medical error at some point in their life.
Efforts are ongoing to lobby for additional funding for initiatives to decrease the risk of
medical errors in the United States. Because of the pharmacists’ role in helping to iden-
tify and prevent ADEs in patients, this could have future implications.

Integration of New Technologies

Computer technology has changed drastically, but positively, the ability to store and
access information. Even though the amount of literature is much larger today than earlier,
it is more manageable. The Internet has grown into a vast network of computers that
millions of users can access in most countries. The World Wide Web (WWW), a method of
sharing information over the Internet, allows the user to easily access the scientific litera-
ture, government publications, items in the news, and many other things. The information
may be purely in textual form, or include graphics (e.g., GIF, JPEG), video (e.g., MPEG),
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or sound (e.g., WAV, MP3). Patients and health care practitioners can find information
on nearly every disease and treatment, and virtual health communities and forums pro-
vide a mutually supportive environment for patients, family, and friends. A pharmacist in
a local community pharmacy or rural hospital can communicate with health care pro-
fessionals or their patients locally or can obtain information about a medication found
only in another country. Although drug information centers have ready access to the
Internet, and specialists use information from this resource on a daily basis, businesses
have yet to take full advantage of this technology.” This is likely to change in the near
future. Local area networks are frequently used to interconnect computers within a drug
information center, building, or neighboring areas. The use of wide area networks will
grow as institutions merge and interconnect data management functions.”

There is an increasing need by health professionals, as well as consumers, to get more
information about medications sooner. Information is needed quickly when a new medica-
tion becomes commercially available because of the potential for health and cost implica-
tions, when a product is withdrawn from the market for safety reasons, or when data from
a new study are released that could have an impact on how common ailments are treated.
The lag time that occurs with the print format may not be acceptable for many direct
patient care issues. The Internet allows medical information to be available sooner to both
health care professionals and the public. Online repositories for articles, such as BioMed
Central (<<www.biomedcentral.com>>) and PubMed® (<<www.pubmedcentral.nih.gov>>) have
allowed individuals to access millions of articles quickly, easily, and free of charge. The site
freemedicaljournals.com provides a comprehensive list of medical journals that are free of
charge. The availability of e-journals has helped speed up the publication process to allow
articles to be available electronically sooner than the print version. Hypertext links between
reference lists from an article in one online journal to the original article eliminate the need
to travel to a library. When the journals e-mail a table of contents (TOC) or provide an auto-
matic alert about articles on a particular topic, this results in a more effective method of
keeping up to date. E-textbooks are also available on the World Wide Web; however, the
majority of printed medical textbooks with an online version require a subscription. For
instance, Harrison’s Principles of Internal Medicine (<<www.harrisonsonline.com>>) is a
continually updated and expanded version of the printed text. Other textbooks are available
for purchase as a CD-ROM.

Registries of ongoing clinical trials, such as ClinicalTrials.gov, provide information
on the purpose and criteria for participation in these trials. This has allowed pharma-
cists to anticipate new therapies, and perhaps help their patients receive medications
not yet FDA approved through enrollment in a clinical trial.

There are a variety of websites sponsored by different companies and individuals. In a
recent survey, 85% of physician respondents had experienced a patient bringing Internet
information to a visit.*’ Ninety percent of respondents perceived that the majority of these
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patients had brought them information because they wanted to ask their opinion. Wide avail-
ahility of this information should be tempered with the need to evaluate the validity of informa-
tion obtained, especially for the public. Information is many times incomplete or inaccurate.*
Because misinformation may result in harmful behavior (e.g., discontinuing medication,
increasing the doses), the availability of quality information is important. There is currently no
valid instrument available to assess the quality of a website, although there are many proposed
methods. However, there are some common sense criteria that can be used to examine the
quality of information (accurate, up to date, authoritative authorship) on a website. One site
that may be helpful in providing patients with information on a range of medical conditions and
management is <<http:/www.healthfinder.gov>>. However, if misinformation or inaccurate
information is shared, organizations exist to monitor fraud on the World Wide Web (e.g.,
<<www. quackwatch.com>>).

Mailing lists, newsgroups, bulletin boards, web forums, and chat rooms have simplified
the way in which peers can exchange news and share opinions. E-mail has been an effective
method to keep up to date with a journal’s e-mailed table of contents (€TOC), which are often
sent before print publication. Several professional organizations (e.g., American Society of
Health-System Pharmacists, <<http:/www.ashp.org>>) have websites that offer e-mail alert
services to maintain awareness of important news affecting pharmacy, drug shortages, and
awareness of their meetings.

Drug information centers have created their own sites to post information about their
center and services, provide links to related sites considered to be of acceptable quality, and
as a convenient means of receiving and answering drug information questions.” The advan-
tage of having a request form for answering drug information questions on the web is that
physicians, pharmacists, or other health professionals can access computers at their practice
site. Many times, this is accessible only through an institution’s Intranet. An Intranet is a net-
work that belongs to an organization and is designed to be accessible only by the organiza-
tion’s members, employees, or others with authorization. The website looks and acts just like
other sites, but has a firewall surrounding it, and therefore the center can provide easy access
to their primary patrons without receiving extraneous questions from people outside their
defined clientele.>-

Likewise, the use of personal digital assistants (PDAs) has grown. A PDA offers the con-
venience of collecting and accessing information from a unit that can be carried in a user’s
pocket. There are several examples of the use of PDAs in pharmacy practice.™* In certain
situations, these systems can be used more conveniently than a desktop computer for online
searching, to provide medication profiles, to set appointments, as a time-management tool,
and to search drug information databases (e.g., general drug information text and drug
interaction resources). The PDA can provide access to the formulary, order entry and verifi-
cation, medication error and ADR reporting, and medication use guidelines. One area
where several institutions have found PDAs to be a valuable tool in their facility is in the
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documentation of clinical interventions by pharmacists. One study compared the efficiency
of using a PDA for documentation of clinical interventions compared to paper. The number of
new interventions performed by pharmacists was divided by the number of new orders writ-
ten during a 6-month period. When the PDA was used to document interventions, there was
consistently more complete information and more interventions documented than when data
were collected on paper (7.43% [697 PDA-documented interventions/15,979 new orders
written] vs. 4.36% [919 paper-documented interventions/13,184 new orders; P < 0.001]).*
An additional advantage of using a PDA for documentation of clinical interventions is that it
decreases the time needed to aggregate the data into a database, rather than retrospectively
entering data into the database. This may have some advantages in documenting reimburse-
ment for services. In another study,” authors calculated their potential claims using their
Medicaid reimbursement rate for pharmacists’ cognitive services documented with PDAs.
The amount was more than $1 million in 6 months, assuming a 100% reimbursement rate.
This cost reflects total reimbursement and was not compared to paper documentation. There
are some limitations to PDAs. In general, they are not considered to be secure at this time
and, therefore, may not protect proprietary or confidential information. Also, the unit may
compromise usability by trying to present too much information on a small screen. The
advantage, however, is that this system offers a convenient and, in many cases easily
updated, information tool at the bedside. Frequently, in a clinical setting, the use of a mix of
desktop, laptop, or hand-held devices is optimal based on the particular clinical scenario.

Although technology affords remote-site access to medication information sources, it is
critical that pharmacists have the skills to perceive, assess, and evaluate the information, and
apply the information to the situation. One of the most rapidly changing technologies in
health care is information technology. It is important that pharmacists not only keep up with
medication use concepts, but that they also stay abreast of developments in the area of infor-
mation technology in an effort to integrate new and valuable systems in a timely and efficient
manner. The need for this type of training is emphasized in a recent [OM report.’

Future technology developments are likely to further enhance access and use of infor-
mation. The medical record, including administrative information, laboratory data, and phar-
maceutical information are becoming more commonly accessible in patient care areas. A
properly configured medical record provides decision support, facilitates workflow, and
enables the routine collection of data for performance feedback.*® This offers opportunities
for pharmacists, and in particular medication information specialists, to take a leadership role
in planning and implementing computerized intervention programs that automatically edu-
cate at the point of prescribing. The use of computer-hased clinical support systems that pro-
vide patient information with recommendations based on the best evidence has shown to be
valuable in the patient care setting, including a reported decrease in length of hospital stay.**®
In one study that examined the value of using a decision support program to assist physicians in
using anti-infective agents, the length of hospital stay of patients who used the recommendations
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was compared with a group of patients who did not always use the recommendations, and
compared against a group of patients who were admitted to the unit 2 years before the inter-
vention program. The length of hospital stay was statistically different with an average of 10,
16.7, and 12.9 days, respectively.®

Although the Internet has been used to transfer information instantaneously to clini-
cians and researchers, its value as a patient care resource and professional education tool is
only starting to be tested. One of the concerns in using the Internet for transfer of patient
information is patient confidentiality.**-* Virtual private networks (VPNs) are used to elimi-
nate many of the technical issues surrounding security of information. Confidentiality has
been addressed with new legislation referred to as the Health Insurance Portability and
Accountability Act (HIPAA) to make sure that covered entities (e.g., health plans, health care
providers, and health care clearing houses) limit disclosure of an individual’s protected
health information.”® Once the legislation has been implemented for several years, the impli-
cations of this legislation will be more clear.

Focus on Evidence-Based Medicine and Drug Policy Development

The pharmacist’s ability to apply medication information skills to drug policy decisions will
be of growing importance in this changing health care environment. This can be done by
identifying trends of inappropriate medication use in a group of patients and providing sup-
porting scientific evidence to help change behavior. Continued growth in national health
expenditures has raised the concern of government, insurance agencies, health care
providers, and the public in identifying strategies to control spending while maintaining
access to quality health care. With $216 billion spent on pharmaceuticals in 2003 (increased
from $194 billion in 2002), inevitably, questions arise about the value of services received.**
These increases in pharmaceutical costs are of particular concern especially in light of the
recent approval of the Medicare drug benefit. The Medicare Prescription Drug Improvement
and Modernization Act has several provisions that will affect pharmacy practice including
one that requires participating in health plans to create medication therapy management
programs to ensure that the covered medications are used appropriately by high-risk
patients.” Likewise, the [OM recently completed a 3-year study of the uninsured with a rec-
ommendation that universal health insurance coverage be available in the United States by
2010. In 2001, uninsured Americans received $35 billion in uncompensated medical care;
$30 billion was ultimately paid for with tax dollars.”” Although a list of insurance benefits has
not been defined, they will be created based on evidence of improved patient care.

In recent years, there has been a shift from a fee-for-service, inpatient focus, to a capitated,
managed care, ambulatory focus.® Managed care—a process seeking to manage the delivery
of high-quality health care in order to improve cost effectiveness—is consuming an ever-
increasing portion of health care delivery. Today, providers are relying less on impressions of
what may be happening in a practice setting and more on data that are actually being collected
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in that same group of patients (e.g., number of patients receiving appropriate dose of drugs).
Goals are set for a particular group of patients (e.g., all patients receive beta-blocker therapy
after a myocardial infarction) based on evidence found in the scientific literature. This connec-
tion of applying the scientific information to the patient care setting is made through evidence-
based medicine. Evidence-based medicine is an approach to practice and teaching that
integrates current clinical research evidence with pathophysiologic rationale, professional
expertise, and patient preferences to make decisions for a population.” This has strengthened
the need for pharmacists to have a solid understanding of medication information concepts and
skills. Pharmacists need to be able to evaluate the medication use issues for a group of patients;
search, retrieve, and critically evaluate the scientific literature; and apply the information to the
targeted group of patients. Evidence-based medicine techniques are used in health care orga-
nizations in the development and implementation of a variety of quality assurance tools (e.g.,
therapeutic guidelines, clinical pathways, MUES, and disease state management) in an effort to
improve patient outcomes and decrease costs. All of these situations require pharmacists to use
medication information skills and to have various kinds of medication information support at
the practice site or easily accessible at a remote site. The process of evidence-based medicine
requires that systems be developed to measure and report processes and outcomes that can be
used to drive quality improvement efforts. Data can be collected and analyzed by a medication
information specialist using scientific methods to support the decision-making process in a man-
aged care organization. Outcomes research can be used to identify the effectiveness of phar-
maceutical products and services in achieving desired health outcomes. Likewise, the branch
of outcomes research, pharmacoeconomics, provides tools to assess cost, consequences, and
efficiency.% This will be discussed more fully in Chap. 8.

Sophistication of Medication Therapy

The sophisticated level of medication therapy that occurs today provides pharmacists much
more opportunity to lend their expertise in assessing medication information needs of profes-
sionals, patients, or family members, and providing literature to help choose the best medication
to use within a class, to convey the appropriate information to help patients correctly and safely
use the more potent medications, and to address administration and delivery problems. It is
increasingly difficult for physicians and other health professionals to keep up with all of the
developments in medication therapy, as well as keep abreast of the other information required
for their practice. It is estimated that over 1600 compounds are in various stages of drug devel-
opment.”! Several of these drugs could have a substantial impact on clinical practice and drug
expenditures once they are commercially available. For instance, it is anticipated that at least 560
of these medications are anticancer agents, which could have an impact on life expectancy, qual-
ity of life, and the related expenses associated with the potential need for increased ancillary
care, additional physician office visits, or hospitalization.” It is important that drugs in the
pipeline be monitored by pharmacists to provide adequate time to identify the patient population
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that will most benefit from the new drug and to help anticipate the cost of treating these patients
compared to traditional therapy.®®"

There is also a trend toward individualization of health care using DNA profiling to
determine potential drug effectiveness.*”? Patients may be tested for genomic patterns and
their drug therapy will be altered accordingly. There are several potential benefits of using this
pharmacogenomic technique: new effective treatments for a variety of medical conditions
could be identified faster and in smaller samples, computer modeling can help eliminate the
medications that do not work, and because this technique can help identify the best candidates
for a particular drug, it can help patients become more productive sooner.”

The Self-Care Movement

Finally, consumers have a continually growing desire for information about their medica-
tions. The growth of the self-care movement, the increase in focus on health care costs, and
the improved accessibility of health information are some of the factors that have influenced
patients to participate more fully in health care decisions, including the selection and use of
medications. Based on these needs, direct-to-consumer advertising (DTCA) campaigns have
appeared in virtually all media including magazines, television ads, and radio reports. In
1996, for the first time ever, the amount spent on DTCA exceeded the amount spent on direct
advertising to physicians.* In 1997, the pharmaceutical industry spent over $1 billion on
DTCA, which is up 61% from 1996.% Today, it is estimated that pharmaceutical companies
spend about $3 billion per year.% This increase in spending for DTCA may be in response to
the increase in sales for these drugs.*

Likewise, there is a growing use of e-mail and the web by the public. A recent survey
found that approximately 25% of individuals with home access to the Internet searched
medical websites prior to arrival at a neurology clinic.® Unfortunately, 60% of the information
was considered to be inappropriate. Because a single individual is able to serve as author,
editor, and publisher of information on the Internet, there is no safeguard on the quality of
information provided. The end result is a potentially misinformed consumer.*" When
patients find information about medications that they are either considering to start taking or
are currently taking, from the Internet, through the lay press, or by DTCA, a pharmacist can
help consumers critically assess the medication information and add to the information
based on specific patient-related needs.

The need to critically assess information regarding complementary and alternative
medicine has become increasingly important, with an estimated one of three Americans choos-
ing to use this option.”’ The use of dietary supplements continues to grow in popularity.”"
This area presents a challenging situation for pharmacists because of the lack of relevant
outcomes data from well-designed clinical trials. Consumers are increasingly interested in
finding reliable information regarding these products; pharmacists are in an excellent posi-
tion to help provide such information. One drug information center describes its experience
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with a devoted telephone line to provide information regarding herbal supplements.”” There
was an increased demand for the service over time based on a higher call volume. This is
consistent with the growing use of complementary and alternative medicine nationally.
They also described the challenges and limitations of finding reliable information on herbal
products. Several resources are available that have information on herbal products. It is just
as important that the pharmacist provides information from reliable sources, as well as iden-
tify information that is lacking, in regard to a particular product.

Groups like the National Council on Patient Information and Education (NCPIE)
encourage patients to seek information when they have questions. The experience with some
medication information hotlines that have been established for public access has indicated
public desire and need for information.” Such hotlines, often established by pharmacists, are
intended to enhance the relationships between pharmacists, physicians, and patients.

The changing environment affords the pharmacist many opportunities to use the full
spectrum of medication information skills. Factors such as the integration of new technolo-
gies, the focus on evidence-based medicine and drug policy development, the sophistication
of medication therapy, and the advent of consumerism require that all pharmacists have a
strong foundation in medication information concepts.

EDUCATING FOR THE NEED

The education of pharmacists continues to evolve in scope and depth. Many areas identified
as needed by the drug (medication) information specialist are now incorporated into phar-
macy curricula and taught to all pharmacists. In 1991, a consensus conference in New
Mexico was held to define a set of objectives for didactic and experiential training in drug
information for the year 2000.” Twenty-three educators and practitioners participated in the
conference. There were several key concepts that were developed including (1) drug infor-
mation should be a required component of the pharmacy curriculum and include both
didactic and competency-based experiential components (2) drug information concepts and
skills should be spread throughout the curriculum, beginning the day students enter phar-
macy school and (3) problem solving should be a major technique in drug information edu-
cation, with the goal of developing self-directed learners. Developing these skills should
provide the foundation for the pharmacist to be a lifelong learner and problem solver. Based
on the work of this conference, as well as changes in the health care system, and the move-
ment toward outcome-based education, colleges of pharmacy are redesigning their curric-
ula to provide a more comprehensive and integrated approach to teaching medication
information concepts and skills.”* Communication skills are taught formally to facilitate
the pharmacist’s ability to transmit information to both health professionals and patients.
Medication information and policy development are integrated throughout the three goal
areas addressed in the pharmacy practice residency standards. Specialty practice residencies



18 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

in medication information are also available in a variety of practice sites at (www.ashp.org/
directories/ residency/).

As the role of the practicing pharmacist changed regarding medication information activities,
so has the role of the specialist. The role of the medication information specialist has changed
from an individual who specifically answers questions to one who focuses on the develop-
ment of medication policies and provides information on complex medication information
questions. A specialist in medication information can provide leadership in a contract drug
information center, medical informatics, health maintenance organizations (HMOs) and
pharmacy benefit management organizations (PBMs), managed care organizations, scien-
tific writing and medical communications, poison control, pharmaceutical industry, and aca-
demia. In a recent survey that examined the career paths of pharmacists who completed a
drug information specialty residency in 2000 and 2001, the types of careers were diverse.
However, the most common positions were in industry (32%), academia (21%), medical writ-
ing (12%), and as a specialist in an institution (9%).3! A specialist in medication information
can be involved in multiple activities in establishments listed in the following section.

CONTRACT DRUG INFORMATION CENTER (FEE-FOR-SERVICE)

The need for accurate information pertaining to drug therapy is more acute today than ever
before in the history of health care. One estimate suggests that prescription drug expendi-
tures will increase at an average rate of 11.1% between 2002 and 2012 Within the next
decade health care costs will increase at an alarming rate, with total expenditures reaching the
$2.1 trillion mark. A majority of these costs will be shouldered by the private sector with a
significant increase in prescription drug costs. Drug information practitioners are in an envi-
able position to provide a service that will improve patient outcomes and decrease health care
costs through the provision of unbiased information that supports rational, cost-effective,
patient- and disease-specific drug therapy. One of the best ways to deliver such information is
by contracting with a drug information service with formally trained health care professionals.
Potential clients include managed care groups, contract pharmacy services, pharmacy bene-
fits managers, buying groups, small rural hospitals, chain pharmacies, and independent phar-
macies. Several different fee structures have been used. A client may be charged a simple fee
per question, or may be offered a detailed menu of services (written medication evaluations,
continuing education programs, guideline development for particular diseases) with the final
cost dependent on the number and types of services chosen by the contracting party.
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Services provided within these contracts may include providing answers to drug infor-
mation requests, preparation of new drug evaluation monographs, formulary drug class
reviews, development of MUE criteria, providing journal reprints, pharmacoeconomics eval-
uations, writing a pharmacotherapy newsletter, and providing continuing education pro-
gramming. Additional services the center may make available are access to online resources,
access to in-house question files for sharing information on commonly asked questions, and
direct access to the center’s Internet home page for review of medical use evaluations,
formulary reviews, and newsletters.® One center reports providing information on drug
shortages to the American Society of Health-System Pharmacists through a grant.®
Frequently, the contracting drug information center also has responsibilities for pharmacy
services (drug information, drug policy) as part of an entire health system.

MEDICAL INFORMATICS IN A HEALTH SYSTEM

With the growth and development of new technologies (e.g., information systems), there are
tremendous opportunities for an informatics specialist—an individual who has advanced med-
ication information skills with a keen understanding of computer and information technology.
This individual can help support the concepts of pharmaceutical care by improving the efficiency
of workflow and increasing access to patient-specific information and the medical literature
through technology by remote-site availability. This individual may also be involved in the area of
institutional drug policy management. As more information is computerized (e.g., medical
records), data that were accessible only through a paper record will be available for those profes-
sionals who understand the type of data that are needed for quality improvement efforts, and are
able to get information efficiently out of the system.® As database designs evolve and become
user friendly and computer systems become more sophisticated, there are increasing opportuni-
ties for applying computer technology using clinical decision support systems to enhance many
aspects of the medication use process. Clinical decision support systems can integrate patient-
specific information, perform complex evaluations, and present this information to a clinician in
a timely manner. These systems can be used to support initiatives with ADR reporting and
analysis programs, formulary management, and continuous quality improvement efforts.

HEALTH MAINTENANCE ORGANIZATIONS (HMOS)/PHARMACY
BENEFIT MANAGEMENT ORGANIZATIONS (PBMS)/MANAGED
CARE ORGANIZATIONS (MCOS)

Akey opportunity identified in a strategic planning meeting in 1994 by the Consortium for the
Advancement of Medication Information, Policy and Research (CAMIPR) was the growing
role for medication information specialists in the area of medication policy development/research
and technology.® Since pharmaceuticals account for approximately 10% of health care dollars,
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which is up from 7% 5 years earlier, this offers tremendous opportunities for the medication
information specialist to provide leadership in the development and implementation of mech-
anisms to support the cost-effective selection and use of medications in HMOs, PBMs, and
managed care organizations.*® The specialist may coordinate activities relating to formulary
development and implementation, ADE reporting and analysis, and therapeutic guideline
development. Medical and pharmaceutical outcomes research has been an increasing interest
among health care providers, payers, and regulatory agencies. With appropriate training (e.g.,
specialized residency in medication information practice or managed care experience) and
expertise, opportunities are growing for the medication information specialist in the insurance
industry, HMOs, managed care organizations, pharmacy benefits management companies,
state and national government agencies (e.g., Medicaid and Medicare), as well as other
groups interested in the cost-efficient use of medications.

A pharmacist in any of these organizations has the opportunity to evaluate new informa-
tion for medications on the market and assess its true value in a target group of patients. Prior
to approval by the FDA, drugs undergo testing in a limited number of patients. Once
approved, experience in patients escalates and previously unrecognized, rare adverse events
may be identified. The drug may also be found to be useful for conditions not described in the
labeling. Perhaps one of the most important functions of postmarketing surveillance is in the
area of ADR reporting. This type of analysis can answer questions about drug interactions,
identify potential new indications for the product, and study patients in a broader population.
Organizations with a relatively large patient population offer opportunities to study these
issues under the leadership of a medication information specialist.

Opportunities also exist to establish guidelines for selected disease states (e.g., man-
agement of patients with diabetes mellitus) or classes of drugs (e.g., selection of appropriate
antibiotic for surgical prophylaxis). Practice guidelines are becoming an increasingly impor-
tant part of the biomedical literature. These clinical guidelines are systematically developed
to assist practitioners and patients with decisions about health care in an effort to improve
the quality and consistency of health care while minimizing costs and liability.*” Evidence-
based practice guidelines are developed through systematic reviews of the literature appro-
priately adapted to local circumstances and values. Key questions to consider when
reviewing a practice guideline have been proposed.® These questions primarily rely on how
accurately the guideline reflects the research used to produce it. More information on thera-
peutic guidelines can be found in Chap. 9.

POISON CONTROL

Poison information is a specialized area of medication information with the practitioner typi-
cally practicing in an accredited poison information center or an emergency room. Similar to
the mission of traditional drug information centers, poison information centers exist to pro-
vide accurate and timely information to enhance the quality of care of patients. There are,
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however, several differences between a traditional drug information center and poison con-
trol center. Health professionals generate most consultations received in drug information
centers, whereas, in a poison control center, most are generated from the public. Poison
information centers must be prepared to provide information on the management of any
poison situation, including household products, poisonous plants and animals, medications,
and other chemicals. Because of the type of information that the specialist provides, nearly all
requests for information to a poison control center are urgent, with an average response time
of 5-minutes, compared to anywhere from 30 minutes to days for drug information centers
depending on the urgency of the call and complexity of information required. A specialist in
poison information therefore requires expertise in clinical toxicology, as well as an ability to
obtain a complete history that correctly assesses the potential severity of exposure, an under-
standing of where to search for this type of information, and the ability to communicate the
information and plan in a comprehensive, concise, and accurate manner to consumers with
varied levels of education. Because of the unique expertise of this type of specialist, a
national certification examination is offered through the American Association of Poison
Control Centers (AAPCC, <<http://www.aapcc.org/>>). In addition to a poison control
center providing information regarding individual patients, centers in the United States also
contribute data to a larger program through the Toxic Exposure Surveillance System
(TESS), which is coordinated by the AAPCC. These data can be used to compare safety pro-
files for similar products, to develop risk assessment guidelines for specific substances, to
target national prevention programs, and to conduct postmarketing surveillance on products
(e.g., chemicals).

Despite the impact that regional poison control centers have on reducing morbidity
and mortality with poison exposures, they are also facing increasing emphasis on eco-
nomic justification. One study used decision analysis to compare the cost-effectiveness of
treatment of poison exposures with the services of a regional poison control center to treat-
ment without access to any poison control center. The average cost per patient treated
with the services of a poison control center was almost half of that achieved without ser-
vices of a poison control center. These results were consistent regardless of exposure type,
average inpatient and emergency department costs, and clinical outcome probabilities.

PHARMACEUTICAL INDUSTRY

The pharmaceutical industry provides many career opportunities for pharmacists in a variety
of areas including drug discovery, product development, information technology, training
and development, scientific communications, health outcomes research, regulatory affairs,
professional affairs, medical information services, and clinical research.**! Within the area
of medical information services, the pharmacist participates in typical types of activities such
as answering drug information questions, reporting and monitoring ADRs, and providing
information support to other departments. Other positions in medication information services
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include disease specialist, health outcomes associate, labeling associate, and medical or sci-
entific writer. Pharmacists providing medication information in the pharmaceutical industry
may also provide support for individuals responsible for drug formularies or participate in
quality improvement efforts with the medication use process. In addition to providing written
information on the drug product produced by the manufacturer, there are opportunities to
provide additional information at pharmacy and therapeutics committees or state drug use
review (DUR) boards. Pharmaceutical companies have extensive scientific data on their
products; some of which are not available through other published sources or may require a
formal FOI (freedom of information) request. Medication information specialists may also
serve as reviewers for journal articles, evidence-based guidelines, and published drug mono-
graphs. Medication information specialists may interact with sales and marketing, participate
with regulatory affairs issues, and handle product complaints.

Pharmacists with specialized training can take a leadership role in evaluating current
research, helping to manage ongoing research, or designing studies to help answer ques-
tions about new indications for future use of the product. The impact of new medications on
the health care environment is also felt within the pharmaceutical industry. The area of
health outcomes research is fairly new and growing and offers tremendous opportunity for
pharmacists to share their knowledge of the health care environment, research design, tech-
nology, and economics from the perspective of the pharmaceutical industry. As the sophisti-
cation of drug products and information management (e.g., electronic new drug applications
[NDAs]) has increased, so have the opportunities for pharmacists to practice in the pharma-
ceutical industry and focus on using the skills of a medication information specialist.

ACADEMIA

The medication information specialist has the opportunity to provide leadership in the phar-
macy curriculum, including both didactic and experiential training. In addition to teaching
medication information skills that are required across practice sites, the specialist also serves
as a collaborator with other faculty on cases and activity designed to reinforce drug informa-
tion skills for students. Approximately one-third of drug information centers are funded by a
college of pharmacy. This environment allows the student to be prepared to efficiently and
accurately provide information to the appropriate audience, while emphasizing both didactic
and competency-based experiential training.

SCIENTIFIC WRITING AND MEDICAL COMMUNICATION

Medical education and communications companies may provide educational programming to
meet continuing education needs (e.g., symposia, workshops, and monographs) or nonaccred-
ited or promotional activities (e.g., sales training, publication planning, and journal articles).
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Over 180 companies were providing this service in 2001.% In addition to having good writing
skills, the pharmacist also needs to have scientific expertise and literature evaluation skills.”
More than 77% of medical education and communication companies employ at least one
licensed health care professional. These professionals may have several positions including
director and scientific writer. Pharmacists in this capacity would probably work closely with
editors, graphic designers, meeting planners, and computer programmers. This type of
information may be communicated in a variety of ways including orally, in print format, and
electronically on the web (e.g., e-Medicine).

All pharmacists must be effective medication information providers regardless of their prac-
tice. As defined by the New Mexico Conference, an effective provider perceives, assesses,
and evaluates medication information needs and retrieves, evaluates, communicates, and
applies data from the published literature and other sources as an integral component of
patient care. If the profession is to be successful in accepting patient care responsibilities, all
pharmacists must have a certain minimum level of skill to survive in the changing practice
environment, Developing the skills of an effective medication information provider is the
foundation for the pharmacist to be a lifelong learner and problem solver. The literature is a
valuable component of both of these processes and will allow the individual pharmacist to
adapt to the needs of a continually changing health care system.

Opportunities abound for pharmacists to use medication information skills in all practice
settings either as a generalist or a specialist practitioner. There is still the need for the practi-
tioner to have support from drug information centers to meet special information needs, to serve
as a resource on effective medication use, and to assist pharmacy practitioners as well as others
in solving medication therapy situations. Individuals with special training as medication infor-
mation specialists will still be needed to operate the centers and to provide leadership in the area
of drug informatics, institutional drug policy, poison control, pharmaceutical industry, and in
academia.
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Chapter Two

Modified Systematic Approach to
Answering Questions

Craig F. Kirkwood ¢ Karen L. Kier

Objectives

After completing this chapter, the reader will be able to

» When presented with a drug information question and given requestor demographics, deter-
mine pertinent background information.

« On determining and soliciting the most important background information, categorize the
ultimate question and develop an efficient search strategy.

« On evaluating the drug information and literature obtained from a search, formulate a
response appropriate for the sophistication of the requestor.

« List the categories of drug information questions that are appropriate for follow-up.

« Given three different practice settings, identify one potential question that would benefit
from using the modified systematic approach and describe the advantages of the approach
for each potential question identified.

An essential component within pharmacy practice is the ability to effectively answer questions
posed by health care professionals and the lay public. In 1975, Watanabe et al.! presented a sys-
tematic approach for responding to drug information requests. The systematic approach com-
prised of five steps, as outlined in Table 2-1, and was developed to provide instructions for
pharmacy students. These concepts were expanded and embellished to produce a textbook
on the subject of drug information services.? For several years the original article and subse-
quent texthook served as the core for training pharmacy students and practitioners about
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TABLE 2-1. SYSTEMATIC APPROACH (1975)

Step I. Classification of the request
Step Il.  Obtaining background information
Step Ill.  Systematic search

Step IV.  Response
Step V. Reclassification

Sources: From Watanabe et al.”

responding to drug information requests.’ The systematic approach principles were utilized
in assuring quality for drug information service responses, training in drug information skills,
and developing and enhancing programs*® (see Appendix 2-1). New technologies have facili-
tated the labor-intensive teaching of the systematic approach to students and practitioners,
either in a modified version as the subject of a computer program’ or as a module of a more
complete drug information computer program.® The modified systematic approach has been
adapted by others and used for the combined purposes of quality assurance and student eval-
uation in drug information clerkships.’

Drug information services may use the systematic approach, or an adaptation of it, as the basis
for responding to drug information inquiries (see Appendix 2-2); however, the utility of this
approach is not limited to the confines of a drug information center. These approaches can be
applied in any area while practicing pharmacy, including community pharmacy, pharmaceuti-
cal industry, institutional pharmacy management, as well as general application in any type of
professional consultation. The steps to the modified systematic approach, as described in
Table 2-2, will be reviewed in this chapter.

TABLE 2-2. MODIFIED SYSTEMATIC APPROACH (1987)

Step I. Secure demographics of requestor
Step Il.  Obtain background information
Step lll.  Determine and categorize ultimate question

Step IV.  Develop strategy and conduct search

Step V. Perform evaluation, analysis, and synthesis
Step VI.  Formulate and provide response

Step VIl.  Conduct follow-up and documentation

Sources: From Host and Kirkwood.”
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REQUESTOR DEMOGRAPHICS

The first step in the modified systematic approach is to accept the initial question and secure
requestor demographics. Although the presentation of the initial question provides insight to
the requestor’s sophistication and knowledge regarding the subject matter, it is important to
more directly determine the requestor’s position, training, and anticipated knowledge. For
example, an elderly patient and cardiovascular specialist may each inquire about the availability
of an investigational medication; however, each brings a different frame of reference to the
request, and the approach and final response to the request will differ for each requestor. In
addition to information regarding the requestor’s background, it is imperative to secure a
mechanism for delivery of the response, regardless of the medium (e.g., verbal, written, and
e-mail). Therefore, telephone number (s), fax number, pager number, and/or address (mail or
e-mail) or location, and so forth, are important facts to obtain regarding the requestor.

BACKGROUND QUESTIONS

The ability to obtain background information to develop a more complete picture of the question
is essential for effectively using the modified systematic approach. Historically, this step is
the most difficult for both students and practicing pharmacists. If an individual can truly
answer the question “Why is the requestor asking for this information?” then adequate back-
ground information has been obtained. To answer this question, the background information
must be sufficiently comprehensive.

The background questions, therefore, must be appropriate for the circumstances. Some
general information should always be obtained—for example, whether the request is con-
cerning a specific patient’s condition or is truly academic. Other background questions
should be specific for the nature of the request. Examples of general background questions
are provided in Table 2-3; examples of specific background questions are provided in
Appendix 2-3. Background question inquiry and reply, when performed optimally, should
be a dialogue. During this dialogue, the sequence and exact wording of each background

TABLE 2-3. GENERAL QUESTIONS FOR OBTAINING BACKGROUND INFORMATION

The requestor’s name

The requestor’s location and/or pager number

The requestor’s affiliation (institution or practice) if a health care professional
The requestor’s frame of reference (i.e., title, profession or occupation, and rank)
The resources that the requestor already consulted

Whether the request is patient specific or academic

The patient’s diagnosis, other medications, and pertinent medical information
The urgency of the request (i.e., negotiate the time response)

Sounrce: Standard Questions for Obtaining Background Information from Requestors. Drug Information Service, Depart-
ment of Pharmacy Services, Medical College of Virginia Hospitals, ca. 1990.



32 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

question must be dependent on the flow of the verbal interaction. Rarely will one obtain ade-
quate background information by forcibly demanding such information.

Though often neglected, it is commonly useful to ascertain which resource(s) the
requestor has checked or used. This information is useful to avoid duplication of effort; how-
ever, often individuals do not know how to effectively use the resource(s) available to them.
The responder may need to double-check the used resources to verify the information
present or better appreciate the requestor’s understanding of the subject. Knowledge of
resources used is also helpful in determining the baseline sophistication of the requestor. For
example, one would consider the user of the primary literature to be more sophisticated than
the requestor who only used a general reference.

Requestors who are intermediaries in the transfer of information present a special chal-
lenge for obtaining background. Intermediaries may include medical students, nurses, phar-
macists, and administrators’ assistants—generally anyone involved in the process that is not
truly the end user of the response. In some situations, the intermediary may not have suffi-
cient information to satisfy background questions. In other cases, the intermediary may put
an incomplete “twist” on the background information according to the frame of reference.
When dealing with intermediaries, one must decide to work with them (i.e., educate them
concerning the information needed and why it is needed) or bypass them (i.e., interact with
the end user of the information directly). Each option has its strengths and weaknesses and
the decision must be made on a case-by-case basis. One should not allow an intermediary
with incomplete or inaccurate background information to drive the consultative process.

With practice, the process of obtaining background information can become an
admirable skill. When background questions are utilized appropriately, the response to infor-
mation requests or inquiries is very efficient. Like other skills, however, obtaining back-
ground information requires practice to maintain the competence.

ULTIMATE QUESTION/CATEGORIZATION OF QUESTION

After a precursor of the modified systematic approach was instituted, a survey of drug
information questions answered by the Drug Information Service at the Medical College of
Virginia Hospitals over a 6-month period was performed. In 85% of the questions, the subject
researched (termed the ultimate question) was significantly different than the original
question—such that provision of the final response would not have agreed with the initial
question. For these questions (i.e., disagreement between original question and response
provided), the requestor was satisfied with the response provided (i.e., the answer to the
ultimate question). This disparity demonstrates that refocusing the requestor’s question was
useful for most of the drug information requests in the survey.

The determination of the ultimate question is important for effective use of the modified
systematic approach. If background information is obtained in an open, productive exchange,
the ultimate question is easily unveiled; if adequate background information is not obtained,
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the determination of the ultimate question may not be possible. The ultimate question may
essentially be the same as the original question, particularly if the question is truly not patient
specific. An example of the difference between an original question and the ultimate question
(which was researched) is provided in Appendix 2-4. In this case, responding to the original
question possibly would have precluded two therapeutic options—one because the original
drug may not have been readily available for the specific patient’s disease, and the other
because an equally effective, unrestricted alternative may not have been fully considered.
More information on this can be found in Chap. 3. Occasionally, the pursuit of the ultimate
question provides an opportunity for injection of another professional’s perspective, and this
process alone may lead to consideration of other useful therapeutic approaches.

It is imperative that the requestor confirms the ultimate question prior to categorization
and the development of a search strategy. To avoid having the requestor interpret the
response to a different (the ultimate) question as condescending, the discussion must be
tactful and oriented toward the attainment of the common goal of both the requestor and
responder.

Once the ultimate question has been decided and acknowledged, the question is cate-
gorized. The categorization is useful not only for the initial development of the search strat-
egy, but also for the determination of resources and staff training to be maintained.
Categorization schemes vary among drug information services; the best scheme is the one
that is closest to meeting the service needs. An example of a categorization scheme, with the
selection of a category for an ultimate question, is shown in Appendix 2-2. Once an ultimate
question is categorized, the development of a search strategy is initiated.

SEARCH STRATEGY

The categorization of the ultimate question prompts the resource selection process. For
example, the categorization of a question as “adverse effect” suggests the use of adverse
effect oriented resources. Once resources have been selected, they are prioritized based on
the probability of their containing the information or data desired. Without prioritization,
resources may be utilized based on ease of access or degree of comfort instead of probable
efficiency. Further information on search strategy is found in Chap. 3 and the drug informa-
tion resources have been thoroughly characterized in Chap. 4.

DATA EVALUATION, ANALYSIS, AND SYNTHESIS

At this step in the modified systematic approach, the information retrieved must be objec-
tively critiqued. The techniques and skills for literature evaluation and clinical application of
statistical analysis, as discussed in detail in Chaps. 6 and 7, are applied at this juncture.
Application of these skills at this step is one of the opportunities to differentiate the profes-
sional from the technician through using the modified systematic approach. The analysis and
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synthesis must be performed with consideration of the background information, obtained
previously, for the response to be pertinent and useful to the requestor.

FORMULATION AND PROVISION OF RESPONSE

Although one cannot absolutely know how another individual will use the information pro-
vided, a responder should think about how the soon-to-be-provided information may be used.
This thought process should reference the background information received when formulat-
ing the search question. While it would be unethical to misrepresent results of the analysis
and synthesis of the literature evaluated, one may formulate a response that discourages a
reaction that the responder believes is not supported by the interpretation of the literature.
As a consultant, one has a professional responsibility to clearly inform the requestor when
one course of action is clearly more desirable than an alternate action. This consideration is
not an issue when the analysis and synthesis of literature or information leads to an equivo-
cal conclusion concerning two mutually exclusive courses of action.

If the literature includes conflicting data that must be presented to the requestor, one may
need to use a logical argument. Should only one side of the conflict be presented, the requestor
may not benefit from the complete picture or may mistrust the responder on later learning that
another aspect of the conflict was not represented. The steps to follow in this scenario, after
restatement of the ultimate question, are presented in Table 2-4. Despite the setting or cir-
cumstances, the formulated response must be succinct yet adequately comprehensive.

The provision of a response is essential in the modified systematic approach. If the
response is not provided in a timely manner or is delivered at an inappropriate level of sophistica-
tion, conceivably the effort expended would be wasted. The subject of written communications
will be considered in Chap. 11, and will not be discussed here. Verbal communications, how-
ever, are more frequently used within most practice settings. The utilization of good verbal
communication skills, from confident delivery to correct pronunciation of all terms, is imper-
ative for ideal response provision. Often the delivery of a complete response is analogous to
the delivery of a presentation or lecture—one must be prepared for additional questions and,
therefore, the information presented is only part of the responder’s total knowledge and
preparation on the subject. The remnants from the process of preparing a succinct response
are typically the material used for addressing additional minor questions.

TABLE 2-4. FORMAT FOR LOGICAL ARGUMENT IN RESPONSE FORMULATION

Step I Present the competing viewpoints or considerations
Step Il.  State the assessment of the literature or information reviewed and claim the superior viewpoint
Step Ill.  Succinctly refute the major strengths and present weaknesses of the inferior viewpoint

Step IV.  Defend the major weaknesses and promote the strengths of the superior viewpoint
Step V. Reiterate the final assessment in support of the superior viewpoint.
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FOLLOW-UP, FOLLOW-THROUGH, AND DOCUMENTATION

Follow-up is the process of verifying the appropriateness, correctness, and completeness of a
response following the communication. Not only is follow-up “good business,” it presents a
professional approach to consultative assistance. Certain circumstances command follow-up.
Patient-specific requests, especially if judgmental (i.e., therapeutic assistance or dosing rec-
ommendations), are outstanding opportunities for follow-up. Any situation in which a thera-
peutic decision was dependent on assumptions or “soft” data is also a candidate for follow-up.
Pharmacy services and practices, in addition to patients and health care providers, may ben-
efit substantially through the provision of follow-up assistance. Providing follow-up assistance
for responses that subsequently led to dependent administrative decisions can enhance the
perception of service delivery and the quality of the complete response.

Follow-through is the process of readdressing a request based on the availability of new
data or a change in the situation or circumstances that were decisive factors in the synthesis
of a response. For example, the basis of a decision to use a novel therapy in a patient may be
confirmed or refuted according to a new article. In the same scenario, the development of
renal failure (as a comorbidity) in this patient may prompt an update of the original response.
In most circumstances, the provision of follow-through may also be perceived as good prac-
tice. Providing an update when new information becomes available supports the responder’s
expertise and command of the literature. The update of current information would be partic-
ularly useful in chronic patient or administrative problems.

Thorough documentation is essential for reducing liability and potentially promoting the
development of a continual service. The method of documentation may be a simple form or
an extensive review and summation of all processes completed. At a minimum, the ultimate
question (as verified by the requestor), the materials searched (with pertinent findings
noted), the response, and follow-up (or follow-through, if applicable) should be documented.
For reimbursement of services and credit of service delivery, it may be necessary to record
the achievement of the objectives in service provision. Regarding professional Liability con-
cerns, an attorney familiar with the requirements of the specific locality may be consulted.
The documentation of improved patient outcomes subsequent to a response for information
would be an optimal method for justification of practices.”

More than 30 years ago, Watanabe et al. presented a systematic approach for responding to
drug information requests. The systematic approach, which consisted of five steps as out-
lined in Table 2-1, was developed to provide instruction for pharmacy students. Modifica-
tions of the systematic approach (an example is outlined in Table 2-2) have been utilized by
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others in service provision, practice quality assurance, and student evaluation. The enhance-
ments relative to the original systematic approach are reasonable when one considers the
explosion of drug information in the last 30 years; the expansion, sophistication, and patient
orientation of pharmacy services today; and the growth and advancement of drug informa-
tion resources over the past three decades.

1. A caller requests information regarding the use of aspirin for the prevention of preeclampsia.

d.

List the steps involved in the modified systematic approach to answering questions.
What is the importance of each of these steps?
What specifics regarding caller demographics should be secured?

c. What questions should be asked to obtain background information from the caller?

Consider different questions that could be asked depending on the focus of the request
(e.g., general information, dosage, method of administration, drug interactions, drug
of choice, adverse effects, and teratogenicity).

Depending on its focus, the request could be categorized in several ways. Considering
the possible focuses listed in part c, categorize the question and develop possible
search strategies.

Considering the possible focuses listed in part ¢ and various caller backgrounds (e.g.,
consumer, pharmacist, and physician), evaluate, analyze, and synthesize data to be
used for answering the request.

For the possible scenarios listed in part e, formulate oral and written responses to the
request.

For the possible scenarios listed in part e, consider follow-up questions that should be
asked of the caller.

2. Considering three different practice settings (i.e., hospital, community pharmacy, phar-
maceutical manufacturer, ambulatory clinic, and insurance company), identify potential
questions that would benefit by using the modified systematic approach in formulating a
response in each of those settings and describe the advantages of the approach for each
potential question identified.
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Chapter Three

Formulating Effective Responses and
Recommendations: A Structured Approach

Karim Anton Calis ¢ Amy Heck Sheehan

Objectives

After completing this chapter, the reader will be able to

» Develop strategies to overcome the impediments that prevent pharmacists from providing effec-
tive responses and recommendations.

« Qutline the steps that are necessary to identify the true drug information needs of the requestor.

« List and describe the four critical factors that should be considered and systematically evaluated
when formulating a response.

« Define analysis and synthesis and explain how they are employed in the process of formulating
responses and recommendations.

« List the elements and characteristics of effective responses to medication-related queries.

Pharmacists are asked to provide responses to a variety of drug information questions every
day. While the type of requestor, query, and setting can vary, the process of formulating
responses remains constant. This chapter elaborates on the basic concepts and principles
presented in other chapters, and introduces an organized, structured approach for formulat-
ing effective responses and recommendations.

As the medical literature expands, access to drug information resources by health care
professionals and the public continues to grow. Yet many professionals and consumers lack
the necessary skills to use this information effectively. This presents an opportunity and a
challenge for pharmacists who wish to become bonafide drug therapy experts and assume a
broader role in health care.
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Regardless of specialty or practice site, pharmacists must strive to become pharma-
cotherapy specialists. Whether in a community pharmacy, outpatient clinic, or at the hospital
bedside, pharmacists can apply their knowledge to the care of patients. Pharmacists should
not be relegated to the role of information dispenser or gatekeeper. Pharmacists must extend
their knowledge of drugs and therapeutics to the clinical management of individual patients
or the care of large populations. Moreover, they must promote rational pharmacotherapy by
ensuring that drug information is appropriately interpreted and correctly applied.

Pharmacists should recognize that their responsibility extends beyond simply providing an
answer to a question. Rather, it is to assist in resolving therapeutic dilemmas or managing
patients’ medication regimens. Knowledge of pharmacotherapy alone does not ensure success.
Moreover, isolated data or information do not provide answers to questions or ensure proper
patient management. In fact, it is uncommon to find comprehensive answers in the literature
that completely and effectively address specific situations or circumstances that clinicians face
in their daily practices. Responses and recommendations must often be thoughtfully synthe-
sized using information and knowledge gathered from a number of diverse sources. To effec-
tively manage the care of patients and resolve complex situations, pharmacists also need added
skills and competence in problem solving and direct patient care.

For pharmacists to provide meaningful responses and effective recommendations to
drug information questions, real or perceived impediments must first be overcome. One
such impediment is the false perception that most drug information questions do not pertain
to specific patients. Another is the perception that the seemingly casual interactions with
requestors and the lack of formal, written consultation somehow preclude the need for in-
depth analysis and extensive involvement in patient management. Pharmacists sometimes
oversimplify their interactions with requestors and fail to identify the context of the question
or recognize its significance. Absence of sufficient background information and pertinent
patient data greatly diminish the ability of pharmacists to provide effective responses.

Most queries that pharmacists receive are not purely academic or general in nature. They
often involve specific patients and unique circumstances. For example, a physician who asks
about the association of lovastatin and liver toxicity is probably not asking this question
whimsically or out of curiosity. He or she most likely has a patient who has developed
hepatic impairment that may be associated with the use of this medication. Of course, other
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reasonable scenarios, albeit less likely, also could have prompted such a question. Even ques-
tions that are not related to patient care must be viewed in their proper context. Requestors of
information are typically vague in verbalizing their needs and provide specific information
only when asked. Although these requestors may seem confident about their perceived needs,
they may be less certain after further probing by the pharmacist. Requestors, regardless of
background, are often uncertain about what the pharmacist needs to know to assist them opti-
mally. Therefore, critical information that defines the problem and elucidates the context of
the question is not readily volunteered, but must be expertly elicited by the pharmacist using
questioning strategies (asking logical questions in a logical sequence) and other means. Such
information may be essential for formulating informed responses. Failure of the requestor to
disclose critical information or clarify the question does not obviate the need for such infor-
mation or relieve the pharmacist of the duty to collect it. Although it is easy to assign the blame
on the requestor for failing to provide needed information, pharmacists must understand that
it is their responsibility to obtain it completely and efficiently. Good communication skills
(both listening and questioning) are essential for enabling the pharmacist to gather relevant
information and understand the “real” question and the genuine needs of the requestor. Pro-
viding responses and offering recommendations without knowledge of pertinent patient
information, the context of the request, or how the information will be applied is irresponsible
and potentially dangerous.

Before attempting to formulate responses, pharmacists must consider several important
questions to ensure that they understand the context of the query and the scope of the issue
or problem (Table 3-1). Without this information, pharmacists risk providing general
responses that do not address the needs of the requestor. More concerning, however, is that
the information provided can be misinterpreted or misapplied. This not only compromises
the pharmacist’s credibility but also can jeopardize patient care.

TABLE 3-1. QUESTIONS TO CONSIDER BEFORE FORMULATING A RESPONSE

Do | know the requestor’s name, profession, and affiliation?

Does the question pertain to a specific patient?

Do | have a clear understanding of the question or problem?

Do | know if the correct question is being asked?

Do | know why the question is being asked?

Do | understand the requestor’s expectations?

Do | know pertinent patient history and background information?

Do | know about the unique circumstances that generated the question?
Do | know what information is really needed?

Do | know when the information is needed and in what format?

Do | have insight about how the information | provide will actually be used?
Do | know how the problem or situation has been managed to date?

Do | know about alternative explanations or management options that have been considered or should be
further explored?
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Pharmacists must recognize the value and potential benefits of their contributions as
members of the health care team. Lack of confidence in communicating with requestors can
be a limiting factor. Because a telephone call or visit from a physician may not be perceived
as a formal request for a consult, the significance of such apparently informal daily interac-
tions easily can be overlooked. Pharmacists should understand that interactions with physi-
cians and other clinicians present valuable opportunities for direct involvement in patient
care. The lesson often missed is that there is a fine line between a simple, seemingly general
drug information question and a meaningful pharmacotherapy consult. Knowing the context
of the question, obtaining the pertinent patient data and background information, and under-
standing the true needs of the requestor often can be the difference.

Some pharmacists are quick to attempt to answer questions without adequately under-
standing the context or unique circumstances from which they evolved. They focus exclu-
sively on the answer and ignore or fail to the obtain key information needed to establish the
framework of the question. For example, in a question about the dose of an antibiotic, an
incorrect response can be formulated and inappropriate recommendations made if one fails
to consider such factors as the patient’s age, sex/gender, condition being treated, end-organ
function, weight and body composition, concomitant diseases (e.g., cystic fibrosis), possible
drug interactions, site of infection, spectrum of activity of the antimicrobial, resistance pat-
terns, or other factors such as pregnancy, dialysis, and other extracorporeal procedures.

In the absence of information that provides the proper context, a question about the half-
life of a medication appears rather simple. However, if the question were posed for the purpose
of assisting the requestor in determining a sufficient washout period for a crossover study, one
would be remiss if factors other than the half-ife of the parent compound were not considered.
Proper determination of a washout period would mandate consideration of such factors as the
activity and halflives of known metabolites; the presence of potentially interacting medications;
the effects of age, illness, or end-organ dysfunction; the persistence of pharmacodynamic
effects of the medication beyond its detection in the plasma (e.g., omeprazole); and the effect
of administration route on the apparent halflife (e.g., transdermally administered fentanyl).

It is very important to look beyond the initial question and recognize that the requestor’s
needs often go well beyond a superficial answer to the primary question. Pharmacists should
always anticipate additional questions or concerns, including those that are not directly
asked or addressed by the requestor. These questions nonetheless must be considered if a
clinical situation is to be managed optimally. In Case Study 3-4, a question is posed about ran-
itidine as a possible cause of thrombocytopenia. Although the requestor may neglect to pose
additional questions, the pharmacist must anticipate and consider related issues and ques-
tions (Table 3-2). Failure to address these concerns will undoubtedly result in an incorrect
or inadequate response.

Finally, pharmacists must learn to rely on their patient care skills, problem solving skills,
insight, and common sense. Computer databases and other specialized information sources
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TABLE 3-2. IMPORTANT QUESTIONS NOT POSED BY THE REQUESTOR

Initial query posed by requestor: Can ranitidine cause thrombocytopenia?

What is the incidence of ranitidine-induced thrombocytopenia?
Are there any known predisposing factors?

Is the pathogenesis of this adverse effect understood?

How does the thrombocytopenia typically present?

Are there any characteristic subjective or objective findings?

Does thrombocytopenia due to ranitidine differ from that caused by other histamine-2 (H,) receptor
antagonists, other medications, or other etiologies?

Is the thrombocytopenia dose related?

How severe can it become?

How soon after discontinuing the drug does it reverse?

How is it usually managed?

What is the likelihood of cross-reactivity with other histamine-2 receptor antagonists?
How risky is rechallenge with ranitidine?

Are there treatments available that can be used in place of ranitidine?

Are there alternative explanations for the thrombocytopenia in this patient (including other medications,
medication combinations, or underlying medical conditions)?

What complications, if any, can be expected?

can assist the pharmacist in identifying critical data, but over reliance on such resources with-
out careful attention to pertinent background information and patient data can mislead even
the most experienced clinician.

BUILDING A DATABASE AND ASSESSING CRITICAL FACTORS

Formulating a response involves a series of steps that must be performed completely, objec-
tively, and in a logical sequence. This mandates the use of a structured, organized approach
whereby critical factors are systematically considered and thoroughly evaluated. The steps in
this process include assembling and organizing a patient database, gathering information about
relevant disease states, collecting medication information, obtaining pertinent background infor-
mation, and identifying other relevant factors and special circumstances. Table 3-3 outlines in
detail the specific types of information that should be considered for each factor. It should be
noted that only some of this information might be pertinent for a given query or case scenario.
For patient-related questions, development of a patient-specific database is one of the first
steps in preparing a response. This requires collection of pertinent information from the patient,
caregivers, health care providers, medical chart, and other patient records. A comprehensive
medication history obtained by a pharmacist also is essential. This database invariably includes
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TABLE 3-3. FACTORS TO BE CONSIDERED WHEN FORMULATING A RESPONSE

Patient Factors

Demographics (e.g., name, age, height, weight, gender, race/ethnic group, and setting)
Primary diagnosis and medical problem list

Allergies/intolerances

End-organ function, immune function, nutritional status

Chief complaint

History of present illness

Past medical history (including surgeries, radiation exposure, immunizations, psychiatric illnesses,
and so forth)

Family history and genetic makeup

Social history (e.g., alcohol intake, smoking, substance abuse, exposure to environmental or occupational
toxins, employment, income, education, religion, travel, diet, physical activity, stress, risky behavior, and
compliance with treatment regimen)

Review of body systems

Medications (prescribed, over-the-counter, and complementary/alternative)
Physical examination

Laboratory tests

Diagnostic studies or procedures

Disease Factors

Definition
Epidemiology (including incidence and prevalence)
Etiology

Pathophysiology (for infectious diseases, consider site of infection, organism susceptibility, resistance
patterns, and so forth)

Clinical findings (signs and symptoms, laboratory tests, diagnostic studies)*
Diagnosis

Treatment (medical, surgical, radiation, biologic and gene therapies, other)
Prevention and control

Risk factors

Complications

Prognosis

Medication Factors

Name of medication or substance (proprietary, nonproprietary, other)

Status and availability (investigational, over-the-counter, prescription, orphan, foreign,
complementary/alternative)

Physicochemical properties

Pharmacology and pharmacodynamics

Pharmacokinetics (liberation, absorption, distribution, metabolism, and elimination)
Pharmacogenetics

Uses (Food and Drug Administration [FDA] approved and unlabeled)

Adverse effects

Allergy

Cross-allergenicity or cross-reactivity

continued
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TABLE 3-3. FACTORS TO BE CONSIDERED WHEN FORMULATING A RESPONSE (Continued)

Medication Factors

Contraindications and precautions

Effects of age, organ system function, disease, pregnancy, extracorporeal circulation, or other conditions
or environments

Mutagenicity and carcinogenicity

Effect on fertility, pregnancy, and lactation

Acute or chronic toxicity

Drug interactions (drug-drug or drug-food)

Laboratory test interference (analytical or physiologic effects)
Administration (routes, methods)

Dosage and schedule

Dosage forms, formulations, preservatives, excipients, product appearance, delivery systems
Monitoring parameters (therapeutic or toxic)

Product preparation (procedures, methods)

Compatibility and stability

Pertinent Background Information, Special Circumstances, and Other Factors

Setting

Context

Sequence and timeframe of events

Rationale for the question

Event(s) prompting the question

Unusual or special circumstances (including medical errors)
Acuity and time constraints

Scope of question

Desired detail or depth of response

Limitations of available information or resources
Completeness, sufficiency, and quality of the information
Applicability and generalizability of the information

“Factors such as disease or symptom onset, duration, frequency, severity, and so forth must always be carefully assessed.

information common to the medical and nursing databases. Because physicians, nurses,
patients, and others often lack a clear understanding of the type of information needed for effec-
tive pharmacotherapy consultations, pharmacists must be able to identify and efficiently extract
pivotal patient information from diverse sources.

Once these data are collected and carefully assembled, they must be critically analyzed
and evaluated in the proper context before final responses and recommendations are syn-
thesized. Background reading on topics related to the query (e.g., diseases, medications, and
laboratory tests) is often essential. To effectively perform the steps outlined previously, one
must begin with a broad perspective (i.e., see the “big picture”) to avoid losing sight of impor-
tant information. Approaching the problem haphazardly or with tunnel vision, and prema-
turely focusing on isolated details, can misdirect even the most skilled pharmacist.
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ANALYSIS AND SYNTHESIS

Analysis and synthesis of information are the most critical steps in formulating responses and
recommendations. Together they assist in forming opinions, arriving at judgments, and ulti-
mately drawing conclusions. Analysis is the critical assessment of the nature, merit, and sig-
nificance of individual elements, ideas, or factors. Functionally, it involves separating the
information into its isolated parts so that each can be critically assessed. Analysis requires
thoughtful review and evaluation of the weight of available evidence. While this process
requires consideration of all relevant positive findings, pertinent negative finidings should
not be overlooked.

Once the information has been carefully analyzed, synthesis can begin. Synthesis is the
careful, systematic, and orderly process of combining or blending varied and diverse elements,
ideas, or factors into a coherent response through the use of logic and deductive reasoning. This
process relies not only on the type and quality of the data gathered, but also on how they are
organized, viewed, and evaluated. Synthesis, as it relates to pharmacotherapy, involves the care-
ful integration of critical information about the patient, disease, and medication along with perti-
nent background information to arrive at a judgment or conclusion. Synthesis can give existing
information new meaning and, in effect, create new knowledge. Use of analysis and synthesis to
formulate a response is much like assembling a jigsaw puzzle. If the pieces are identified and
then grouped, organized, and assembled correctly, the picture will be comprehensible. How-
ever, if too many of the pieces are missing or are not arranged logically, discerning a clear image
may be altogether impossible.

RESPONSES AND RECOMMENDATIONS

An effective response obviously must answer the question. Other characteristics of effec-
tive responses and recommendations are outlined in Table 3-4. The response to a question

TABLE 3-4. DESIRED CHARACTERISTICS OF A RESPONSE

Timely

Current

Accurate

Complete

Concise

Well referenced

Clear and logical

Objective and balanced

Free of bias or flaws

Applicable and appropriate for specific circumstances
Answers important related questions

Addresses specific management of patients or situations
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must include a restatement of the request and clear identification of the problems, issues,
and circumstances. The response should begin with an introduction to the topic and sys-
tematically present the specific findings. Pertinent background information and patient
data should be succinctly addressed. Conclusions and recommendations are also included
in the response along with pertinent reference citations from the literature. The format of
responses (verbal or written) is discussed in Chap. 11. In formulating responses, pharma-
cists should disclose all available information that is relevant to the question. They should
also present all reasonable options and explanations along with an evaluation of each. Spe-
cific recommendations must be scientifically sound and clearly justified.

FOLLOW-UP

When recommendations are made, follow-up always should be provided in a timely manner.
Follow-up allows pharmacists to know if their recommendations are accepted and promptly
implemented. Also, it is a hallmark of a true professional and demonstrates the pharmacist’s
commitment to patient care. Furthermore, follow-up is required for outcomes assessment
and, when necessary, to reevaluate the recommendations and make appropriate modifica-
tions. Finally, follow-up allows pharmacists to receive valuable feedback from other clinicians
and to learn from the experience.

Gase Study 31

H INITIAL QUESTION

What is the molecular weight of enalapril?

B POTENTIAL RESPONSE IN THE ABSENCE OF
RELEVANT BACKGROUND INFORMATION

Enalapril is an oral angiotensin converting enzyme (ACE) inhibitor that is indicated for
the management of hypertension, symptomatic congestive heart failure, and asympto-
matic left ventricular dysfunction."* The molecular weight of enalapril is 376.45.

B PERTINENT BACKGROUND INFORMATION

The requestor is a basic scientist who is conducting an iz vitro experiment to evaluate the
pharmacologic effects of enalapril. She would like to know the molecular weight of
enalapril so that she can perform appropriate calculations specified for this experiment.
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B PERTINENT PATIENT FACTORS
N/A

B PERTINENT DISEASE FACTORS
N/A

B PERTINENT MEDICATION FACTORS

Enalapril is a prodrug that is converted iz vivo to the pharmacologically active form, enalapri-
lat.* Both enalapril and enalaprilat are commercially available for use in the United States.

B ANALYSIS AND SYNTHESIS

Considering that enalapril is a prodrug that must be converted to a pharmacologi-
cally active compound iz vivo, and given that this researcher wishes to conduct an in
vitro study, the researcher should use the active form of the drug in her experiment.
Therefore, she should have requested the molecular weight of enalaprilat.

B RESPONSE AND RECOMMENDATIONS

Enalapril is an oral angiotensin-converting enzyme inhibitor that is indicated for the man-
agement of hypertension, symptomatic congestive heart failure, and asymptomatic left
ventricular dysfunction. Because enalapril is a prodrug that requires conversion to the
active form, the requestor was advised to consider using enalaprilat in the experiment.
The molecular weight of enalaprilat is 384.43.

B CASE MESSAGE

This example illustrates the importance of collecting pertinent background informa-
tion, even for seemingly uncomplicated questions. Failure to understand exactly how
the information that you provide will be used could result in an inaccurate or mislead-
ing response. In this case, providing the molecular weight without alerting the
requestor that in vitro enalapril is pharmacologically inactive, would have resulted in
wasted time and money, and the results of the experiment would likely have been
invalid.
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Gase Study 3-2

H INITIAL QUESTION

What is the maximum dose of oprelvekin (Neumega®)?

B POTENTIAL RESPONSE IN THE ABSENCE OF
RELEVANT BACKGROUND INFORMATION

The recommended dose of oprelvekin in adult patients is 50 ug/kg given once daily. Larger
doses of oprelvekin (75 to 100 ug/kg/day) have been studied in patients with breast cancer.’
Constitutional symptoms associated with oprelvekin therapy, such as myalgias, arthralgias,
and fatigue, were noted to increase in a dose-dependent fashion. One patient who received
100 ug/kg/day of oprelvekin experienced a cerebrovascular event after the third dose. Dose
escalation greater than 75 ug/kg/day was discontinued in this study, and the maximum
tolerated dose of oprelvekin was determined to be 75 ug/kg/day.’

H PERTINENT BACKGROUND INFORMATION

The requestor is a physician who is managing a patient with human T-cell leukemia/lym-
phoma virus Type I (HTLV-1)-associated adult T-cell leukemia. The patient received myelosup-
pressive chemotherapy and subsequently developed prolonged and severe thrombocytopenia.
Oprelvekin was prescribed in an attempt to improve the patient’s platelet count and allow
continuation of therapy. After 4 days of oprelvekin therapy at a dose of 50 ug/kg/day, the
patient’s platelet count did not increase substantially. The physician would like to know if
doses greater than 50 ug/kg/day of oprelvekin have been studied. She is planning to
increase the patient’s dose to achieve a better response.

B PERTINENT PATIENT FACTORS

RR. is a 44-year-old man with HTLV-1-associated adult T-cell leukemia who has been treated
with zidovudine plus interferon alpha-2b and four cycles of cyclophosphamide, hydroxydauno-
mycin (Doxorubicin), vincristine (Oncovin®), and prednisone, the combination of which is
referred to as CHOP, After these treatments, RR. developed severe and protracted thrombocy-
topenia, which has prevented further treatment.

Past Medical History

o HTLV-1 adult T-cell leukemia
« Cardiomegaly (ejection fraction 0.28) secondary to azidothymidine (Zidovudine) (AZT)
and interferon alpha-2b treatment
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o Peptic ulcer disease
o Thrombocytopenia

Social History

o (J alcohol
o () tobacco

Current Medications

Oprelvekin 50 ug/kg/day subcutaneously

Pantoprazole 40 mg orally daily

Dexamethasone 40 mg orally daily

o Loperamide 4 mg orally as needed for diarrhea

Acetaminophen 325 mg orally as needed for headache

o (J complementary/alternative or other over-the-counter (0TC) medications

Allergies/Intolerances

No known drug allergies.

Laboratory Results

Sodium 135 mmol/L, potassium 4.9 mmol/L, chloride 103 mmol/L, CO, 22 mmol/L, creati-
nine 0.6 mg/dL, glucose 91 mg/dL, blood urea nitrogen (BUN) 15 mg/dL, albumin 3 g/dL,
calcium (total) 2.49 mmol/L, magnesium 0.75 mmol/L, phosphorus 3.4 mg/dL, liver function
tests (LFTs) within normal limits, white blood cell (WBC) 28.3 x 10°/L, Hgb 10.1 g/dL,
hematocrit (Hct) 28.1%.

Date Platelet count (per mm?®)

7/13 25,000
7/14% 21,000
7/15 26,000
7/16 29,000
/17 28,000

‘Day 1 of oprelvekin therapy.

B PERTINENT DISEASE FACTORS

It is not known whether patients with adult T-cell leukemia respond differently to oprelvekin
than those with other types of nonmyeloid malignancies.
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B PERTINENT MEDICATION FACTORS

Oprelvekin, or recombinant interleukin-11, is indicated for the prevention of severe throm-
bocytopenia following myelosuppressive chemotherapy in adult patients. The FDA-approved
dose of oprelvekin is 50 ug/kg once daily for up to 21 days." Larger doses of oprelvekin (75 to
100 ug/kg/day) have been studied in patients with breast cancer.” Constitutional symptoms
associated with oprelvekin therapy, such as myalgias, arthralgias, and fatigue, were noted to
increase in a dose-dependent fashion. One patient who received 100 ug/kg/day of oprelvekin
experienced a cerebrovascular event after the third dose. Dose escalation greater than
75 ug/kg/day was discontinued in this study, and the maximum tolerated dose of oprelvekin
was determined to be 75 ug/kg/day.’ However, the manufacturer warns that doses greater
than 50 pg/kg/day may be associated with an increased incidence of fluid retention and
cardiovascular events in adult patients.' After initiation of therapy, platelet counts usually
begin to increase between 5 and 9 days, with peak counts occurring after about 14 to 19 days
of therapy.’

B ANALYSIS AND SYNTHESIS

Because RR. has only received 4 days of oprelvekin treatment and platelet counts are
expected to increase between 5 and 9 days after the initiation of therapy, adequate time for an
optimal response to oprelvekin therapy has not been reached. In addition, oprelvekin doses
higher than 75 pg/kg/day have been associated with serious adverse effects in adult
patients. Therefore, increasing the dose of oprelvekin in this patient is probably not neces-
sary, and may increase the risk of serious adverse effects without providing additional thera-
peutic benefits.

B RESPONSE AND RECOMMENDATIONS

Oprelvekin or recombinant human interleukin-11, is a thrombopoietic growth factor that
stimulates the proliferation of hematopoietic stem cells and megakaryocyte progenitor cells,
resulting in increased platelet production. Oprelvekin is indicated for the prevention of
severe thrombocytopenia in patients with nonmyeloid malignancies who are at high risk for
severe thrombocytopenia following chemotherapy.* Platelet counts usually begin to increase
between 5 and 9 days after initiation of oprelvekin, with peak platelet counts occurring after
14 to 19 days of therapy.** R.R. has only received 4 days of oprelvekin treatment, which is
insufficient for an optimal response. In addition, the adverse effects of oprelvekin therapy
(e.g., myalgias, arthralgias, fatigue, fluid retention, and cardiovascular events) are dose
dependent.*® Therefore, increasing the oprelvekin dose at this time is not warranted. In fact,
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doing so may predispose the patient to an increased risk of adverse effects without the
prospect of added therapeutic benefit.

B CASE MESSAGE

This example demonstrates the importance of understanding the proper context of the
question. In this case, the physician is asking the wrong question. The pharmacist must
collect critical background information to determine the actual drug information
needed. Had the pharmacist failed to collect pertinent patient information, the physician may
have increased the dose of the medication after being told that doses of 75 pug/kg/day of
oprelvekin have been used. This would have been inappropriate, given that this patient
had not received the medication for a sufficient duration to achieve optimal response.
Moreover, larger doses of this medication are associated with a higher incidence of
adverse effects.

Case Study 3-3

H INITIAL QUESTION

Are there any drug interactions between labetalol, clonidine, amlodipine, lorazepam, and
minoxidil?

B POTENTIAL RESPONSE IN THE ABSENCE OF
RELEVANT BACKGROUND INFORMATION

An extensive search of tertiary** and secondary (MEDLINE®, EMBASE, and so forth)

literature sources did not reveal any significant drug-drug interactions between labetalol,

clonidine, amlodipine, lorazepam, and minoxidil. However, concomitant therapy with a

beta-adrenergic antagonist, an alpha-adrenergic antagonist, a calcium-channel antagonist,

and a periperal vasodilator may increase the potential for additive hypotension.

B PERTINENT BACKGROUND INFORMATION

The requestor is a physician who is caring for a patient with severe hypertension. The physi-
cian plans to add minoxidil to the antihypertensive regimen because the patient’s morning
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blood pressure is not optimally controlled. He would like to make sure that there are no drug
interactions between minoxidil and the patient’s other medications.

PERTINENT PATIENT FACTORS

S.L. is a 40-year-old Human immuno defficiency virus HIV-infected man with severe hyper-
tension and renal dysfunction.

Past Medical History

o HIV infection (2003)

o Hepatitis C (2001)

« Hypertension x 4 years
* Renal dysfunction

Social History

* 1to 2 pints of vodka daily x 12 years
o 1 pack per day (PPD) of cigarettes x 25 years
« History of intravenous drug abuse

Current Medications

o Labetalol 400 mg orally qd (@9 AM)

« Clonidine transdermal patch 0.3 mg/day

o Amlodipine 10 mg orally daily (@9 AM)

o Lorazepam 1 mg orally as needed for anxiety

» Multiple vitamin tablet orally daily

 (J complementary/alternative or other OTC medications

Allergies/Intolerances

o Lisinopril (angioedema)

Laboratory Results

 Sodium 136 mmol/L, potassium 4.7 mmol/L, chloride 102 mmol/L, CO, 24 mmol/L,
creatinine 2.9 mg/dL, glucose 98 mg/dL, BUN 14 mg/dL

o Viral DNA <100 copies/mL

o Cluster designation 4 (CD4) count 900 cells/mm’
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Blood Pressure Measurements (mmHg)

4/15 4/16 4/17
@6AM  172/116 @6AM  168/110 @6AM  178/114
@ noon 121/81 @ noon 116/86 @noon  119/84
@8PM  158/100 @8 PM 150/104 @8PM  166/100

B PERTINENT DISEASE FACTORS

It is not known whether patients with HIV infection respond differently to antihypertensive
medications.

B PERTINENT MEDICATION FACTORS

There are no primary or tertiary literature reports describing drug interactions between
minoxidil and any of S.L.’s current medications.*** A review of the patient’s current antihy-
pertensive medications suggests that the dose of each agent is appropriate for achieving ade-
quate blood pressure control in the face of significant renal compromise.”” However, the
duration of action of labetalol is 8 to 12 hours, and this agent is typically dosed twice daily. S.L.
is receiving 400 mg of labetalol daily at 9 AM.

B ANALYSIS AND SYNTHESIS

S.L’s blood pressure appears to be highest in the morning, just before the daily doses of
labetalol and amlodipine are administered. He is receiving 400 mg of labetalol daily at 9 AM.
Because the duration of action of labetalol is 8 to 12 hours, and the usual maintenance dose
is 200 to 400 mg twice daily, the increase in blood pressure observed in the morning could be
due, at least in part, to inappropriate dosing of labetalol. This medication should generally be
administered twice daily to achieve maximal benefit. Adjustment of the labetalol dose should
precede the addition of other antihypertensive agents to this patient’s medication regimen.
Although long-term cigarette smoking can increase the cardiovascular risk associated with
hypertension, there is no indication that smoking or alcohol ingestion are contributing to this
patient’s present problem.

B RESPONSE AND RECOMMENDATIONS

There do not appear to be any significant drug interactions between any of S.L.’s current
medications and minoxidil.**® Additionally, after considering the pharmacokinetics,
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pharmacodynamics, adverse effect profiles, and pharmaceutical properties of the patient’s
medications, the potential for a clinically significant drug interaction appears low. However, a
review of the patient’s current antihypertensive regimen suggests that the dosing of labetalol
is inappropriate. The duration of action of labetalol is 8 to 12 hours, and the usual mainte-
nance dose is 200 to 400 mg twice daily. Because S.L. is receiving 400 mg of labetalol once
daily at 9 AM, the increase in blood pressure observed in the morning could be due to inap-
propriate labetalol dosing. The physician was directed to optimize labetalol therapy before
the addition of another antihypertensive agent. If the patient’s blood pressure is not controlled
with proper dosing of labetalol and minoxidil therapy is required, the physician should be
advised that minoxidil is usually administered with a diuretic to prevent fluid retention.

B CASE MESSAGE

This is another example emphasizing the importance of the proper context of the ques-
tion. In this case, the pharmacist was able to recommend appropriate drug therapy man-
agement, even though the initial question posed by the physician was not related to
dosage and administration of labetalol.

Case Study 3—4

H INITIAL QUESTION

Can ranitidine cause thrombocytopenia?

B POTENTIAL RESPONSE IN THE ABSENCE OF
RELEVANT BACKGROUND INFORMATION

Ranitidine has been infrequently associated with thrombocytopenia.**"® This is a relatively
rare but readily reversible complication of Hy-antagonist therapy.

B PERTINENT BACKGROUND INFORMATION

The requestor is a physician who is evaluating a patient for suspected Cushing’s disease.
The patient has been hospitalized for 8 days and has undergone extensive diagnostic tests,
including serial blood sampling to establish the diagnosis. Over the last 4 days, the patient
has experienced a rapid decline in her platelet count. The physician is aware that cimetidine
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can cause thrombocytopenia. Her patient is taking ranitidine, and she would like to know if
the thrombocytopenia could be induced by this medication.

B PERTINENT PATIENT FACTORS

L.B.is a 38year-old obese woman with Type II diabetes who is being evaluated for Cushing’s
disease.

Past Medical History

o (Gastroesophageal reflux disease (GERD) x 6 years
o Type Il diabetes x 1 year

Social History

o (J alcohol
e () tobacco
« 10 occupational or environmental exposures

Current Medications

o Ranitidine 150 mg orally twice a day (intermittently for 6 years)

o Metformin 500 mg orally three times a day (for about 8 months)
o Heparin 100 USP units/mL (as needed for flushing heparin lock)
o (J complementary/alternative or OTC medications

Allergies/Intolerances

o Penicillin (rash)

Laboratory Results

Sodium 137 mmol/L, potassium 4.9 mmol/L, chloride 102 mmol/L, CO, 24 mmol/L, creati-
nine 0.9 mg/dL, glucose 133 mg/dL, BUN 12 mg/dL, albumin 3.4 g/dL, calcium
2.35 mmol/L, magnesium 0.81 mmol/L, phosphorus 3.8 mg/dL, liver function tests within
normal limits, WBC 5.6 x 10°/L.

Date Platelet count (per mm?)

1/17 241,000
4/20° 230,000
4/24 212,000
4/25 159,000
4/26 114,000
4/27 97,000

4/28 81,000

"Day of admission.
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B PERTINENT DISEASE FACTORS

L.B.’s thrombocytopenia is of new onset and is characterized by a rapid decline in the platelet
counts over a few days. This patient does not appear to have a readily identifiable medical
condition as a likely cause of the thrombocytopenia. Furthermore, she does not have any
clinical evidence of bleeding or thrombosis.

B PERTINENT MEDICATION FACTORS

A review of secondary (MEDLINE®, EMBASE) and tertiary"" literature sources indicates
that metformin has not been reported as a cause of thrombocytopenia. Ranitidine, how-
ever, has been infrequently associated with thrombocytopenia."*""* This is a relatively rare
but readily reversible complication of ranitidine therapy. Ranitidine-induced thrombocy-
topenia usually develops within the first 30 days of therapy, but its pathogenesis remains
unclear. Most hematologic toxicities reported with the Hyreceptor antagonists appear to
occur in patients with serious concomitant diseases or in those receiving other treatments
more commonly associated with hematologic adverse effects.""* Thrombocytopenia has
been reported in about 5% of patients treated with porcine heparin.! Heparin-induced
thrombocytopenia does not appear to be dose dependent and has been reported in patients
receiving less than 500 units of heparin/day. This condition typically develops within 5 to 9
days after initiation of therapy and reverses readily after discontinuation of the drug.

B ANALYSIS AND SYNTHESIS

Although both ranitidine and heparin have been reported to cause thrombocytopenia, heparin
appears to be the most likely cause in this case. L.B. has been taking ranitidine intermittently
for nearly 6 years. Thrombocytopenia induced by ranitidine usually develops within the first
30 days of therapy. Moreover, heparin-induced thrombocytopenia is a more common adverse
effect and has been reported in patients receiving very small daily doses of heparin (including
heparin lock flush solution). It usually develops within 5 to 9 days after initiation of therapy.
Based on the presentation and temporal sequence of events, heparin-induced thrombocytope-
nia is the most likely explanation for L.B.’s acute drop in platelet count. Assessment of causal-
ity using the Naranjo algorithm (see Chap. 17 for more information on this algorithm)
implicates heparin as a “probable” cause of thrombocytopenia in this case, with ranitidine and
metformin as “possible” and “unlikely” causes, respectively.”®

B RESPONSE AND RECOMMENDATIONS

A review of LB.’s current medications reveals two agents, ranitidine and heparin, that have
been reported to cause thrombocytopenia.*"* Ranitidine-induced thrombocytopenia is most
likely to occur within the first 30 days of therapy.'* Because L.B. has been taking ranitidine



58 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

intermittently for GERD for approximately 6 years, it is unlikely that ranitidine is responsible
for the acute decrement in platelet count. Ranitidine, however, cannot be immediately ruled
out as a possible cause. Heparin-induced thrombocytopenia is a more common adverse effect
that has been reported even with very small daily doses of heparin (e.g., heparin lock flush
solution).! The thrombocytopenia is acute and usually develops within 5 to 9 days after initia-
tion of therapy. Based on the presentation and temporal relationship, heparin appears to be
the most likely cause of thrombocytopenia in this patient. The physician was advised to dis-
continue the heparin lock flush solution, closely monitor the patient’s platelet count, and test
for heparin antibodies in order to establish the diagnosis and guide future therapy. If the
platelet counts do not begin to normalize after discontinuation of heparin, other potential
causes of thrombocytopenia should be considered.

B CASE MESSAGE

This question highlights the importance of skillful problem solving. As always, collecting
appropriate background information and patient data is critical. Analyzing this information
before synthesizing a logical response is paramount for effective patient management. In this
case, failure to recognize that the patient was receiving heparin lock flush solution could
incorrectly have excluded heparin as a possible cause of the thrombocytopenia.

Formulating effective responses and recommendations requires use of a structured, orga-
nized approach whereby critical factors are systematically considered and thoroughly eval-
uated. The steps in this process include organizing a patient database, gathering
information about relevant disease states, collecting medication information, obtaining per-
tinent background information, and identifying other relevant factors or special circum-
stances. Once these data are collected and carefully assembled, they must be critically
analyzed and evaluated in the proper context. Responses and recommendations are synthe-
sized by integrating data from these diverse sources through the use of logic and deductive
reasoning.

1. Why is it necessary to gather background information and patient data? Why do
pharmacists often fail to obtain this information?
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2. What factors should be considered in making a recommendation regarding dosage
and administration of an antibiotic? Provide a justification for each factor you select.

3. Given the question “Can naproxen cause nephrotoxicity?,” list at least five related
questions that also should be considered.

4. List three patient-related factors that should be considered for a question pertaining
to potential drug interactions.
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Chapter Four

Drug Information Resources

Kelly M. Shields e Elaine Lust

Objectives

After completing this chapter, the reader will be able to

« Differentiate between primary, secondary, and tertiary sources of information.

« Select resources relevant to different pharmacy practice areas.

« |dentify the most appropriate resource for a specific drug information request.

« Describe the role of Internet and personal digital assistant (PDA) resources in the provision
of drug information.

« Critique tertiary resources to determine appropriateness of information.

« Describe appropriate search strategy for use with computerized secondary databases.

» Recognize alternative resources for provision of drug information.

The quantity of medical information and medical literature available is growing at an astound-
ing rate. The technology by which this information can be accessed is also improving expo-
nentially. The introduction of PDAs and Internet resources has to some extent changed the
methods by which information is accessed, but not the process of providing drug information.

Pharmacists are being asked daily to provide responses to numerous drug information
requests for a variety of people. It is tempting just to select the easiest, most familiar
resources to find information; however, by doing that there is the possibility of missing new
resources or limiting the comprehensiveness of the information found. It is for these reasons
that the systematic approach discussed in Chap. 2 is helpful in order to streamline the search
process.

61
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Generally, the best method to find information includes a stepwise approach moving first
through tertiary (e.g., texthooks, full-text databases, and review articles), then secondary
(e.g., indexing or abstracting service), and finally primary (e.g., clinical studies) literature.
The tertiary sources will provide the practitioner with general information needed to famil-
iarize the reader with the topic. If this information is not recent or comprehensive enough, a
secondary database may be employed to direct the reader to review primary literature arti-
cles that might provide more insight on the topic. Primary literature often provides the most
recent and in-depth information about a topic, and allows the reader to analyze and critique
the study methodology to determine if the conclusions are valid (see Chaps. 6 and 7 for more
information on critiquing the primary literature).

Sometimes it may be necessary to consult news reports or other Internet sites to get
background information before beginning the searching process for a request. Also, other
resources, including experts or specialists in particular areas of practice, may need to be con-
sulted. More information will be provided about these resources later in the chapter.

Often, a search for information will not employ all of these steps or require the use of all
three types of resources. For example, a question regarding commercial availability of a
product formulation or mechanism of action can be found quickly in a tertiary resource. The
information found there may be sufficient to conclude the search and provide a response.
However, a question regarding the clinical trials supporting off-label use in a specific popula-
tion may require a search of primary literature.

The type of requestor may also substantially influence the resources used to respond to a
question. Generally, arequest from a consumer or patient could be answered more appropriately
from available tertiary resources rather than a stack of clinical trials. However, if the requestor
is a prescriber requesting detailed information about the management of a specific disease state
and role of investigational therapies, provision of primary literature may be appropriate.

The provision of drug information is continually expanding into new areas, which may
impact selection of appropriate resources. For example, increased patient use of dietary sup-
plements and alternative therapies has caused medical professionals to seek information on
these topics. Pharmacists are often expected to respond to questions about these topics and
provide recommendations as to management of patients using these therapies. Also, increas-
ing interest in the practice of veterinary pharmacy underscores the need for pharmacists to
be able to practically apply drug information resources for the benefit of animal patients, ani-
mal owners, and veterinary professionals.

Tertiary resources consist of textbooks, compendia, review articles in journals, and other
general information, such as may be found on the Internet. These references may often serve
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as an initial place to identify information due to the fact that they provide a fairly complete
and concise overview of information available on a specific topic. These resources are con-
venient, easy to use, and familiar to most practitioners. Most of the information needed by a
practitioner can be found in these sources, making these excellent first-line resources when
dealing with a drug information question.

The major drawback to tertiary resources, however, is the lag time associated with publi-
cation, resulting in less current information. Medical information changes so rapidly that it is
possible that information may be out of date before it is even published. It is also possible that
information in a tertiary text may be incomplete due either to space limitations of the book or
incomplete literature searches by the author. Other problems that can be seen with tertiary
information include errors in transcription, human bias, incorrect interpretation of information,
or alack of expertise by authors. For these reasons readers must judge the quality of tertiary ref-
erences. Some questions that should be considered when evaluating tertiary literature are listed
in Table 4-1.

It is impossible to compile a comprehensive list of tertiary resources that are useful in all
areas of pharmacy practice. Differences in practice setting, available funding, patients seen, and
types of information most commonly needed, all have an impact on which tertiary resources
should be available at a specific practice site. Legal requirements for information sources avail-
able at a practice setting vary from state to state, but rarely will the minimally required texts be
sufficient to meet all information needs in a practice.

Another important factor in the selection of appropriate tertiary resources includes select-
ing a resource focused on the type of information needed for a specific request or situation. For
example, a very well-written and comprehensive therapeutics text may have very limited use in
providing information regarding pharmacokinetics of a specific drug. For this reason, it is impor-
tant to consider the categories of requests received in a particular practice setting to ensure that
appropriate tertiary texts are available. Table 4-2 lists resources that may be useful for specific
categories of drug information requests.

A brief summary of selected tertiary resources is listed to provide examples of some
resources that may be useful in the practice of pharmacy. This list is not comprehensive and
reflects only a limited number of resources that reflect recommendations of organizations' or
resources commonly used in drug information settings.? Other suggested references may be
found in Doody’s Core Titles in the Health Sciences' or in the listing of core resources provided
by the American Association of Colleges of Pharmacy.’

TABLE 4-1. EVALUATION OF TERTIARY LITERATURE

Does the author have appropriate experience/expertise to publish in this area?
Is the information likely to be timely based on publication date?

Is the information supported by appropriate citations?

Does the resource contain relevant information?

Does the resource appear free from bias or blatant errors?
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& TABLE 4-2. USEFUL RESOURCES FOR COMMON CATEGORIES OF DRUG INFORMATION

Type of Request

Useful Tertiary Sources

Secondary Resources

General product information

Adverse effects

Availability of dosage forms
Compounding

Dietary supplement

Dosage recommendations
(general and organ impairment)
Drug interactions

Drug-laboratory interference

Drugs in pregnancy and in
lactation

Foreign drug identification

Geriatric dosage
recommendations

Major compendia®, Handbook of Clinical Drug Data,* Handbook of Nonprescription Drugs,®
Clinical Pharmacology®

Meyler’s Side Effects of Drugs,” Drug Therapy Monitoring System,® major compendia*

Red Book,® American Drug Index,'® major compendia*

Remington: The Science and Practice of Pharmacy,'" Merck Index,"? A Practical Guide to
Contemporary Pharmacy Practice,' USP/NF,* Allen’s Compounded Formulations,' Martindale:
The Complete Drug Reference,'® Extemporaneous Formulations,'” Ansel’s Pharmaceutical
Dosage Forms and Drug Delivery Systems,'® The Art, Science and Technology of
Pharmaceutical Compounding®

Natural Medicine Comprehensive Database,?® Review of Natural Products,?' Professional’s
Handbook of Complementary and Alternative Medicine,?? Herbal Medicine: Expanded
Commission E Monographs,? PDR for Herbal Medicine,?* Herbal Medicines: A Guide for Health
Care Professionals,?® Herb Contraindications and Drug Interactions,? AltMedDex?”

Major compendia®, Drug Prescribing in Renal Failure®

Hansten and Horn’s Drug Interaction Analysis and Management,?® Drug Interaction Facts,*
Stockley’s Drug Interactions,® DRUG-REAX,®2 major compendia*

Basic Skills in Interpreting Laboratory Data,® Laboratory Test Handbook,* Clinical Guide to
Laboratory Tests,® Laboratory Tests and Diagnostic Procedures®®

Drugs in Pregnancy and Lactation,*” Drugs During Pregnancy and Lactation,® Drugs for
Pregnant and Lactating Women,*® Medications and Mothers’ Milk: A Manual of Lactational
Pharmacology,*® REPRORISK,* major compendia®

Martindale: The Complete Drug Reference, ' Index Nominum,* DRUGDEX® ® European Drug
Index,* Internet search engines, specific country resources

Geriatric Dosage Handbook,* The Merck Manual of Geriatrics,* major compendia®

MEDLINE®, EMBASE, International
Pharmaceutical Abstracts (IPA),
lowa Drug Information Service (IDIS)

Reactions Weekly, MEDLINE®, EMBASE,
IPA, IDIS

IPA, IDIS, EMBASE, MEDLINE®

EMBASE, MEDLINE®, IPA, IDIS

MEDLINE®, InPharma, IPA, IDIS,
EMBASE
Reactions, IPA

Reactions, EMBASE, MEDLINE®, IDIS,
IPA

MEDLINE®, InPharma, IPA, IDIS,
EMBASE
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Identification of product by
description of dosage form

Investigational drug
information

Incompatibility/stability

Method/rate of administration

Pediatric dosage
recommendations

Pharmacokinetics
Pharmacology
Pharmacy law
Price

Serum or urine therapeutic
levels

Therapy evaluation/
recommendations

Toxicology information

Veterinary medicine

IDENTIDEX®,47 Clinical Pharmacology,® Ident-a-Drug,*® Clinical Reference Library,* electronic
Facts and Comparisons

FDA website,” Clinicaltrials.gov,” MedlinePlus,* manufacturer websites

Handbook of Injectable Drugs,® King Guide to Parenteral Admixtures, Trissel’s Stability of
Compounded Formulations,® Extended Stability for Parenteral Drugs,* Remington: The
Science and Practice of Pharmacy'

Major compendia*

The Harriet Lane Handbook,*” Pediatric Dosage Handbook,* Neofax,>® major compendia*

Clinical Pharmacokinetics,® Applied Pharmacokinetics and Pharmacodynamics: Principles of
Therapeutic Drug Monitoring,5' Basic Clinical Pharmacokinetics,% major compendia*
Goodman & Gilman’s: The Pharmacological Basis of Therapeutics,® Basic & Clinical
Pharmacology,® Principles of Pharmacology®®

Pharmacy Practice and the Law,% Guide to Federal Pharmacy Law,*” State Board of
Pharmacy web pages

Price-Chek PC, Drug Topics Red Book®
Pharmacokinetic texts above and major compendia*

Pharmacotherapy: A Pathophysiologic Approach,®® Applied Therapeutics,®® The Merck
Manual,” Harrison’s Principles of Internal Medicine,”" Cecil’s Textbook of Medicine,”
Textbook of Therapeutics,”® Conn’s Current Therapy™

POISINDEX®, Goldirank’s Toxicologic Emergencies,’ Casarett & Doull’s Toxicology: The Basic
Science of Poisons,” Ellenhorn’s Medical Toxicology: Diagnosis and Treatment of Human
Poisoning,” Poisoning & Toxicology Handbook,” Clinical Management of Drug Overdose,®
TOXNET®!

Veterinary Drug Handbook,% Textbook of Veterinary Internal Medicine,® Compendia of
Veterinary Products,* FDA Center for Veterinary Medicine,® 5-Minute Veterinary Consult:
Canine and Feling®

InPharma, Current Contents, EMBASE,
MEDLINE®, LexisNexis, IPA, IDIS

IPA, IDIS, EMBASE, MEDLINE®

MEDLINE®, InPharma, IPA, IDIS,
EMBASE
IPA, EMBASE, MEDLINE®, IDIS

IDIS, IPA, EMBASE, MEDLINE®

LexisNexis

IPA, EMBASE, MEDLINE®, IDIS

MEDLINE®, EMBASE, IDIS, InPharma,
[PA

Reactions, EMBASE, MEDLINE®, IPA,
IDIS, BIOSIS

BIOSIS, EMBASE, MEDLINE®

“Major compendia referred to in this table include Facts and Comparisons,®” AHFS Drug Information,® Physicians’ Desk Reference,® DRUG.DEX®,“3 Drug Information Handbook,® and USP DI Volume I.*'
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AHFS DRUG INFORMATION

American Society of Health-System Pharmacists, <<www.ashp.org>>. This drug information
resource is organized by monographs containing information on both Food and Drug Admin-
istration (FDA) approved and off-label uses of medications. Information about dosing in spe-
cific populations is also included, as is a wide variety of general information about medications.
Some information is also available about compatibility and stability of injectable formulations.
American Hospital Formulary Services (AHFS) is available in paper text (updated annually),
an intranet resource (AHFSFirstWeb), and a PDA version.

CLINICAL PHARMACOLOGY

Gold Standard, <<http://cp.gsm.com/>>, This electronic database has monographs of pre-
scription and nonprescription products as well as some dietary supplements. The database can
also screen for drug interactions, create comparison tables for prescription drugs, determine
intravenous (IV) compatibility, and search for tablets by description or imprint codes. There is
a patient education section also. It is available via the Internet, CD-ROM, through an organiza-
tion’s Intranet, or for PDAs.

DRUGDEX® SYSTEM

Thompson MICROMEDEX, <<www.thomsonhc.com>>, This electronic resource is a data-
base within the MICROMEDEX system. It contains information about FDA-approved indica-
tions, off-label uses, pharmacokinetic data, safety information, and pharmacology. Information
is also provided regarding common questions for some medications (e.g., cross-sensitivity
between penicillin and cephalosporin). This resource is available via CD-ROM, PDA, and the
Internet.

DRUG FACTS AND COMPARISONS

WolterKluwer Health, Inc., <<www.factsandcomparisons.com>>. This reference contains
information organized by drug class. Information is provided about specific agents, including
inactive ingredients in commercial preparations. There are comparative monographs of drug
classes to help discern differences between agents of the same class. This resource is avail-
able via CD-ROM and online. The electronic version of this resource allows for an integrated


www.ashp.org
www.thomsonhc.com
www.factsandcomparisons.com
http://cp.gsm.com/
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search across a variety of Facts and Comparison publications (depending on subscription
purchased).

DRUG INFORMATION HANDBOOK

Lexi-Comp, <<www.lexi.com>>, This handbook is organized in brief product monographs,
where information is presented regarding clinical use, safety, and monitoring for a variety of
drugs. Data are presented about FDA-approved as well as off-label use of medications. There
is a limited tablet identification section as part of the electronic format. The resource also has
several helpful appendices providing treatment options and comparing agents in the same
class. This resource is available via CD-ROM, PDA, and online. The electronic versions allow
for integrated searches of various Lexi-Comp products (depending on subscription pur-
chased) through the online Clinical Reference Library (<<www.crlonline.com>>). The online
resource also includes pricing information provided by drugstore.com.

HANDBOOK OF CLINICAL DRUG DATA

McGraw-Hill, <<www.mcgraw-hill.com>>. This information resource is organized into mono-
graphs and comparative charts. Data are provided regarding dosing, including adjustments
for special populations, adverse events, pharmacology, and pharmacokinetic data. This
resource serves as a quick reference rather than an in-depth review.

HANDBOOK OF NONPRESCRIPTION DRUGS: AN INTERACTIVE
APPROACH TO SELF-CARE

American Pharmacists Association, <<www.aphanet.org>>. This text is organized by body
system, focusing on those disease states for which self-care may be appropriate. Information
is provided about comparative efficacy of various over-the-counter (OTC) agents, as well as
contraindications for self-treatment, drug interactions, and other safety information. Use of
treatment algorithms and patient care cases make this resource especially helpful for stu-
dents and new practitioners.

PHYSICIANS’ DESK REFERENCE

Thomson Healthcare, <<www.thomsonhc.com>>. This resource is a compilation of product
package inserts. Additional information includes contact information for manufacturers, a list of
poison control centers, and some limited tablet identification. Information from the Physicians’
Desk Reference (PDR) is also available in an electronic online package from Thomson and via


www.lexi.com
www.crlonline.com
www.mcgraw-hill.com
www.aphanet.org
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MICROMEDEX, as well as in a PDA format. In addition to the original PDR, there are a variety
of specialty texts, including the PDR for Herbal Medicines, PDR for Nutritional Supplements,
PDR for Ophthalmic Medicines, and PDR for Nonprescription Drugs and Dietary Supplements.

USP DI VOLUMES I, 11, AND II

Thomson Healthcare, <<www.thomsonhc.com>>, Information from the United States Pharma-
copeia (USP) Drug Information (DI) resources is also included in the MICROMEDEX
Healthcare Series.

Volume I contains information for the health care professional, organized into mono-
graphs based on nonproprietary names. Information that is included is similar to that in other
monographs: indications, pharmacology, pharmacokinetics, safety issues, and patient coun-
seling points.

Volume II contains advice for the lay person and includes material intended to supple-
ment counseling by a health care professional.

Volume III includes information about therapeutic equivalence and USP/National
Formulary (NF) requirements for labeling, storing, and packaging drugs. There is also infor-
mation about regulations and statutes impacting pharmacy. The first portion of this volume of
the resource is commonly known as the Orange Book, and contains the same information that
is available through the FDA via <<www.fda.gov/cder/ob/default htm>>.

USP DICTIONARY OF USAN AND INTERNATIONAL DRUG NAMES

U.S. Pharmacopeia, <<www.usp.org>>. This is the official resource for determining generic
and chemical names of drugs, as well as the international nonproprietary name. Additionally,
useful information such as chemical structure, molecular weight, Chemical Abstracts
Services (CAS) registry number and a pronunciation guide are provided. This resource is
also available in an online format (<<www.uspusan.com>>) that is updated annually at the
printing of the new edition of the text.

MEYLER’S SIDE EFFECTS OF DRUGS

Elsevier Publishing, <www.elsevier.com>>. This reference, published every 4 years with
annual updates, provides a critical review of international literature in the area of adverse
events. Chapters are organized by drug classification; adverse events are organized by drug
name and then by organ system within each drug.


www.thomsonhc.com
www.fda.gov/cder/ob/default.htm
www.usp.org
www.uspusan.com
www.elsevier.com
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AMERICAN DRUG INDEX

Facts and Comparisons, <<www.factsandcomparisons.com>>. Contains brief entries, indexed
by product and generic name, with information about product use, available dosage forms
and sizes, and manufacturer information. Several helpful charts are also available, including
look-alike/sound-alike medications, pregnancy categories, normal laboratory values, as well
as common pharmacy calculations. This print resource is updated annually and is also
included in the CliniSphere CD-ROM resource.

RED BOOK

Thomson Healthcare, <<www.thomsonhc.com>>. This resource primarily contains data
regarding prescription and OTC product availability and pricing. There are also a number of
tables listing information such as sugar-free, lactose-free, or alcoholree preparations. Addi-
tionally, information such as normalized device coordinates (NDC) numbers, routes of admin-
istration, dosage form, size, and strength are included.

ALLEN’S COMPOUNDED FORMULATIONS

American Pharmacists Association, <<www.aphanet.org>>. This resource is a collection of
U.S. Pharmacist columns that have been printed as a text. Each recipe provides method of
preparation, stability, and discussion of utility of the dosage form.

EXTEMPORANEOUS FORMULATIONS

American Society of Health-System Pharmacists, <<www.ashp.org>>. This resource is a com-
pilation of published recipes with stability data. Most products are oral formulations to reflect
the unique needs of some pediatric patients. Information is also provided about legal and
technical issues in compounding practices.

MERCK INDEX

Merck & Co., <<www.merck.com>>. This resource provides descriptions of the chemical and
pharmacologic information about a variety of products. Data include CAS number, chemical


www.factsandcomparisons.com
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structure, molecular weight, and physical data, including solubility, which may be especially
useful in compounding. This reference is available in print, online, and on CD-ROM.

REMINGTON: THE SCIENCE AND PRACTICE OF PHARMACY

Lippincott Williams & Wilkins, <<www.Iww.com>>, This classic text contains information
about all aspects of pharmacy practice. There is discussion of social issues impacting phar-
macy as well as information about the basics of pharmaceutics, manufacturing, pharmaco-
dynamics, and medicinal chemistry. Information is provided regarding common compounding
techniques and ingredients.

A PRACTICAL GUIDE TO CONTEMPORARY PHARMACY PRACTICE

Lippincott Williams & Wilkins, <<www.lww.com>> This text resource with CD-ROM is orga-
nized in an outline format to easily find information. Discussion of compounding techniques
and explanations of additives used in compounding are very useful. Students and young prac-
titioners may find the sample cases especially helpful.

USP/NF

United States Pharmacopeial Convention, <<www.usp.org>> This resource, available in
both text and CD-ROM format, contains the official substance and product standards. Also,
official preparation instructions are given for a limited number of commonly compounded
products.

Some journals are especially useful for compounding “recipes”, for example, the Inter-
national Journal of Pharmacy Compounding, U.S. Pharmacist, or American Druggist.

NATURAL MEDICINE COMPREHENSIVE DATABASE

Therapeutic Research Faculty, <<www.naturaldatabase.com>>. This resource is available in a
text form as well as online. It provides a summary of the information available for various
dietary supplements and rates the relative safety and efficacy of those products. Searches can
be performed by the brand name of the supplement or by a variety of common names. The
electronic version includes an interaction checker and disease state/condition search. This
resource is also available for PDA.


www.lww.com
www.lww.com
www.usp.org
www.naturaldatabase.com
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NATURAL THERAPEUTICS POCKET GUIDE

Lexi-Comp, <<www.lexi.com>>, This resource contains information sorted by both product
and disease state. Each disease state has a summary of the disease, a decision tree, a list of nat-
ural products to consider, and a listing of special considerations about these products. This
product does not have the same in-depth focus on clinical trials as other resources, but instead
provides a bottom line summary of the author’s interpretation of the available evidence. The
last section of the reference contains a variety of helpful tables summarizing commonly used
herbs, herb-drug interactions, and drug-induced nutrient depletion, as well as unsafe herbs.

REVIEW OF NATURAL PRODUCTS

Facts and Comparisons, <<www.factsandcomparisons.com>>. This resource provides infor-
mation about the chemistry, pharmacology, and toxicology of a number of natural products
based on references to primary literature. A summary of relevant clinical trials is also avail-
able. There is also limited patient counseling information, but the strength of this resource is
in the chemistry and pharmacology information. Recent revisions have dramatically
increased the amount of information included in patient counseling sections. This is available
in loose-leaf, bound paper, CD-ROM, and Internet-hased formats.

THE COMPLETE GERMAN COMMISSION E-MONOGRAPHS

American Botanical Counsel, <<www.herbalgram.org>>. This resource was one of the first
scientific-based publications available to address the therapeutic uses of herbal products. It
consists of translations of German monographs prepared through the 1980s and 1990s and
addresses only herbal products. Some of this information may be considered dated and other
resources may contain more clinically relevant information. A follow-up publication Herbal
Medicine: Expanded Commission E Monographs was released in 2000 and was designed to provide
additional clinical information that was not present in the original work. The expanded
edition provides greater number of references and more detailed descriptions of product use,
but still is not the most comprehensive resource available.

PDR FOR HERBAL MEDICINES

Thomson Healthcare, <<www.thomsonhc.com>>. Products are indexed by common name
and information is provided regarding action, usage, dosage, and other clinically useful infor-
mation. Citations to the primary literature are also provided at the conclusion of each mono-
graph. The focus on strictly herbal products, rather than nonbotanical dietary supplements,
may limit utility in some settings.
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PROFESSIONAL'S HANDBOOK OF COMPLEMENTARY
AND ALTERNATIVE MEDICINE

Lippincott Williams & Wilkins, <<www.lww.com>>. This resource contains short mono-
graphs of commonly used dietary supplements, focused on the information needed for
patient counseling. For some of the most common products summaries of clinical trials are
also provided.

DRUG PRESCRIBING IN RENAL FAILURE

American College of Physicians, <<www.acponline.com>>. This resource addresses the
changes in pharmacokinetics that occur as a result of renal impairment, and provides specific
recommendations for dosing adjustment for medications. Information is provided in a variety
of tables. Tables also include recommendations for dosage modifications for patients under-
going hemodialysis, chronic ambulatory peritoneal dialysis, and continuous renal replace-
ment therapy. Citations to the primary literature are also provided.

HANSTEN AND HORN’S DRUG INTERACTION ANALYSIS AND MANAGEMENT

WolterKluwer Health, Inc., <<www factsandcomparisons.com>>. This resource provides sum-
maries of, mechanism of, and management options for reported drug interactions. The authors
also provide information regarding severity of interaction and any risk factors that might predis-
pose patients to this event. This loose-leaf reference, which is updated quarterly, provides rapid
information regarding severity and likelihood of an interaction and actions needed to minimize
this risk based on the case studies and primary literature available.

DRUG INTERACTION FACTS

Facts and Comparisons, <<www.factsandcomparisons.com>>. This resource provides infor-
mation about drug-drug or drug-food interactions. Discussions of significance of the interac-
tion as well as suggestions for management are included. This resource is available in both
bound and loose-leaf texts. It is available electronically via CD-ROM and as part of an online
subscription.


www.lww.com
www.acponline.com
www.factsandcomparisons.com
www.factsandcomparisons.com
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DRUG-REAX

Thompson MICROMEDEX, <<www.thomsonhc.com>>. This electronic resource is a database
within the MICROMEDEX system. Information is provided about drug-drug, drug-food, and
drug-supplement interactions. Discussion is provided regarding severity, management, and lit-
erature about the interaction. Available formats include CD-ROM, PDA, and the Internet.

EVALUATIONS OF DRUG INTERACTIONS

First DataBank, <<www.firstdatabank.com>>. This loose-leaf reference contains information,
organized by drug class, about the management of various drug interactions. Information is
provided regarding mechanism of drug interaction, recommendations for management, and
clinical significance. This information is also available in the format of an electronic database.

DRUG THERAPY MONITORING SYSTEM

Medi-Span, <<www.medi-span.com>>. This CD-ROM resource offers information about
drug-drug, drug-food, and drug-alcohol interactions. Discussions regarding onset of interac-
tion, severity, mechanism, and management are provided. Summaries of primary literature
are also provided.

STOCKLEY’S DRUG INTERACTIONS

Pharmaceutical Press, <<www.pharmpress.com>>, This resource, available in CD-ROM,
Internet, and print formats, contains concise summaries of drug interactions with supporting
primary reference citations. The text uses both British (British Approved Name [BAN]) and
American (United States Adopted Name [USAN]) drug names.

EUROPEAN DRUG INDEX

European Society of Clinical Pharmacy, <<www.escpweb.org>>. This resource offers infor-
mation about the identification of European medications. Information is provided about
dosage form, strength, and name of principle ingredients. A dictionary translating dosage
form terms is also included in this reference.


www.thomsonhc.com
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INDEX NOMINUM: INTERNATIONAL DRUG DIRECTORY

Medpharm Publishers, <<www.medpharm.de>>. This drug information source contains
information on drugs available in over 140 countries. Information is included regarding
structure, therapeutic class, and proprietary names for single-entity medications. A CD-ROM
is included containing contact information for pharmaceutical manufacturers worldwide. The
information from this resource is also included in the MICROMEDEX Healthcare Series.

MARTINDALE: THE COMPLETE DRUG REFERENCE

Pharmaceutical Press, <<www.pharmpress.com>>. This resource includes information
on a variety of domestic and international drugs. Proprietary names and manufacturer
contact information are available for a variety of countries. Some information is provided
about common herbal products as well as diagnostic agents, radioactive pharmaceuti-
cals, and some veterinary products. This information is available in hardcopy, CD-ROM,
via online subscription, and is also included in some MICROMEDEX Healthcare Series
packages.

Additional resources are available that are specific to individual countries including
Diccionario de Especialidases Farmaceuticas (Mexico), British Pharmacopoeia (United
Kingdom), Rote Liste (Germany), Dictionary Vidal (France), Compendium of Pharmaceuticals
and Specialties (Canada), and Repertorio Farmaceutico Italiano (Italy).

GERIATRIC DOSAGE HANDBOOK

Lexi-Comp, <<www.lexi.com>>, The monographs in this resource contain traditional sections
of drug information, but focus on dosing recommendations for geriatric patients. There is a
special section of each monograph addressing concerns specific to the geriatric population.
Limited references to primary literature are provided. This reference is also available online,
on CD-ROM, and in PDA format.

THE MERCK MANUAL OF GERIATRICS

Merck & Co., <<www.merck.com>>. This resource, available in print and online focuses pri-
marily on management of diseases and conditions common in geriatric patients. There is
some discussion of appropriate dosing of medications in this population.


www.medpharm.de
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IDENT-A-DRUG

Therapeutic Research Faculty, <www.indentadrug.com>>. This resource is organized by
imprint codes and provides identification of drugs based on those codes. Descriptions of
medications, as well as NDC numbers, are provided. Electronic and text versions of this
reference are available.

IDENTIDEX®

Thompson MICROMEDEX, <<www.thomsonhc.com>>. This electronic resource is a data-
base within the MICROMEDEX Healthcare Series. It has the ability to identify tablets and
pills based on the imprint code selected. There is also limited ability to search by description
of dosage form (i.e., color). Descriptions, NDC numbers, and a listing of active and inactive
ingredients is provided.

Other resources, discussed elsewhere, also have some tablet identification features
including Clinical Pharmacology, Lexi-Comp Online, PDR, Redbook, and eFacts (Facts and
Comparisons online).

HANDBOOK ON INJECTABLE DRUGS

American Society of Health-System Pharmacists, <<www.ashp.org>>. This resource, com-
monly called Trissel’s, includes information regarding the compatibility and stability of vari-
ous parenteral medications. Information is primarily provided in the form of charts and
tables, making finding information relatively quick. This resource also provides informa-
tion about routes of administration and commercially available strengths. A pocket-sized
handbook and a CD-ROM version are also available.

KING GUIDE TO PARENTERAL ADMIXTURES

King Guide Publications, <<www.kingguide.com>>, Over 400 IV drug monographs are pro-
vided, focused on compatibility information. Also limited information about stability is avail-
able. This resource is available in loose-leaf, bound copy, CD-ROM, as an Internet resource,
and for PDAs.
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TRISSEL'S STABILITY OF COMPOUNDED FORMULATIONS

American Pharmacists Association, <www.aphanet.org>>. Information is provided on nearly
300 compounded oral, enteral, ophthalmic, and topical formulations, organized by drug
name. Extensive citations of the stability and formulation studies are provided. There is also
limited discussion of compatibility with other drug products.

TRISSEL'S 2 CLINICAL PHARMACEUTICS DATABASE

TriPharma, <www.trissels.info>>. This electronic resource compiles data from other Trissel
publications. Information about parenteral admixtures, compounded formulations, physical
compatibility, and chemotherapy formulations is included. This resource is available for an
intranet, as well as via CD-ROM and the Internet.

THE HARRIET LANE HANDBOOK

Moshy, <<www.moshy.com>>, This resource, assembled by medical residents, contains a
succinct discussion of common diseases and conditions of newborn to adolescent
patients. A significant portion of the book is dedicated to medication dosing, specifically
pediatrics. This section also contains information about common side effects and dosage
forms available.

NEOFAX

Acorn Publishing Inc., <<www.neofax.com>>. This reference, available in print, PDA, and
online forms, contains brief drug monographs specific to neonates arranged by drug thera-
peutic class. Each monograph has information about dose, monitoring, adverse reactions,
preparation of drug, and limited references to primary literature.

PEDIATRIC DOSAGE HANDBOOK

Lexi-Comp, <<www.lexi.com>>, The monographs in this resource contain traditional sections
of drug information, but focus on detailed dosing recommendations for pediatrics. There
is also information about common extemporaneous preparations. Limited references to
primary literature are provided. This reference is also available online, on CD-ROM, and in
PDA format.
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APPLIED PHARMACOKINETICS AND PHARMACODYNAMICS: PRINCIPLES
OF THERAPEUTIC DRUG MONITORING

Lippincott Williams & Wilkins, <<www.Iww.com>>. The first section of this text includes
general information about pharmacokinetics and pharmacodynamics as well as how these
parameters may differ in specified patient populations. This text also addresses pharmacoki-
netics of specific drugs and drug classes.

BASIC CLINICAL PHARMACOKINETICS

Lippincott Williams & Wilkins, <<www.Ilww.com>>. This text discusses the basic principles of
pharmacokinetics especially interpretation and implications of plasma concentrations. The
second section of the book provides monographs and discussions focused on drugs most
commonly assessed by blood concentration levels.

CLINICAL PHARMACOKINETICS: CONCEPTS AND APPLICATIONS

Lippincott Williams & Wilkins, <<www.lww.com>>. This text covers pharmacokinetic infor-
mation focused on clinical applications and usages. The information is geared toward people
with little or no knowledge in this area and so is best used as a learning resource rather than
a quick reference.

GOODMAN & GILMAN’S: THE PHARMACOLOGICAL BASIS OF THERAPEUTICS

McGraw-Hill, <<www.mcgraw-hill.com>>. This classic pharmacology text also provides infor-
mation about pharmacokinetics and pharmacodynamics of a number of drugs. The focus of
the resource is to provide a correlation between principles of pharmacology and contempo-
rary clinical practice.

BASIC & CLINICAL PHARMACOLOGY

Lange, <<www.mcgraw-hill.com>>. This text, organized by therapeutic class of agents, pro-
vides general discussion of pharmacology principles as well as a more detailed discussion of
specific agents. Figures and tables are used frequently to illustrate difficult material.
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PRINCIPLES OF PHARMACOLOGY

Lippincott Williams & Wilkins, <<www.Iww.com>>. This text is designed for medical students
and offers a good discussion of pharmacology in the context of a variety of biologic
processes. The use of cases with accompanying study questions makes clinical application of
these principles easy.

GUIDE TO FEDERAL PHARMACY LAW

Apothecary Press, <<www.apothecarypress.com>>, This text is geared toward students
preparing to take the pharmacy licensure examination. Discussion is provided about major
legislation and the impact of these laws on pharmacy practice.

PHARMACY PRACTICE AND THE LAW

Jones and Bartlett Publishers, <<www.jbpub.com>>. This resource contains information
about federal laws and regulations impacting pharmacy practice. Additional implications for
pharmacy practice are provided for some legislation. Information is provided about federal
and state regulation of product development, dispensing, and development. Various sum-
maries of case law are provided. Additionally, information regarding Internet pharmacies and
electronic transmission of prescriptions has been added.

Information about individual state pharmacy law, as opposed to federal law, is best
obtained through the individual state boards of pharmacy. A listing of state board website
URLs is available at <<http://www.nabp.net/ftpfiles/NABP01/ROSTER.pdf>>. Often the
board will have this information available in PDF format on the web page. The Code of
Federal Regulations containing many aspects of federal law is available at <<http://www.
gpoaccess.gov/cfr/index.html>>.

DRUGS IN PREGNANCY AND LACTATION

Lippincott Williams & Wilkins, <<www.lww.com>>. As the title implies, this text (often referred
to as Brigg’s) focuses exclusively on information available about the use of medications in preg-
nant or lactating women. Summaries of the literature available regarding fetal exposure in utero
or exposure through breast milk are provided. Animal literature is provided in cases where
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human literature is lacking. Additional information about recommendations by organizations
such as the American Academy of Pediatrics is provided.

MEDICATIONS AND MOTHER’S MILK: A MANUAL
OF LACTATIONAL PHARMACOLOGY

Pharmasoft Publishing, <<www.ibreastfeeding.com>>. Provides information on lactation and
safe use of medication. Numerous case reports are cited and discussed, also some basic phar-
macokinetic data of interest are provided. The text is organized by drug monograph, and for
relevant sections alternative treatment options are provided.

REPRORISK

Thompson MICROMEDEX, <<www.thomsonhc.com>>. This electronic resource is a data-
base within the MICROMEDEX Healthcare Series providing information about both terato-
genicity and lactation, based on human and animal data. Descriptions of clinical experiences
and references to the primary literature are provided.

APPLIED THERAPEUTICS: THE CLINICAL USE OF DRUGS

Lippincott Williams & Wilkins, <www.Iww.com>>. This text includes information about dis-
ease states and treatment options. Information is presented in the form of cases with follow-
up discussion. Its focus is on clinical case-based presentation of information. There is also a
pocket-sized handbook designed to accompany the text. This print resource is updated every
3 to 4 years and comes with a CD-ROM. A version is also available for use on a PDA.

CECIL TEXTBOOK OF MEDICINE

Saunders, <<www.us.elsevierhealth.com>>, This text is available in print, CD-ROM, PDA, and
Internet (<<www.cecilmedicine.com>>) formats. Information is organized by disease state
and color-coded to speed usage. Information about etiology, manifestations, diagnosis, treat-
ment, and prognosis are provided.

HARRISON’S PRINCIPLES OF INTERNAL MEDICINE

McGraw-Hill, <<www.mcgraw-hill.com>>, This text serves as a fairly comprehensive introduc-
tion to clinical medicine. It is available in text, PDA, and electronic formats. Comprehensive
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information is presented including pathophysiology, differential diagnosis, and disease
management.

THE MERCK MANUAL OF DIAGNOSIS AND THERAPY

Merck & Co., <<www.merck.com>>. This source provides a quick summary of disease state
information, including pathology, symptoms, diagnosis, and treatment. This resource is also
available online as a free resource at <<http://www.merck.com/mrkshared/mmanual/
home.jsp>>, and as a CD-ROM and a PDA version.

PHARMACOTHERAPY: A PATHOPHYSIOLOGIC APPROACH

McGraw-Hill, <<www.mcgraw-hill.com>>. This text focuses on the management of a variety
of disease states. Information provided about disorders includes epidemiology, etiology, pre-
sentation of disease, treatment, and treatment outcomes. A CD-ROM is also available. This
resource also has accompanying texts: Pharmacotherapy Casebook: A Patient-Focused
Approach and Pharmacotherapy Handbook.

TEXTBOOK OF THERAPEUTICS

Lippincott Williams & Wilkins, <<www.Iww.com>>. PDA, CD-ROM, and text versions of this
resource are available. While the resource focuses on treatment of disease states and devel-
opment of a therapeutic plan, sections regarding pathophysiology and clinical presentation
are also provided.

CASARETT & DOULL’S TOXICOLOGY: THE BASIC SCIENCE OF POISONS

McGraw-Hill Medical Publishing, <<www.mcgraw-hill.com>>. This resource is designed to
serve as a textbook rather than a quick resource for toxicology information. Extensive infor-
mation is provided regarding organ- and non-organ-directed toxicity.

ELLENHORN’S MEDICAL TOXICOLOGY: DIAGNOSIS AND TREATMENT
OF HUMAN POISONING

Lippincott Williams & Wilkins, <<www.lww.com>>, This resource provides toxicology and
management information for a variety of drugs, household products, natural toxins, and
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other chemicals. Some information is presented in the form of tables, making information
easier to find than some other toxicology texts.

GOLDFRANK’S TOXICOLOGIC EMERGENCIES

McGraw-Hill Medical Publishing, <<www.mcgraw-hill.com>>. This text is designed to offer a
case study approach to toxicology. Initial basic toxicology data are provided but the majority
of this text focuses on the management of toxicologic emergencies with a variety of common
drugs, botanicals, pesticides, and other occupational or environmental hazards.

POISINDEX®

Thompson MICROMEDEX, <<www.thomsonhc.com>>. This electronic resource is a data-
base within the MICROMEDEX Healthcare Series, providing information about presentation
and treatment of many toxicology situations. The information presented is based on human
case reports and animal data and is extensively referenced.

Practice settings that handle a large number of veterinary information questions may benefit
from having access to some of the following resources. Information about additional useful
resources can be found in Appendix 4-1.

COMPENDIUM OF VETERINARY PRODUCTS (CVP)

North American Compendiums, <<www.prodvm.com>>. This textbook is similar to the
human PDR in terms of information provided and format. The resource contains the product
monographs for over 4800 pharmaceutical, biologic, diagnostic, feed additive, and pesticide
products that are currently available. The reference contains indicies of manufacturers and
distributors, brand names/ingredients, and product categories.

FOOD AND DRUG ADMINISTRATION/CENTER FOR VETERINARY
MEDICINE HOME PAGE

Food and Drug Administration (FDA) <<http://www.fda.gov/cvm/default.html>>. This web-
site provides information for pharmacists about the legal or regulatory issues that affect the
practice of veterinary pharmacy or veterinary medicine. It is useful for regulatory issues
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pertaining to animal health. The compliance policy guide (CPG 608.400) Compounding of
Drugs for Use in Animals and the Animal Medicinal Drug Use Clarification Act (AMDUCA)
can be found at this site, these documents are considered essential reading for any pharmacist
who practices veterinary pharmacy. CVM updates are available that detail the prohibited use
of drugs in certain animal populations. Updates on the judicious use of antibiotics in food-
producing animals are posted at this site. A listing of all FDA-approved animal drug products,
also known as the Green Book, is available and searchable at this site. Patent information, manu-
facturer lists, indications, approval numbers, general drug information, code of regulations, and
trade/generic names are just a few pieces of information that can be gathered from this website.

THE 5-MINUTE VETERINARY CONSULTANT: CANINE AND FELINE

Lippincott Williams & Wilkins, <<www.Iww.com>>, This is a quick reference textbook on
internal medicine in canine and feline health. The resource focuses on signs and symptoms,
drug indications, and laboratory interpretations. Good appendices are provided on conver-
sion tables, lab values, drug formularies, and toxicology.

TEXTBOOK OF VETERINARY INTERNAL MEDICINE: DISEASES
OF THE DOG AND CAT

W.B. Saunders Company, <<www.us.elsevierhealth.com/Veterinary>>. This is a practical,
useful, and informative two-volume resource, focusing on internal medicine topics in canines
and felines. The text provides extensive coverage of pathophysiology, diagnosis, and treat-
ment of diseases affecting dogs and cats.

VETERINARY DRUG HANDBOOK

Blackwell Publishing, <<www.blackwellprofessional.com>>. This texthook is written by a
pharmacist and is considered one of the most useful references for off-label drug dosages,
indications, and specific drug information on human- and veterinary-labeled pharmaceuticals.
Monographs are listed in alphabetical order, and categorize drugs chemistry, pharmacology,
indications, dosages, contraindications, and interactions into an easily identifiable format.
A client information booklet is also available.

Pharmacists should also be aware that more resources are becoming available in a variety
of formats. Many resources that have been traditionally only available in a paper text are now
accessible via CD-ROM, the Internet, or via PDA. Selection of the appropriate format (e.g., hard-
copy, computer, and PDA) is now another factor that pharmacists should consider when select-
ing resources for a practice site. Electronic resources are often preferred because they may be
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easier to use, allow quicker access to information, allow multiple searches to be performed
simultaneously, and often contain the most recent information available regarding a topic. Addi-
tionally, many electronic networked resources allow use of the same resource at more than one
location. This lets many practitioners access information from a variety of physical locations
rather than being restricted to only medical libraries or drug information centers.

The incorporation of PDAs into clinical practice settings has lead to an increase in the number
of databases that provide sources of drug information. Several databases have been created by
companies currently producing a variety of other well-known drug information resources, e.g.,
Lexi-Comp, Thompson Healthcare, and The American Society of Health-System Pharmacists.
The databases available differ in terms of material covered as well as quality of coverage. A
limited number of critical evaluations of these databases has been performed to aid in the
selection of the highest quality databases. *** Based on the limited data available, Lexi-
Comp, ePocrates, and Clinical Pharmacology OnHand appear to be among the best quality
PDA drug information databases available at this time. One additional study® evaluating the
efficacy of PDA databases specifically for addressing drug interaction information found
slightly different results than previous studies but did find Lexi-Interact to be one of the top
performers, in addition to iFacts (<<www.skyscape.com>>).

Secondary literature refers to references that either index or abstract the primary literature with
the goal of directing the user to the primary literature. The two terms, indexing and abstracting,
differ slightly. Indexing consists of providing bibliographic citation information (e.g., title,
author, and citation of the article), while abstracting also includes a brief description (or abstract)
of the information provided by the article or resource cited. Various systems will index or
abstract literature from different journals, meetings, or publications, therefore, in order to per-
form a comprehensive search different databases must be used.

The vast majority of secondary resources are utilized primarily in an electronic format,
although some may still have a print form. Occasionally a paper resource may be used
because it is less costly than an electronic database. Using a paper resource will often require
more time than the electronic formats, due to the need to look at multiple editions and
indexes (possibly an annual or quarterly listing). There is an additional disadvantage in that
the printed sources can be searched by only one user at a time. An advantage to printed
resources is their use for browsing for new information.
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Electronic databases offer some advantages over print listings. Notably, for online list-
ings, the more frequent updating of listings and information is very important. In searching
most electronic databases, a user will follow a similar search strategy, with small changes to
reflect differences in database systems. There are several challenges in searching secondary
database systems. Systems do not index all terms in the same manner therefore it is necessary
to determine what terms a database is using to conduct a successful search. For example,
databases through the National Library of Medicine index terms by their Medical Subject
Heading (MeSH term), while the Iowa Drug Information Service (IDIS) uses the United
States Adopted Name and the International Classification of Diseases. Most computerized
databases also include a free-text search option, which is very useful when the defined index
terms are not identifying relevant data. This option may also be helpful when only limited data
have been published or are available, perhaps before an official index term is defined.

The need to utilize a variety of terms for search strategy is illustrated in the following
sample question “Is clonidine effective in the treatment of attention deficit hyperactivity dis-
order (ADHD) in adolescents?” It is first important to identify the key terms. These terms
might include clonidine, ADHD, and adolescents. However, some databases may not recog-
nize the term adolescent and instead may require use of the term pediatric or child. Addi-
tionally, the use of the term pediatric may just refer to the medical specialty in some
resources, rather than the pediatric patient population. Therefore, it is important to recognize
that different databases may require different search terms to be used. Also, the name of the
disease state, attention deficit hyperactivity disorder, has changed over time and so it may be
necessary to use other terms, such as attention deficit disorder.

Searches generally use Boolean operators, often AND, OR, and NOT (see Figure 4-1).
The operator AND will combine two terms, returning only citations containing both of those
concepts or terms. The operator OR will have an equal or greater number of returns since it will
include any citation where either term is used. Use of the term NOT will always decrease the
number of responses, since it eliminates any references having the term that follows that oper-
ator; therefore it should be used with caution, since it may eliminate articles that may be appro-
priate, simply because the term being eliminated happens to appear somewhere in the article.

For example, in the earlier clonidine for ADHD question, the appropriate search terms
(clonidine AND attention deficit hyperactivity disorder) may be used with the AND operator.
However, if the requestor wanted information regarding use of either clonidine or guanfacine

(O dD D

AND OR NOT

Figure 4-1. Boolean operators.
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Matching results

AN
|

Guanfacine

Figure 4-2. ADHD AND (clonidine OR guanfacine).

in this disease state, then the term OR might be used. See Figure 4-2 for a graphic presenta-
tion of this search. A search using OR will return a number of results equal to or greater than
a search using the term AND. The term OR might also be useful when searching for a term
with synonyms, for example, attention deficit disorder OR ADHD. The operator NOT would
be helpful if a user wants to exclude certain topics, for example, a specific disease state. In
this case, a search might be performed for ADHD NOT Tourette’s disorder (see Figure 4-3).
Since the use of the term NOT will exclude any article mentioning Tourette’s disease, an arti-
cle focused on treatment of ADHD with a small section about Tourette’s disease would also
be excluded. Parentheses can also be used to further streamline a search. In this example, a
search may be performed for clonidine AND (attention deficit disorder OR ADHD), this
would retrieve articles that contain the drug of interest as well as either of the two disease
states of interest. An additional example of search strategy is provided in Appendix 4-2.

Some databases will also use the terms WITH or NEAR. These operators are similar to
AND, however, they require the terms to be within a certain number of words of each other.
These terms may be useful when other searches are identifying a large number of articles
where both terms are mentioned, but not in conjunction with each other.

NOT
Tourette’s
disorder

e Clonidine

ADHD Tourette’s

disorder

Figure 4-3. Clonidine and ADHD NOT Tourette’s disorder.
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Some databases allow searches to be limited by a variety of factors, including language
of publication, year of publication, type of article (e.g., human study, review, and case report),
or by type of journal where publication is found. This is most helpful when the initial search
terms return a large number of possible matches. Using too many limits with the initial
search may eliminate articles or citations that would be helpful.

One additional point to bear in mind when performing electronic searches is that the
same search phrase could be indexed under a variety of search terms, and in order to provide
a comprehensive search it is important to address all of those. For example, if looking for
information regarding ginkgo it may be helpful to search under the common name as well as
a common misspelling. So a possible search strategy may be to use the terms “ginkgo”,
“ginkgo hiloba”, the Latin name “Ginkgoaceae”, as well as the misspelled word “gingko”.
This same principle holds true when considering disease states whose names may have
changed over time.

Included below are some examples of secondary databases and types of requests they
are helpful in addressing.

ANTI-INFECTIVES TODAY

Adis International, <<www.adis.com>>. This monthly service indexes important new
research, adverse reactions, and pharmacoeconomic data in the area of therapies for infec-
tious disease. Paper as well as electronic formats are available.

BIOLOGIC ABSTRACTS/BIOSIS PREVIEWS

Thompson Medical, <<www.biosis.org>>. This is a comprehensive database of biologic infor-
mation, covering biologic and biomedical information. BIOSIS also covers abstracts from
conferences relating to basic sciences. This is most helpful when seeking basic science infor-
mation. Both print and electronic formats are available and are updated semimonthly.

CANCER TODAY

Adis International, <<www.adis.com>>. This is a monthly indexing and abstracting service sum-
marizing current literature in the area of cancer management. Information from recent trials,
case reports, and international meetings is provided. Available in print and also electronically.

CANCERLIT

National Cancer Institute, <<http://www.cancer.gov/>>. This database is maintained by the
National Cancer Institute and indexes literature from a variety of sources specific to cancer
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literature. This resource is most useful when looking for information about oncology thera-
pies or quality-of-life issues. This resource is updated monthly and is available electronically
at <<http://www.cancer.gov/search/cancer_literature/>>,

CINAHL

CINAHL Information Systems, <<www.cinahl.com>>. This is an indexing service that covers
literature primarily in the fields of nursing and allied health. This database is useful when
seeking information about patient care from the perspective of allied health professionals. It
is updated monthly.

THE COCHRANE DATABASE OF SYSTEMATIC REVIEWS

Cochrane Library, <<www.cochrane.org>>. This database, published quarterly, indexes
Cochrane reviews about a variety of medical treatments, conditions, and alternative thera-
pies. These evidence-based medicine reviews are based on extensive analysis of current lit-
erature and provide treatment recommendations (see Chap. 9).

CURRENT CONTENTS

Thompson Medical, <<www.isinet.com>>. This electronic service offers an overview of very
recently published literature as it relates to scientific information. The clinical medicine and
life science subgroups are useful for information about recent drug research or developments.

EMBASE

Elsevier, <<www.embase.com>>. EMBASE is a comprehensive abstracting service covering
biomedical literature worldwide. This database covers material similar to that covered by
MEDLINE?®, but with greater coverage of international publications. Additionally, there is less lag
time between publication and inclusion in the database. This database is useful when seeking
information about dietary supplements or medications that may be available in other countries.

GOOGLE SCHOLAR

Google, <<scholar.google.com>>. An Internet search engine that is designed to target schol-
arly materials available online in a variety of professional areas including health care. Infor-
mation from a variety of scholarly journals and publications is able to be searched, however,
in some cases, the searcher may not be able to access full-text versions of articles or works
due to password restrictions.
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INPHARMA WEEKLY

Adis International, <<www.adis.com>>. An abstracting service that provides current litera-
ture related to pharmacotherapy. It also provides information regarding drugs in develop-
ment. This resource is useful when seeking information about experimental drugs or
ongoing research. While this resource is not comprehensive, it does offer a very short lag
time and offers a way for users to quickly scan the literature and keep abreast of recent
changes and developments.

INTERNATIONAL PHARMACEUTICAL ABSTRACTS (IPA)

American Society of Health-System Pharmacists, <<www.ashp.org>>. Coverage includes
drug-related information, including drug use and development. This database also abstracts
avariety of meeting presentations. The main focus of this database is pharmacy information,
including pharmacy administration and clinical services, making it the most comprehensive
database for pharmacy-specific information.

IOWA DRUG INFORMATION SERVICE

Division of Drug Information Service, University of lowa, <<http://itsnt14.its.uiowa.edu/>>.
This is an indexing service that allows retrieval of complete articles from a variety of bio-
medical publications. Indexing is done by database-specific terms, which at times makes
searching challenging. This database is useful for information about standard medications. It
is unique in that it provides full articles, in either PDF form or, for older articles, microfiche.
There are a limited number of journals covered and not all information from a specific jour-
nal issue is covered (i.e., some articles may not be included if the editorial staff did not feel
that they had sufficient focus on relevant drug or disease state information).

JOURNAL WATCH

Massachusetts Medical Society, <<www,jwatch.org>>. Journal Watch is an abstracting ser-
vice including recent information, summarized by physicians, from a variety of medical liter-
ature. A general newsletter covering major medical stories of interest to generalists is
published along with additional newsletters in specific specialty areas. This is most helpful
when monitoring for new clinical trials involving specific medications.

LEXISNEXIS

LexisNexis Academic & Library Solutions, <<www.lexisnexis.com>>. This indexing and abstract-
ing service covers a variety of information, including medical, legal, and business news. Some
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publications are available full text through this service. This resource is helpful when attempting
to locate information about recent medical news or research.

MEDLINE®

National Library of Medicine, <<www.nlm.nih.gov>>. Coverage includes basic and clinical
sciences as well as nursing, dentistry, veterinary medicine, and many other health care dis-
ciplines. Information comes from more than 3900 journals in 40 different languages. This
database is available through a variety of services including PubMed®. A sample search is
provided in Appendix 4-2.

PAEDIATRICS TODAY

Adis International, <<www.adis.com>>, This monthly indexing and abstracting service covers
recent literature regarding the use of drugs in pediatrics from both biomedical literature and
recent clinical meetings. Requestors seeking information about pediatric uses of medications
may find this resource helpful.

PHARMACOECONOMICS AND OUTCOMES NEWS WEEKLY

Adis International, <<www.adis.com>>. This biweekly publication covers recent publications
regarding economic use of health care resources, as well as information on prescribing
trends, recent health care news, and regulatory updates. The focus of this publication is the
economic impact of disease states and medical interventions.

REACTIONS WEEKLY

Adis International, <<www.adis.com>>. A weekly indexing/abstracting service summarizing
literature involving adverse events, drug interactions, drug dependence, and toxicology data.
This resource is especially useful when seeking case reports of adverse reactions or other
information on drug safety.

Primary literature consists of clinical research studies and reports, both published and
unpublished. Not all literature published in a journal is classified as primary literature, for
example, review articles or editorials are not primary literature. There are several types of
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publications considered primary, including controlled trials, cohort studies, case series, and
case reports. Additional information about study designs commonly found in medical litera-
ture and how to evaluate them is found in Chaps. 6 and 7.

Advantages of the use of primary literature include access to detailed information about
atopic and the ability to personally assess the utility and validity of study results. Additionally,
primary literature tends to be more recent than tertiary or secondary literature. However,
there are several disadvantages of using primary literature alone. These disadvantages
include misleading conclusions based on only one trial without the context of other researches,
the need to have good skills in medial literature evaluation, and the time needed to evaluate
the large volume of literature available.

Due to the rapidly increasing number of specialty journals being published, it is diffi-
cult to determine which journals are essential in a pharmacy practice setting. Appendix 4-3
provides a listing of core holdings for a college of pharmacy assembled by the American
Association of Colleges of Pharmacy.” While this list may be more extensive than what is
required in many practice settings, it does provide a core listing of journals. Each practice set-
ting will require slightly different primary literature based on the specific areas that are of
greatest importance to that facility.

Once the literature has been identified in a secondary searching system, then the actual arti-
cles can be obtained in various ways. Often a local library may carry the journal needed, or
may be affiliated with other facilities that can provide that article. Some publisher websites
also have access to some full-text articles. If neither of these options are available then the
Loansome Doc ordering system might be used. This system is available through the National
Library of Medicine and offered for a fee to any user. Articles identified in PubMed® can be
easily ordered from that database through this system. Additional information about this pro-
gram is available at <<http://www.nlm.nih.gov/pubs/factsheets/loansome_doc.html>>.

Another method to identify relevant resources might be a general Internet search for infor-
mation. This can be especially helpful to serve as a starting point for questions about unusual
diseases or about marketed over-the-counter products and combination dietary supplements.
For example, if a requestor asked about the use of a dietary supplement product called
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GABA Plus in ADHD, it would be difficult to search for information, unless the requestor was
able to provide a list of ingredients contained in the product. Often requestors may not have
that information and therefore it may be necessary to search for a manufacturer’s website to
identify the specific individual ingredients and then look for information on the individual
components. This is also helpful in identifying information or specific product claims pro-
vided by the manufacturer. Additionally, Internet searches may be useful for topics that have
recently been in the news, where information is changing more rapidly than standard paper
resources can be updated.

It is important to remember that different search engines use different techniques to
identify web pages, and that no search engines will identify all websites. Some search engines
are geared toward scholarly content (Google Scholar, <<scholar.google.com>>) or toward
scientific research (Scirus, <<www.scirus.com>>), rather than general information. These
might be more useful for identifying recent research about a disease or disorder, rather than
the ingredients in GABA Plus. In order to efficiently perform a search, it is important to con-
sider which search engine would most likely index the desired materials. Additional discus-
sion of search engines is found in Chap. 5.

There are, however, several caveats to finding information on the Internet. The first is to
carefully evaluate the quality of all information provided. There are literally millions of web-
sites and there are no true quality assurance measures in place to evaluate the reliability
of information available. There are some general tenets to keep in mind when evaluating
this type of literature. Generally, sites maintained by educational institutions, not-for-profit
medical organizations, or a division of the U.S. government are likely to contain high quality
information, whereas information maintained by a company selling or promoting a specific
product may be more questionable,

In order to assess the quality of online information, several standards and programs now
exist. These include organizations such as the Health on the Net (HON code, <<www.hon.ch>>)
which clearly define rules to evaluate the quality of information available via a website. Many
websites do not apply to organizations to be evaluated, so the lack of an organization’s quality
seal does not necessarily indicate that the information is of low quality.

The following criteria should be used when determining quality of online material.

o Isthe source credible, without a vested interest in promoting one particular treatment
or product?

o [s the information accurate and current?

« Does the site link to other nonaffiliated sites that provide good information consistently?

o [s the information appropriately detailed and referenced?

o [s it possible to identify the author of the site to contact with additional questions or
comments?

Further information on evaluating websites is discussed in Chap. 5.
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Occasionally, sufficient information cannot be obtained from standard resources, requiring
instead the use of some alternative sources of information. If a question involves, for example,
arecent news story reporting a removal of a medication from the market, a logical first place to
find initial information would be to identify the original news story. This can be done by search-
ing various newswire services like PR Newswire or even major news network websites such as
CNN. LexisNexis, <www.lexisnexis.com>>, indexes a variety of newswire stories as well as tran-
scripts of news reports. While this news story may not provide all the information needed, it
might at least serve as a point from which to search for additional information (Table 4-3).

In some cases, there may be so little information available that it would be wise to seek
out an expert in the field, for example, the use of heparin in a troche dosage form. It may be
prudent to contact persons performing research in this area or practitioners who are cur-
rently using that therapy to identify information that might have been missed in an initial
search. Some experts may be identified via medical organizations focusing on specific dis-
ease states, leadership of medical societies, or persons who have authored numerous papers
on a specific medication or medical condition.

When looking for recent recommendations regarding treatment of a specific disease
state, it may be helpful to identify an organization affiliated with that disease state. For exam-
ple, when looking for treatment recommendations to manage irritable bowel syndrome it
might be appropriate to contact the International Foundation for Functional Gastrointestinal
Disorders (<<http://www.iffgd.org/>>) to obtain information about current practice stan-
dards as well as possible emerging therapies.

Additionally, when seeking information about a specific drug therapy, it may be helpful
to contact product manufacturers via their medical information department to identify infor-
mation that may be available in-house. This resource could be especially helpful for obtaining
the literature that is difficult to access if a product is newly approved or identifying a possible
rare adverse drug reaction.

TABLE 4-3. MAJOR NEWS SOURCES ONLINE

News Source URL
ABC www.abcnews.go.com
AP (Associated Press) www.ap.org
CBS www.chsnews.com
CNN WWW.CNnn.com
FDC Reports www.healthnewsdaily.com/FDC/Daily/hnd/TOC.htm
MSNBC www.msnbc.msn.com
Reuters Health News www.reutershealth.com/en/index.html

PR Newswire WWW.prnewswire.com
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As consumers become more active and educated in their health care and disease management,
the need for health information sources geared at consumers has increased. Currently there
are a variety of sources where consumers obtain their health information. A recent survey
indicated that the most common source of information about prescription medication, behind
physicians and pharmacists, is the Internet.® Since many consumers find at least some of
their information online, pharmacists should be prepared to help consumers evaluate the
quality of information found online as well as recommend sites where information might be found.
Table 4-4 contains a listing of just a few of the sources that may be useful for consumers.

TABLE 4-4. ONLINE CONSUMER INFORMATION SOURCES

Website URL

Maintained By

Information

www.medlineplus.gov

www.fda.gov/cder

www.gettingwell.com

www.merckhomeedition.com

www.healthfinder.gov

www.4women.gov

www.cdc.gov

dirline.nlm.nih.gov

ods.od.nih.gov

nccam.nih.gov

National Library of Medicine

Food and Drug Administration

Thomson Health care

Merck

Department of Health and
Human Services

National Women’s Health
Information Center

Centers for Disease
Control and Prevention

National Library of Medicine
and National Institute of Health

National Institute of Health

National Center for
Complementary and
Alternative Medicine

Contains information about various
medications as well as disease states
and conditions

Contains information about new drugs
as well as dietary supplements. Also
contains information about recalls of
drug or food

Contains information about a variety of
prescription drugs

This is a consumer-based version of
the Merck Manual. It includes a variety
of interactive features

This site contains information about a
variety of common medical conditions
and diseases

This site contains information about
the conditions and diseases of special
interest to women

This site has information about the
treatment and prevention of infectious
diseases. It also contains a listing of
public health hoaxes

This contains a directory of health care
organizations online

This site compiles some of the scientific
information available about the efficacy
and safety of dietary supplements

This site is a government maintained
resource describing ongoing research
in the area of dietary supplements, as
well as detailing efficacy information
currently available
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Consumers may also benefit from some text resources available at a local library. Some
resources, like The PDR Family Guide to Prescription Drugs,” are published by organizations
that produce references for health care professionals, while others are published by lay press
companies. There is great variation in the quality of information provided from resource to
resource. Some of the most popular resources may not be written at an appropriate level for a
consumer to understand or may not provide helpful information for the patient. For this rea-
son, it is important to discuss with patients what other resources they are using to find addi-
tional drug and medical information. Opening a dialogue with patients about this topic is fairly
simple and can consist of open-ended questions such as “Where else have you found informa-
tion on your disease state?” or “What other material have you read about your medication?”

Often, one can confidently recommend health care organizations or disease societies,
both of which usually provide helpful, high quality disease-specific information geared for the
average consumer. Some drug companies offer web pages with helpful disease or disease
management information,

In addition to the resources aimed at consumers, there are consumer-specific sections of
many tertiary resources discussed earlier. Electronic resources such as MICROMEDEX or
Clinical Pharmacology have subsections dedicated to consumer-level information. Addition-
ally text references such as USP DI have information written at an appropriate level for con-
sumers.

Given the rapid rate at which medical information is increasing and the amount of available
technology to organize and locate this information, it is easy to become overwhelmed by the
volume of data available. However, as pharmacists develop a better understanding of where
to access information, provision of drug information will occur more quickly. As technolog-
ical advances continue, which may change the face of physical pharmacy dispensing and
compounding, the need for information retrieval and interpretation will continue to grow.
Pharmacists must not, however, be satisfied with merely identifying sources for drug infor-
mation. Understanding where to access information is only the first step in the provision of
quality drug information. Information must be interpreted and evaluated to become knowl-
edge, as is described in other chapters. It is this unique knowledge that will enable practi-
tioners to optimize patient care.

The information in this chapter helps provide guidance as to where specific types of
drug information might be found and how to begin a search for drug information. The next
several chapters will provide additional guidance on how to interpret and apply the informa-
tion that is gathered.
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1. A physician is seeking information about the use of chondroitin in the management
of osteoarthritis. He sees a large number of patients in his practice and is seeking
information about efficacy, safety, and appropriate dosing of this product.

a. What are the advantages and disadvantages of tertiary resources in responding to
this request?

b. What are the advantages and disadvantages of primary literature in this scenario?

¢. What might be the appropriate key words to use to identify relevant information in
a secondary database?

d. Might information on the Internet be helpful in responding to this question?

2. A 15-year-old patient has recently been started on atomoxetine for treatment of atten-
tion deficit/hyperactivity disorder. He is taking no other medications. He has noted
recently that his hair is thinning and wants to know if this might be drug related.

a. What are the appropriate tertiary resources to consult for a response to this request?

b. Is it necessary to consult tertiary, secondary, and primary resources for this
response?

c. If no information is found in any tertiary resources or in a search of secondary
databases, where might additional information be located?

3. Consider which tertiary, secondary, and primary resources might be appropriate for
the following drug information requests.

a. A physician requests information about the use of sildenafil for treatment of
female sexual arousal disorder. She also requests information about the use of any
of the other phosphodiesterase 5 inhibitors.

b. A patient has mixed all his medications together in a pill box and needs a capsule
to be identified. The capsule is purple and gray and has the imprint code 224 3850.

¢. A pharmacist wants to know what current investigational drugs are being used to
treat Huntington’s disease.

d. A prescriber needs to give diazepam to a 7-year-old child who is not able to swal-
low pills or capsules. By what other routes can this drug be given and what dose
is appropriate for this patient?

e. A patient who is visiting the United States from Sweden contacts the pharmacist
asking for advice. He has had problems with acid reflux and took Artonil® at
home, which relieved his symptoms well, and would like to know what would be
an equivalent medication available here in the United States.

f. A pharmacist received a prescription for dexamethasone to help reduce a tumor.
The pharmacist wants to know what dose is appropriate for this use.
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. A nurse requests information about long-term use of prednisone therapy. He

recalls that there are serious long-term adverse events and is curious what these
events are and how they might be managed.

. A pharmacy student is working on a presentation involving illicit drugs. She

knows that there have been recent news stories about adolescents using Coricidin
products for recreational use, and she is curious at what doses these products are
toxic.

i. A patient is given a prescription for promethazine 25 mg orally every 6 hours to

treat nausea and vomiting. The patient is currently taking sertraline 50 mg daily
and Ortho Tri Cyclen Lo®. Are there any interactions between the patient’s med-
ications?

j. A 5-year-old female has a history of acid reflux; the patient was well controlled on

a cisapride product with no problems. Since cisapride has been removed from the
market what might an appropriate treatment option for this patient be?

. A patient is receiving amiodarone in a bag of normal saline. The nurse wants to

know if the amiodarone therapy is compatible with metronidazole.

. A consumer contacts the pharmacy requesting information about drug screening tests.

She has a drug screen scheduled 3 days from today and last night she used cocaine.
She wants to know if the cocaine will be out of her system before the drug screen test.

. A prescriber wants to know the role of cytochrome P450 3A4 in the metabolism of

carvedilol.

. A new mother has been breastfeeding her child for 3 months. The mother has

recently been prescribed levofloxacin for treatment of an infection. Is it safe for
her to continue breastfeeding during this therapy?

4. Consider which tertiary resource would be useful in answering the following veteri-

nary drug information questions:
a. A woman calls you stating that her 8-month-old Great Dane puppy jumped onto

her bathroom counter top and ate the entire contents of a prescription bottle con-
taining Darvocet-N 100 #60 tables and a bar of scented hand soap.

. Afellow pharmacist has received a request to compound injectable ivermectin 1%

for beef cattle. What is this drug, its indication, and is it legal to compound this
drug for food animals?

. A newly licensed veterinarian calls and inquires about the human selective sero-

tonin reuptake inhibitor (SSRI) class of drugs and wants to know how many have
an off-label dosage for dogs?

. A long-time client in your diabetes management clinic states that her cat was

recently diagnosed with diabetes by a veterinarian. The woman is asking for infor-
mation on diabetes in cats and how it is similar to different human diabetes.
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e. A customer asks you about the use of herbals and nutraceuticals in dogs. What
website provides this type of information for animal owners?

f. A customer approaches you and hands you a piece of paper. On the paper is writ-
ten “Kaopectate for dog diarrhea.” The customer states that the veterinarian
directed her to get some Kaopectate® over-the-counter for her dog that has loose
stools. What resources would be helpful in determining if this is an acceptable
therapy and a proper dose?
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Chapter Five

Electronic Information Management

Patrick M. Malone

Links referred to in this chapter are available at www.MaloneDruginfor.com.

Objectives

After completing this chapter, the reader will be able to

* Explain how to integrate the following into his or her personal practice:
» Searching the Internet for information necessary for pharmacy practice.
* Providing pharmacy and drug information to others over the Internet.
* Gathering input from health care practitioners and patients via websites.
* Use of electronic mail (e-mail), including personal distribution lists and listservers.
* Online discussion groups.
* Internet collaboration.
* Push technology.
* How to ensure long-term data viability.

* Evaluate the credibility of Internet resources.

* Efficiently manage personal e-mail, both outgoing and incoming.

In 1981 drug information was revolutionized when it suddenly became possible for nonli-
brarians to access MEDLINE® directly. Those who first had access were required to partici-
pate in a week-long training class given in only three locations in the country and then could
only access the information via dumb terminals using a 300 bits per second (bps) modem.
Little did practitioners realize that they were starting down a technologic road that would
quickly accelerate. A few years later some of the first pharmacy uses of what was to become
the Internet were seen. At that time, some users of the Iowa Drug Information Service (IDIS)
could e-mail search requests, via ARPANET (a predecessor of the Internet), to the University
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of Iowa, and would receive a reply with citations to the IDIS microfiche. Although the
sender’s computer might indicate the message was received in seconds, in reality it could
take several days to make its way across the country. It would then take additional time for
the reply. Certainly, this was a vast improvement over the very first MEDLINE® searches that
were requested and sent via the postal system, but still was not close to what practitioners
take for granted today.

Today, pharmacists can access vast amounts of data locally or from computer sys-
tems around the world in seconds, using a powerful microcomputer system that costs
less than $1000, at speeds of up to 1 billion bps or more! These data can even be obtained
at home at great speeds across cable TV lines or satellites. In addition to increases in
amounts of data and speed, the ways data can be communicated have improved greatly
and include graphics, sounds, and video. These capabilities are seen around the world to
some extent or another, with an estimated 317,646,084 host computers attached to the
Internet as of January 2005, up from 19,540,000 in July 1997.! Computer speeds are up to
360 teraflops (a teraflop is a trillion operations per second).? The amount of information
available in computerized format has increased tremendously and is expected to increase
more with the digitalization of major libraries by Google.*

The overwhelming amount of information, and its hazards, has been recognized by
pharmacy organizations as an area that needs to be addressed.’ Also, the lack of training
and lack of use of resources, particularly electronic, by health care practitioners must be
recognized® and is now being addressed in some schools of pharmacy.” The Institute of
Medicine has also stated that health science schools need to provide further training in
informatics in a report available at <<http://www.nap.edu/catalog/10681.html>>.

Initially a way to communicate data, the Internet has become a way to simply communi-
cate. E-mail and instant messaging are widely used in business and as a means of personal
communication, but may be replaced by real-time video conversations. Use of the Internet to
provide telepresence may become one of its most important uses.

This chapter will describe how pharmacists can access the Internet, the methods of
communicating information over the Internet, some particularly good sources of data, and
how pharmacists can integrate these resources and the new information management and
communication methods into their practices.

Any microcomputer capable of running a current operating system (e.g., the current version of
Windows) and web browser (e.g., Microsoft Internet Explorer, Netscape, Firefox, and Opera)
is an appropriate choice for connecting to the Internet. Notebook computers are practical for
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the clinician moving from place to place, however, that often makes connection to the Internet
more difficult. Wireless computers, along with other wireless devices, have not been used as
much in health care because of concerns about security® and also because of potential for
interference with other devices,” although both are becoming less of an issue. That connec-
tion to the local area network in the institution, clinic, or pharmacy, along with connection to
the Internet, is vital. Pharmacists’ computers must be set up to give the easiest, most trans-
parent, access to information. It should be no more difficult to switch from a local copy of
MEDLINE? to the Centers for Disease Control and Prevention (CDC) website than it is to
switch from a word processing program to a spreadsheet program.

A possible replacement for personal computers, at least in some settings, is a personal
digital assistant (PDA), which contains a subset of the functions, programs, and data available
on a normal desktop machine.!” It has been noted that physicians already use such equipment
to perform searches of MEDLINE® or other databases, ! retrieve patient information,? and set
appointments, or other activities."* Many digital cellular phones also have web browsing func-
tions available, ™ but they do not yet seem practical for most practitioners, if for no other rea-
son than the extremely small screen. These phones may also be combined with a PDA.

The connection to the network should not be a concern to the practitioner because of secu-
rity, however, some institutions are reluctant to provide practitioners easy connection from a per-
sonal computer to the Internet, or sometimes even to the hospital's network. There are a variety
of methods for an institution to strike an appropriate balance between security and access.
Cheryl Currid, the former head of computing at Coca-Cola®, stated a number of years ago, “PCs
go on networks, period. Stand-alone computing is worthless to an organization. Demand a LAN.”
That advice should be taken a step further today—demand quality access to the Internet!”

In cases where the worry of an institution or clinic is the cost of an Internet connection,
it should be pointed out that the Telecommunications Act of 1996 or later funding might help
to offset costs.”® Another reason that Internet connections may be absent is the concern
about abuse of web surfing by the employees. This is also a valid fear, but should be
addressed by clear, well-known web surfing policies that are enforced, rather than preventing
Internet use altogether.”®

Once the computer is connected to the network, appropriate software is required. Typi-
cally, the newer operating systems provide simple telnet and FTP (file transfer protocol) pro-
grams. Telnet essentially turns a computer into a dumb terminal to access mainframe-like
programs. FTP allows transfer of files to or from another computer. The functions provided
by these programs are relatively limited to text material or very simple functions, and are
now almost always superceded by web browsers.

Popular web browsers include Microsoft Internet Explorer (<<http://www.
microsoft.com>>), Netscape (<<http://www.netscape.com>>), Firefox (<<http://www.
firefox.com>>), and Opera (<<http://www.opera.com>>). All have strengths and weak-
nesses, particularly in regard to the increasingly important topic of security, but they are
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likely to serve most needs of the average user. Web browsers can also provide other func-
tions, such as e-mail, USENET News Reader, live collaboration tools, live software
updates, and web page authoring tools. In addition, other programs can work in conjunc-
tion with the web browser. For example, if a word processing file is downloaded with the
web browser, the browser may start the copy of Word for Windows residing on the com-
puter and display the document in the browser window. Also, there are a variety of free
reader programs that are available on the Internet to display data that are downloaded,
whether or not the full version of the program has been purchased. For example, Adobe
Acrobat Reader can be downloaded (<<http://www.adobe.com>>) to allow review of
copies of Morbidity and Mortality Weekly Report (MMWR) from the CDC. Often, websites
will alert a user to the need for these extra “plug-in” programs and will give directions for
obtaining them, or provide an automatic method for installation.

Before ending this section, it is important to note that any personal computer should
have antiviral protection that is updated regularly® along with at least one, if not several,
antispyware programs (e.g., Microsoft Antispyware, Lavasoft’s Ad-Aware, Spybot—
Search and Destroy, and Spyware Blaster). It may also be desirable to have other forms of
software protection for web browsers, e-mail, and so forth, which can be separately inves-
tigated. Protection provided by each of these programs is becoming better and updating
is often automatic. Finally, any organization with networked computers must make efforts
to protect data integrity and confidential information through the use of protection proce-
dures such as firewalls, cryptography, and file server security software. Even for home
use, a router switch that isolates the home network from the Internet is very useful. While
there have not been any cases specific to drug information, there have been documented
cases where patient record information has been altered as a prank, causing needless
patient suffering—there is potential for much greater harm in the future.”

Information can be communicated over the Internet in many ways. This section will describe
the most likely methods, provide examples of the information obtained and some likely
sources of information, and provide information on how pharmacists can incorporate these
capabilities into their actual practice.

THE PRESENT

It is nearly impossible to live in the United States these days without having heard of the
world wide web (www). It is a very popular source of information, including health informa-
tion. It has been proposed that there should be universal access to the Internet for health-
related information, to help improve the information reaching underserved populations.”
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The quality and presentation of information retrieved from the Internet has progressed from
simple text-based information to multimedia extravaganzas that can be accessed through web
browsers. Much of the information currently available consists of text and simple graphics, but
more sophisticated presentation of information is rapidly appearing. Reasons for the simpler
material include lack of more advanced information in computer format and a concern about the
time that it takes to access material. Retrieval speed is particularly important to those individuals
who access the Internet via modem, but such slow connections can rarely be justified anymore
with the wide access to high-speed connections that are inexpensively available to most people.

In order to best address the current situation, the various features available in the cur-
rent web browsers will be covered.

Incorporating Web Browsing into the Systematic Search Process

The most common use for a web browser is its original purpose—to present information from
WWW servers. However, before using a browser, the first step is to recognize the need to
access the Internet and the value of the information it makes available. After all, to use the
Internet, a pharmacist does need special equipment and some knowledge about how to use it.
Often a simple look at a common textbook (e.g., Drug Facts and Comparisons, AHFS Drug
Information) may answer a question simply and efficiently. The key is to create an efficient
search strategy. A full discussion of a systematic approach to answering a drug information
question and preparing a search strategy is presented in other chapters of this book. However,
a few general rules can be restated. First, if a pharmacist is familiar with references that are
likely to contain the information necessary to answer a question, those references should be
consulted first. For example, to check for drug interactions, a drug interaction reference
would be a logical choice. Second, there is no one “right” way to search.” Sometimes a person
will know precisely where a piece of information is located from experience, even if it is
obscure. In other cases, the searcher will realize that it is so unusual a topic that an immediate
jump to Internet metasearch engines is warranted. Generally, Internet WWW browsing is
likely to be farther down the list after books or other resources—perhaps even after MEDLINE®
searching, except in certain circumstances, such as the following:

o When a reference to the Internet is found (e.g., advertisement and citation).

o Situations where company-specific information is necessary (e.g., product package
inserts).

o Items currently in the news (e.g., check sites listed in Appendix 5-13)." As a side
issue, this is becoming a much more important step that needs to be pursued in any
situation where the origin of the question is vague (e.g., a patient heard about some-
thing and asked a physician, who then asked the pharmacist).

o When U.S. government information is required (e.g., Food and Drug Administration
[FDAJ]- or CDC-specific subjects—including clinical information and new drug
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approvals). The U.S. government has been very active in putting a great deal of infor-
mation on the web (see Appendix 5-9).
o When the information is not likely to be contained in other available sources of
information (e.g., alternative medicine [see Appendix 5-1]* and tropical diseases).
o When computer-related information or software updates are needed.

Why is there so much emphasis on web browsing versus some other form of obtaining
information? Quite likely the reason is that web protocols allow easy access of various types of
information on disparate computer systems—they are very flexible and powerful.* That is why
there is such emphasis on it in this book. Also, it should be pointed out that many periodicals and
textbooks have become web based due to the ease of availability and use.” Most indexing or
abstracting services are also available in network forms. Also, patient information is increasingly
available through web interfaces due to the ease of use, security, and the ability to transparently
tie together information residing on separate, somewhat incompatible, computer systems.?

Web Addresses

Once the decision to search the web is made, the pharmacist needs to log onto a computer
attached to Internet and run the web browser. To obtain information, the user simply needs
to put the address (referred to as a URL [uniform resource locator]) of that information in
the browser, which will then find it automatically. An example of an address is <<http://
druginfo.creighton.edu>>, which was the address of the author’s main website. The first
term in an address, which will be followed by a //, indicates the type of information provided
at that site. In this case, http stands for hypertext transfer protocol, which is the technical
term for the information generally contained by a site accessed with a web browser. Common
types of information are as follows*":

o http: hypertext transfer protocol—normal web information

o https: a secure form of http, used for confidential information (e.g., credit card
numbers)

« telnet: a site that requires your computer to act like a dumb terminal

o ftp: file transfer protocol—allows you to transfer software or a file of information in
various formats

o news: USENET News group

o mailto: Internet e-mail address

The second term in the address (druginfo) is often the name of the web server that you
are accessing. Typically, the main web server for a particular organization will have an
address name of “www.” In actuality, one computer can host multiple addresses through a
process called multihoming. For example, <<http://druginfo. creighton.edu>> on the same

“The appendices can be found at www.MaloneDrugInfo.com.
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computer as <<http://pharmacy.creighton.edu>> and several other websites. The next item
in this address is the organization’s general address name. These servers are at Creighton
University. Finally, you will notice a three-letter extension at the end of the URL. In this case,
it is .edu, which indicates that the address is that of an educational institution. Common
three-letter extensions seen in the United States include:

o biz: business

o com: commercial (e.g., <<http://www.microsoft.com or <<http://www.netscape. com>>)

o edu: education

o gov: government (e.g., <<http://www.cdc.gov>> for the CDC)

o info: information

o .mil: military

e .org: organization (e.g., <<http://www.ashp.org>> for American Society of Health-System
Pharmacists)

o .net: network (network provider)

In foreign countries, addresses tend to end in a two-letter code that indicates the coun-
try (e.g., fr = France). The country code for the United States is .us, but it is seldom used.

In addition, there can be a slash (/) followed by one or more names added onto the end
of the address. These indicate the file name, including the server subdirectory. For example,
<<http://druginfo.creighton.edu/links/governmt.htm>> indicates that you are accessing a
file called governmt.htm in the links subdirectory (note long file names are permitted). The
nhtm indicates that the file is in hypertext markup language format (also sometimes abbrevi-
ated as .html). This format is standard for much of the information available on the web, how-
ever, other file formats are occasionally used. For example, the .ppt in the address <<http://
druginfo.creighton.edu/PHA458/NewsletterLec/Newsletter%20Lecture.ppt>> indicates that
the file is actually in Microsoft PowerPoint format. A somewhat common extension that phar-
macists may run across is .pdf, which stands for portable data file. This is the format used by
the Adobe Acrobat Reader (<<http://www.adobe.com>>). A variety of information, such as
MMWR from the CDC’s website, is available in this format. Other commonly seen exten-
sions? are .gif (graphic image), .jpeg or .jpg (graphic image), .mov (movie/animation),
.avi (movie/animation), .au (sound), .wav (sound), and .wmv (movie).

Links to Internet Sites

In many cases, the URL of a company or an organization’s website may be known; after all,
such addresses seem to be printed on everything now. If the URL is unknown, often a correct
guess may be made. For example, the American Society of Health-System Pharmacists is
commonly known as ASHP and it is an organization. Therefore, <<http://www.ashp.org>>
would be a logical guess of its web address, which happens to be correct.

A second easy way to find sites is to find cross references from similar sites or sites that
would have an interest in the site. For example, a logical guess of the web address for the
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American Pharmaceutical Association would be <<http://www.apha.org>>, but this produces
the website for the American Public Health Association. However, by going to the ASHP website,
itis possible to easily find a link to the APhA website at <<http://www. aphanet.org>>. Links are
in the form of text or graphics on a web page that, when clicked on with a mouse or other point-
ing device, will take the user to another web page. That page may simply be another page on the
same website, but it could also be located on another computer halfway around the world; that is
one of the major advantages to web browsing—the ease with which a user can connect from one
piece of information to another without having to worry about where that information is actually
located. It is also possible to find links to a variety of other useful websites at either the ASHP or
APhA websites. Lists of other useful websites for pharmacists are presented in the appendices®
of this chapter. It is important to note that links on websites are often shown in different colors
than surrounding text or may be “boxed” by a different color. Usually, the mouse pointer will
change into a different shape when passed over a link (e.g., a hand with the forefinger extended,
as if to push a button), which also allows for easy identification of a link.

Using Search Engines

In many cases, the URL of a likely source of information is not known and a method of search-
ing for the information is necessary. Fortunately, a variety of search engines have been devel-
oped for this purpose; some are general and some are specific to medically related topics,
even medical specialties. Once the decision is made to use one of these search engines, it is
then up to the user to decide which is most appropriate for his or her needs. Unfortunately,
there does not seem to be a truly excellent search engine specific to pharmacy.

When a pharmacist needs general medical information, there are a variety of med-
ical search engines listed in Appendix 5-23." Even these search engines are not all
encompassing, and it may be necessary to search several of them to find any information.

Each search engine uses different methods for conducting Internet searches. An in-
depth explanation of the ways to use each individual service is not possible in a chapter; how-
ever, some general information can be provided. The first step is to pick the search engine
that seems most likely to produce information. If a specific legitimate medical subject is to be
searched, one of the medical search engines would probably be good. Also, Google Scholar
(<<http://scholar.google.com>>) is a good way to access professional information, including
that of medicine and pharmacy, whereas, if the need is for information that might not be sup-
ported by the medical literature (e.g., finding what is being claimed by alternate medicine
marketers and finding “street information” about illegal medications), it might be better to go
to one of the general search engines listed in Appendix 5-23."

Those general search engines attempt to index as much of the WWW as possible. Some are
referred to as web crawlers, since they use intelligent software agents (termed spiders) to crawl
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through sites across the Internet by exploring links on other websites.® Since it is virtually
impossible to do this and keep entirely up to date, the various web crawlers have a specific
logic as to how often a site is “crawled.” More important or common sites (e.g., CNN and
Microsoft) and those known to change frequently are “crawled” more often. However, by
indexing everything, a search on these general engines may produce too many “hits.” It is
not unusual for a vague or general search on a common term to produce thousands of “hits.”
Needless to say, that is unmanageable and means that the search needs to be narrowed.

Even though the general search engines index a great number of websites, they are not all
inclusive. A study found that no single search engine indexes more than about one-third of the
Internet web pages.” Another publication was even less optimistic, showing that the best search
engine only indexed approximately 16% of the web.* Also, the frequency of adding new pages
and deleting “dead links” should be at least once a month,*' with some engines being rather
dated. Other web technology, such as dynamically prepared pages and frames (screens on a web
browser may consist of several frames), may not be appropriately indexed by search engines.
This material and other things are even referred to as the hidden Internet,” which is estimated
to be 500 times bigger than the normally searchable web.* Some search engines, such as OAIs-
ter at the University of Michigan (<<http://oaister.umdl.umich.edu/o/oaister/>>), Find Articles
(<<http://www.findarticles.com/>>), Library Spot (<<http://www.libraryspot.com/>>), First-
Gov.gov (<<http://firstgov.gov/>>), infoplease (<<http://www.infoplease.com/>>), Director of
Open Access Journals (<<http://www.doaj.org/>>), Scirus for Scientific Information Only
(<<http://www.scirus.com/srsapp/>>), and Combined Health Information Database
(<<http://chid.nih.gov/>>), can be useful for the pharmacist trying to access material on this
hidden Internet.

Techniques to narrow a search are discussed in Chap. 4, under the secondary literature
section. These techniques may include the use of logical operators (i.e., AND, OR, and NOT)
or other methods (e.g., putting a phrase in quotations). Unfortunately, the various search
engines implement these search methods differently. For example, in some you might put in
the word “and,” in others it will need to be “AND” (“and” is just treated as a text word), and
in some you might have to use “+” or “&.” Also, features such as truncation, phrase search-
ing, field searching (e.g., date, URL, and language),** case sensitivity (e.g., finding AIDS
instead of aids),® and additional logical operators (e.g., “NEAR,” “WITH,” and “BEFORE”)
may be available. On some search engines it is possible to search for nontextual information,
such as graphic images or sounds (see Appendix 5-25)."%

Many search engines may restrict certain words or short words from searches (e.g.,
vitamin B will not be found because the “B” is too short). Because of these problems, the next
rule of searching is to read the directions for using a search engine before performing anything
but a very simple search on an unusual topic (i.e., one that is not likely to produce many “hits”).

“The appendix can be found at www.MaloneDrugInfo.com.
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The differences in search commands and capabilities can drastically change the quality
of the search results, making more traditional secondary search programs (e.g., MEDLINE®
and International Pharmaceutical Abstracts) more likely to produce useful results with a
number of searches.”” Perhaps the easiest procedure for pharmacists is to become familiar
with a couple of medical and general search engines and understand the directions. If those
“favorites” do not produce an answer, the searcher can then pick others to try and read their
help file while preparing a search strategy.

If the search covers a topic that is very unusual and it is expected that several general
search engines will need to be consulted, it may be appropriate to use a multiple web search
engine, also referred to as a metasearch engine (i.e., software that allows the searching of
multiple databases using a single uniform interface®), which will search multiple search
engines concurrently. Several of these are found in Appendix 5-23." It may be tempting to
hop directly to these multiple-web search engines, but two major problems are possible,
information overload and slow speeds. So it might be best to save them until other search
strategies have failed. Also, depending on the specific multiple-web search engine used,
there are several other possible problems. These include the inability to use all logical oper-
ators (e.g., NEAR), a limit on the number of hits to be reported from the other search
engines, and possible incompatibilities between the multiple-web search engine and the
general search engine (i.e., the general search engine may have changed its format and the
multiple-web search engine might have not yet noted and adjusted for that change).*”

A related, but perhaps better, alternative to metasearch engines are programs
residing on a users computer that perform many of the same functions. For example,
Copernic (<<http://www.copernic.com>>) provides a program that can search for a vari-
ety of types of information. This program gives a common interface and is automatically
updated to best know how to interface with other search engines each time it is run.

One search engine is available for those who do not like to use or have difficulty using log-
ical operators in their search. Mooter (<<http://www.mooter.com/>>) is a very interesting
tool. When a person inputs a search term, it will graphically present options for the user to
choose. For example, the phrase drug informatics was input and the main term with number
of “hits” was displayed in a circle in the middle of the screen. Other related or more specific
variations on the term, along with the number of hits for each, are then displayed in circles that
are connected to the main term by a line. Users can then pick either the main term or one of
the related terms. The user can then decide which direction would be best for the search. For
example, if the person was interested in a career in drug informatics, the career button could
be clicked to display results. This search engine is not specific to medicine, but can be helpful
in obtaining specific leads. A similar search engine is found at <<http://vivisimo.com/>>.

Portal software provides a new means to search the Internet.* Portals have been previously
mentioned in this chapter as a different name for some of the search engines; however, some of

“The appendix can be found at www.MaloneDrugInfo.com.
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the new portal software acts as a universal interface to allow searching of not only the Internet,
but also an institution’s Intranet for documents, including databases, word processing docu-
ments, spreadsheets, slide presentations, and e-mail messages.*** In addition, this software may
use logic to aid in identifying material by context, filtering out irrelevant information based on
the needs of the individual and his or her job description. The software may also be fault toler-
ant, using fuzzy logic to identify documents when search terms are misspelled, or will even
actively search out information on a prospective basis in the background. In addition to institu-
tions, professional organizations may offer portals, such as the National Community Pharma-
cists Association e-Link (<<http://ncpa.yellowbrix.com/pages/ncpa/ Headlines.nsp>>).

Before leaving the general topic of Internet search engines, additional information needs
to be presented regarding Google. Over the years, there have been several search engines
that people felt were the best and, thus, were used the most. Currently, Google is extremely
popular and appears likely to remain so in the near future. In many cases, instead of saying
“I searched for XXX,” a person might say “I Googled XXX.” In some cases, Google is overused
because some individuals may use Google only instead of making it a part of a well-planned
search.® There is no doubt that Google provides a powerful tool that should be properly used,
but to use it to the exclusion of everything else is the equivalent of trying to build a home using
only a wrench—the wrench may be vital for the plumbing work, but it is not good for sawing
wood. That said, it is also important to point out that Google offers an ever-increasing group of
features that are often not found in other search engines. In regard to search commands, see
Table 5-1 for a list of possible useful ways to restrict searches on Google. Some can be of
particular use to pharmacists, such as the ability to get definitions of medical terms and to
perform measurement conversions. Also, Google Scholar (<<http://scholar.google.com>>)
can be of use.” While it is not specific to health care, it does perform an admirable search of
health-related material. For example, it appears to include all of the material in PubMed® and
additional material as well. It also links to original articles, when possible, including pharmacy
journals such as the American Journal of Health-Systems Pharmacy. In addition, it will do a
reverse citation look-up similar to that seen with Science Citation Index, where the search
results have a link to other web pages that link to the article or web page found in the search.
This is a unique and valuable feature; however, since it is an important factor in how Google
determines the order in which search results are displayed, it can mean that the older articles
are displayed preferentially. While having an outdated or older reference does not mean that
the material is wrong, most times, searchers are interested in obtaining the most recent mate-
rial to make sure that information is not missed. Therefore, it can be valuable to click on the
cited by link to try to obtain the most recent information.

Besides using the above search engines, a version of a classic database is available on
the Internet. PubMed® (<<http://www.ncbi.nlm.nih.gov/entrez/query.fcgi? db=PubMed>>)
is a version of MEDLINE® from the National Library of Medicine that is available at no
charge on the Internet. Besides some of the well-known features of MEDLINE?, it pro-
vides natural language searching and even links to some of the articles that might be
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TABLE 5-1. GOOGLE SEARCH COMMANDS*-%

Command Use Example
define:term(s) Provides dictionary definition of term define:neutropenia
filetype:extension  Used with other terms to limit search to only filetype:pdf

files with a particular file type extension
inurl:terms Searches for a term in the URL of a web page inurl:informatics
link:URL Searches for pages that link to a specific link:druginfo.creighton.edu
web page
measurement in Provides conversion from one form of 1 grainin mg
measurement measurement to another
phonebook:data Searches a residential phonebook to find phonebook: bush dc

either the phone number, if a name and place is  note: above search turns up the

input or the name if the phone number is input White House in Washington, DC —
the dc above was for District of
Columbia, but a state abbreviation
and a city can be put after the name
phonebook:(202) 456-1111

site:domain Used with one or more other terms to limit a site:www.cdc.gov

search to one specific domain (particularly

helpful in searching a website with no built-in

search function)

video:term Searches for videos about that term video:pharmacy

noTe: When the terms are input in conjunction with other terms in a Google search, it is possible to put a “+” sign in front
to make sure the term is included in the web page or a “~” sign to make sure it is excluded. For example, in the first search,
the following is input into Google: <<tuberculosis -filetype:pdf>>. This search will produce results of web pages that have
the term tuberculosis on them, but will exclude web pages that are in .pdf format.

found and links to other databases."” Further research is also being indexed as part of a
new service called PubMed® Central (<<http://www.pubmedcentral.nih.gov/>>). Elec-
tronic library card catalogs are also starting to provide such direct browser links to
actual publications. While this information might make it tempting to drop subscriptions
to the MEDLINE® database from other vendors to save money, pharmacists should take
into account that the other vendors may provide value-added features and their products
may be more easily accessible at a much faster speed.”® Although different vendors use
the same MEDLINE® database, results of querying the database may vary from one ven-
dor’s system to another because of different search engine capabilities and different
rates of updating the database.”’ Be sure to evaluate the quality of MEDLINE® search
engines before settling on one to make sure that it meets the users’ needs.”

It should also be mentioned that many full-text publications are available on the Internet
(see Appendix 5-19" for examples), which will increase over the years.” Users are charged
in some way or the other for accessing many of these sites, mostly through advertising if not
in a more direct manner. Similarly, forms of some other references (e.g., MICROMEDEX

“The appendix can be found at www.MaloneDrugInfo.com.
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and STAT!-Ref) may be placed on an institution’s network and be searched using web
browsers—even from remote sites, as long as licensing restrictions are observed through
the use of passwords, proxy servers, virtual private networks (VPNs), or other means. Also,
libraries are recommending increases in open access (i.€., free) publishing on the Internet,
including the use of Public Library of Science (<<http://plos.org>>). %%

Other Search Software

Two other types of search software need to be mentioned at this point.

First, many search engines (e.g., Google<<http://www.google.com>> and Yahoo,
<<http://www.yahoo.com>>) offer a piece of software that integrates a toolbar on a web
browser.* Similarly, the Copernic search engine (<<http://www.copernic.com>>) provides a
similar toolbar, which will allow searching of multiple search engines concurrently.® These
toolbars allow a person to search for a particular topic without first going to the search engine
website. Instead, the user simply types the search into the box on that toolbar and presses the
enter key. The program then goes to the search engine database and performs the search,
displaying the results in the browser window.

In addition to toolbars, various search engines provide desktop search software. Two of
the earliest to do this were Google®* and Copernic.* These programs can be used to search
the Internet but provide the extra feature of searching the user’s computer, in addition, for
files (e.g., word processing and spreadsheets), e-mail, instant messaging, contacts, or other
things as an additional feature. Each of the programs has limitations as to what it will search,
which must be understood by the user before installation. However, both provide additional
capabilities that may be of use to pharmacists.

Evaluating Information on the Web

Finding the information is only part of the battle. Essentially anyone can put any information
on the web, whether that information is valuable, worthless, disgusting, or even dan-
gerous.”** This has been noted as a particular problem by the National Library of Med-
icine.®! It is necessary for pharmacists to use the skills discussed in Chaps. 4, 6 and 7. In
particular, a web source should be evaluated for believability, the source (author), sup-
porting evidence, logic, timeliness, and other factors.% Unfortunately, while there are
many website evaluation methods available, there is no standard method; however,
some guidelines can be applied as will be described in this section of the chapter.®

In classic literature evaluation, one of the first things that a person is taught to eval-
uate is the source of the information. In this case it would be the Internet website, which
should disclose its name, location, and sponsorship (which can be important in deter-
mining conflicts of interest). Sometimes the user will know the site. For example, it
might be supported by a pharmaceutical manufacturer (whose information is regulated
by the FDA®), university, or pharmacy organization, all of which generally provide good,
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high-quality information. However, even if the searcher does not know the source of infor-
mation or the website, there is a method for evaluating its overall quality. The Health on
the Net Foundation has established an HONcode (<<http://www.hon.ch/HONcode/
Conduct.html>>), which contains eight principles. These principles, if met, support the
quality of the information provided by a particular website.”” A webmaster for a particular
site can apply to the Health on the Net Foundation to display their HONcode logo on a
website. The webmaster is required to abide by the eight principles, and the Health on the
Net Foundation does check to see that they do so, although there are cases where it has
been felt that the Health on the Net Foundation needed to be more aggressive in their pre-
vention of the misuse of their seal, particularly in the field of complementary and alterna-
tive medicine. There are also many other site-rating services that might be noted on the
Internet, however, not all of them are known to have acceptable criteria for rating web-
sites.” It should also be pointed out that none of these site-rating services are considered
to have a completely comprehensive method of doing s0.%

A second way to evaluate the overall site is to use a piece of software that gives you infor-
mation on how other people evaluate the site. One such program is called Alexa, a freeware
program available at <<http://www.alexa.com/download>>." This program provides infor-
mation on a website such as the name, address, and phone number of the site’s owner, the
number of hits the site receives, and the number of votes received from Alexa users on
whether they do or do not like the site. Actually, the information about who owns the site
should be prominent on a site’s home page—if not, beware.

Once at a particular site, the author of the information being evaluated should be con-
sidered. Unfortunately, there is great potential for problems here. There have been
instances on the Internet of a person writing some piece of information claiming to be some-
one else—perhaps a well-known and respected individual. So, evaluation of the author’s
name and credentials should probably be coupled with evaluation of the source of the site
itself—if the site is not trusted, do not trust that the supposed author really was the author.

Next, a good site is one that looks good and makes it easy to give feedback, and to obtain or
retrieve information.” This includes not having huge graphics or other files that do not add to the
quality of information while taking extended time to download. This certainly is not an absolute in
either the good or bad directions, but can be used as one of the factors in evaluating a site.

It is also important to see how recent the information actually is. A good site will list on
each page the date it was last updated.

It is worthwhile noting that some websites seem to be only a listing of other websites
with links to those sites. If that is their purpose, that is fine, but if the purpose of the site is to
supposedly provide good information to the user, the overwhelming number of links should
be considered to be a mark against them.™

Ifthe above criteria are met, the reader should use traditional literature evaluation skills to
determine whether the information is clear and concise, easy to use, fully presented, unbiased,
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relevant, well organized, and appropriately referenced. Just as there is no perfect study or
perfect printed article, there is no perfect web page. Any page is likely to have some defi-
ciencies, and it is up to the user to determine whether those deficiencies are fatal to the use-
fulness of the information. Also, it must be understood that even absolutely terrible
information can be useful to a practitioner in that it may be necessary to look at what patients
are reading and believing to sometimes help them.

If a website is found that provides good and valuable information, it would be worthwhile
to consider saving the URL. Web browsers allow saving such things as bookmarks or favorites
to permit the user to get back to those addresses quickly.

Providing Information

Besides using the web to obtain information, pharmacists can use it to provide information.”
Anyone with a connection to the Internet can have a personal website. The software to host a
website is often available free or at little cost, at least for websites that will not be requiring
specialized functions (e.g., secure financial transactions) and those with relatively light use.
More powerful and capable web servers can be purchased from a variety of vendors. It is also
possible for people to lease a website from a commercial provider. Just having the web
address and some storage space for material may only cost a few dollars a month or be avail-
able as part of a subscription to an Internet Service Provider (ISP). Commercial vendors can
also prepare and publish the web pages themselves, for a fee. A pharmacy or institution
should have available commercial web services, by contract or internally, with adequate sup-
port, to allow best interchange of information, although individual pharmacists may use their
own websites for small projects, committees, and so forth.

Preparing the material to be placed on the website can be accomplished using a variety
of free or low cost software, which can be specific for web page development or be part of
other software (e.g., word processor, web browser, and desktop publisher).

As to why someone would want to prepare a website, it has been suggested that there
are four general uses for computer-based hypertext systems™:

o Macro literary systems—large libraries with computerized interdocument links.

e Problem exploration systems—support for early unstructured thinking on a particu-
lar problem.

o Structured browsing systems—can be used for reference or teaching; similar to
macro literary systems, but easier to use.

 General hypertext systems—general systems for experimentation with a wide range
of hypertext applications.

So, how can a pharmacist use these capabilities? Actually, it is possible to do a variety of
things. First, a website can be used to provide information, just like any reference. For exam-
ple, an institution’s drug formulary, policies and procedures, intravenous (IV) guidelines,
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antimicrobial sensitivities, drug information, investigational drug protocols, and other
institution-specific items can be placed on a website.” Such information should be interlinked
to allow the user to access other information. For example, an entry in the drug formulary
system might be linked to a policy and procedure stating who can use the medication, how it
can be used, and/or where it can be used. Although there may be concern about making
information available outside the institution, that is not a problem, because websites can have
restricted access, by either location or login name and password. When access is limited to
users within an institution, it is called an Intranet.

The use of dynamic html allows the preparation of informational web pages that are spe-
cific to the user. For example, it might be possible to set things up so that when a physician
accesses information on a drug, information about indications, dosing, side effects, and inter-
actions is first presented, whereas, a nurse might be first presented with information on how
to administer the drug and monitor the patient. A pharmacist in the IV room could be first
given information on how to prepare the drug. While the other information could be available
to each of these individuals, the website can, through the dynamic html, try to best serve the
likely needs of the user.

Pharmacists can also provide education to patients and health care professionals via the
web, within or outside the institution.”® This may be purely textual material, but can also
include slides,” pictures, video,** and sound. Right now, the network bandwidth usually
found on the patient’s connection to the Internet, often restricts at least the quality of such
material, but that is improving. There can also be an online testing service for classes or con-
tinuing education programs. This can have advantages over traditional examinations because
the testing system may provide immediate feedback to the user—not just a grade, but also an
explanation of what the user answered wrong on the test and why it was wrong.

A website can also be used to provide a place for on-line discussions, although some-
times the software is actually through an e-mail system or is separate. The author of this
chapter has used this feature to conduct discussions among Pharm.D. students scattered all
over the world for several years. The results have been quite good because students can pro-
vide their input to the discussion when it is convenient for them over a period of time, allow-
ing them adequate time to think about what they wanted to say. This type of software could
also be used in patient groups to improve patient education and communication between the
pharmacist and the patient.

Overall, the benefits of making a website include the following®:

« Documents may be made available to anyone in the world with a computer and Inter-
net access very quickly.

» Documents can be updated as often as necessary. For example, a few minutes’ work
will update the drug formulary for everyone in the institution for practically no
expense.
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 Paper may be saved, although computer use has been shown to actually increase
paper use.
o Everyone can publish web documents.

Obtaining Information

Besides providing information, websites can also be used by the pharmacist to obtain infor-
mation. For example, a website could have input forms to be used as a way for health care
professionals on the floor to easily report adverse drug reactions or request the addition of
drugs to the formulary. Information and prescriptions can be obtained from patients. Inter-
nationally, similar Internet data reporting systems have been used for epidemiologic
research (e.g., FluNet, <<http://www.who.int/GlobalAtlas/home.asp>>).* These are sug-
gestions and others will likely have other ideas, however, the main thing is that it is necessary
to have an objective.® The objective(s) will likely grow, and regular updating and mainte-
nance is necessary, but at least one good, useful reason for being on the web is necessary.

How a pharmacist puts together a website can be compared to how a newsletter would
be prepared. The concepts and skills are much the same and are dealt with in greater detail
in Chap. 11; however, specific points are made in Table 5-2 that can be of value %

Also, it must be noted that pharmacists must be careful to make sure that other elec-
tronic means are used to provide or obtain information wherever it is needed. Information
provided by hospital computer systems is believed to be necessary” and useful to
decrease both adverse effects and medication errors™® and improve patient safety.”*
These data might be used through the process of data mining, where large amounts of
data in the institutional computer system are converted into information that can be used
by decision makers.* Electronic information has also been found to be useful in providing
reminders during drug shortages,”® which are covered in more detail in Chap. 14. An
increasingly popular source of information consists of references available for PDAs”-1%;
Chap. 4 covers a great number of these references and pharmacists are encouraged to
carry appropriate ones in situations where other resources are not readily available (e.g.,
clinical rounding). After all, why tell someone that it will be necessary to get back to them
later when it is possible to quickly obtain the information via a PDA at that time?

As a final thought in this section, EVERY document a pharmacist creates (with the pos-
sible exception of personal communications, confidential information, and material that will
be submitted for journal publication'®) should be considered for possible inclusion in web-
site information or other databases within the institution—share information with others who
need it; do not hoard it!

E-Mail
The ability to send brief, simple messages around the world in seconds is wonderful and
efficient for both the sender and recipient. E-mail programs have proliferated and many are
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TABLE 5-2. WEBSITE CREATION POINTS

Know the mission and goals of the website and regularly consider whether they are being addressed
Make sure the site has useful, timely, and preferably, original information
Make sure the website looks good—if it does not, it will be shunned

Use graphics, but only if they add something worthwhile to a page. Be sure to keep graphics small, so that
downloads of pages will be quick

Keep the information to a reasonable length on each page (preferably just a screen full)

Make it easy to use and easy to move through and around the website. That includes providing a good
search engine. A great deal of effort should be placed into interlinking data in order to make it more
accessible and useful. Also, a consistent and clear method to present information to navigate around the
website is necessary

Custom tailor information presented to each user

Use self-generating content, if appropriate. For example, information about formulary material may be in a
database format that is dynamically prepared in the format requested by the web user at the time of access

Test out the website to make sure that things work. That includes trying all web browsers and all versions
of web browsers likely to be used by people looking at the site. This can include access by rather
nontraditional browsers, such as those now found on cellular telephones. If the site requires a specific
web browser or version of a browser, make that very clear

Get rid of broken links to other pages or websites

Test out various methods of access for acceptability. For example, see whether the site is usable via
modem—if not, get rid of big graphics, and so forth

Provide contact information (i.e., names, addresses, and phone numbers)
Keep material up to date. Also, each page should indicate the date it was last changed

Leave out unnecessary information. Huge biographies of each of the pharmacists might be good for their
ego, but otherwise useless

Consider the technical support needed by the website users
Consider the costs involved for both you and the intended user
Consider the level of security needed. Such things as VPNs and firewalls may be needed

Register the site with search engines, if high traffic is desired (e.g., community pharmacy). Also, just
advertise the site, perhaps at other Internet sites that may be consulted by patients

Remember to assess what the users think about the website—what is valuable and what needs to be
improved or eliminated

Consider the disabled. Do you need to make the site accessible to the blind?

available at little or no cost, or as part of web browsers, computer operating systems, or office
software suites. Free e-mail accounts are readily available (e.g., HotMail, Yahoo mail, and
Gmail) and are often given out as part of a subscription to an ISP’s services. As a side note,
everyone should have their own business and personal e-mail addresses, and use them for
those separate purposes for legal and ethical reasons. It is still possible to use a single e-mail
program to process messages from multiple accounts concurrently, but the separate
accounts should exist.

Think about it—a pharmacist working on a computer remembers to let someone know
about something or requires some information about a situation. If there was a need to have
arecord of communicating with that other person, in the past would have written memo or a
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letter, which might have taken several days to be written, dictated, typed, and/or proofed. It
would then be sent and might take several more days to work its way through the institution’s
mail system and, possibly, the postal system. Another possibility is to call and then jot down the
information. Of course, calling might require an extended period of “phone tag.” Voice mail
may make things simpler, although it certainly does not easily leave a permanent record of the
information and many people do not like using it. The caller might actually get the person on
the phone, but that could lead to spending a lot of time on irrelevant subjects—which some-
times leads people to hope they get the voice mail box instead.'® An e-mail program running in
the background can be quickly brought up and the person’s address is typed in. The address is
often much easier to remember than a postal address and is in a similar format to web
addresses. Also, the user generally puts in a subject and might indicate whether the message is
of high priority. When it is necessary to send other information, a computer file may be attached
to the message before it is sent. Whether the addressee is in the next office or the next coun-
try, the message may be received in seconds or minutes. The person can reply when there is
an opportunity (quite often the reply may be received in minutes). Another advantage is that
the recipient may be able to obtain the message from many locations, including long distances,
as long as a computer is available. Overall, e-mail can greatly improve the speed and efficiency
of brief communications and should be considered instead of a short memo or phone call that
would have been used in the past. In fact it was shown in one study that the time for a specialist
consultation in oncology was decreased from 19 to 6.8 working days by using e-mail.'"”

As a side issue, nowadays, instant messaging services are also used for the above func-
tions when a quick question is to be asked and it is not necessary to maintain a record. Such
programs allow typing quick messages to others and are available from companies like
Microsoft (<<http://www.microsoft.com>>), America Online (<<http://www.aol.com>>), and
Yahoo (<<http://www.yahoo.com>>). Unfortunately, these programs are often incompatible,
so users may find that they will run several of the programs on their computer in order to con-
tact various people. Fortunately, a product such as Trillian (<<http://www.trillian.com>>) can
provide at least a subset of the services of several instant-messaging products, allowing the
use of this one program to contact people on various instant-messaging systems.

It should also be noted that by using e-mail it is possible to send information to personal
distribution lists previously set up on the e-mail system. For example, the chairman of a
committee with members scattered throughout the institution may need to regularly send
short messages to all of them (e.g., the next meeting is on Friday at 10 AM in Room XXX).
An e-mail user can use the name of the mailing list as the address and have it sent to the
whole group.

Depending on the set up of the e-mail system, automated routing of forms, documents
(e.g., for comments), and other items may be possible. For example, filling out a request for
vacation time may be as simple as filling out an e-mail form that is automatically routed to an
employee’s Supervisor.
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E-mail also gives the sender the option to automatically receive a message from the
recipient’s computer confirming that the message has been read, which can sometimes be
important when establishing whether lack of action is due to lack of communication or other
reasons. Please note, however, it can be possible for such automated messages to be disabled
or incompatibilities between e-mail programs can occasionally result in the “return-receipt”
message being sent when the computer receives the message, rather than when it is actually
read. Also, please be aware that e-mail does not always reach individuals and the level of lost
e-mails can reach 40% under certain circumstances. 1%

Using e-mail to communicate with patients may be an important tool in the future (as an
alternative with similar functions, physicians have also used secure web messaging to
patients'’). " Guidelines for doing so have been published™>" and revolve around the abil-
ity to keep information confidential (encryption or informed consent may be necessary) and
making a clear agreement with the patient as to what can be transmitted via e-mail and to
which e-mail address (home vs. employer)—note that signed informed consent is sug-
gested'™ and it is necessary to be compliant with the provisions of the Health Insurance
Portability and Accountability Act of 1996 (HIPAA).!*® Detailed information about the effect
of HIPAA and other regulations can be found in Chap. 12, but is applicable to all aspects of
digital information management and may be a particular concern for the use of e-mail or
PDAs.'" For example, would it be acceptable to e-mail a refill reminder to an immunodefi-
ciency syndrome (HIV)-positive patient for antiviral medications? A record of all e-mail com-
munications should be kept as a part of the medical record and some method of assuring the
identity of the medical professional (e.g., cyber notaries) may be necessary.'"® Encryption of
e-mail may be necessary.™® A medicolegal problem to be resolved is the provision of advice
via e-mail, or other electronic means, across state lines. While it has been shown that physi-
cians do have concerns about using e-mail with patients, it has been found that it does work'
and that patients will follow recommended guidelines.'*!!

While a health care practitioner cannot assume that the e-mail is read promptly or at all
by the patient, the practitioner must make sure all e-mail communications receive an appro-
priate response quickly and that patients know how to contact them directly for more infor-
mation or in an urgent situation.?

E-mail and other electronic means can now be used by physicians to send prescrip-
tions to pharmacists in some places,'® and the volume of such prescriptions is likely to
increase in the future. There are even companies that have created PDA applications to allow
transmission of electronic prescriptions to pharmacists (e.g., <<http://www.zixcorp.com/
ehealth/>>).

E-mail is also used to automatically provide information to pharmacists.'*# Many jour-
nals provide services where pharmacists can sign up to receive the journal table of contents
free. Also, a service called Highwire Press from Stanford University provides such a service
for many journals (<<http://highwire.stanford.edu/>>).
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Whether used for patient communications or other functions, e-mail is “discoverable” in
court and employers may have permanent records of e-mail messages that the sender and
recipient thought were deleted long ago. Therefore, be as careful with e-mail as is necessary
with other written communications.'”’ Jobs have been lost due to improper use of e-mail com-
munications. Some suggestions for companies to protect against legal problems include the
following®12;

« Develop a written e-mail policy. Make it clear and usable, and then enforce it.

o Define who owns the contents of the e-mail system.

o Inform employees that old mail may be saved (e.g., backups) even if it was suppos-
edly deleted.

o Teach employees e-mail-appropriate conduct, including the avoidance of discrimina-
tion, harassment, or other misconduct.

Listservers

Listservers are similar to the distribution lists mentioned previously. However, a server on
the e-mail computer keeps the list, to which people can apply to be a member. Once the list is
established, any messages sent to the list are automatically sent to all members of the list—
making it easy to communicate within a group. To better explain the concept of Listservers,
an example will be used.

The Consortium for the Advancement of Medication Information Policy and Research
(CAMIPR) is a group of drug information specialists originally brought together by Gordon
Vanscoy, Pharm.D. at the University of Pittshurgh. To facilitate communications between
members of the group, a listserver was established at Creighton University with the address
<<camipr@creighton.edu>>. To become members of the group, people sent a message to
<<majordomo@creighton.edu>>, which controls the listservers at the institution (note:
majordomo is the usual address name for joining any listserver). The body of the message
must contain the phrase “subscribe camipr <<yourname@youraddress.xxx>>" where <<your-
name@youraddress.xxx>> is the prospective subscriber’s own e-mail address (to leave the
list at a later time, the same procedure is followed, substituting the word “unsubscribe” for
“subscribe”). If this was a public listserver, the person would be automatically added to the
e-mail address list and would receive both an automated message acknowledging joining the
list (and usually providing directions on special functions of the list) and any future messages
sent to the list. However, in this situation, CAMIPR has been a private listserver. This means
that all applicants are approved for addition to the list. While the application procedure is the
same as previously described, the result is an automated message to the listserver owner,
who then sends a message approving the addition of the new listserver member back to
<<majordomo@creighton.edu>>. Other commands are available for the users of the listserver,
including one that will provide a list of the addresses of current members. Once a member of



124 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

the listserver, a person can then send messages to the other members by addressing
their e-mail to the listserver address, which in this case is <<camipr@creighton.edu>>. (Please
note, this listserver has now been transferred to the Iowa Drug Information Service, which
can be contacted to join the listserver).

Listservers act as a good conduit for discussions. For example, one member can pose a
question or problem to the listserver. Others can then reply to the original message or to the
other replies to the message. In addition to sending each of the messages in the discussion
to the members’ e-mail addresses, the listserver may keep a record of the discussion, which
can later be posted on a website to allow someone to read a continuous account of how a dis-
cussion proceeded. Also, a listserver can be moderated.” This means that all messages are
first approved by the “owner” of the list before other members receive them. That allows for
censoring of inappropriate material.

Pharmacists can use listservers to facilitate discussion between groups. Besides the use
mentioned, it may be of value for committees, classes, or other groups. Various pharmacy
organizations and special interest groups currently use listservers. The advantage of list-
servers over distribution lists is that while the listserver is available to all members of the
group, a distribution list may be developed by an individual for his or her own use. A list-
server is dynamically changed for all members as others join or leave the group. The only
major problem with them is that their content may be stopped by software dedicated to pre-
venting spam (i.e., unsolicited e-mail). If that happens, the recipient may have to specifically
make a change to the list of e-mail addresses that are approved for receiving.

Pharmacists often get information on listservers from acquaintances or publications, as
previously mentioned. Of particular interest to some pharmacists is the listserver from the
CDC («<http://www.cdc.gov/subscribe.html>>), which automatically sends a table of con-
tents for the MMWR publications.

Electronic Faxes

The ability to send and receive faxes via a fax/modem has been available for years. Recently,
however, it has become possible to send or receive faxes via e-mail. In some cases, the e-mail
program acts like it is sending traditional e-mail, but then accesses the fax/modem. One
interesting twist is the ability to have a fax number where the fax itself is turned into an e-mail
message automatically and is then forwarded to the user’s e-mail address to be read and/or
printed. Similar to the free e-mail addresses mentioned previously, individuals can also sign
up for a free fax phone number, where the message is delivered to his or her e-mail address
(e.g., contact <<http://www.efax.com>>)."*! These services also may offer additional ser-
vices for a fee. For example, an 800 fax phone number may be available. Also, sending faxes
without charge is possible.

How to Manage E-Mail

E-mail is a wonderful tool, but there is definitely something to be said about having too much
of a good thing, with many people complaining that they are getting more than 100 messages
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a day, many of which are unsolicited or spam. While this may be worrisome, there are ways
that people can handle numerous messages. The first rule is to avoid adding to everyone
else’s e-mail inbox. Yes, it is easy to send messages to groups, but do not do so unless it is
really necessary. Related to that, keep what is sent short, perhaps providing a longer version
for those who need it, and do not bother with colored fonts and clip art."*? Next, remember
that programs do have filter features that will allow certain mail to be handled automati-
cally.* For example, unsolicited mail from certain addresses can be automatically deleted, or
an automatic reply can be sent to those messages. More important messages can be filtered
to a common location for review as soon as possible. Also, e-mail programs may display a few
lines of all new messages allowing the user to scan, highlight, and delete unimportant mes-
sages within seconds. Finally, be sure to review e-mail regularly—probably several times a
day. That way, it will not build up to unmanageable levels and will maintain the efficiency of
e-mail as an advantage. This may seem like a big chore, but it does not have to be. Modern
computer operating systems allow several programs to run concurrently. An e-mail program
can be set to always be running in the background, so that a user going from one thing to
another can quickly check for any e-mail. Also, it is often easy to have more than one screen
running on one computer system, sometimes simply using obsolete hardware scavenged
from computers that are being discarded.

Personal Information Managers

An item that can be covered with e-mail is the use of personal information management
(PIM) software (e.g., Microsoft Outlook) and PDAs, since e-mail acts as a basis of many func-
tions. This can be taken to be specific software or pocket devices, but in this section will only
refer to the functions, not the equipment the software resides on.

Many individuals carry pocket calendars or one of a number of notebooks designed to
improve their productivity by expanding the calendar with to-do lists, contact information,
and other items. For some people, such hard copy resources will continue to function; how-
ever, most people should be using the electronic versions of these items.

Many versions of software are available to do a variety of items. In particular, it
should combine e-mail, calendar, to-do lists, contact (e.g., address and phone number),
and the innumerable notes that people commonly carry (e.g., budget numbers, direc-
tions, and purchase lists). If at all possible, an institution should have a common system
that allows people better interaction and easy access from multiple locations. For exam-
ple, a person wanting to schedule a meeting should be able to use the software to find
when everyone is available, and then “penciling” the meeting in on the calendar of all the
prospective attendees. Also, project software may send specific action items to appropri-
ate individuals, and then monitor progress and due dates. In addition, having the institu-
tion’s system track reporting and organizational structure allows specific messages to be
automatically routed to the appropriate individuals. For example, an individual filling out
a vacation or reimbursement request on his or her PIM will know that the request will
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automatically be sent to the appropriate people for review and approval, regardless of
whether the usual person is on vacation or has left the company and someone else is cov-
ering the function.

For individuals who need to have a calendar immediately available (e.g., a clinician who
is all over the institution, rather than sitting at a desk), synchronization with a handheld
device is normal. That way, when at his or her desk, the person has the ease of use of the key-
board and screen, but can keep both the PDA and himself or herself up to date at all times.
The PDA can also be used to carry other information, including reference manuals and
hooks. Various health care-related references for PDAs (some free) are available (see
Appendix 5-15).”

In the case of a small organization or individuals, there are web-based services on the
Internet that will perform the services mentioned in this section.'*

Discussions

There are two types of online discussions that are often used. One is within a group or organiza-
tion as mentioned earlier, perhaps even using a portion of the e-mail software. This is commonly
used for online discussions for distance education students. The other is USENET News,

USENET News can be considered a group of discussion areas on the Internet that
resemble electronic bulletin board services, with areas for discussion of a wide variety of top-
ics from the serious (e.g., adverse drug reactions) to the absurd (e.g., McDonald’s ketchup).
These newsgroups can be compared to chat rooms available from some services, such as
America Online, however; in this case the discussions are asynchronous (i.e., the messages
are available to people logging on later, perhaps for days or weeks) and may occur over an
extended period of time. Chat rooms will be discussed further in the next section.

USENET News servers are available from a number of locations. To access the servers
it is necessary to have the appropriate software. Microsoft Internet Explorer does provide
such features, as do a variety of other programs. When the software is installed and an
address of an available USENET News server is input, the user will be presented with a list
of available discussion group topics. This list may contain thousands of topics. Not all news
servers have all of the discussion areas because of limitations in storage or other reasons.
These topics are broken down into a number of areas, such as sci (science), comp (computer-
related), rec (recreation), and misc (miscellaneous). A common discussion group for phar-
macists is sci.med.pharmacy.

Once in a particular discussion area, the pharmacist will be presented with a list of
recent “postings.” These resemble a list of e-mail messages, which in many ways they are.
Users of the newsgroup have “posted” what they want to say, talk about, or ask about on the
newsgroup. The user will see the subject and who posted it (often the users will use very
vague names or nicknames, similar to CB radio “handles”). For example, at the time this is

"The appendix can be found at www.MaloneDrugInfo.com.
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being written, a current message is titled “Aricept and Alzheimer’s disease.” It is a request for
information. The person requesting information posted this message to his news server and
it was then replicated to all other news servers carrying this discussion group around the
world. By clicking on the listing, anybody can read it and it is possible to reply. It is also pos-
sible to follow the “thread” of replies to a particular original posting over time. Therefore, a
newsgroup can be used to obtain and give information. However, caution is advised. The
quality of the postings varies widely. People on a particular discussion group may be world-
renowned experts or crackpots. They may even be posing as someone else. Therefore, par-
ticular caution is advised—even more than is necessary with websites. Studies have found
that approximately 70% of the information given on USENET News is erroneous.”™ That is
not to say there are not good groups or that they are not valuable. Some patient groups reg-
ularly exchange good and valuable information on their disease state (e.g., cancer, panic dis-
orders, incontinence, impotence, alcohol and drug abuse, domestic violence, and sexually
transmitted diseases) using USENET News™ and this has been successfully used for disease
research,™® but it is necessary to be very careful.

It is also possible to create new public or private discussion groups, perhaps using
Google’s Group feature (<<http://groups-beta.google.com/>>).

Internet Collaboration

It is now possible for pharmacists to communicate directly over the Internet (i.e., voice and
video pictures of themselves in real time) with other pharmacists, while working together on
a document. Collaboration with other pharmacists over the Internet has been available for a
while, but there has not really been any evidence that it has been used to any extent. Reasons
for this may include that the possible use has not yet become widely known, pharmacists do
not know what software to use (even though it might even already be on their computers as
part of Microsoft Internet Explorer), their network connection may be too slow, or even that
they have not yet figured out how to integrate the use into their practice methods.

In the past, such communication might have been through Internet Relay Chat (IRC),
however, now it is more likely to be through Microsoft NetMeeting or another commercially
available product. In the future, collaboration capabilities will be built into office software
suites (e.g., word processors).**

In general, the only equipment necessary for collaboration is a video camera for the
computer, and only if video is needed. Such equipment may be purchased for well under
$100. The software is often free.

Simpler methods of communicating that might fall under this topic are the “instant mes-
senger” type products, as was previously discussed.

Telepharmacy

Related to many of the above items, pharmacists are starting to use a variety of forms of
communication over the Internet. For example, it is currently possible to make phone calls
over the web (e.g., <<http://www.skype.com/>>). New ways of sending phone applets'*’
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(maybe as part of a refill reminder) might allow pharmacists to let patients contact them
directly (both broadcast quality audio and visual) for some service via the Internet. This will
be an expansion on televideo technology that is already being used for patient counseling.'*!

Pharmacists are also able to receive monitoring data from patients, for example, blood
sugar readings from diabetics, peak flow and expiratory volume readings from asthmatics,
and blood pressures and lipid profiles from cardiac patients.'* It is expected that houses, and
even devices in the house,™* will be able to monitor their occupants in the future, even call-
ing for help when necessary.

Expansion of these capabilities and education of pharmacists to use them is being pro-
moted by pharmacy organizations.'* Since many of the details of telepharmacy go beyond
the scope of this book, the reader is referred to other sources on the topic.

Push Technology

Push technology involves software that actually sends information to users’ desktops. In
many ways, this can be thought of as a marriage of web browsing, e-mail, and a screen saver,
in that the information may resemble that found on a website (e.g., text, graphics, audio, and
video), but it is delivered directly to the desk and may be displayed by the screen saver.
Optionally, it may be set up to “pop up” when specific news is available (users set their pref-
erences), as is seen with MSNBC News Alert (<<http://www.msnbc.com/>>), or as a win-
dow at the bottom of the screen.® This was considered to be a concept with a great future in
1997, but the enthusiasm for it has died down. The great advantage was that users did not
have to take much of an active role in getting information (other than perhaps setting up a list
of preferences for their computer when the push technology was added). In addition to using
commercial information feeds, this software also allowed companies to create their own infor-
mation stream to the desktop,'®™” perhaps to better inform employees about a variety of
institution-related topics.

Very closely related to push technology is Really Simple Syndication (RSS), which uses
aggregator software that is available on the Internet.’*¥ These are programs working
in the background on a computer with Internet access that allow the computer to go out
and download information from a variety of sites that are chosen by the user. For example,
some publications or websites (e.g., Medscape, <<http://www.medscape.com>>; MSNBC,
<<http://www.msnbc.msn.com/id/5216556/>>) provide information for such programs.
Institutions can also set up their own RSS feed to provide information to employees. This
allows the user to go to one program (the aggregator) and look at new information from
numerous sources in one place, hopefully saving the time that would have otherwise been
used to go from one source to another.

Push technology does have some possible use for pharmacists. First, it can be used to
inform pharmacists, even about news events (perhaps filtering medical news from a news
organization), and can be used within an institution for institution-related news (e.g., new


http://www.msnbc.com/
http://www.medscape.com
http://www.msnbc.msn.com/id/5216556/

CHAPTER 5. ELECTRONIC INFORMATION MANAGEMENT 129

formulary additions, new policies, and procedures—essentially what would have previously
been provided in a newsletter). The problems with push technology include that the infor-
mation is often only being displayed when people are not using their computers (i.e., their
screensaver starts up when they leave the office), it still may require going into a program
(e.g., RSS aggregators), or that people may find it annoying.!*’

On a related topic, it should also be pointed out that some software allows automatic
updates and bug fixes over the Internet (e.g., antiviral programs and newer versions of
Microsoft Windows). In the future, the cost of doing this might be paid for by subscription or
may even be free (due to advertising embedded in the updates).

Information Storage

An often-neglected piece of electronic information management is the long-term storage and
availability of that information." It may be simple to think that is an easy problem and that all
that needs to be done is to burn the information on a CD-ROM. However, that argument
quickly breaks down when a person may realize that not many years ago the same was said
about storage on a 5 ¥ floppy disk, since it is now very difficult to find a 5 ¥i” floppy disk
drive. It is now getting more difficult to find such common things as 3 %" floppy disk drives
and Zip drives. There are many methods of storage that are no longer easily available, if avail-
able at all. So, it is necessary to make sure that data that may be needed in the future are avail-
able in a form that will be usable in the future. In addition to the physical media, it is also
necessary to remember that current software may not be able to read old data. For example,
a current copy of Microsoft Excel is unlikely to be able to read a 1980s VisiCalc spreadsheet.
Therefore, it is necessary to plan ahead if data are to be used at a time in the future. It may be
necessary to transfer the information to new software data formats and hardware devices.

Classified Advertisements

It is worth mentioning that classified advertisements are available on the Internet. Pharma-
cists may be interested in them for such things as personnel placement, or may even put
advertisements in their websites to obtain revenue to support the site.

THE FUTURE

In many ways, most people have seen the near future of information technology whenever
they tune into their favorite science fiction program. Just as Star Trek in the mid-1960s
anticipated today’s sliding doors and personal communicators (i.e., cellular phones), cur-
rent science fiction programs anticipate how information will be widely available in many
forms.

To begin with, it can be assumed that there will be an increase in computers, greater
availability of information (reference, bibliography, electronic drug product labeling,™ clini-
cal decision support systems and clinical information systems [standardized patient data],
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which will be a financial bonanza for the owners of that data'), and a huge increase in the
speed and capabilities of computers. For example, it has been stated that a computer capa-
ble of similar processing power as the human brain will be available in the next few years.
This includes a speed of 1 petaop (10 operations per second) and storage of 10 terabytes
(10 characters). These capabilities will eventually be on a computer that the user wears!"™
It may be referred to as a body area network (BAN). It will allow the storage and recall of
everything a person reads, hears, and/or sees during the entire life. Furthermore, comput-
ers will be designed to calm the user rather than cause anxiety. Overall, more information will
be available from nearly any location, with much better linkage of the pieces of information
and organized in a much more useful way.'® As a side issue, it will be further necessary for
individuals to realize that they cannot possibly know all they need to know and that they will
have to take advantage of these information capabilities in their professional practices.**

In the near future, limited advances are possible. It can be assumed that current soft-
ware will have additional capabilities. Data will be presented in forms that make them easier
to visualize and manipulate interactively, making them easier to understand.” Clinical deci-
sion support systems that physicians may use in diagnosis are expected to improve,**»
although there are problems with getting physicians to use them because of overconfi-
dence.”® Different health professionals will be tied together by computers to improve
patient care through such things as electronic drug utilization review.!! Software will be
available to spot health threats, including bioterrorism.' In general, an increase in the
amount of information and the way it is tied together will be seen. More specifically for phar-
macists, their practice sites will be redesigned to take advantage of automation of all dis-
pensing functions, so that pharmacists can spend more time on cognitive, business, and
clinical functions—making sure patients have more information, and better treatment and
monitoring.'® Those pharmacists who want to avoid cognitive functions and the patients will
soon be out of a job if all they can do is count, pour, lick and stick, since robotics is becom-
ing increasingly common.'®

Pharmacists will have to deal with digital identities, both of their patients and their own.
There are already electronic identification cards for both patients and practitioners
(<<http://www.abda.de/>>). Coming soon are implantable devices that may carry medical
records. As might be expected, there may be information about pharmacists regarding such
things as disciplinary action, but other items, such as the pharmacist’s home address may
come as a shock (e.g., <<http://www.hhs.state.ne.us/lis/lisindex.htm>>). Even further infor-
mation may start appearing on the Internet.

Overall, it will be up to pharmacists to learn how to best use all of these capabilities to
improve patient care and to obtain appropriate reimbursement for services. Others are selling
drug information, medical books, and vitamins over the Internet to patients and the National
Association of Boards of Pharmacy has a process to approve Internet-based pharmacies,
called Verified Internet Pharmacy Practice Sites (VIPPS),'® which is important as a number
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of less than reputable sites have been established to allow people to easily obtain prescription
drugs. Other pharmacy services will have to follow for optimal economic survival of the pro-
fession. Pharmacists should try new technology and new ways to use that technology; it may
seem crazy, but it may end up being a wonderful idea.!*

To do all of this, pharmacists will have to learn how to use the technology, and they must
be given continual training by their employers and through their own efforts. In addition to
the technical aspects, pharmacists will also have to ensure that the quality of their informa-
tion is good and work with the reengineering of pharmacy and medical information
resources to be more useful.’” Although pharmacy has long used computers for business
type purposes, much of what this article discusses has not been covered in pharmacy train-
ing.'® This will have to change. It will be up to pharmacists to embrace this powerful com-
munication tool; to lead the way or others will trample them. It may seem like a lot of work,
but the returns are vast and pharmacists might even find that it is enjoyable.

Portions of this chapter were reproduced, with permission, from Malone PM. Drug informa-
tion technology and Internet resources. ] Pharm Pract. 1998;X1(3):196-218.

1. What search strategies can a pharmacist use in finding information on the Internet?

2. How can the quality of information be assessed on items located on the Internet?

2. How can a pharmacist use e-mail in practice situations (include distribution lists and
listservers)?

4, What items can belong on a website in your practice situation?

5. What Internet access does a practitioner need?

6. What are USENET News groups, how are patients using them, and what should a
pharmacist know about them to discuss with the patients?
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Chapter Six

Controlled Clinical Trial Evaluation

Michael G. Kendrach ¢ Maisha Kelly Freeman

Objectives

After completing this chapter, the reader will be able to

« Explain the reasons why pharmacists need the skills to locate and evaluate current informa-
tion for pharmaceutical care activities.

« List the advantages and limitations of the pharmacy/biomedical tertiary literature sources
(e.g., textbooks and review articles) and continuing education programs.

» Describe the special characteristics of a controlled clinical trial that distinguish this research
design as the prototype for clinical research.

« List the reasons as to why research results are not published.

« |dentify Internet websites to register controlled clinical trials and obtain Institutional Review
Board (IRB) information.

« Describe the peer-review process and significance to the literature publication process.

« Discuss methods to identify the potential bias of investigator/author conflict of interests and
funding sources on the reliability of the clinical trial results and conclusions.

« Discuss the purpose of the clinical trial abstract and limitations of using only information
from this source in problem-solving processes.

« Differentiate between internal and external validity.

« |dentify key information presented in each section of a clinical trial.

« Differentiate between the specific types of data and measures of central tendency.

« Explain the effect of selection bias, inclusion/exclusion criteria, composite endpoints, and
surrogate endpoints on applying the clinical trial results into practice.

« Discuss the importance of selecting proper intervention and control regimens, endpoints,
sample size, study power, and statistical tests.

« Discuss the need for a well-defined study objective, randomization, and blinding within a
clinical trial.
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« Explain the purpose of a subject informed consent form and reasons clinical trials need IRB
approval.

« Define intention-to-treat, subgroup, and interim analyses.

« Differentiate between Type | and Type Il errors and discuss methods to reduce the possibility
of either of these errors occurring.

« Calculate and interpret relative risk (RR), relative risk reduction (RRR), absolute risk reduc-
tion (ARR), and number-needed-to-treat (NNT).

« Interpret p values, 95% confidence interval (Cl), standard deviation (SD), and standard error
of the mean (SEM).

« Determine statistical significance, clinical difference, and clinical meaningfulness of the clini-
cal trial results.

* Prepare a null hypothesis (Ho) based on the clinical trial objective and endpoints; discuss
whether to reject or fail to reject the Hy by using the clinical trial results.

« Address the importance of the clinical trial conclusions being consistent with the results.

« Explain the purpose and usage of editorials, letters to the editors, and secondary journals in
critiquing clinical trials and in the decision-making process of applying the results into practice.

Pharmacists continuously rely on the biomedical/pharmacy literature for many day-to-day
activities. The practice of medicine and pharmacy is dynamic, and drug facts acquired during
formal education cannot sustain a health care provider in future practice. Changes include
new medications, dosage formulations, and uses approved by the Food and Drug Adminis-
tration (FDA), revised drug safety information (i.e., adverse drug effects and drug interac-
tions), and updated disease state therapeutic guidelines. During 2004, more than 25 new
molecular entities/biologic agents were approved by the FDA,' more than 40 drug safety
alerts/notices were issued by the FDA,? and over 500 published articles classified as human,
adult practice guidelines were added to the National Library of Medicine database.’ There-
fore, skills, such as drug literature evaluation, are necessary to prepare the health care
provider for practice. Furthermore, pharmacists must employ methods to keep current with
these advances in order to remain competent, trustworthy health care professionals.*

Multiple resources are available for pharmacists to provide answers to questions, care
for patients, make decisions, and solve problems; but pharmacists need to recognize both the
advantages and limitations of the information resources to meet the challenges encountered
during the work day. Advantages include ready access and electronic formats. Potential dis-
advantages include biases, costs, and lag time (i.e., lack of current content) that hinder the
usefulness of some references. In addition, misinterpretation of the information can lead to
improper patient care.
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Pharmacists must have skills in efficiently locating, critically analyzing, and effectively
communicating drug information. Regardless of the pharmacy practice setting (e.g., com-
munity and institutional), pharmacists are called on to use these skills. Access to information
for both health care professionals and laypersons has increased exponentially, because of
improvements in technology over the past few decades. Not all information can be deemed
accurate and pharmacists are repeatedly relied on, especially by laypersons, to clarify, explain,
defend, and/or refute information.* Pharmacists are frequently consulted by other health
care providers to assist in individual patient care regarding appropriate drug use.>” Further-
more, pharmacists are in decision-making positions in which drugs are selected for use in a
multitude of patients (e.g., third-party health care plans and drug formulary decisions).** All
these activities require pharmacists to carefully review and critique the literature instead of
accepting the authors’ conclusions. Many studies have very positive conclusions but in-
clude study design errors, which limit the clinical usefulness of the results. Also, medical/
pharmacy continuing education presentations may contain biases and/or inaccuracies while
textbooks/review articles may contain misinterpreted and/or noncomprehensive informa-
tion. Due to the important contribution pharmacists have in patient care, pharmacists need to
have skills in identifying the strengths and limitations of the biomedical literature. This chap-
ter is devoted to explaining and discussing core concepts for critiquing one essential type of
biomedical literature, controlled clinical trials.

Three types of literature serve as information resources for pharmacists: tertiary, secondary,
and primary (see Table 6-1)."° Readers are referred to Chap. 4 in this text for more in-depth
discussions of these three literature types.

TABLE 6-1. THREE TYPES OF LITERATURE

Literature Type Description Examples
Tertiary Established knowledge Textbooks, review articles, MD Consult,
WebMD, Lexi-Comp
Secondary Indexing/abstracting services PubMed or MEDLINE (National Library of
(i.e., databases) Medicine), EMBASE (Elsevier), International

Pharmaceutical Abstracts (Thomson
Corporation), CINAHL (Cumulative Index to
Nursing and Allied Health), InfoTrac OneFile
(Gale Group), Academic Lexis-Nexis (Reed
Elsevier Inc)

Primary Original research Controlled clinical trials, case-control
studies, crossover trials, case reports
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Primary literature, specifically controlled clinical trials, serves as the foundation for clin-
ical practice by providing the documentation for using therapy. Although vast amounts of pri-
mary literature articles are published each year, individuals can efficiently locate information
specific and useful to their needs by incorporating appropriate search techniques.™* Clinical
trials are one particular type of primary literature that can be a reliable source of new infor-
mation to change health care practices.*® New information may either counter or serve as
the root for altering existing practice regimens; thus, pharmacists need the skill of critiquing
clinical trials. The special features of clinical trial design allow investigators to determine
which therapeutic interventions should be used in practice.’" In fact, the FDA requires clin-
ical trials to be conducted and the results submitted before a new molecular entity (i.e., med-
ication) can be marketed and/or receive new indications for use.® Proper interpretation of
clinical trials is vital to providing appropriate health care. The next chapter in this text re-
views evaluating publications using the other types of research designs.

In general, a controlled clinical trial consists of an investigational (intervention) group
being directly compared to a control group (e.g., standard therapy, placebo).’!” The in-
tervention under investigation may be a new medication, different medication dosing regi-
men, diet, surgery, behavioral process, exercise program, diagnostic procedure, or something
else. The goal of the clinical trial is to assess the difference in effect between the investiga-
tional and control groups. The results then can allow decisions to be made regarding proper
care for patients (i.e., to use or not use the investigational therapy).'® Although the origins of
a controlled trial date back to the eighteenth century," a formalized process of conducting
controlled clinical trials was implemented during the late 1940s.2” However, poorly designed
clinical trials are still published and the existence of a clinical trial may not translate into clin-
ically useful information. Research has reported that results of well-designed clinical trials
are considered to be of better quality and are usually more clinically relevant than clinical tri-
als that are poorly designed.”*

The published clinical trial is presented in a manner that explains the research process
in an orderly format to improve the readers’ comprehension of the project, results, and
conclusions. Table 6-2 displays the style in which a clinical trial usually appears in printed
resources.?*” This chapter discusses the information presented in these sections according
to the CONSORT (Consolidated Standards of Reporting Trials) format. The CONSORT for-
mat was formulated to improve the quality of reporting clinical trials in the published litera-
ture, since inadequate reporting methods hinder the interpretation of results produced by
clinical trials. CONSORT has been supported by an increasing number of medical and
health care journals (e.g., Journal of the American Medical Association [JAMA]) and editorial
groups (e.g., International Committee of Medical Journal Editors [ICMJE]).Z Other re-
search types (i.e., case-control study) can report the investigation using the style of reporting
a controlled clinical trial. Therefore, one should not assume all publications using this format
are controlled clinical trials.
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TABLE 6-2. FORMAT AND CONTENT OF CONTROLLED CLINICAL TRIALS

Controlled Clinical Trial Section Type of Information Presented
Abstract Brief overview of the research project
Introduction Research background

Clinical trial objective
Methodology Study design

Patient inclusion and exclusion criteria
Intervention and control groups
Randomization
Blinding
Endpoints
Follow-up procedure
Sample size calculations/power analysis
Statistical analysis

Results Subject characteristics
Subject dropouts/compliance
Endpoints quantified

Safety assessments
Discussion Result interpretations

Other study results compared

Limitations
Acknowledgments Other contributors

Funding source

Peer-review dates/manuscript acceptance date (not all trials)
References/Bibliography Citations for information included from other resources (e.g.,

trials and reports)

Health care providers are known to base their practice style on evidence from clinical
trials.* % This study design is the most robust method to measure and quantify differ-
ences in effects between a therapy under study and the control group.%” Many clinical stud-
ies are published annually, but not every study initiated is reported in the published
literature.% Primary reasons for not publishing trials are lack of time, funds, or other re-
sources.? In order to treat patients most appropriately, all relevant information and data, both
positive and negative, are needed in the decision-making process.”® Typically the positive
studies, which conclude a favorable result for the therapy under study, are readily published
whereas the publication of negative studies (a study that does not show favorable results
from the new therapy) may not be published immediately, if at all.**

The existence of questionable data or poorly designed studies could lead to inappropri-
ate therapy. Just as problematic is investigators not publishing negative clinical trial results.
The suppression of data and/or failure to present information regarding negative study re-
sults is termed publication bias. An excellent illustration of this issue is the increased risk of
suicide in children receiving selective serotonin reuptake inhibitors (SSRIs). Results from
negative studies conducted in children prescribed SSRIs, particularly paroxetine, were not
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released to health care providers; but positive studies of the SSRIs were available and used as
the basis of prescribing these agents to this patient type. Without the negative trial results,
practitioners were unaware of the dangers of prescribing these medications to patients
under 18 years of age.

One remedy to publication bias proposed by the ICMJE and endorsed by the American
Medical Association is for all clinical trials to be registered with a central body. Registering
clinical trial information is not mandatory at the time of this writing so [CMJE has suggested
a method to enforce clinical trial registration for the future: consideration to publish the trial
in an ICMJE member journal will be given to only those trials that have been registered at or
before subject enrollment has commenced. The registration policy applies to any clinical trial
starting subject enrollment after July 1, 2005; also, trials that began prior to this date require
registration before September 13, 2005.” Another recommendation to enforce trial registra-
tion is for IRB (the committee that approves human research projects) to review only those
trials completing the registration process.” The purpose of clinical trial registration is to account
for research that has been conducted in human subjects. Trial information would be accessi-
ble, so a comprehensive review of the efficacy and safety of a therapy can be performed.
A registry exists that contains information and data regarding trials that were not completed
or published. The Pharmaceutical Research and Manufacturers of America (PhRMA) mem-
ber companies will voluntary post information regarding clinical trials addressing all disease
states.’ One website identified as an acceptable registry is <<www.clinicaltrials.gov>>
(sponsored by the U.S. National Library of Medicine).** Another website, <<www.controlled-
trials.com>>, is an international registry that is available for investigators to register clinical
trials.”!

Readers of the biomedical literature need to consider the issues of selective reporting,
as described earlier. In addition, usually one clinical trial is not sufficient to adopt a therapy
under investigation as the first choice to treat patients. Results of multiple trials are usually
combined together to serve as the evidence for either incorporating a newly developed ther-
apy into practice or changing the existing method of treating a disease (see Chap. 9).26%
Journal editors have an obligation and should publish negative studies. Results of these
studies are important in formulating practice patterns based on the available evidence. Failure
by investigators and journal editors to publish negative studies contributes to publication
biaS.29'33'34

As shown by the above discussions, the process of determining the therapy for a patient
is complex and multifold. Results of both appropriately and poorly designed studies are pub-
lished; in addition, some study results are concealed.” Thus, an essential skill required of
health care providers is the ability to efficiently locate and critique the literature plus apply
the results appropriately to patient care. Although, including clinical trial results into practice
is partially dependent on the practitioner, assuming no barriers from third parties (i.e., in-
surance companies), some practitioners may readily include new therapies into their practice
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even though the evidence is weak.* These individuals are usually easily impressed with mis-
leading study results or easily enticed by gifts from the pharmaceutical representatives.” In
some cases, investigators may not even include their own research results into practice at
their own institution.** Therefore, individuals skilled in analyzing clinical trials and com-
prehending the trial results are those who appropriately use the information for practice.

The intent of this chapter is for readers not to be misled by the literature, but to correctly
critique the controlled clinical trial, then properly use the results and conclusions in health
care practice settings. In addition to the discussions of critiquing clinical trials from this
chapter, readers should use the principles of the evidence-based medicine in providing
patient care (Chap. 9).

Many different research designs are published, but the most common of these are prospec-
tive studies in which an intervention is directly compared to a control and differences be-
tween these are measured. Examples of prospective studies include clinical trials (e.g., drug
Avs. drug B; drug vs. exercise), stability of compounded drug formulation (e.g., suspension
made from drug tablets), compatibility of intravenous (IV) drug mixtures, and drug pharma-
cokinetic interactions. Regardless of the study design and objective, fundamental elements
should be present in all studies, including appropriate qualifications of the researchers con-
ducting the research, valid investigational methods, proper research techniques, and appro-
priate analysis plus interpretation of the results. A similar process is used to evaluate
prospective studies. A checklist for pertinent information to be included in a clinical trial is lo-
cated in Appendix 6-1. Answering the questions contained in Appendix 6-1 can allow readers
to determine the strengths and limitations of a clinical trial. The remainder of this chapter dis-
cusses the questions presented in the appendix plus techniques for critiquing a clinical trial.

Numerous journals are published covering the professions of medicine and pharmacy.
Health care practitioners need to regularly access professional journals (either print or elec-
tronic) to assist them in keeping current in their practice responsibilities. One essential
journal feature is the peer-review process. Simply defined, peer-reviewed articles are
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evaluated by someone other than the editorial staff (i.e., evaluation by one’s peers).** Most
journals incorporate the peer-review process in selecting articles for publication. Briefly,
manuscripts submitted to the journal for publication consideration are screened by the edi-
tor; those deemed as potential publications are sent to individuals with expertise in the ap-
propriate area. These individuals read the manuscript and comment on the strengths and
limitations, plus offer a recommendation to the journal editor regarding accepting or reject-
ing the manuscript for publication. The peer-reviewers’ comments are sent to the authors for
the manuscript to be revised and, if necessary, resubmitted for publication consideration. In
some cases manuscripts may be rejected as being too flawed or inappropriate for the journal.

Although the peer-review process increases the time required before publication, the goal
is to reduce the publication of manuscripts that have inappropriate methods/design, are poorly
written, and/or do not meet the needs of the journal’s audience.”* However, the peer-review
process does not always prevent publication of articles without deficiencies. Readers are still
required to assess the quality and critique each published article. Two journal sections can be
checked for information addressing whether the peer-review process is used: instruction for
authors and journal scope/purpose. Readers of the biomedical/pharmacy literature need to be
aware of journals not incorporating a peer-review process. The primary purpose of these non-
peer-reviewed publications is to generate profit (since authors may pay a per page fee for arti-
cles to be published and/or the journal has a high advertisement-to-text content ratio).
Regardless of whether a clinical trial is published in a peer-review or non-peer-reviewed journal,
the article needs to be evaluated closely for biases and interpreted appropriately.

As readers become more familiar with the professional literature, they will also find that
certain journals have a reputation for good quality publications, such as New England Journal
of Medicine and Annals of Internal Medicine. This too can be considered in the evaluation of
literature, although poor articles are still found in those well-respected journals and excellent
articles are published in other journals.

Research results can be published in other venues besides journals. A very common
publication type is meeting abstracts. Research presented during a professional organization
meeting, whether as a platform or poster, requires an abstract to be available for meeting
attendees to review. These abstracts usually undergo the peer-review process to be selected,
but readers should be cautious of the abstract content. The peer-review process may not be
as thorough and the entire study details are not available to the reader. Another common pub-
lication type for research is journal supplements. The purpose of such supplements is to pub-
lish a collection of articles related to a specific topic in a separate journal issue.* Many, but
not all supplements, are sponsored by an outside entity (i.e., pharmaceutical company),
which serves as another source of revenue for the journal. The articles may undergo peer-
review, but the process may not be as rigorous. Not all articles published in journal supple-
ments should be automatically discarded or classified as inferior information. An example of
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a very informative journal supplement is the American College of Chest Physicians’ supple-
ment addressing antithrombotic therapy.*® Many of the articles in this supplement are au-
thored by recognized leaders and researchers in their field of practice.

Other factors to evaluate are the investigators’ credentials and the practice site of these
individuals. Investigators need to be properly trained and have active practice experience in
the area of study. The site where the clinical trial was conducted should not immediately
endorse or condemn the quality of the research, other than it should be a site that has the
capability to perform the study (i.e., have the resources to properly and completely perform
the necessary study methods). The quality of the research must be evaluated because even
prestigious institutions can conduct poor clinical trials. Also, persons involved with the study
need to be ethical and responsible to protect patients enrolled in the study."' Persons with
specialized credentials in biostatistics need to contribute with statistical analysis of the data.
Furthermore, all authors listed should have made substantial contributions to the research
and/or publication. The Uniform Requirements for Manuscripts Submitted to Biomedical
Journals, prepared by journal editors, explicitly outlines the criteria for persons to be listed
as authors for a published article. According to this publication, “An author is generally con-
sidered to be someone who has made a substantive intellectual contribution to a published
study ....”® The topics of authorship and publishing are discussed in detail in Chap. 11.

Articles with authors who are employees of a pharmaceutical company should be more
selectively analyzed, since there may be concern about potential bias. The pharmaceutical in-
dustry must conduct research for new therapies to be introduced to the marketplace and
many companies are collaborating with academic researchers.*** The concern regarding in-
fluence from the pharmaceutical industry on health care providers has not gone unnoticed,
particularly involving practitioners conducting research for the pharmaceutical industry. In
response, many journals now are requiring article authors to declare any conflict of interests
with the research and outside interests.** “The potential for conflict of interest can exist
whether or not an individual believes that the relationship affects his or her scientific
judgment.” Authors need to state they have received honorariums and/or research grants
or are members of the speaker’s bureau for pharmaceutical companies. Readers should be in-
formed of potential bias of the investigators. However, immediately discarding or discounting
clinical trials in which investigators declare relationships with the pharmaceutical industry
may be premature. Many investigators are required to obtain external funding for research
projects and academic promotion. Clinical trials that have researchers with relationships with
multiple pharmaceutical companies may not be considered to be overtly biased. Investiga-
tors have an ethical obligation to submit creditable research results for publication.”®* Biases
may be present, but readers having the skills of identifying study strengths and limitations
can still use the clinical trial results appropriately. Potential biases associated with pharma-
ceutical company funded research are discussed further later in this chapter.
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The clinical trial title is important and should be carefully read by the reader. A title should
be reflective of the work, unbiased, specific, and concise (i.e., usually <10 words), but not too
general or detailed. Declarative sentences, which tend to overemphasize a conclusion, are
not preferred for scientific articles.” In addition, the title should not be phrased as a question
and randomized clinical trials should be identified in the title.” Furthermore, the title should
include terms both sensitive (easing the task of locating the appropriate articles) and specific
(excluding those not being searched for) that allow electronic retrieval of the article.®

The following is an example of a biased study title: “Improved bronchodilation with lev-
albuterol compared with racemic albuterol in patients with asthma.” The title implies leval-
buterol to be better than racemic albuterol. Although the average change in lung function
parameters was slightly greater with levalbuterol, no significant differences were reported.*
Thus one could have been misled by reading only the title, to believe that levalbuterol is a
superior agent. A suggested nonbiased title for this trial is “Bronchodilation from levalbuterol
compared with racemic albuterol in patients with asthma: a randomized clinical trial.”

An abstract is considered to be a concise overview of the study or a synopsis of the major
principles of the article. Abstracts include information addressing the article objective,
methods, results, and conclusions. A primary use of abstracts is for readers to obtain an im-
mediate overview of the article to determine if the entire article should be read.** Another
use is publishing the abstract in secondary resources (e.g., PubMed® and International Phar-
maceutical Abstracts [IPA]) for individuals conducting literature searches.

Although unique for each journal, authors are required to follow specific requirements
while preparing an abstract. Many journals now require abstracts to be prepared in an orga-
nized format (i.e., structured abstract) and usually must contain <500 words. The structured
abstract includes the following sections: objective, research design, clinical setting, partici-
pants, interventions, main outcome measurements, results, and conclusions.** Structured,
compared to nonstructured, abstracts do have some advantages, including being more infor-
mative, easier to read, and generally preferred by readers.””*8 However, structured abstracts
usually require more journal space. Informative abstracts may entice some individuals to read
the study, thus abstracts should be thorough, complete, and unbiased in wording selection.*®

Abstracts should be consistent with the manuscript and should not present biased
and/or inaccurate information.****8 For further information regarding abstracts and
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preparation, please refer to the Appendices of Chap. 11. Regardless of the abstract presenta-
tion style, readers should not make decisions based on abstract information only. Results of
three published studies illustrate the dangers of reading only the abstract.*! These studies
provided evidence of omissions and discrepancies between the abstract and the manuscript
in medical, psychology, and pharmacy journals.

In the first study, an analysis of 264 manuscript abstracts published in six leading med-
ical journals (e.g., JAMA and N Engl ] Med) demonstrates that 18% (95% CI; 6 to 30%) to 68%
(95% CT; 54 to 82%) of the abstracts contained discrepancies.” Types of deficiencies included
omissions (information in the abstract, but not in the manuscript) and/or inaccurate infor-
mation (abstract information not exactly the same as the manuscript information). Similar re-
sults were reported after 400 random manuscript abstracts in eight journals of the American
Psychological Association were evaluated.” Up to 18% of the abstracts evaluated were defi-
cient (i.e., contained an inconsistency or omission between the abstract and manuscript).
Furthermore, an evaluation of 243 abstracts of original research articles published in six
pharmacy-specific journals contained omissions (24.7%; ranging from 19.5 to 36.3%).°! Quali-
tative inaccuracies (19.3%), quantitative inaccuracies (25.1%), and instructions for authors in-
consistencies (4.5%) also were contained in the abstracts of these pharmacy journals (e.g.,
Ann Pharmacother, Am | Health Syst Pharm). The results of these three studies emphasize
the need for readers to read the entire manuscript, and not rely on the abstract, or the article
title, for information to make a decision.

The introduction section serves two specific purposes: discussing the study rationale and
study purpose.”* Usually, readers are first briefly educated on the issues that were the basis
of conducting the study. The study investigators may state that the reason the research was
conducted is due to the lack of data to answer a question or available data are conflicting re-
garding an issue. Every clinical trial is designed to answer one or more primary questions.
The investigators should explain how the clinical trial will overcome the shortcomings of the
prior research, if applicable. The study objective is often stated within the last paragraph, if
not the last sentence, of this section. Better written studies present to the reader a clearly
stated research purpose and this statement should be understood by the reader before con-
tinuing with the remaining article content. Studies with a well-written purpose statement en-
able the reader to better comprehend and assess the research methodology.

Once the clinical trial objective is determined, the investigators need to formulate a re-
search and null hypothesis (Hy). A research hypothesis (also known as the alternative hy-
pothesis) is stated as “a difference is present between the therapy under investigation and



150 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

the control” while H, is stated as “no difference between these two groups” (see next para-
graph for an example). After the study is completed, the researchers analyze the data and
then the research hypothesis is either accepted (which also includes rejecting Hy) or rejected
(which then means H, is accepted). Readers should recognize that not all clinical trials will in-
clude the specific research and null hypotheses in the introduction section.

An example to explain some of the material thus far included in this chapter is the
Women’s Health Initiative (WHI) trial, which assessed the risks and benefits of the estrogen/
progestin combination in healthy postmenopausal women. The WHI trial compared conju-
gated equine estrogen plus medroxyprogesterone (CEE/MPE), a medication frequently pre-
scribed to postmenopausal women, with placebo.”® The investigators expressed in the
introduction section that the rationale for conducting this clinical trial was the lack of human
controlled clinical trials evaluating this product specifically for cardioprotective outcomes.
Prior evaluations of this medication were predominately observational in design (i.e., not
clinical trials) and reported reductions in adverse events (i.e., coronary heart disease [CHD]
and hip fracture) and changes in clinical parameters (i.e., decreased lipid levels and increase
bone mineral density). The actual WHI trial study objective was stated as “... to directly ad-
dress whether estrogen plus progestin has a favorable or unfavorable effect on CHD incidence
and on overall risk and benefits in predominantly healthy women.”® The research hypothesis
of the WHI trial is “there is a difference in the incidence of CHD between CEE/MPE and
placebo” while H, is “there is no difference in the incidence of CHD between CEE/MPE and
placebo.” After reading the WHI trial introduction, the reader has a clear understanding of the
study rationale and purpose: prior research did not conclusively answer the question whether
CEE/MPE reduced cardiovascular (CV) risks and the results of this trial should provide
health care providers with evidence to continue, or not, prescribing this medication.

The introduction section may not contain an extensive number of paragraphs. However,
the presented information should concisely inform the reader of the research issues and pur-
pose. As with all sections of a clinical trial, this section needs to be carefully read. Authors
may “set-the-stage” by presenting only selective (i.e., not comprehensive) information
and/or weak references (to be later discussed in the chapter) to support the rationale for con-
ducting the study. Also, the information may be presented using biased wording, which pre-
disposes the reader to believing the prior research was insignificant in providing evidence
applicable to practice.

Following a well-designed plan is essential for the clinical trial results to be acceptable and
useful to practitioners. The design of a study (i.e., methods) is important for the results to be
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valid, just as abiding by the blueprints is vital to building a house. The methods section of a
clinical trial contains a large amount of information that includes the type of subjects en-
rolled, the comparative therapy description, outcome measures, and statistics. Flaws within
the design of a clinical trial limit the application and significance of the results. Poor study de-
sign leads to reduced study internal validity, thus resulting in limited external study validity
(see Table 6-3).1%* The methods section needs to be thorough in describing to the reader
the process in which the study was conducted. In fact, a reader should devote the majority of
time used to assess the trial in this section.

Clinical trials follow a pattern in presenting the information within the methods section.”
This standardized format allows study details to be in an orderly fashion and quickly located.
Readers of the biomedical literature should have an understanding of the overall design to ap-
propriately critique clinical trials and use the study results for patient care-related activities.

STUDY DESIGN

Several study designs are available for investigators to select from when conducting research.
The study questions the researchers wish to answer dictate which study design is selected to
conduct the research.®* For example, in a case where investigators wish to assess the inter-
action between azithromycin and cyclosporine, serum cyclosporine levels will be compared
with patients taking and not taking azithromycin. Although a clinical trial can be used to con-
duct this research, the consequence of combining these two drugs can lead to either cy-
closporine toxicity or organ transplantation rejection. This study is considered unethical to
conduct in patients receiving this medication for therapeutic purposes. Thus other study tech-
niques must be employed to answer this research question. Both investigators and readers of
the literature need to identify the strengths and limitations of the research designs. Although
many study designs are available, this chapter only discusses controlled clinical trials. For ad-
ditional information on other study designs the reader is referred to Chap. 7.

A simple description of a controlled clinical trial is that it prospectively measures a dif-
ference in effect between two therapies. The groups are similar and treated identically with
the exception of the therapies under study. The subjects in the study are assigned to one of
the groups and monitored.®"% This study type, called parallel design, is the primary study
design encountered in the literature.

TABLE 6-3. INTERNAL VS. EXTERNAL VALIDITY OF CLINICAL TRIALS

Term Meaning Application
Internal validity Quality of the study design Strong design should translate into reliable
results
External validity Ability to apply results into practice Study results meaningful to practitioners

and can be used for patient care
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Controlled clinical trials offer investigators the most rigorous method of establishing a
cause-and-effect relation between treatment and outcome."” Simply explained, the treatment
under study is the cause and the consequence of giving the treatment is measured as the
effect. The effect of the treatment under study is compared to the effect of the other
group(s). Thus, investigators can use a clinical trial to claim that a treatment has some effect
that may be important in curing or relieving disease symptoms. In addition, the magnitude
(i.e., size) of the difference in the effect between the groups can be estimated.”

An example to briefly describe a controlled clinical trial measuring a cause and effect is
a study that compared atorvastatin to placebo. The study objective was to compare atorvas-
tatin (cause) to placebo and measure the reduction in average low density lipoprotein-
cholesterol (LDL-C) levels (effect) between the two groups.” A clinical trial also quantifies
the differences in the effect, such as atorvastatin compared to simvastatin in lowering
LDL-C.*® The results of these studies can be used to determine the magnitude of LDL-C
lowering by atorvastatin and make the decision to use, or not use, this medication in practice.

The characteristics of a controlled clinical trial were the justification for selecting this
study design for the WHI trial.® Researchers were unsure of whether CEE/MPE reduced or
increased the incidence of CHD. No compelling evidence was available to document the
cause and effect of this combination product for this use. The results of the WHI trial demon-
strated that CEE/MPE actually increased the risk for CHD, which was the opposite effect as
compared to previous noncontrolled clinical trials reported in this patient type.* Practition-
ers were under the impression for years that CEE/MPE lowered CHD risk and was benefi-
cial to patients receiving this medication, when in reality the risks for CHD were increased.
The WHI trial exemplifies the unique features of controlled clinical trials serving as a source
of evidence to determine treatment plans for patients in clinical practice, as compared to
other research study designs. However, as explained throughout this chapter, the results of
all clinical trials cannot be automatically accepted. Each trial has to be critiqued for strengths
and weaknesses.

PATIENT INCLUSION/EXCLUSION CRITERIA

The inclusion criteria list subject demographics that must be present to be enrolled into the
trial, while exclusion criteria are characteristics that prevent enrollment into the trial or ne-
cessitate withdrawal from the study, if they are later determined to be present. Diagnostic
criteria for conditions under study and definitions of the inclusion/exclusion criteria must be
included in an article reporting study results. For instance, if subjects with hypertension are
the target group of individuals to be enrolled in a trial, hypertension needs to be defined in
terms of the minimal and maximum systolic blood pressure (SBP) and diastolic blood pres-
sure (DBP). The study participant features should reflect the disease under investigation,
but the existence of complex and/or extensive comorbid conditions (e.g., terminal cancer,
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pregnancy, and numerous other disease states) in the study patients may not allow the re-
searchers to accurately measure the differences in effect between the groups. The presence
of these complex and/or extensive comorbid conditions can make for difficult decisions re-
garding including subjects representative of real patients versus excluding typical persons
whose complicating conditions will make it impossible to accurately assess a new treatment.
Whenever possible and appropriate, typical individuals with the condition being assessed, who
in all probability will receive the therapy in real practice, should be represented in the trial.
This includes ensuring a factual representation of the gender, race, and other demographics.
Subjects with one or more (but not numerous) other disease states and taking a few other
medications are usually entered into the clinical trial so the typical patients in which the ther-
apy under investigation is intended are represented.

The inclusion/exclusion criteria are pertinent to the extrapolation of the study results
(i.e., applying the study results into practice [external validity]).** Trial results are only ap-
plicable to the type of subject included in the study. The investigators of the WHI trial en-
rolled postmenopausal women with an intact uterus.” A slightly higher incidence of CHD
was recorded in the patients taking CEE/MPE. However, this does not mean that all post-
menopausal women (with or without an intact uterus) taking any formulation of estrogen are
at an increased risk for CHD. The results of the WHI trial are pertinent only to similar women
enrolled in the trial.

Researchers are careful in deciding which subjects to include and exclude in the clinical
trial. Standard types of subjects disqualified are pregnant and lactating females; also, most
clinical trials will not enroll subjects with severe conditions that may alter the medication
pharmacokinetics and/or pharmacodynamics (e.g., renal and/or hepatic dysfunction). Gen-
erally the inclusion criteria attempts to include subjects that are homogeneous and are simi-
lar to the common type of patients in practice.”

During the process of the investigators selecting subjects to be included into a study,
readers of clinical trials need to be conscious of the potential for a selection bias that may be
present. A selection bias can occur due to various reasons, but can seriously affect the study
results in a negative fashion. In general, a selection bias occurs after subjects meet the inclu-
sion and exclusion criteria, but are not enrolled into the study.” The investigators may pre-
vent a subject from being enrolled since this person may either positively or negatively alter
the results, 1455

Although it is difficult for the reader to detect the above form of selection bias, the fol-
lowing paragraphs describe selection biases that can be more readily identified, but are not
are present in all clinical trials.” One common form of a selection bias is requiring the sub-
jects to complete a run-in phase (also called lead-in phase) before being officially enrolled in
the study. This phase is usually short in duration (usually 2 to 4 weeks) in which the subjects
may take a placebo or the therapy being investigated. The investigators should inform the
reader of the intent of the run-in phase. Typical reasons include identifying subjects that may
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or may not be compliant with the therapy regimen, experience side effects from the therapy,
or did not meet prespecific criteria (e.g., blood pressure less than a set value). Afterward
these identified subjects are excluded from participating in the study even though they met
the original inclusion criteria. The run-in phase produces a bias by selecting a group of sub-
jects that does not completely represent the population since a selected group of the subjects
meeting the study inclusion criteria are not included in the study and their run-in phase
results are not included in the final analysis.*"

The following examples explain a selection bias by a run-in phase. Subjects meeting the
hypothetical trial inclusion criteria complete a 4-week run-in phase in which a new therapy
under investigation is given to all these persons. Those persons experiencing side effects to
the new therapy during the run-in phase are not allowed to be enrolled into the study. By ex-
cluding those persons eliminated after the run-in phase, the incidence and severity of the side
effects of the therapy are not accurately measured during the actual study since subjects ex-
periencing the side effects during the run-in phase were not enrolled in the study. A second
example is that researchers may include a run-in phase in which only those persons achiev-
ing a preset goal are allowed to be included in the study. For instance, only subjects achiev-
ing at least a 25% reduction in LDL-C after a 4-week phase with a new therapy are enrolled in
the 12-week study comparing the new therapy to placebo. By only including those with a fa-
vorable response, the final average reduction in LDL-C with the new therapy is falsely ele-
vated since only selected subjects were allowed into the study. Those persons with less than
a 25% reduction in LDL-C were excluded from the 12-week trial; if these individuals were in-
cluded in the 12-week trial, the final average reduction in LDL-C most likely would have been
significantly lower than actually measured.

The U.S. Carvedilo] Heart Failure Study excluded subjects from the trial if they were un-
able to tolerate carvedilol treatment during a run-in phase. In addition, subjects who had
worsening of heart failure (HF) during the run-in phase were not included in the study.® This
clinical trial was criticized for including a run-in phase and excluding important data that may
have changed the significance of the study. Subjects were excluded due to intolerance to the
drug and/or death occurring while taking carvedilol during the run-in phase and these data
were not included in the overall clinical trial results. Thus, the side effect profile and the in-
cidence of death reduction with carvedilol was less accurately assessed via this trial.® Al-
though excluding these data did not alter the results in a negative fashion after analyzing the
data from the run-in phase with the clinical trial results,* some trials with a run-in phase can
have biased results since this phase can allow the investigator to exclude subjects from en-
tering the trial that would represent the patient type for the study results to be useful.

Trials including a run-in phase are not always considered to be a study limitation.®! The
investigators may stop a therapy previously prescribed to the subjects and give a placebo dur-
ing the run-in phase. This allows the effects of the prior therapy to diminish and not interfere
with the effects of the therapy under study. Furthermore, a clinical trial may be designed in
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which the investigators enroll a very specific type of subject, which can be considered a se-
lection bias in the inclusion criteria. The purpose of this type of selection bias is to evaluate a
therapy in a very unique group of individuals, usually those who met some predetermined
criteria. For instance, a trial was designed so that only subjects who experienced a gastroin-
testinal (GI) bleed with aspirin alone were enrolled.® The investigators were specifically se-
lecting a unique group of subjects (having a GI bleed due to aspirin). The combination of
aspirin plus esomeprazole was compared to clopidogrel to determine which therapy had a
lower incidence of GI rebleeding. Even though the trial results indicated that the aspirin plus
esomeprazole combination had a lower GI rebleeding rate, this does not mean this drug com-
bination should be used instead of aspirin alone in those people needing aspirin therapy. The
results of this trial can only be used for selected patients, those who had a GI bleed while tak-
ing aspirin and need to continue antiplatelet therapy.

Investigators also should explain the process of recruiting subjects and define the time
period of the recruitment.” Sponsors of clinical trials and investigators typically recruit sub-
jects for clinical trials by four main strategies: sponsors may offer financial and other incen-
tives to investigators to increase enrollment; investigators may target their own patients as
potential subjects; investigators may seek additional subjects from other sources (e.g., physi-
cian referrals and disease registries); or sponsors and investigators may advertise and pro-
mote their studies. The most common means for advertising for recruitment to clinical trials
is through newspapers, radio, the Internet, television, or as posters on public transportation
and in hospitals.® The methods in which investigators recruit subjects may have implications
on the generalizability of the research results to the population (i.e., external validity). News-
paper and Internet advertisements are common; however, there are inherent problems with
this form of advertisement. Survey results indicate that the majority of persons who read the
newspapers are older in age, Caucasian, wealthier, more educated, and own more upscale
homes than the average American. Gender bias also can affect recruitment rates as it has
been documented that female readers consider newspaper advertising to be more important
than do male readers.”

Internet recruitment is not without similar problems. Typically minority and elderly in-
dividuals are less familiar and have less access to the Internet. A recent study described the
process of registering persons with cancer for clinical trials via the Internet and telephone
call center. Most of the subjects registered via the Internet compared to the telephone call
center (88% vs. 12%). The majority of subjects who registered were female (73% vs. 27% male;
p < 0.001), Caucasian (88.9%), and received colorectal cancer screening (59%); the median
age was 49 years. No differences with respect to ethnicity or gender were observed for pa-
tients registering via the Internet compared to the call center; however, subjects registering
via the Internet were significantly younger than those registering through the call center.
Recruitment via newspapers and the Internet may offer some benefits in terms of recruitment,
although, the lack of uniformity with respect to access to newspapers and the Internet for
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elderly and minority subjects may increase the difficulty of applying the clinical trial results
to these underrepresented populations because of the lack of this subject type included in
the trials.®

INTERVENTION AND CONTROL GROUPS

Once the subjects to be enrolled in the clinical trial have been selected, these persons will be
assigned to either the intervention or control group. The intervention group consists of the
new therapy under investigation (e.g., medication, procedure). The intervention is compared
to a control so that the fundamental principle of a controlled clinical trial can be accom-
plished, measuring cause and effect. The control group can consist of no therapy (e.g.,
placebo), another therapy (aka active control) (e.g., drug and exercise), or compared to ex-
isting data (i.e., historical data). Both the intervention and control groups are to be the same
in all respects other than the treatment received. Afterward, the investigators will measure
and quantify a difference in effect between the group assigned to the intervention with those
in the control group. Thus, any identified differences in the measured effect can be attributed
to intervention rather than other factors,!6%™

Akey term in the phrase controlled clinical trial is control, indicating another therapy is
serving as the measuring point for the effect of the intervention to be assessed. Reports have
been published documenting placebo effects (i.e., measured change even though inert/
inactive therapy was given).”! Without a control, the effects measured by the intervention
may be by chance or falsely quantified. For example, investigators of a study reported that
oxandrolone caused an average increase in body weight in patients with chronic obstructive
pulmonary disease (COPD).” However, all the subjects were treated with oxandrolone and
no control group was included in the study. Although these patients gained weight, oxan-
drolone may not be the sole reason for this effect. Weight gain may have occurred naturally,
even without the medication or by some unidentified reason. The results of this noncon-
trolled clinical trial may be the rationale for a clinical trial being conducted to evaluate the
weight gaining effects of oxandrolone, but cannot be used as evidence that weight gain was
solely attributed to this drug. The results of studies designed without a control can be use-
ful (i.e., speculate causing an effect), but since no control group was present, readers cannot
be certain that the intervention caused the effect.

Researchers can select from a few different types of controls: historical, placebo, or
active. Historical controls are described as data that have been collected prior to the begin-
ning of a clinical trial. Investigators conduct the study with only the intervention group and
then compare the results to the existing data.” One advantage of using historical controls is
that only one group is needed to be enrolled (thus less time, expense, and so forth). Another
advantage is the usefulness of studying a disease with a low occurrence or a disease with
high incidence of death or other serious sequelae in which some form of therapy should not
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be denied.” Disadvantages include usually overestimating the effect of the intervention* and
no guarantee that similar subject types, therapeutic procedures, or techniques are exactly the
same from one study period to the next.”

Historical controls are not used very often in published clinical trials, but are acceptable
in selected situations. For example, investigators of a clinical trial evaluated the efficacy and
safety of the direct thrombin inhibitor, argatroban, in patients with heparin-induced throm-
bocytopenia (HIT) or HIT with thrombosis syndrome (HITTS) and compared the results
with a historical control. Historical controls consisted of patients who met the same inclu-
sion/exclusion criteria who experienced HIT 4 years prior to the initiation of the trial. The
use of a historical control was appropriate in this study because at the time of the study, no
approved alternative therapy was available and a placebo control was deemed unethical.”*

An intervention under study is compared to a placebo in many clinical trials to document
and measure the pharmacologic effect of the intervention.” These studies are generally con-
ducted as a requirement by the FDA to document that drug therapy is better than no therapy
(placebo) for a given disease state (i.e., used to document cause and effect).” Those trials re-
porting a significant difference in effect of the intervention compared to placebo could be
used to support the use of the intervention in treating patients. Simvastatin was compared to
placebo to determine if the incidence of a death would be lowered in subjects with a history
of angina pectoris or myocardial infarction (MI).” Before this study was conducted, health
care providers did not have any information indicating that simvastatin would benefit or harm
this subject type. At the time this trial was designed and initiated, persons with angina pec-
toris or history of MI were not routinely treated with a 3-hydroxy-3-methylglutaryl coenzyme
A (HMG-CoA) reductase inhibitor (i.e., statin); thus placebo was selected as the control. But
the place in therapy for the intervention may be difficult to determine when placebo is the
control, since other drugs may be found to be better than the drug in question, on further re-
search. For example, in this case, although simvastatin lowers LDL-C greater than placebo,”
it is not directly known how simvastatin compares to other drugs that lower LDL-C based
solely on these trial results.

Not all clinical trials will have a placebo as the control group for various valid reasons.
For example, including a placebo as one of the groups in a trial may decrease the willingness
of subjects to participate; some may not wish to be treated with a placebo.” But more impor-
tantly, denying therapy that has been documented to reduce morbidity and/or mortality to
patients with selected diseases may be unethical. These studies would not include a placebo
as the control, but instead may use active therapy (i.e., standard therapy).™" Patients with
cancer enrolled in a clinical trial are prime examples where trials will not include a placebo as
the control.

Usually after the new therapy is compared to a placebo, a trial using an active therapy
(e.g., another medication) as the control is used to assess the difference in effect between the
groups. Readers should be aware that clinical trials with a placebo as the control, particularly
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those funded by the pharmaceutical industry, yield a larger treatment effect than if an active
therapy was selected as the control group.” For instance, the LDL-C lowering effect is ex-
pected to be significantly greater with a new statin versus placebo instead of another statin or
other lipid-lowering agent. Thus, the treatment effect may appear to be substantial versus
placebo, but could be minimally different from another active drug that was used as the con-
trol. Also, the possibility exists that the new treatment in fact may be inferior in efficacy
and/or safety compared to an active drug, even though the new treatment appears better in
comparison to a placebo.

An appropriate control needs to be included in the study for the trial results to be ap-
plicable for practice. The use of historical or placebo as the control is acceptable in some clin-
ical trials (as described earlier). Some studies may be designed with a control that may no
longer be the preferred treatment after the trial results are published. The study may have
been designed and initiated based on either recommendations of the FDA or before new
therapy recommendations were available. In the Carvedilol or Metoprolol European Trial
(COMET), carvedilol was compared to metoprolol tartrate (an immediate-release formula-
tion) in patients with HE* The study was published after a new metoprolol formulation
(controlled/extended release) became available. The new controlled/extended-release formu-
lation was documented to reduce mortality in subjects with HF versus placebo.®® Since
COMET trial investigators concluded that carvedilol reduces the incidence of mortality
greater than metoprolol tartrate, practitioners question the selection of this formulation as
the control. Also, practitioners were unsure of the proper interpretation of the trial results.
Unanswered questions remain as to whether the controlled/extended-release metoprolol for-
mulation would produce similar or different results as the COMET trial indicated **" It is im-
portant that an intervention in a clinical trial not be compared to an inappropriate comparator
(e.g., incorrect dosage, frequency, and agent known to be inferior to standard of care).” In-
stead, the intervention needs to be compared to an appropriate therapy.™ Thus, in clinical tri-
als using an obsolete therapy or non-first-line therapy as the control, results indicating that
the intervention is superior may not be easily applied into clinical practice since an appropri-
ate comparator was not used.

Also, investigators including a medication as the control need to use the dosing regimen
(i.e., dose and frequency) deemed suitable.” Standard references should be consulted to en-
sure that appropriate dosing regimens were included in the trial to reduce the chance of ob-
taining biased results. A trial concluding that a new analgesic relieved pain better than
morphine dosed 0.05 mg IV every 24 hours postsurgery in otherwise healthy adult subjects is
hiased because an appropriate morphine regimen was not used. However, at times investiga-
tors may not know the equivalent dosing regimen of the intervention relative to the control.
Investigators directly comparing rosuvastatin to atorvastatin, both 10 mg once daily for
12 weeks, reported a greater lowering of mean LDL-C with rosuvastatin (43% vs. 35%).%
Other studies comparing these two medications have reported that average LDL-C levels are
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similar with atorvastatin doses two times that of the rosuvastatin dose.* Thus concluding rosu-
vastatin is a superior LDL-C lowering agent to atorvastatin based solely on the results of a single
trial evaluating both agents dosed 10 mg once daily is incorrect. A more appropriate conclusion
is that these two agents do not have an equivalent pharmacologic effect on this dose.

INSTITUTIONAL REVIEW BOARD (IRB)/SUBJECT CONSENT

Research projects that use humans as study subjects must be approved before investigators
begin enrolling subjects into the trial. The IRB is the committee charged with ensuring that
the subjects are protected and not exposed to unnecessary harm or unethical medical proce-
dures. The name of the actual committee may differ from place to place (e.g., local ethics
committee), although the purpose of the committee remains to protect the study subjects.
This committee consists of both health care and nonhealthcare professionals. The rules and
regulations of human research require the study to be assessed prior to the initiation of the
project.

Another primary responsibility of the IRB is to approve the subject informed consent
form. Before agreeing to participate in a trial, each subject is presented with a subject in-
formed consent form that notifies the subjects of the study procedures, their rights and re-
sponsibilities of participating in the study, plus at least eight major points that include risks,
benefits, compensation, voluntary participation, and right to withdraw from the study without
any penalty. In addition to the content of the subject informed consent form, the IRB provides
investigators with suggestions on how to write the form in language that laypersons can
comprehend.” Additional information regarding clinical trial research can be obtained at
<<http://cancer.gov/clinicaltrials/learning/page3>> while information for IRB members
(i.e., training site) is at <<http://www.nihtraining.com/ohsrsite/IRBCBT/intro.html>>. Also,
the reader may refer to Chap. 18 of this book. According to the Uniform Requirements,
articles describing clinical trials using humans as research subjects are required to include a
statement that the research was approved by the IRB (or other committee that protects
subjects) and consent was obtained from the subject to participate in the research project.*
Trials not including this information should be questioned.

BLINDING

Since clinical trials measure differences in effect between groups, outside influences (i.e.,
biases) should be minimized. This is especially important in studies measuring subjective
outcomes (e.g., pain, depression scores). Blinding is a technique in which subjects and/or in-
vestigators are unaware of who is in the intervention or control group. Blinding techniques are
incorporated to reduce possible bias (defined as “Differences between the true value and
that actually obtained [are] due to all causes other than sampling variability”).?* Patients
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knowing that they are taking a placebo to reduce depression symptoms are very likely to report
no change or worsening of the disease. The results are biased since subjects knowingly are tak-
ing a substance that does not reduce symptoms. Therefore, blinding techniques are important
to reduce the influence of bias on measuring a difference in effect between the intervention and
control. Three types of blinding techniques can be used in a clinical trial (see Table 6-4). The
specific blinding type usually is dictated by the effect being measured during the trial.

Single-blinding and no blinding techniques are primarily incorporated in clinical trials
that have study objectives not conducible to blinding (e.g., surgery vs. medication). Some tri-
als may include a procedure that is difficult to blind (e.g., surgery) and it may not be ideal to
include a placebo procedure. Imitation surgery is not without risks as death or infection-
related complications are possible.” The use of placebo procedures to ensure a trial remains
blinded, which may increase the risk of adverse effects or other dangers, is controversial and
possibly unethical if the investigators do not thoroughly discuss the rationale for including
and/or not using other methods to blind the trial” A clinical trial designed to compare
surgery to a medication is an example of using no blinding methods since both the investi-
gators and subjects know which group the subjects have been assigned.

An example of single-blinding is that one group of subjects administered a medication
subcutaneously once daily versus the other group which took an oral anticoagulation med-
ication. The subjects were not blinded since the risk may outweigh the benefit of injecting a
saline solution subcutaneously (i.e., bleeding complications may develop in persons taking
an anticoagulant agent plus unnecessary injections). Since the investigators measure the oc-
currence of a blood clot, the subjects’ knowledge of which therapy they were receiving mini-
mized the influence on this outcome.

Double-blinding, where neither the investigator nor patient knows who is receiving
which treatment, is considered the “gold standard” blinding technique and is most com-
monly used in clinical trials.” As a general rule and regardless whether the outcome is a sub-
jective or objective measure, the study should be double-blinded. A clinical trial measuring an
objective outcome usually assesses other study outcome measures (e.g., therapy side effect

TABLE 6-4. TYPES OF BLINDING

Type of Blinding Definition

No blinding (open-label) Investigators and subjects are aware of the assignment of subjects to the
intervention or control group

Single Either investigators or subjects, but not both, are aware of the assignment
of subjects to the intervention or control group®

Double Both investigators and subjects are not aware of the assignment of
subjects to the intervention or control group?

Triple In addition to both investigators and subjects not being aware of the

assignment of subjects to the intervention or control group, trial personnel
involved with data interpretation are not aware of subject assignment??
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incidence and severity), which may be biased if double-blinding was not incorporated into the
trial. For instance, double-blinding was used in the WHI trial to not only minimize biases in
the objective measurements (incidence of CHD) but also subjective assessments (side ef-
fects) in those women assigned to CEE/MPE or placebo.”

In order to ensure that blinding remains intact, the therapy each group receives should
be exact in frequency of administration, appearance, size, taste, and smell and other vari-
ables. Studies that compare regimens taken once daily to twice daily will require the once-
daily group to take a placebo as the second dose (i.e., double-dummy).”® Double-dummy
methods are included in clinical trials when two therapies being compared are not the same
(e.g., different routes of administration and different formulations). Patients receive two for-
mulations, one active and one control, to ensure that blinding is maintained. For example,
investigators of a clinical trial evaluating the blood pressure lowering effects of amlodipine
(a tablet) and the combination product of amlodipine plus benazepril (a capsule) should ad-
minister amlodipine tablets plus placebo capsules to those subjects randomized to amlodip-
ine therapy and amlodipine/benazepril capsules plus placebo tablets to the other subjects. A
similar situation may present in clinical trials in which the formulations being compared are
administered via different routes. Investigators evaluating the efficacy of a once-daily oral
contraceptive tablet to an intramuscular contraceptive agent administered every 3 months
may allocate an intramuscular placebo to those patients randomized to once-daily oral con-
traceptive and a once-daily placebo tablet to those patients randomized to the intramuscular
contraceptive. Each patient receives a formulation that represents each therapy and both sub-
jects and investigators would be less likely to determine which formulation is active.

Sometimes it is necessary to triple blind a study. In addition to the trial investigators and
subjects, other personnel involved with the trial (e.g., data collection, analysis, or monitoring;
drug administration or dispensing) can have opinions regarding the outcome of the therapy
being studied based on their interaction with the subjects involved in the trial or their expe-
rience with the intervention and/or control being assessed. These opinions may cause inap-
propriate data collection, measurement, analysis, and/or interpretation of the results by the
study personnel. Also data collection personnel having a bias for or against the intervention
may not be as consistent in their data collection procedures if they know which group the
subjects were assigned. This may result in an inappropriate interpretation (e.g., overestima-
tion of the treatment effects) of the study results.'** Therefore, it is often necessary to
blind these other individuals (triple-blinding).

RANDOMIZATION

Randomization is a distinguishing study attribute that separates controlled clinical trials from
other study designs (e.g., case-control and cohort). A basic definition of randomization is “all
study subjects have an equal chance of being ‘assigned’ to either the intervention or control
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group.” Research has indicated that the results obtained from randomized trials are more
dependable than nonrandomized trials. An analysis of randomized versus nonrandomized tri-
als reported that on average investigators of nonrandomized trials overestimated the treat-
ment effects of the intervention compared to the control primarily due to bias.*! Even though
including randomization in a clinical trial is important for more reliable results, it is neces-
sary to remember not all randomized trials are without faults.

Subjects are eligible for randomization after meeting the trial inclusion criteria.!® They
are randomized so the investigators cannot purposely assign selected persons to one group
over another (i.e., sicker individuals in the control vs. less sick in the intervention group).
Randomization minimizes bias by lowering the potential for an imbalance of risk factors or
prognostic variations between the intervention and control groups.” A difference in effect
measured by a clinical trial may result from many causes, and treatment may be just one of
these. Disparities between the groups at baseline may cause a false result instead of measur-
ing differences in effect between the intervention and control.* Therefore to be assured that
the difference is truly due to the intervention, the groups need to be as equal as possible and
other outside factors that may affect the overall results of the trial need to be equally distrib-
uted between the groups.” Besides reducing bias,'®* an additional reason to include ran-
domization in a clinical trial is so that statistical tests are valid. Most statistical tests require
subjects to be randomized so that similar groups are being compared and selected statistical
tests can determine whether certain subject characteristics are equivalent between groups.*

Measuring differences in the effect between the intervention and control groups requires
that the groups to be as similar in as many characteristics as possible (e.g., age, gender, and
severity of illness) so that outside factors do not influence the results.” Baseline discrepan-
cies between the groups do not allow the true difference in effect between the intervention
and control groups to be measured and quantified. If unbalanced factors are present between
the two groups, the outcome measure is biased, and the treatment effect may be either
underestimated or overestimated.*

In general, an equal number of study subjects are randomized to the intervention and
control groups. At times, investigators may enroll an unequal number of subjects to the in-
tervention group versus the control group (i.e., 2:1 allocation). The purpose of this allocation
type is to gather more data/information regarding the intervention group versus the control
group. This unbalanced allocation may occur in a study comparing a new therapeutic inter-
vention to placebo to measure the pharmacologic effects and is considered to be acceptable.

Many randomization techniques are available and range from very simple to complex
processes. The nature of the study and outcomes measured influence the randomization pro-
cedure. Various methods are available that include random number tables and computer pro-
grams. The randomization procedures should be unbiased and unpredictable by not allowing
the subjects or investigators to know in advance to which group the subject will be assigned. 6%

Specific randomization methods include simple (i.e., coin toss), blocked, and stratified
(more advanced). Simple randomization is an easy technique to implement and includes
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assigning subjects according to some criteria (e.g., day of the week, subject birthday, or sub-
ject medical record number). But this method is not considered a proper randomization
method since the number of subjects in the groups can be imbalanced due to the technique.
If investigators assign all subjects with an office visit on a specific day of the week to one
group (i.e., control), then these subjects did not have equal opportunity to be assigned to
either group. This may lead to a reduction in the ability of the investigators to detect differ-
ences in effects between the two groups. Few trials use simple randomization techniques due
to the limitations of this randomization method.

Blocked randomization avoids group imbalances, but may complicate data analysis.
Blocked randomization occurs when subjects have an equal probability of being as-
signed to a block of an even size and, with this type of randomization, the number of sub-
jects in each group will be equal at some point in time. Investigators wanted to assure,
for example, that after every fourth subject was randomized, there were an equal num-
ber of subjects in the intervention (A) and control (B) therapy. A block size of 4 would
be used and the randomization order in which 2 subjects in the intervention group and
2 subjects in the control group would be assigned for every consecutive group of 4 subjects
entering the trial. All the possible combinations would be computed: AABB, ABAB,
BAAB, BABA, BBAA, and ABBA and one of these possible combinations is chosen at
random.?

A more sophisticated randomization procedure, stratification, is designed to achieve
similarities in both known and unknown baseline patient characteristics between the groups.
Selected factors are identified (e.g., age, smoking, presence of other disease states) and used
in determining which group the subjects will be assigned to, so significant imbalances of
these factors are not present among the groups, while all subjects with any specific factor
have an equal chance of being in each group.*

Persons randomizing study participants should be at a distant location so that they may
not be able to obtain any information that could bias the randomization process. Unduly in-
fluencing the randomization sequence by randomizing subjects to either therapy based on
some preference can occur through personal contact with the subject.” Thus to minimize
these issues, investigators may contact a central randomization center, which randomizes the
subject to either the intervention or control group. Investigators of all trials develop protocols
and criteria prior to the initiation of a study to unblind treatment in case the safety and/or
well-being of a subject is threatened.

ENDPOINTS

Clinical trials measure some effect caused by the intervention and control in order to compare
these groups.”®% All trials specify one effect caused by the intervention and control as the
primary endpoint, which can be referred to as “what did the investigators measure to
achieve the study objective?” Since significant time, money, and effort are devoted to
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conduct a clinical trial, researchers usually measure a primary endpoint plus secondary end-
points. These secondary endpoints are important, but not considered to be the primary pur-
pose of the study. The selected primary endpoint should be a routine and useful measure. %
For example, a trial evaluating the cholesterol lowering effect of a statin compared to placebo
selected a change in average LDL-C value, an appropriate measure, as the primary endpoint to
satisfy the study objective. However, measuring a change in serum creatinine between losartan
and captopril to improve HF symptoms® is not ideal since serum creatinine is not the predom-
inate parameter used in practice to monitor the progression or improvement in HF status.

Investigators may combine a group of endpoint measures into one primary endpoint,
referred to as a composite endpoint. The group usually consists of clinical outcomes related
to direct morbidity and mortality as opposed to a pharmacologic action (e.g., reduction in any
incidence of stroke/MI/CV-related death vs. lowering cholesterol levels, respectively). The
investigators select a group of endpoints that can occur during therapy that are considered
clinically important. For example, after experiencing an MI, a therapy is prescribed to reduce
the occurrence of multiple adverse outcome (i.e., reinfarction, death, and chest pain) and not
just one clinical outcome. The rationale for measuring composite endpoints is to measure an
overall effect of therapy, since one specific outcome cannot be deemed to be most important
for the study subjects.”%1%

The use of composite endpoints is not without debate.”*-1% The results of the individual
components of the composite should be reported separately and analyzed.*®!" Investiga-
tors may claim that the investigational therapy is better than the control based on the overall
result of the composite endpoint, even though the investigational therapy was shown to sig-
nificantly affect only one or a few (but not all) of the composite endpoint components. Also,
the most important component of the composite may not be affected by the intervention
under study.

The following example explains composite endpoints and issues encountered with
these. The investigators of the ESSENCE trial (Efficacy and Safety of Subcutaneous Enoxa-
parin in Non-Q-Wave Coronary Events) used a composite primary endpoint, which consisted
of death, MI (or reinfarction), or recurrent angina after 14 days of follow-up.' The incidence
of the primary endpoint was lower with enoxaparin (intervention) than unfractionated he-
parin (control) (16.6% vs. 19.8%, respectively; p = 0.02; see later portion of chapter for discus-
sion of p values) in patients with angina at rest or non-Q-wave MI. However, only one of the
three components of the composite endpoint was significantly different with enoxaparin, re-
current angina (12.9% vs. 15.5%, respectively; p = 0.03)./ As seen by the percentages, the ma-
jority of the primary composite endpoint (~78%) consisted of recurrent angina, which is the
least robust of the three outcomes.!® Although lowering the incidence of this event is clini-
cally important, this outcome is not as severe as death or reinfarction. The composite end-
point effect of enoxaparin appears to be superior to heparin, even though the incidence of two
of the three components of the composite endpoint indicates no difference between these
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two drugs. Enoxaparin was considered to be a useful therapy in this patient type, but further
research was recommended to determine if the therapy reduces the occurrence of death and
MI in these patients.!*

The primary and other endpoint definitions, plus valid measuring techniques, need to be
determined prior to the start of the clinical trial and incorporated in the study design.'* By
doing so, the investigators can be consistent throughout the trial in measuring the end-
points, thereby reducing study variances or biases. To illustrate, the WHI trial primary end-
point was CHD, defined as “acute MI requiring overnight hospitalization, silent MI
determined from serial electrocardiograms (ECGs), or CHD death.” In order to minimize the
disparities in diagnosing a patient with MI, investigators used an established algorithm
adapted from standardized criteria.”® If the reader is informed of the measurement types and
methods under investigation, he or she can judge whether practical methods were used to
measure the endpoints and can determine if the study can be replicated by future investiga-
tors or by individuals wanting to implement the trial results into practice on actual patients.
Furthermore, the internal and external validities of the clinical trial can be assessed. Endpoints
involving human judgment (e.g., need for coronary revascularization) can also contribute to
the complexity of analyzing and interpreting the study results if strict criteria or a blinded
clinical events committee designed to produce valid recommendations are not incorporated
and utilized during the trial.*®

FOLLOW-UP SCHEDULE/DATA COLLECTION/COMPLIANCE

A few important issues are considered here, First, a study should be conducted for an appro-
priate duration and second, data need to be consistently collected throughout the entire trial. A
magical number of weeks or months has not been established as a rule for all clinical trials, but
the length of the study (i.e., follow-up time) should be an ideal representation to answer the
question being researched.” Statins usually exert the maximum cholesterol lowering effect
after approximately 6 weeks of stable dosing.'” Thus, the results of a study directly comparing
atorvastatin 10 mg once daily to simvastatin 20 mg once daily for 6 weeks to compare the
LDL-C level lowering differences between these two agents would be considered acceptable.

A number of trials do not have an extensive follow-up time and the reader may have dif-
ficulty in interpreting the results for clinical practice. For example, in one study the antipsy-
chotic agent aripiprazole and placebo were administered to subjects for 4 weeks to determine
the efficacy of aripiprazole in treating psychosis.'® The investigators of the clinical trial de-
tected a pharmacologic effect of aripiprazole during this time period, but the clinical effects
and tolerability of the medication beyond this time period could not be assessed due to the
short duration of the trial. Considering the actual duration of aripiprazole and other antipsy-
chotic therapies for patients with psychosis exceeds 4 weeks, '™ the trial should have been longer
so that investigators could determine the long-term clinical effects of this drug in practice.
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Monitoring of the trial results at predetermined intervals is important throughout the
duration of the trial. The Code of Federal Regulations and Good Clinical Practice guidelines
for clinical research (www.fda.gov/oc/qcp/guidance.html) state that subject monitoring is re-
quired during the clinical investigation.” Larger trials may have a clinical trial investigator
subgroup who serve as the data and safety monitoring board members. These individuals are
blinded to the subject groupings and are responsible for reviewing the results obtained while
the trial is ongoing. Interim analyses of the study results may indicate that the intervention
produces either a favorable outcome or increased risk over the control before the established
duration of the study has been completed. Typically, the protocol for discontinuing the clini-
cal trial early is established prior to enrolling study subjects.”*

By stopping the study early after finding that the intervention results in significant harm
compared to the control, subjects randomized to the intervention would not be at a greater
risk for experiencing the harmful effects if a trial was allowed to continue. Conversely, if the
intervention was shown to be more beneficial than the control, investigators would be deny-
ing useful therapy to those subjects randomized to the control if the trial continued.” The
WHI trial was discontinued after an average of 5.2 years of follow-up because the health risks
exceeded the health benefits of continuing the trial.* When this study was discontinued pre-
maturely, investigators informed subjects of the therapy they received, results of the study,
and recommended discontinuation of the medication if they received the combination ther-
apy where harm was identified.""® In contrast, the U.S. Carvedilol Heart Failure Study was
discontinued earlier than originally planned because the results documented that carvedilol
decreased the occurrence of the primary endpoint (mortality) more than the control
(placebo). The investigators concluded that continuing the study placed the subjects ran-
domized to placebo at an increased risk of death.”

Prior to the start of the study, data collection methods are established. These should be
reasonable, in that extensive time and/or procedures are not required. By doing so, incom-
plete follow-up by trial personnel and subjects at each follow-up time can be minimized. In ad-
dition, investigators should ensure trial personnel are properly trained and have sufficient
resources to complete data collection.'™

Another data collection and follow-up issue is measuring the compliance of therapy in
the study participants. This includes medication pill counts, serum drug levels, or regular
follow-up communications (i.e., telephone conversations). Subjects not complying with the
therapy regimen may cause inaccuracies and less reliable data. Insufficient and/or inappro-
priate data collection methods and noncompliance usually lead to biased results that may
make the extrapolation of results to clinical practice difficult.!®

SAMPLE SIZE

Sample size (denoted by the letter n) refers to the number of subjects randomized into a
study and is of considerable importance to the validity of the study results. Financial and
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logistical limitations prevent all subjects with the specific inclusion criteria from being
enrolled into the study." For example, investigators want to evaluate a new drug to treat
hypertension. It would be virtually impossible to enroll all people with hypertension into this
clinical trial. In response, investigators will draw a representative group (i.e., sample) of indi-
viduals from all those with hypertension (i.e., population). Researchers do not wish to in-
clude too few or too many subjects in the trial. Obviously having only one subject each in the
intervention and control groups is insufficient to determine differences in effect between
groups since chance alone may be the reason for a difference found (if any) between the two
groups. On the other hand, having too many subjects can be excessive and may expose some
subjects to unnecessary treatment. The sample size should not be determined on the basis of
convenience, arbitrarily, or by the number of easily recruited subjects.!

The number of subjects to enroll in a clinical trial is dependent on the expected magni-
tude of difference in the endpoint effect between the intervention and control. The expected
magnitude of difference in effect between groups is estimated based on the results of previ-
ously conducted trials or other research results assessing the intervention. In general, an in-
verse relationship exists between the sample size and the effect size. A large sample size is
needed to detect a small difference in effect between the intervention and control outcome
while a smaller sample size is needed to detect large differences between the two groups.*!*?
A large sample size is needed to detect differences in blood pressure between two antihy-
pertensive therapies (small difference in blood pressure reductions) while a smaller sample
size is needed to measure the difference in relieving postoperative pain between morphine
and placebo (large difference in pain relief).

Researchers utilize various procedures from table/charts to hand calculations in esti-
mating the necessary sample size for a particular trial. " Regardless of the method selected
to determine the appropriate sample size, it must be calculated prior to initiating the clinical
trial. A study lacking a sample size calculation may be biased since the reader is not informed
of the basis on which the investigators determined the number of subjects to enroll. Also an-
other important issue is that the sample size is calculated based on the differences in the pri-
mary endpoint effect between the intervention and control groups. Investigators intending to
measure differences in effect for other endpoints besides the primary endpoint need to in-
clude this in the process of calculating the sample size. Clinical trials consisting of larger sam-
ple sizes can be considered more reliable in measuring and detecting true difference in the
effect (if it exists) between the intervention and control.!™ Consequences of a clinical trial not
having a sufficient sample size (i.e., too small or too large) are discussed later in the Type I and
Type Il errors section of this chapter.

The importance of an appropriate study sample size is exemplified in the following
example. Investigators conducted a small study (51 patients) to evaluate fenoldopam mesylate
compared with 0.45% sodium chloride infusion in enhancing renal plasma flow in patients un-
dergoing contrast angiography. Fewer subjects receiving fenoldopam developed a specific ad-
verse event (radiocontrast-induced nephropathy [RCN]) at 48 hours than those treated with
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0.45% sodium chloride infusion (21% vs. 41%, respectively).!* One primary contributor to the
large difference in the results was the small number of subjects enrolled; the incidence of RCN
is increased by 4% for each subject developing this outcome. Thus, even though the percent
difference was 20% (41% - 21%), this represents a difference of only five subjects developing
RCN. After the results of this large difference in reducing RCN incidence were released,
fenoldopam was frequently used in these patients.! However, the CONTRAST study (Evalu-
ation of Corlopam® in Patients at Risk for Renal Failure—A Safety and Efficacy Trial) was de-
signed to determine if fenoldopam reduces RCN in patients after receiving iodine-based dye
(i.e., during cardiac angioplasty)," but this study had a much larger sample size (157 patients
in the fenoldopam group and 158 in the placebo) compared to the previous study evaluating
fenoldopam therapy. At 48 hours, RCN incidence was 19.9% vs. 15.9% with fenoldopam and
placebo, respectively (p =0.45, which indicates no statistical difference). At 96 hours, incidence
was 33.6% versus 30.1%, respectively. Investigators recruited slightly greater than 300 subjects
to accommodate potential subject discontinuations. Based on the results of this clinical trial,
the incidence of RCN was actually higher with fenoldopam than placebo. By conducting
a study with a larger sample size, the treatment effect of fenoldopam was more accurately
measured compared to the study of only 51 subjects.

STATISTICAL ANALYSIS

Investigators of all controlled clinical trials statistically analyze the study results since the
data are collected from a sample of the patient population. Many statistical tests are available
and readers should be familiar with and have a basic understanding of those most commonly
used in clinical trials. Some statistical analyses can be easily conducted using simple com-
puter programs while others require specialized training and extensive skill. Typically, a bio-
statistician is consulted as one of the trial investigators to perform the statistical analysis of
the trial results,"*!'" although study results may be biased by using incorrect statistical
analysis, even with biostatisticians evaluating the data.'"®

The purpose of statistical analysis of the study data s to collect sufficient evidence to reject
the null hypothesis (Hy) in favor of accepting the research hypothesis (H;)."8 Prior to start-
ing the study, appropriate tests are selected based on the type of data that will be collected and
analyzed. Since the selection of statistical tests is dependent on the type of data,* an overview
of the types of data is presented here. There are four types of data (see Table 6-5)': nominal,
ordinal, interval, and ratio (the latter two are usually referred collectively as continuous).
Nominal data are categorical without any sense of order; these data can only be categorized
into one of the possible groups (e.g., either dead or alive, but not both). Nominal data are mutu-
ally exclusive, meaning that the data can be in only one group. Ordinal data (i.e., ranking) are cat-
egorical data with an intrinsic order, but do not have equal intervals between units. Pain severity
(or other type of subjective data) measured by a scale is a typical example of ordinal data.



CHAPTER 6. CONTROLLED CLINICAL TRIAL EVALUATION 169

TABLE 6-5. TYPES OF DATA

Type of Data Definition Examples

Nominal Categorical data Yes/no; alive/dead; colors of cars in a parking lot
Data placed in one category, into five categories of either red, white, blug, black,
but not more than one category or other

Ordinal Ranking, ordered Likert scale; visual analog scale

Interval Data with measurable equal Temperature in degrees
distances between points, Fahrenheit
but no absolute zero

Ratio Data with measurable equal Temperature in degrees Kelvin; blood pressure,
distances between points cholesterol levels, white blood count

and an absolute zero

A 5-point pain scale with a score of 0 indicates no pain while a score of 5 indicates severe pain.
A 1-point change in pain intensity on this 5-point pain scale is not necessarily the same from
1to 2 asfrom 4 to 5 on the scale. Interval and ratio data both have measurable equal intervals
between data points, but interval data have no absolute zero while an absolute zero point is ac-
countable for ratio data. Readers need to differentiate between the types of data to ensure that
correct statistical tests were selected in addition to the study being designed appropriately
with correct data collection methods. For instance, not only would blinding be included in a
trial that measured pain reduction (subjective outcome), but a validated technique to measure
and statistically analyze the change in pain scores is necessary.

The type of data collected also dictates the use of inferential or descriptive statistical
methods. Inferential statistics are used to draw conclusions based on the sample for the ap-
plication of the trial results on the population.'* In other words, data are analyzed to make
a conclusion of the study results from the sample that is then inferred to the population. De-
scriptive statistics describe the characteristics of the sample (e.g., average subject age, base-
line endpoint values, number of subjects with another disease present) and the results in
some studies (e.g., X% had an adverse effect). Descriptive data are typically presented as
measures of central tendency (e.g., mean [average], median, and mode) and/or measure of
variability (e.g., range, SD) (see Table 6-6).1 Refer to Chap. 10 for further information on
descriptive and inferential statistics.

Explaining the terms in Table 6-6 can be done best via an example of a trial in which the
change in LDL-C was measured. A total of 200 subjects were enrolled in a clinical study de-
signed to measure the reduction in LDL-C with a statin versus placebo. The LDL-C is mea-
sured in all subjects at the beginning of the trial. The values are then plotted using a
histogram (see Figure 6-1). For each subject with a specific LDL-C value, a mark is placed on
the graph for that value. As each subject with the same LDL-C value is plotted on the graph,
an upward column for that LDL-C value forms. If the sample of subjects was randomly taken
from the population, all the plotted LDL-C values would form a bell-shaped curve (also known
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TABLE 6-6. DATA PRESENTATION METHODS

Type of Data Mode Median Mean Range Interquartile Range SD
Nominal X
Ordinal X X X X
Interval and Ratio X X X X X X

NoTe: Mode: most frequently occurring data point; Median: midpoint of the data (point at which the data lie 50% above and
below); Mean: average of the data points; Range: officially the difference between the smallest and largest data point in the
data set, although usually described by listing the smallest and largest data points (e.g., “The range is from 5 to 97);
Interquartile range: difference between the scores at the 75th and the 25th percentile; SD: degree in which individual data
points deviate from the mean value of the data set.

as a normally distributed data set). After all LDL-C values are obtained, the values for the
terms in Table 6-6 can be calculated. As seen from the graph, the mode (most commonly oc-
curring LDL-C value), median (point at which 50% of the LDL-C values lie above and below),
and the mean (average) LDL-C are the same. In this data set, LDL-C of 145 mg/dL represents
these three measures of central tendencies. In addition, the range for the LDL-C values can
be determined by identifying the lowest and highest LDL-C value. The data also can be orga-
nized into quartiles, four groups containing 25% of the data points. The data are arranged
from the lowest to highest value; afterward the data points are divided into four groups: 25th,
50th, 75th, and 100th percentile. Therefore, a LDL-C value that corresponds to the 75th per-
centile would be in the upper limit of this third quartile of the distribution. In addition, the
upper limit of the 50th quartile would equal the median value for the data set. The interquar-
tile range is the difference between the scores at the 75th and the 25th percentile.'

Since many trials measuring the endpoint as continuous data will present the results as an
average (mean), a more detailed discussion of this measure of central tendency is warranted.

/ Mode, median, mean
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Figure 6-1. Histogram of LDL-C with standard deviation +15 mg/dL.
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Figure 6-2. Histogram of LDL-C with standard deviation +5 mg/dL.
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Using the LDL-C example, an average LDL-C value is calculated using all the measured values.
However, presenting only the average does not inform the reader of the diversity in the set of
values from the sample. Thus, standard deviation (SD) is calculated using all of the LDL-C values.
SD is presented with the mean value of the sample (e.g., 145 mg/dL +15, where the former
number is the mean and the latter number is the SD). The SD is important since the average
LDL-C from two distinct samples may be the same, but the dispersion of the LDL-C values may
be considerably different. Figure 6-2 displays another set of LDL-C values taken from a dif-
ferent sample of subjects. The average LDL-C value is the same as Figure 6-1, but the spread
of the LDL-C values is not very diverse away from the average LDL-C value.

The presentation of the average +SD allows the readers to calculate the percentage of
LDL-C values within portions of the graph. Figure 6-3 illustrates the distribution of LDL-C
within 1, 2, and 3 SD from the average in a data set that has normal distribution of the values.

o
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Figure 6-3. Histogram of normal distribution with standard deviations.
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Asarule, ~68% of the LDL-C values would be in +1 SD, ~95% in +2 SD, and ~99% in +3 SD. Using
Figure 6-1, the average LDL-C is 145 15 mg/dL. Based on these numbers, ~68% of the LDL-C
values are in the range of 130 to 160 mg/dL, ~95% between 115 and 175 mg/dL, and ~99%
between 100 and 190 mg/dL. In Figure 6-2, the mean +SD is 145 +5 mg/dL with correspond-
ing values of 140 to 150 mg/dL; 135 to 155 mg/dL; and 130 to 160 mg/dL, respectively. Notice
that even though the average of both LDL-C data sets is the same, 95% of the LDL-C values are
in the range of 115 to 175 mg/dL in Figure 6-1, but between 135 and 155 mg/dL in Figure 6-2.

Another example is presented to discuss the clinical usefulness of interpreting an aver-
age +SD. Alpha-adrenergic antagonists were first developed to treat hypertension. However,
men without hypertension receive these agents to treat benign prostatic hyperplasia
(BPH)." Physicians may be concerned that men will experience low blood pressure if these
agents are prescribed. In this example, the mean +SD DBP was reduced by 4 +1 mmHg in a
group of subjects treated with one of these class agents, which means that 95% of the men had
areduction in DBP between 2 and 6 mmHg. As can be seen, the SD allows for the readers to
assess more than just the mean for a set of data.

Although SD is commonly used, some investigators may present the standard error of
the mean (SEM), which is calculated as the SD divided by the square root of the sample size
(SD/Vn).121% Ag seen by this formula, the SEM is smaller than the SD, which implies a
smaller dispersion of the data points away from the average. Presenting SEM instead of SD
may occur when the investigators want the reader to interpret a small dispersion of the data
from the mean value instead of a large variance from the mean if the SD was presented. While
SD measures the deviation of the individual values from the mean of the sample, SEM mea-
sures the deviation of the individual sample means from the mean of the population.’® The
SEM identifies the variability in the population; 95% of the time, the true mean of the popula-
tion lies within two SEM of the sample mean.'® At times SEM is used appropriately (more
than one clinical trial) while at most times SEM is incorrectly presented.’® Readers should
be aware of these distinctions and interpret the data accordingly.

Inferential statistics are used to determine if a statistical difference is present between
the intervention and control groups. A p value is calculated based on trial results and statisti-
cal tests; afterward, the p value is compared to the alpha (¢) value established prior to the be-
ginning of the trial®* (see section “Statistical Significance versus Clinical Difference” for
further discussion, since it is necessary to discuss other issues first). The selection of the sta-
tistical test depends on the data being parametric (i.e., normal distribution) versus nonpara-
metric. Typically, continuous data are assessed via parametric statistics; common tests are
Student’s t-test, analysis of variance (ANOVA), and analysis of covariance (ANCOVA). Non-
parametric tests are used for nominal and ordinal data; examples are chi-square (y*) and
Mann-Whitney U test.”*** A multitude of other statistical analytical procedures are available.
An analysis of all research articles in six common pharmacy journals published during 2001
identified chi-square (y*), Student’s t-test, and ANOVA as the top three most common
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statistical tests used.’® Chapter 10 is devoted to a more in-depth discussion of statistical
analyses.

Other statistical terms encountered while reading clinical trials are unpaired versus
paired and one-tailed versus two-tailed statistical analysis. Comparing results between
groups is referred to unpaired analysis, while within a group comparison is a paired analy-
sis.’ For example, measuring the mean change in LDL-C from baseline to 12 weeks with
simvastatin would be a paired analysis. Analyzing the mean difference in the LDL-C reduc-
tion after 12 weeks between simvastatin and atorvastatin would be considered an unpaired
test. Two-tailed (also known as two-sided) statistical tests are used for trials in which investi-
gators are not sure in which direction the primary endpoint will be affected by the interven-
tion. These tests analyze the results in both directions, for positive or negative effects in
comparison to the control®® Two-tailed tests are more common because the direction of
change (and the degree) is not known.”® For example, a two-tailed test is used for an in-
vestigational drug compared to placebo to treat elevated LDL-C. The investigators do not
know the effect of the intervention on the LDL-C levels (i.e., the levels can increase or decrease
relative to the placebo). A one-tailed test is primarily used in a study in which the direction of
the effect of the intervention and active control (e.g., another medication, but not placebo)
are known or can go only in one direction. The intent of this study type is to measure more
precisely the difference in effect between the two groups. Some investigators have used a
one-tailed test to determine differences in LDL-C changes in patients receiving statins. Prior
research has documented the LDL-C lowering effects of atorvastatin and simvastatin being
compared to other medications or placebo. Since these research results are available, a one-
tailed test could be used to increase the statistical accuracy of detecting a difference in effect
between the two statins in lowering LDL-C.

TYPES | AND Il ERRORS/POWER ANALYSIS

A clinical trial is conducted to test a research hypothesis that a difference in effect exists be-
tween the intervention and control treatments. Before the trial begins, investigators develop
a null hypothesis (H; no difference between the groups) and research hypothesis (H;; a dif-
ference is present between the groups). The trial is conducted and the investigators measure
the difference in effect between the groups (if any). If a difference is present, this could ac-
tually be due to the intervention or happen by random chance.'*' Hypothesis testing is con-
ducted to examine how likely any observed difference between the intervention and control
would be due to chance if the H, were true. As the trial results diverge farther and farther
from the finding of no difference, the H, is rejected between the intervention and control
groups.'

Two types of errors are possible in hypothesis testing (see Table 6-7). A Type I error can
occur when the H, is falsely rejected and the H, is falsely accepted. Thus, the investigators
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TABLE 6-7. TYPE | AND TYPE Il ERROR POSSIBILITIES

Error Type Action/Decision Interpretation

Type | Statistical difference calculated, Ho is really true, but was rejected, which leads
even though it is not really present to a false-positive result. The probability equals
Reject Hy the a error rate. There is one reason for a Type |

error: chance

Type Il No statistical difference calculated, Hy is really false, but was accepted, which leads
even though there is one to a false-negative result. The probability equals
Fail-to-reject (accept) Hy the B error rate. There are two reasons for a

Type Il error: chance or small sample size

are stating a difference in effect was measured even though there really is no difference be-
tween the intervention and control groups (also known as a false-positive finding). *"'*!* On
the other hand, a Type II error can occur when Hj is falsely accepted and the H, is falsely
rejected. In this case, the investigators are stating no difference in effect is present between
the intervention and control even though there really is a difference between the groups
(also known as a false-negative finding) "> 2

Investigators attempt to control Type I and II error occurrences by setting limits on the
probability of these occurring. The only reason that a Type I error can occur is by chance.
Since no research is error proof, methods usually are developed to allow up to a 5% probabil-
ity that chance was the reason a difference in effect was measured between the intervention
and control. The process of setting the probability of a Type I error (false-positive result) to
occur no greater than 5% is termed as establishing the o value.""™" This is also referred to
setting the statistical significance to 0.05, but can also be phrased “significance level of 0.05”
or setting the ¢ rate at 0.05. Another phrase commonly used to establish the « value is
“p values < 0.05 are statistically significant.” This rate is the norm for most studies, but a few
trials may have o= 0.01. This latter rate indicates that the investigators are more stringent by
reducing the possibility of a Type I error to 1%. However, setting o= 0.1 is too relaxed and
permits the Type I error possibility to be very high (at 10%). The « rate is a measure of how
willing the researchers are to accept the chance of making a Type I error." With the « rate
at 0.05, this is indicating that in 1 of 20 trials, a difference in effect being measured between
the groups can be due to chance.™!! An o rate of 0.002 indicates that in 2 out of 1000 trials, a
difference in the measured effect between groups can be due to chance. Thus, the smaller
the p values, the less likely chance was the reason for finding the differences. Also, the
p value can be expressed as the probability of rejecting a true H,™! (this last statement to be
explained in the “Statistical Significance versus Clinical Difference” section).

The probability of making a Type Il error is referred to as beta (f)."**! Although inves-
tigators want to avoid a Type Il error, appropriately designed clinical trials allow this error (false-
negative) to occur no greater than 20% of the time."' Even though investigators want to avoid
making both a Type I and Type II error, they are more willing to make a Type II error than
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Type I error because a Type II error may be easier to determine than a Type I error."® Also,
Type L errors are more dangerous in terms of the possible direct effects on patients (see next
paragraph). Therefore, this is a reason the o rate is set lower than the ff rate. Investigators, in
designing the clinical trial, aim to balance the possibility of Type I and Type II errors knowing
that decreasing the probability of one error may increase the probability of the other error oc-
curring.

Making a Type I error means a difference in effect was measured by chance but really
no difference in effect exists between the two groups. The danger of using a therapy no dif-
ferent than the control is more serious when the control is a placebo versus an active therapy.
AType Il error indicates no difference was measured between the two groups. If the control
group is another therapy, then the intervention is shown to be no different. If the control is a
placebo, then the intervention may not be considered as a therapy to treat patients. Although
the false-negative result is a concern (i.e., a useful therapy may be not used), this is less se-
vere than a false-positive result (i.e., using a therapy that really is no different in effect than
the control but was found to be so by chance).

AType Il error can occur either by chance or small sample size in which the latter is usu-
ally the reason if the error occurs.'™ The ultimate goal of each clinical trial is to ensure that the
difference in effect size is properly measured between the intervention and control groups,
which require a sufficient sample size.” One method for investigators to ensure that a sufficient
number of subjects are enrolled in the trial is by conducting a power analysis. The power of a
study is defined as the ability to detect a difference in the outcome between the intervention and
control if a difference truly exists. Power is calculated from the f error rate (power = 1 - f) 121%
As seen from this formula, the lower the f error rate, the higher the power. Increasing the
sample size then reduces the § error rate, increases study power, and reduces the chance of a
false-negative result." In addition, the magnitude of difference in the effect that can be detected
between the intervention and control groups is related to the sample size: smaller differences in
the effect between the intervention and control can be detected with larger sample sizes. 2

Another factor important to ensure a clinical trial has the power to detect differences in
effect is estimating the absolute difference in the effect (6) between intervention and control
groups.” This value is not as easily determined as the two other rates; the §is usually based
on prior preliminary research results or even consensus discussion among the researchers
(i.e., educated guess)."? For example, a study was conducted to answer the study question “is
the incidence of radiocontrast-induced nephropathy (RCN) reduced with fenoldopam versus
0.45% sodium chloride infusion (placebo control)?” The incidence of RCN was estimated by
the researchers to be reduced from 30% with the control to 15% with fenoldopam (6 = 15%)
from the results of smaller studies evaluating fenoldopam.'>

As seen earlier, the sample size needed is influence by the e, 5, and §values. The purpose
of the sample size calculation is to provide sufficient power to be able to reject H, established
for the clinical trial primary endpoint if it is false and should be rejected.” Hopefully, a clinical
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trial with an appropriate sample size will not lead to erroneously detecting a difference in ef-
fect when there is no real difference (Type I error), but also have a degree of certainty that the
true difference in effects was not missed (Type I error).!! A trial having an appropriate sam-
ple size increases the precision of estimating the difference in effect of the intervention com-
pared to the control.”® The total number of subjects completing the trial should be similar to
the actual sample size calculation for the study to have appropriate power.!* Normally, the in-
vestigators will increase the sample size by some factor above the number calculated to be
necessary (i.e., 10%) to account for subject attrition and therapy noncompliance.

After the methods section, the results of the clinical trial are presented. This section contains
primary and secondary endpoint results and other useful information. Again this section is
to be critically appraised to verify if the study objective was met, based on the data, and to
evaluate the other types of outcomes that may have occurred. Normally tables, charts, fig-
ures, or other illustrative forms present many of the results, which can expedite the un-
derstanding and analysis process.

SUBJECT DEMOGRAPHICS

The first type of information provided in the results section describes the subjects actually
enrolled and randomized in the clinical trial.” A general overview of the average subject is de-
scribed, usually presented in a table of baseline information.'”” Typical information in the
table includes average age, male to female ratio, disease states, and/or drug therapy among
the study participants at the time of study enrollment. In addition, any complicating factors
that can affect the endpoints or trial outcome may be described, such as the number of sub-
jects who smoke, the amount of caffeine intake and so forth.

The patient baseline demographic data need to be compared between treatment groups to
ensure that the groups are as similar as possible. The groups should not have any significant
differences if proper randomization techniques are incorporated by the study investigators; but
a few differences can still occur due to chance.”® Significant dissimilarities between the groups
that could contribute to differences in the outcome between the groups need to be closely scruti-
nized. If the patient baseline differences are substantial, a confounding variable is present and the
study investigators must analyze the results to determine if these differences have affected the
outcome of the study. Otherwise, the results may not be applicable to practice.™

An example of baseline subject demographics is illustrated by the selected WHI trial
patient information: average age 63.3 years, 84% Caucasian, 74.1% never used hormones in
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the past, 36.1% were treated for hypertension, and 19.6% were taking aspirin (>80 mg/day).
Over 25 baseline subject demographics were listed in the trial and only one was significantly
different between the women taking CEE/MPE versus placebo: history of coronary artery
bypass graft/percutaneous transluminal coronary angioplasty (CABG/PTCA), 1.1% versus
1.5%, respectively.® Although a difference is present, clinical judgment suggests that the
magnitude is not great and this would not significantly alter the study results in favor of one
group. Although the WHI trial was randomized, a few differences in subject demographics
still occurred, mostly due to chance.

SUBJECT DROPOUT AND COMPLIANCE

After the baseline subject information, data regarding the follow-up (.e., subject dropout) and
compliance should be presented. Not all subjects randomized in a clinical trial will complete
the entire duration, at which time they are then termed a study dropout or stated to be lost to
follow-up.” Reasons vary for discontinuing study participation, including lack of desire to con-
tinue, subject relocation (i.e., moving to another city), subject violating study protocol, side ef-
fects, and death. Also, not all subjects will be compliant with the therapy. Not accounting for
the number of dropouts and noncompliance can have an affect on the trial results.®****! Thus,
investigators need to report the number of subjects and major reasons for discontinuing the
study, compliance rates, and the techniques of assessing the data for the readers to draw ap-
propriate conclusions about the intervention understudy and subsequent trial results.

The impact of dropouts on the overall study results is dependent on the magnitude of
subject discontinuations. A few subjects dropping out of the study may not cause a substan-
tial difference in the results, whereas a sizable percentage may alter the study results signif-
icantly. No threshold of dropout rates has been established that deems the trial results to be
of no clinical value. The overall effect of the dropouts on the significance of the trial results is
dependent on the trial endpoints and reader interpretation. An example of dropout rates af-
fecting trial results follows. A hypothetical clinical trial had 100 patients each in the interven-
tion and control groups, all who had an infection. At study end, patients in the intervention
group experienced greater infection cure rates (75% vs. 40%). However, 60 patients discon-
tinued the intervention compared to only 10 patients from the control due to side effects and
these data were not included in the overall study results. If all subjects were included in the
analysis (counting the dropouts as therapy failures), the cure rate would be lower in the in-
tervention than control group (30% vs. 36%). This illustrates the importance of reporting re-
sults for all subjects enrolled, not just those completing the clinical trial.

Frequently, the study results will be analyzed using data collected from all randomized
subjects, regardless of whether they completed the entire study duration (i.e., results from
dropouts are not discarded, but are considered to be treatment failures). This technique is re-
ferred to as the intention-to-treat (ITT) principle. Even in cases where the subject may have
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only taken one dose of the medication under investigation, these results are still included in
the ITT analysis. The advantage of the ITT analysis is that this analysis better mimics real-life
application of an intervention into practice because similar to real life, all subjects in a clinical
trial may not complete therapy as prescribed.®*! But a concern with the ITT analysis needs
to be recognized. Data from the subjects discontinuing a trial early may bias the analysis,
which is of considerable importance for an endpoint measurement that worsens over time
(e.g., cognitive function in subjects with dementia). The last score obtained in a subject dis-
continuing the trial early may suggest a better response than the last score obtained if this
subject discontinued later in the trial. Analyzing data that were collected from a subject
discontinuing the trial soon after it began may suggest a better outcome than if this subject
discontinued later in the trial.*

At times, the study results are analyzed via ITT and the per-protocol (PP) procedure.
The latter term refers to analyzing data only from subjects completing the trial. The advan-
tage of this technique is for determining the effects of the intervention in subjects that fol-
lowed the study protocol and completed the entire course of therapy.

An example of analyzing study data according to ITT and PP methods follows. The West
of Scotland trial reported the ITT results of pravastatin lowering mean LDL-C by —15.8% com-
pared to —26.3% via the PP analysis (from a baseline of 190 to 160 and 140 mg/dL, respec-
tively). The change for the control group, placebo, was virtually unchanged, as expected.'*
Both the ITT and PP results can be useful to apply into practice; a subject meeting the inclu-
sion criteria of this trial who is compliant and correctly taking pravastatin may achieve on av-
erage a LDL-C lowering of 26%, while as a whole this value would decrease by an average of
16% in the group of patients treated with this medication.

Clinical trials including only the PP results are to be scrutinized more because results
from all subjects are not assessed. In certain situations, PP analysis is appropriate. PP analy-
sis may allow estimation of accurate treatment effects for patients who have completed the
study. But the reasons for the subjects still discontinuing is required in interpreting the PP
analysis. Assessing the results only via PP in a trial that had the majority of subjects discon-
tinuing due to adverse drug effects leads to overestimation of the results. If the subjects dis-
continued the trial due to relocating to another city, then analyzing the trial results via PP is
not affected as significantly as in the prior case. Investigators not accounting for discontinua-
tions directly caused by the therapies leads to biased results since these subjects can be
counted as treatment failures but are not.

ENDPOINTS AND SAFETY

A critical component of the results section is the primary endpoint results. These results can
be displayed as tables, graphs, or other illustrations. The information should be presented
clearly and completely, using clear and unbiased methods. In addition, the investigators need
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to explain the results and present p values. Results of secondary endpoints follow and are
presented in a fashion similar to the primary endpoints; however, endpoints other than
the primary endpoint may not be adequately powered to detect differences in effect be-
tween the intervention and control. Therefore, if statistically significant results occur
with these other endpoints, the results may be due to chance. Other endpoints should be
adequately powered to draw meaningful conclusions regarding use in practice.”

One issue to consider in evaluating the results in some clinical trials is whether medica-
tion dosing titration is allowed in the methods. The final medication dose of one group may
be maximized while the other group did not require maximum doses. The investigators may
make a conclusion based on misleading information. An example is a hypothetical trial be-
ginning with losartan 50 mg once daily. The dose is increased to 100 mg once daily and hy-
drochlorothiazide (HCTZ) 25 mg once daily can be added so that goal DBP of <90 mmHg is
achieved. The control group received amlodipine 5 mg once daily; the dose also could be in-
creased (to 10 mg once daily) and HCTZ 25 mg once daily could be added. Approximately
85% of patients randomized to losartan also received HCTZ while only 45% randomized to am-
lodipine received HCTZ. The investigators concluded that losartan was as effective as am-
lodipine in achieving goal DBP even though a disproportionate number of subjects received
the maximum losartan dose plus HCTZ compared to amlodipine and only 15% of the losartan-
treated subjects received monotherapy versus 55% of the amlodipine-treated subjects. The
final losartan and amlodipine doses need to be assessed in regards to the number of subjects
receiving the higher medication dose and those with HCTZ. The number of patients who re-
ceived HCTZ should also be assessed to determine if clinically meaningful results can be
drawn between losartan and amlodipine despite differences in doses and HCTZ therapy.
Readers should be cautious in accepting the investigator conclusion that two drugs are equal
in effect in a trial with methods that allow dose titrations and/or additional medications
added to therapy without analyzing the final doses.

Safety assessments or tolerability of all therapies should be included in the results
section.” Investigators need to implement valid methods of defining, collecting, and analyz-
ing these results. As with the secondary endpoints, the study may not be powered suffi-
ciently to definitively quantify the safety/tolerability of the intervention. In addition, the
frequency and severity of these results may be dissimilar to those observed in clinical prac-
tice. Investigators are required to monitor the subjects closely and collect these data.* Other
factors to be considered include the clinical trial duration, limited sample size, and exclusion
of selected subjects from being enrolled into the trial.

Surrogate Endpoints

Investigators of some clinical trials select a primary endpoint that can be classified as a sur-
rogate endpoint,™ which is described as “a measure of the efficacy of a treatment can be de-
fined as laboratory values (e.g., HDL-C/LDL-C), symptoms (e.g., pain), or clinical parameters
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(e.g., blood pressure), which are employed as a substitute for a clinical endpoint (e.g., morbidity,
mortality). Here it is assumed that changes in the surrogate endpoint can be directly trans-
lated into changes in the definitive clinical endpoint.”® The primary reason surrogate end-
points are selected for clinical trials is to quickly measure an effect at a lower expenditure.'*®
Also, surrogate endpoints are measured instead of clinical endpoints due to a lower clinical
trial financial burden and shorter time commitment. The established efficacy and other data
collected from trials measuring surrogate endpoint provide the rationale for larger trials with
clinical endpoints (i.e., MI, stroke, and death).” The following conditions should be fulfilled
before a surrogate endpoint is considered as a valid substitute for a clinical endpoint: conve-
nience (easily and readily assessable); well-established relationship between the surrogate
and clinical outcomes; and determination of clinical benefit as a result of changes in the sur-
rogate endpoint.'®

An example of a surrogate endpoint is a reduction in mean LDL-C levels. In a study
comparing atorvastatin and simvastatin, the mean change in LDL-C was measured after
6 weeks of therapy.”® Lowering LDL-C is considered a surrogate endpoint because even
though atorvastatin lowered mean LDL-C levels slightly more, this difference cannot be ex-
trapolated to indicate that atorvastatin is better than simvastatin in reducing CV adverse
events (e.g., MI and CV death). A study to document which statin to select in treating pa-
tients would require a few years, rather than 6 weeks of therapy, and many more patients
than the 1300 enrolled in this study to measure LDL-C lowering differences. The use of the
surrogate endpoint allows a quick comparison that may lead to longer trials that will deter-
mine the clinical benefit.

The primary limitation of surrogate endpoints is illustrated by the following example. In-
vestigators of the WHI trial documented a reduction in mean LDL-C levels, which did not cor-
respond with a lower incidence of adverse CV events. Change in mean LDL, total, and HDL
cholesterol levels were greater (-12.7, -5.4, and +7.3%, respectively) from baseline with
CEE/MPE than placebo. However, the incidence of CHD was higher with CEE/MPE (0.39% vs.
0.33%).2% Thus, the use of surrogate endpoints to support benefit in clinical outcomes is not
always guaranteed.

SUBGROUP ANALYSIS

Investigators often analyze the results of subsets of the study subjects as divided into various
groups that often include gender, age, and presence of diseases or other complicating factors
(i.e., diabetes vs. no diabetes)."™” Reasons to analyze the results in these subgroups vary, but
usually relate to providing additional information in these specific patient types as opposed to
just the overall trial results from all the randomized subjects. The WHI trial investigators con-
ducted multiple subgroup assessments. The investigators evaluated the primary endpoint ac-
cording to various demographics that included age, aspirin use, race/ethnicity, and statin use.*
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Another example of a subgroup analysis is elderly patients (>65 years of age) enrolled in trials
evaluating the reduction in the risk of adverse events (e.g., MI and stroke) with statins.

Although the investigators may be able to obtain more information from a trial by using
subgroup analysis, limitations and other issues need to be recognized 245713 A few prereq-
uisites should be present before subgroup analyses are conducted. First, the clinical trial should
be well-designed with sound study methods. Subgroup analysis results from flawed studies may
be of no importance. Second, the investigator may have conducted a multitude of subgroup
analyses and only reported the statistically significant results. As the number of statistical evalu-
ations increases, the likelihood of finding a statistical difference by chance alone increases.
Therefore, multiple subgroup analyses should be avoided. Third, the power of the assessment
is reduced, since results from a smaller number of subjects are analyzed as compared to the en-
tire trial sample. Reduced power may lead to false-positive results.”*”** Fourth, the primary
endpoint should be statistically significant before subgroup analyses are conducted; otherwise
investigators may be searching for statistically significant results.'* Fifth, the subgroup analy-
ses should be defined prior to the initiation of the trial and have documented justification to be
conducted (e.g., past studies results suggest an effect in this group). Also, the ITT data are pre-
ferred for these evaluations since subject discontinuations may not be balanced between the
two groups. Sixth, outcomes that can be influenced by either the intervention or control (i.e.,
compliance) should not be selected for a subgroup analysis. Lastly, the reader needs to review
appropriate subgroup analysis, but keep the primary endpoint as their focus.™

The reader should recognize both positive and negative features of subgroup analyses.
Further details of the trial results in a specific patient type are provided and may be the justi-
fication to conduct clinical trials with a larger sample with just this subject type. For instance,
the PROSPER study was the first study to evaluate a statin (pravastatin) specifically in the el-
derly to reduce adverse events (primary endpoint measured as a combination of definite or
suspected death from CHD, nonfatal MI, and fatal or nonfatal stroke). Prior clinical trials eval-
uating reduction of clinical events (e.g., MI, death) with a statin enrolled few elderly subjects.
Analysis of the results in only the elderly subjects of these trials suggested statins were clin-
ically useful for this patient type. Thus, investigators conducted a specific clinical trial in
which elderly men and women between 70 and 82 years of age with a history of, or risk fac-
tors for, vascular disease (e.g., coronary, cerebral, or peripheral) or at risk (e.g., hyperten-
sion, diabetes, and smoking) were enrolled. The incidence of the primary endpoint was lower
with pravastatin than placebo (16.2% vs. 14.1%; p = 0.014)."*¥The results of this study provided
the evidence to prescribe a statin (specifically pravastatin) in this patient type, instead of ex-
trapolating this decision on subgroup analysis of previous statin studies that included elderly
individuals (but not as the primary subject type).

However, subgroup analysis limitations need to be recognized. Overinterpretation of
subgroup results can occur, usually because the overall study results did not demonstrate
the desired difference in effect as expected by the investigators.'*! The sample size included
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in a clinical trial is based on the primary endpoint for all enrolled subjects. Reducing the
sample size via a subgroup analysis can lead to a positive result that may have occurred by
chance.™ 3138 Ap {llustration of this effect was documented by the African American An-
tiplatelet Stroke Prevention Study (AAASPS),'* which was conducted in response to the
subgroup analysis of Ticlopidine Aspirin Stroke Study (TASS).!*! The TASS investigators
documented a lower incidence of nonfatal stroke or death from any cause in subjects with
recent transient or mild persistent focal cerebral or retinal ischemia taking ticlopidine
compared to aspirin (17% vs. 19%; p = 0.048). In addition to this overall study result, the in-
vestigators reported fewer cases of stroke and death with ticlopidine compared to ASAin a
subgroup analysis of African Americans enrolled in this trial. The AAASPS results docu-
mented a slightly higher incidence of the composite endpoint (recurrent stroke, MI, or vas-
cular death) in patients taking ticlopidine compared to aspirin (14.8% vs. 12.4%; p = 0.12).
Although the study designs of these two studies were not identical, the AAASPS results
serve as an example to the limitations of selecting therapy based on subgroup analysis.
Thus, practitioners should be aware that although subgroup analysis may document
greater benefits in selected individuals, the differences in effect may be due to chance or
other factors.

ANCILLARY VERSUS ADJUNCTIVE THERAPIES

Clinical trials are designed to have identical groups with the only difference between the
groups being the assignment to the intervention or control. At times, the study design may
allow ancillary therapy to be included, in which subjects can take another therapy that can
distort or interfere with the results. The effect of the ancillary therapy on the study results
needs to be assessed and included in the study evaluation. However, readers should not con-
fuse ancillary therapy with adjunctive therapy. Some studies may include in the methods an
adjunctive therapy, which all participants receive, while ancillary therapy is not equally dis-
tributed between the intervention and control groups. Thus, any significant difference in ef-
fect between the outcomes measured between the groups should be due to the therapies
under investigation, not the adjunctive therapy. An example is a study comparing atorvas-
tatin with simvastatin to lower LDL-C, where each patient has to follow a specified diet.*®
Although this diet can lower LDL-C, all patients are receiving the diet and any effects of the
diet on the LDL-C change should be similar between the groups. However, ancillary therapy
with antacids (amount not regulated, patient takes as many as they wish) in a study com-
paring heartburn relief between esomeprazole as needed versus lansoprazole taken every-
day can lead to biased results.!*? At the end of the study, esomeprazole relieved heartburn
symptoms better between the two groups, but the investigators did not report the antacid
amount consumed by patients in either group (i.e., the average daily intake could have been
8.2 tablets vs. 1.2 tablets for the esomeprazole vs. lansoprazole group, respectively).
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Antacids can reduce heartburn symptoms, but a significant imbalance may have been
present between the two groups, which could be the reason esomeprazole was reported to
relieve symptoms better.

Another type of ancillary therapy may be present in clinical trials, particularly as a res-
cue therapy. Rescue therapy is used to achieve a desired endpoint/outcome when the inter-
vention under investigation fails to produce the desired outcome. This additional treatment
can cause the measured outcome to be achieved, but needs to be measured separately
from those subjects not receiving the rescue therapy. For instance, a medication (e.g.,
Headache B Gone) may be evaluated in a clinical trial to relieve migraine headache pain.
Those subjects not having pain received by Headache B Gone are to take rescue therapy,
(i.e., another pain reliever). Although the pain was relieved after the rescue therapy, the
overall number of subjects meeting the endpoint (pain relief) from the intervention or con-
trol should not include the subjects taking rescue therapy. Those subjects achieving pain
relief with the rescue therapy are to be reported separately. Otherwise, the results would
be biased since the total number of subjects with pain relief is not based upon only the
intervention vs. control.

The primary purpose of discussion/conclusion is to evaluate and interpret the results of the
clinical trial. The investigators should begin with a summary of the key findings of the study.
Potential explanations of the study results should be addressed. The investigators should dis-
cuss the internal validity and external validity.? The investigators should also interpret the
trial results in comparison with results of other similarly designed studies. Also, the trial may
be discussed in comparison to other trials assessing the intervention or the disease state
under investigation. Furthermore, the clinical trial limitations are identified and discussed.”
Even though all clinical trials have limitations, these may vary from minor to those that seri-
ously hinder the usefulness of the results. The discussion section should also address the
clinical importance of the clinical trial results and how these results should be used in prac-
tice. All of this information should allow the reader to understand the application of the clini-
cal trial results in practice. However, this section needs to be read just as carefully as the
other clinical trials sections. This section can contain biased wording. In addition, only se-
lected items may be discussed in relationship to the clinical trial.”

The investigators should ensure that strategies are included within the study design to
minimize biases that may occur. Some of the strategies can include blinding, randomization, and
appropriate inclusion/exclusion criteria. In addition, investigators should not be biased in inter-
preting the results of the trial. Readers should determine the degree to which the study results
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compare with patients encountered in practice. One of the most commonly cited criticisms
of clinical trials by clinicians is the lack of external validity of the trials and this may be one
explanation for the under use of reportedly favorable treatment options in clinical trials by
clinicians.'* Although some investigators may report beneficial results of an intervention under
investigation, the patient population in the clinical trial may be so dissimilar to patients encoun-
tered in practice that clinicians are not convinced that the favorable results may be beneficial in
their patient population. Several issues may potentially affect the external validity of the clinical
trial and should be evaluated to assess the effects of the results in practice. These include the
setting of the trial, selection of patients, characteristics of randomized patients, differences be-
tween the trial protocol and routine practice, outcome measures, follow-up, and adverse effects
of treatment.'®® If the characteristics of the patients and setting are very different from those
encountered in practice, the clinical usefulness of the reported information may be questionable.

Study strengths and limitations should be addressed in the discussion section. Potential
limitations may include small sample size, short duration of the study, endpoint assessment
techniques, or other factors that hinder the clinical usefulness of the study. The investigators
should also address methods to circumvent trial limitations in subsequent clinical studies.
Although there is no minimum or maximum limitation number that investigators should
address, a thorough discussion of the limitations should be provided so that readers can
determine the applicability of the trial results to their patient population.

Comparison of the current study to previous studies should be conducted. According to
the results of one study, discussion sections of trial reports were lacking complete analysis of
previous clinical trial results.'* A total of 33 randomized trials were identified in 19 issues of
leading medical journals (e.g., Annals of Internal Medicine and JAMA) in May 2001. The authors
of four reports claimed that their study was a the first of its kind study; however, reports of
similar trials were located for one of these studies. In three of the reports, systematic reviews
of earlier trials were mentioned; however, no attempts to incorporate the results of the new trial
with the existing results were identified in the remaining 27 reports. The results of other trials
should be included to allow the reader to assess the results of the current trial in context to
previous trial results. The readers can determine if the study was the first study that adds sub-
stantial information to the wealth of knowledge surrounding a topic or a me-too study that adds
no new information to existing knowledge. The discussion section should also address future
concerns and unanswered questions.

The conclusion section should provide an overall research recommendation to the read-
ers. The investigators’ conclusion should focus on the primary endpoint results, especially if no
statistically significant differences between the intervention and control groups were observed,
rather than favorable, secondary endpoint results. Conclusions should be limited to only that
information discussed in previous sections of the trial; no new information should be discussed
in this section. Also, the conclusions should be aligned with the results of the trial. Investigators
should not make erroneous conclusions that are not supported by the results of the trial.
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STATISTICAL SIGNIFICANCE VERSUS CLINICAL DIFFERENCE

Once the clinical trial is completed, the investigators calculate a p value for the endpoints
using the collected study results and statistical tests. The p value is an abbreviation for prob-
ability value and is compared to the o value established prior to the beginning of the clinical
trial that serves as a benchmark against which p values are compared to determine if statis-
tical significance is present. Also, since the entire population is not included, the investigators
have to estimate the difference in effect from the sample."311%14° Without statistical analysis,
the likelihood of chance being the reason for any measured difference in effect is not known.!*
A p value for the primary endpoint that is less than the « value indicates that the Hy is
rejected and a statistically significant difference is declared between the intervention and
control groups. This also indicates that chance alone was not the likely reason that a differ-
ence in effect was measured. H, is accepted (failed-to-be-rejected) with a p value equal to or
greater than the o value and no statistically significant difference is declared. %1%

Statistical significance does not automatically mean a clinical difference in the effect be-
tween the intervention and control groups.'® (See next section regarding the assessment of clin-
ical difference.) The reader needs to make a decision to determine if the intervention is worth
using instead of the control therapy, which can be dependent on the judgment and experi-
ences of the reader. Not all statistically significant studies have clinically different results (see
Figure 6-4). A p value less than the « value only represents the probability that a true H, has
been rejected. In other words, the p value can be translated into “what is the probability of the
difference in the effect between the intervention and control due to chance?”"® Lower p values
indicate a lower probability that chance could be the reason a difference in effect was measured
between the intervention and control. Alternatively stated, “what is the chance of observing this
difference if there really was no difference between the two groups?”™ Recall that a Type I error
is possible after rejecting the Hy; the results may be statistically significant due to chance.

Another paramount issue in understanding clinical trials is that the p value does not ex-
press the magnitude of difference in the effect between the intervention and control.!” Sta-
tistically significant results signify that the alternative hypothesis (H,) is accepted; H; states
that the difference in effect is not equal between the intervention and control. H; only states
that a difference in the effect is present between the intervention and control. The reader
cannot conclude that a clinical difference is present between the intervention and control
groups solely on a p value less than ¢!

In addition, specific p values should be stated in the text of the article (i.e., p = 0.0012
instead of p < 0.05) to be more informative and helpful to the reader.™* Also, all p values
should be presented in conjunction with the endpoint results (i.e., “The clinical trial concluded
that drug A lowered mean DBP more than placebo, -12 vs. -3 mmHg, respectively (p=0.001)"
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Locate p value for study result

!

p value < a priori alpha value (i.e., 0.05)

Yes (i.e., p=0.02) No (i.e., p=0.3)
Statistical significance No statistical significance
Reject Hy Fail-to-reject (“accept”) Hy
Assess possibility of: l
Type | error Type Il error
Clinical difference? No clinical difference
No Yes

l

Use actual clinical trial results
and/or 95% CI” (if presented)

Assess clinical meaning Assess clinical meaning
of trial results (i.e., although of trial results (i.e., although no
results are statistically significant, clinical difference present,
may not be clinically applicable) results may still be clinically
applicable)

*95% Confidence interval.
Figure 6-4. Determining statistical significance, clinical difference, and clinical meaningfulness.

as opposed to “The clinical trial concluded that drug A lowered mean DBP more than placebo
(p =0.001)"). Readers encountering p values presented without the endpoint results should
consider this a red flag. This situation should prompt the reader to ask “were the endpoint
results not presented with the p value because the actual difference in the effect was mini-
mal?” Without the endpoint results being presented, only statistical significance can be con-
cluded with the p value; clinical differences in the effect cannot be assessed without the
accompanying endpoint results. See the next section for further discussion of this issue.

ASSESSING CLINICAL DIFFERENCE

This step of analyzing and critiquing a clinical trial begins with p values less than the o value
(see Figure 6-4). An important step in assessing clinical differences in effect between the
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intervention and control is to analyze the magnitude of difference between the endpoint
results."®6 However, no magic formula is available to conclude whether clinical difference
exists between the intervention and control."** The process of a reader concluding a clinical
difference is usually based on clinical knowledge and experience and may be relative in the
reader’s opinion to whether clinical difference is present or not. For example, an antihyper-
tensive therapy lowers mean DBP by 14 mmHg versus 3 mmHg with placebo in subjects with
amean baseline DBP of 98 mmHg. In this case, the results are clinically different due to 11 mmHg
average difference and subjects are achieving goal DBP values from baseline (<85 mmHg).
However, atorvastatin lowering mean LDL-C by 1.7% greater than simvastatin (37.1% vs.
35.4%; p = 0.0097°%) can be considered not clinically different in subjects with a mean base-
line LDL-C of 181 mg/dL. The mean LDL-C was reduced by <2% more with atorvastatin
than simvastatin, a difference that most likely is not associated with producing clinical differ-
ences in effect. In addition, the actual mean LDL-C lowering was almost identical (66 mg/dL)
and the mean LDL-C level at study end was <116 mg/dL in both groups.

Some readers may consider the trial results to be clinically different while others may
not. In fact, two people may have different conclusions after reading the same clinical trial.
One person may consider the difference in effect between the intervention and control to be
clinically different while the other may not. This situation is very common in health care prac-
tice of interpreting clinical trials. In response, readers must justify their own conclusion
regarding their decision of clinical difference. A few suggestions and examples are provided
to assist in determining clinical difference.

Understanding the instrument that was used in measuring the endpoint is important in
assessing clinically significant differences in trials. For example, ordinal data typically uses
scales or ranking (e.g., pain and depression scales).™ Thus the definitions of the minimum
and maximum numbers of these scales need to be known. As an example, investigators of a
hypothetical clinical trial concluded that glucosamine (500 mg three times a day) reduced
pain greater than placebo in men with osteoarthritis (OA) of the knee. Pain intensity differ-
ence at rest was assessed by a 10-point visual analog scale (0 =no pain; 10 = severe pain). The
mean (SD) scores were 3.6 (2.5) with placebo versus 3.3 (2.5) with glucosamine (p =0.03) at
the end of the trial. Although results are statistically significant between glucosamine and
placebo, the mean difference in scores between these two groups is minimal, only 0.5 points
on a 10-point scale. Stating a clinical difference between glucosamine and placebo would be
considered incorrect.

Note that the above clinical trial example reported the average for ordinal data. Accord-
ing to the information presented earlier in this chapter, only the median and mode are to be
used in presenting this type of data. Investigators of clinical trials commonly present the
mean for ordinal data when reporting results of clinical trials, although this practice may not
be appropriate. This issue has been debated, both for and against this method of summa-
rizing the data.”™
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Another issue to consider is that clinical trials with too large of a sample size (i.e., over-
powered) lead to smaller p values versus those with smaller sample sizes."*! The magni-
tude of the p value is dependent on sample size; small differences in effect can be statistically
significant with large sample size.!” Thus, statistically significant results can occur even
though a small absolute difference in effect is present. An example of this issue is a clinical
trial that compared esomeprazole (n = 2624) versus lansoprazole (n = 2617). The primary
endpoint, incidence of erosive esophagitis healing, was statistically significant in favor of es-
omeprazole (92.6% vs. 88.8%; p =0.0001)."*" The investigators (and marketing advertisements)
conclude esomeprazole to be superior to lansoprazole, although the absolute difference in
healing was only 4% between these two drugs. In addition, a significant number of subjects in
each group (>88%) experienced erosive esophagitis healing. Readers can debate whether the
difference in effect is clinically different.

A data assessment technique that can be misleading is converting a continuous endpoint
measure into a dichotomous value. For instance, blood pressure (continuous value) is mea-
sured after an intervention (rofecoxib) and control (celecoxib) are administered. Those
subjects with a blood pressure above a predefined cut-off point are classified as being hy-
pertensive (nominal data because subject has a blood pressure value below or above this cut-
off point). Significantly more subjects taking rofecoxib versus celecoxib were diagnosed with
systolic hypertension (17% vs. 11%, respectively; p = 0.032). However, the mean change in
SBP values was +2.6 mmHg versus —0.5 mmHg, respectively (p = 0.007).1 These two data
sets assessed together indicate that rofecoxib may not negatively affect SBP compared to
celecoxib. The actual SBP in the subjects taking rofecoxib may have just exceeded the cut-off
hypertensive value (increase >20 mmHg with absolute value >140 mmHg) while just below
this value for the celecoxib (i.e., 141 mmHg vs. 139 mmHg, respectively). The absolute dif-
ference between these two blood pressure values is minimal (2 mmHg), but the number of
subjects counted as hypertensive is different (6%). The change in SBP between these two
medications does not appear to be clinically different. Even though the measured endpoints
between subjects randomized to the intervention are numerically close to the control, the
subjects were categorized differently based on cut-off blood pressure values. This example
illustrates the potential biases of this form of data analysis and presentation.

CONFIDENCE INTERVALS

More clinical trials are including 95% CI with the study results, which can assist in assessing
clinical difference between the intervention and control. CI provide data that address the size
of effect (e.g., mean reduction in DBP) of the intervention under investigation in a clinical
trial by presenting a range that likely covers the true but unknown value.**™ Although the
basis of accepting or rejecting the H, is based on the p value, a limitation of the p value is that
the magnitude of difference in effect between the intervention and control groups of a
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clinical trial is not known, since it is not able to be determined based on a statistical calcula-
tion."%1 Because of this, the use of a CI can assist in judging the clinical usefulness of the
study result.!® Clinical trials report the effect of an intervention as a point estimate, a single
value that can be considered to represent the true effect (e.g., mean reduction in DBP; inci-
dence of MI). For instance, an angiotensin converting enzyme (ACE) inhibitor lowered mean
DBP by 8 mmHg; this value would be termed the point estimate. If the study was repeated, a
similar, but not exact, reduction in mean DBP may occur (e.g.,~10 and 12 mmHg). The pre-
sentation of the results only as a point estimate provides the reader with limited information.
Clinical trials presenting 95% CI in conjunction with the point estimate enables readers to fur-
ther critique the study results and determine the usefulness for practice.

CI provides an indication of the outcome within the population and is interpreted as a
range of values in which the true value is included. The 95% CI for an average is calculated
using the SEM from the trial sample. Recalling the formula for SEM, the SD is divided by
the square root of the sample size (SD/v/n). A 95% Cl is equivalent to approximately 2 SEM
from the sample mean, with an exact formula of: mean +(1.96 *SEM). The SEM is used as
opposed to the SD since SEM is more reflective of the population variance, while SD is in-
dicative of the sample."® A 95% CI is not the only CI reported in the literature and readers
of clinical trials need to recognize the changes in the interpretation. A 99% Cl indicates more
confidence the true, but unknown, endpoint value is in this range than a 95% CI. Thus, the
99% CI range is wider in value than a 95% CI, whereas a 90% CI range is more narrow (i.e.,
less confident) >

A 95% CI for a point estimate is a common method of data presentation. Investigators of
a clinical trial reported that the mean reduction in DBP with an ACE inhibitor was
-11.3 mmHg (95% CI, -8.2 to —14.4 mmHg) in subjects with a mean baseline DBP of
99 mmHg. This indicates that the investigators are 95% confident that the mean DBP reduc-
tion in the population is between —8.2 and -14.4 mmHg. An important issue to recognize in
interpreting a 95% CI is that there is a lower probability for the mean reduction in DBP at the
upper and lower end of the 95% CI range compared to numbers near the point estimate
value.'” The further away a value within the 95% CI range lies from the point estimate, the
lower the probability that this value is the actual value for the population. A low probability
exists that the ACE inhibitor lowers mean DBP in the population by only -8.2 mmHg
compared to a higher probability that mean DBP reduction is closer to the point estimate of
11.3 mmHg (the same is true with the upper end of the 95% CI).

Within this trial, the ACE inhibitor was compared to HCTZ and the mean DBP reduction
with HCTZ was 9.9 mmHg (95% CI, -7.5 to -13.3 mmHg). The same principles are used to
interpret this 95% CI: the investigators are 95% confident that the mean reduction of DBP in
the population with HCTZ is between 7.5 and 13.3 mmHg. In addition, these two 95% CI
ranges can be compared to determine any difference in effect between these two agents.
Since both 95% CI ranges overlap considerably, no difference in effect is concluded 915!



190 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

However, if no overlap of the 95% CI for the two groups is present, a clinical difference can be
concluded.

Another common method of data presentation is calculating a 95% CI for the difference
of the point estimates between two groups. In the above trial example, the point estimate of
mean DBP lowering with the ACE inhibitor was —11.3 mmHg while -9.9 mmHg for HCTZ.
The difference in mean DBP between these two equals -1.4 mmHg (-11.3 - (-9.9) =-1.4).
The 95% CI for the difference in the point estimates is calculated to be -3.9 to +1.1 mmHg.
This is interpreted as being 95% confident that the difference in mean DBP reduction can be
1.1 mmHg greater with HCTZ (e.g., -13.1 mmHg for HCTZ vs. -12 mmHg for ACE inhibitor)
or 3.9 mmHg greater with the ACE inhibitor (e.g., -16.9 mmHg for ACE inhibitor vs.
-13 mmHg for HCTZ). Notice the upper end of the 95% CI of the difference in point estimates
is a positive number (+1.1 mmHg). This does not indicate that the mean DBP was increased,
only that the difference in mean DBP lowering was 1.1 mmHg greater with HCTZ compared
to ACE inhibitor (e.g., -12 - (-13.1) mmHg for ACE inhibitor and HCTZ, respectively). Also
in this 95% Cl is the number 0; this indicates with 95% CI that no difference in mean DBP
between these two groups (e.g., -13.2 - (-13.2) mmHg for both agents equals zero). If no
zero is in the 95% CI of the difference between the two point estimates, then a clinical differ-
ence in effect between the intervention and control could be concluded. Again, the interpre-
tation of clinical difference using 95% CI is dependent on clinical experience and appropriate
assessment, A 95% CI without a zero in the range does not always indicate a clinical differ-
ence hetween the intervention and control. For example, a 95% CI for mean DBP lowering in
a trial comparing an ACE inhibitor and HCTZ was -1.9 to —0.5 mmHg. Even though this 95%
CIrange does not contain a zero, a mean difference of only 0.5 to 1.9 mmHg greater DBP low-
ering effect with one agent would not be considered clinically different.

INTERPRETING RISKS AND NUMBERS-NEEDED-TO-TREAT

Some clinical trials are designed to determine if a reduction in an adverse event occurs with
the intervention compared to the control. Examples of an adverse event are incidence of MI,
stroke, hospitalization, or death. Since the endpoint is dichotomous (i.e., occurred or did not
occur), the results can be set up in a table, as illustrated in Table 6-8. As seen from the table,
the subjects randomized to the intervention are represented by either A (number of subjects

TABLE 6-8. PRESENTING NOMINAL DATA STUDY RESULTS

Adverse Event

Group Yes No

Intervention A B
Control C D
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experiencing the adverse event) or B (those without the adverse event). Subjects assigned to
the control group and experiencing the adverse event are designated by C while those with-
out the adverse event by D.°41%

Afterward, the investigator (or reader) can calculate the measures of association
(RR, RRR, ARR, and NNT). These four calculations provide another method to interpret
the clinical difference in effect between the intervention and control of clinical trials
measuring a nominal endpoint. Table 6-9 displays the formulas to calculate these four
values and also provides a description of these measures.®*2 A description of inter-
preting these values follows. The RR is calculated as the proportion of the intervention
group experiencing the adverse event divided by the proportion of the control group
with the event. The RR equaled to 1 indicates no difference between the intervention
and control (i.e., the incidence of the adverse event was not increased nor decreased
with the intervention compared to control). Anytime a numerator divided by a denomi-
nator calculates to 1, these two variables are equal. The RR < 1 signifies the intervention
lowered the risk of the adverse event compared to the control; a lower proportion of the
intervention group compared to the control experienced the adverse event. The RR > 1
indicates the intervention increased the risk of the adverse event; a greater proportion
of the intervention group had the adverse event compared to control. As an example, a
RR of death equal to 0.70 was reported in a clinical trial in which subjects were random-
ized to either simvastatin (n = 2221) or placebo (n = 2223).” The RR was calculated by
dividing the proportion of the subjects who died taking simvastatin (n = 182) by the pro-
portion of those who died taking placebo (n = 256). The calculation of RR for this trial:
(182/2221)/(256/2223). The RR is <1, which indicates simvastatin lowered the risk of
death by almost one-third of the baseline risk compared to placebo. RRR indicates the
relative change in the adverse event rate between the intervention and control groups.
The RRR was calculated as 30% (1 - 0.70); thus the risk of experiencing death was 30%

TABLE 6-9. MEASURES OF ASSOCIATION DESCRIPTION AND FORMULAS

Measure of
Association Description Formula
RR Amount of risk removed by the intervention [A/(A+ B)/[CI(C+ D))
compared to the control
RRR Percentage of baseline risk removed 1-RR
ARR Percentage of subjects treated with the intervention [C/(C+ D)]-[AI(A+ B)]

spared the adverse outcome compared
with the control
NNT Number of subjects needed to be treated to prevent 1/(ARR)
one adverse event. A time course is included that
represents the average (or median) duration
of follow-up during the trial




192 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

lower by treating these subjects with simvastatin instead of placebo. ARR refers to the
difference in the adverse event rate between the intervention and control groups. A
higher proportion of subjects taking placebo died (n = 256 of 2223 or 11.5%) compared
to those taking simvastatin (182 of 2221 or 8.2%). The ARR for death associated with sim-
vastatin in this trial equals 3.3% (ARR = 11.5% - 8.2%); thus 3.3% of the subjects receiving
simvastatin were spared death compared to placebo. The NNT of this study equals 30
(NNT =1/0.033), meaning 30 subjects need to be treated for a median of 5.4 years with
simvastatin instead of placebo to prevent one case of death. The trial had a median
follow-up time period of 5.4 years.

Many clinical trials present an endpoint as a relative change, which can be a misleading
value. For instance, the RRR of invasive breast cancer associated with tamoxifen was 49% com-
pared to placebo. Although this value appears very beneficial to subjects at risk for breast can-
cer, the absolute risk needs to be evaluated besides just the RRR value. The actual incidence
of invasive breast cancer was 1.33% (89 of 6681 subjects treated with tamoxifen) versus 2.61%
(175 of 6707 subjects treated with placebo), which calculates to an absolute difference of 1.28%
(ARR). Even though almost 50% less subjects (a relative difference) developed invasive breast
cancer with tamoxifen, this represents only a difference of 86 of almost 6700 subjects.'®

All four measures of association can be calculated for clinical trials measuring nominal data
and assessed together for the reader to determine the clinical difference in effect between the
intervention and control. As seen by the simvastatin example above (plus Table 6-9), the same
study result (e.g., death) can be presented using four different methods with different meanings.
However, readers should not be misled by clinical trials that only present and discuss one of these
values, which usually is the most appealing value (i.e., the one that seems to show the greatest dif
ference) of these. In fact, studies have documented that practitioners are more inclined to select
a therapy presented as RRR more often if the same study result was presented as all four values
(ARR, RR, RRR, NNT) . Thus, investigators may be biased and selectively present the most
appealing of these four values to mislead the reader in concluding a greater difference in effect
among the intervention and control, even though the difference may be minimal.

CI also can be calculated for nominal endpoints presented as RR or hazard ratio (HR).
The same formula for RR is use to calculate HR, which refers to whether the hazard of the ad-
verse event (i.e., MI and hospitalization) is lowered or increased with the intervention com-
pared to the control.”™ According to the formula for RR (and HR), a calculated value of 1
signifies that the incidence of the adverse event is equal between the intervention and control
(i.e., numerator and denominator are equal and therefore no difference).!'>"*! As previously
mentioned, a RR <1 signifies that the intervention lowered the risk and a RR > 1 is interpreted
as the intervention increasing the risk of the adverse event compared to the control. There-
fore investigators of a clinical trial presenting an RR (or HR) with a 95% CI that lies entirely
on one side of 1 (i.e., up to 0.99 or 1.01 and upward) indicates a difference in effect between
the intervention and control. The 95% CI range for death in the simvastatin study was entirely
below 1 (0.58 to 0.85),” which is interpreted as the investigators are 95% confident that the RR
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of death associated with simvastatin is between 0.58 and 0.85 for the population. Also since 1
is not in this range, the investigators are 95% confident that the RR of experiencing the
adverse event is reduced with simvastatin (i.e., difference in effect). Using the WHI trial as
another example, the calculated HR for the primary endpoint was 1.2 with a 95% CI of 1.09 to
2.01.% This information indicates that the investigators are 95% confident that the risk of CHD
is increased with the CEE/MPE versus placebo in the population since the HR is >1. Also, the
investigators were 95% confident that this combination medication increased CHD risk in the
population since the 95% CI for this endpoint did not go below 1. However, a 95% CI contain-
ing the value of 1 indicates that the intervention may have neither lowered nor increased the
risk (or hazard) of the adverse event. For instance, in the WHI trial, the HR for death due to
other causes was 0.92 (95% CI, 0.74 to 1.14).% The 95% CI range lies on both sides of 1 and
indicates that the risk of death could be lowered to 0.74 or increased to 1.14 with CEE/MPE.
Furthermore, the HR could equal 1, a value indicating the risk being equal (i.e., no difference
between CEE/MPE and placebo). Thus, the investigator (or reader) would conclude that
CEE/MPE is no different than placebo in decreasing or increasing the risk of death.

“NO DIFFERENCE” DOES NOT INDICATE “EQUIVALENCY”

Clinical studies reporting p values greater than the o value translate into no statistical signif-
icance; thus no clinical difference in effect is declared between the intervention and control
groups. The Hy is accepted (fail-to-be-rejected) and the H; is rejected; in response, the state-
ment of “no difference” is accepted." The H, is not written to state that the intervention
and control are the same, but to state that there is no difference in the effect (i.e., endpoint
measurement) between the intervention and control. Studies accepting the H, have the pos-
sibility of a Type Il error. A difference in effect between the intervention and control groups
may be present, but, either by chance or a small sample size, the difference in effect was not
detected. In this latter instance, the clinical trial may not have been powered sufficiently to
detect the difference. Usually (but not all of the time) clinical trials in which the H, is ac-
cepted have too small of a sample size.'™ In fact, some studies may even be designed with an
insufficient sample size so the investigators may claim equivalence between the intervention
and active control after rejecting the H, even though a trial with an appropriate sample size
could detect a difference. But unfortunately, the trial results are incorrectly interpreted as
though the intervention and control are the same. This situation can occur in articles and/or
presentations that are biased. However, the correct interpretation should be “no difference”
detected. As one author stated, “absence of evidence is not evidence of absence.”*?

ASSESSING THE CLINICAL MEANINGFULNESS OF THE RESULTS

All clinical trial results, whether statistically significant or not, need to be evaluated for the
clinical meaningfulness (i.e., relevance).”?! In other words, “What do these results mean to
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practice?” Small treatment effects and/or differences may be statistically different, but really
not mean much clinically.%™!®* For example, an antihypertensive medication lowered mean
DBP by 5 mmHg versus 2 mmHg for placebo (p = 0.04). The H, was rejected due to statisti-
cal difference. However, mean baseline DBP was 98 mmHg and this antihypertensive med-
ication only lowered mean DBP to 93 mmHg, which is still classified as hypertensive.'® Thus,
practitioners would not consider these results to be clinically meaningful. In other words,
these results are not useful in treating patients with hypertension.

On the other hand, a small difference in effect that is statistically different may be of clinical
importance, depending on the perspective of the reader. A long-term care pharmacist who spe-
cializes in geriatrics may consider a trial reporting a reduced number of incontinence episodes,
on average, by two in a 24-hour period with a new anticholinergic agent compared to placebo to
be clinically meaningful compared to a pharmacist who does not routinely care for elderly
patients. The new drug may reduce nursing time and improve the overall quality of life in
patients with incontinence.

Not all clinical trials reporting nonstatistically significant results are completely devoid
of clinical importance. The overall effect of the intervention and control need to be assessed.
A study compared lansoprazole (30 mg; n =421) to omeprazole (20 mg; n =431); each group
received once-daily therapy for a duration of 8 weeks. The healing rates of erosive reflux
esophagitis were 87.2% versus 87%, respectively, via ITT analysis (p = NS)."" No clinical dif-
ference is concluded from this study, but these results would be considered to be clinically
meaningful (i.e., clinically relevant) since >85% of patients were healed with either therapy.

STANDARD OF CARE

Clinical trial results of the intervention may be statistically significant and clinically different than
the control, but may be not clinically practical. The clinical trial methods need to be reviewed for
the ability to replicate these into everyday patient care. A clinical trial may be designed to consist
of technologies and/or include personnel that may not be readily accessible in patient care
areas. Another issue to consider is the demands on the actual patient. At times, investigators
offer incentives (i.e., monetary compensation and free medical care) for the subjects to strictly
follow the study protocol (i.e., more motivated to be compliant). But in practice, real patients may
not be as eager to follow an intricate schedule. For example, bismuth subsalicylate can be taken
as a prophylaxis against traveler’s diarrhea.’® Although a clinical trial reported that the suspen-
sion of subsalicylate bismuth 60 mL four times daily reduced the incidence of this unfortunate
experience during travel,™ some individuals may not be willing to adhere to this dosing
schedule. Another issue to consider before applying the clinical trial results into practice is
the normal care for patients with the disease/condition under study. Endpoint results of an
intervention may be statistically significant and clinically different from the active control, but
the control is not normally prescribed for patients with the disease/condition.”
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References are a very important part of the manuscript. The reference or bibliography section
is at the end of the manuscript and provides documentation to support the information pro-
vided in the manuscript or acknowledgement for the work of other authors.* Any material that
the author uses in the manuscript should be appropriately cited. References included in the
manuscript should be recent (e.g., outdated articles should not be used unless the results of
the article are pertinent to the manuscript) and complete. Readers should scan the references
listed in the bibliography to determine if the authors used material from reputable sources. In
addition, authors should refrain from extensively citing only their own work.'® References typ-
ically should be listed in a numerical order (e.g., Arabic numerals) as they appear in the man-
uscript; however, several referencing styles exist and are journal dependent. At a minimum,
the information in the reference section should be sufficient to lead the reader to locating the
same article. Some readers may wish to verify the cited information, while others search for
articles in the reference section to gather additional information regarding a topic.*

Individuals contributing to the clinical trial, but who do not meet the requirements for au-
thorship, can be recognized in this section (see Chap. 11 for more information). Examples of
persons identified are those providing manuscript preparation, technical assistance, or
donors of equipment or supplies. Medical writers or editors also may be listed if their contri-
butions were significant. A collaboration or group may receive recognition in the acknowl-
edgement section; however, many journals have a prespecified amount of space for the
acknowledgment section that must be adhered to by authors. Authors must obtain written
permission from persons acknowledged before listing in this section, so that the readers do
not infer endorsements of the data and conclusions from these contributors.*#

Other types of information may be included in this section. Such items are financial sup-
port (see below for more information) and an indication that the manuscript underwent peer-
review, signified by a series of dates and titled received/revised/accepted. Typically, there
are at least 4 to 8 weeks between these dates since it is necessary to allow time for the
reviewers to comment, the authors to revise and then for another review of the manuscript.
Some journals only present the manuscript acceptance date. This date allows readers to
determine the lag time between the article being accepted in final form to publication. Hope-
fully, a minimal time period is between acceptance and the publication date, which increases
the chances that the article content remains current.
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Due to the enormous expense required to conduct a clinical trial, investigators seek financial
assistance to conduct the research. Various funding sources are available that include phar-
maceutical companies, government agencies (e.g., National Institutes of Health [NIH]),
national organizations (e.g., American Cancer Society), university grants (e.g., faculty devel-
opment grants), and private donations. According to an assessment of 500 randomly selected
clinical trials published in five highly recognized medical journals from 1981 to 2000 (e.g.,
N Engl | Med and JAMA), the primary funding source (36% of the studies) was the pharma-
ceutical industry, either independently or jointly. In addition, a trend was observed toward a
greater percentage increase of trials with pharmaceutical industry support over this time pe-
riod. Furthermore, the study results documented a significant increase in the number of au-
thors being affiliated with a pharmaceutical company.'®!

During 2003, an estimated $33 billion was spent by the pharmaceutical companies for re-
search and development (which includes clinical drug trials); approximately 80% of this figure
consisted of domestic research and development.'” The pharmaceutical industry is responsible
for a significant amount of the clinical research conducted worldwide. Thus, readers of industry-
sponsored research should be cognizant of possible conflicts of interest, defined as “a set of con-
ditions in which professional judgment concerning a primary interest (such as a patient’s welfare
of the validity of research) tends to be unduly influenced by a secondary interest (such as finan-
cial gain)”® that may result in potential bias. Conflicts of interest arise because the industry may
be prompted to publish articles as a means of making their product appear better for a disease
state in relation to the standard of care. This research may result in methodological bias, prema-
ture termination of trials for nonscientific/ nonethical reasons, or reporting/publication bias. *!®

The study design, result presentation style, data interpretations, and study conclusions
should be assessed appropriately to determine if the funding source had any influences on
the overall clinical trial. A clinical trial should not be automatically rejected by the reader due
to the funding agency. For instance, pharmaceutical companies need to determine the clini-
cal usefulness of newly developed medications. These companies are expecting to profit from
the new medication being approved by the FDA and marketed to prescribers. Many organi-
zations (e.g., government and nonprofit) are not prime candidates to offer funding for these
studies, which leaves the pharmaceutical company to sponsor the study.

Not all investigator-pharmaceutical industry relationships have the potential to cause a
conflict of interest, but readers should decide if a publication is biased. In fact, many well-
designed, clinically important studies documenting a reduction in morbidity and mortality
have been sponsored by the pharmaceutical industry and these have changed the standards
of practice in treating patients.

However, there have been reports in the literature of selected pharmaceutical compa-
nies terminating studies for various reasons unrelated to efficacy and safety,'™ 1% employing
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inappropriate comparators,'® using inappropriate study samples,'® and suppressing the re-
sults of negative studies.'®'® Furthermore, reports have been published that indicate a fa-
vorable conclusion of studies financially supported by the pharmaceutical industry, which
can be referred to as publication bias. This type of sponsored research usually yields larger
treatment effects than not-for-profit funded studies.”™®

Research has documented that the conclusions of some trials funded by for-profit orga-
nizations significantly were in favor of the experimental drug as the treatment of choice. But
not all pharmaceutical industry-sponsored research is biased; many study results are clini-
cally meaningful. Readers need to be aware that the pharmaceutical company has a lot at
stake for an investigational drug to be approved by the FDA. In response, the pharmaceuti-
cal company attempts to design a clinical trial to meet the FDA-approval standards. However,
the methods of presenting (i.e., Results section), interpreting (i.e., Introduction and/or Dis-
cussion sections), and summarizing the data and results (i.e., Conclusion) can be biased and
are not governed by the regulations of the FDA. Consequently readers need to evaluate the
trial data critically to assess the appropriateness and validity of the reported conclusions
based on the trial results.'™

All journals should provide its readership the opportunity for correspondence to exchange
ideas about a topic or relay new information about articles published in the journal ** Com-
mentaries can be essential in assisting readers interpreting and/or critiquing articles published
within the journals by identifying strengths and limitations of the original research, an update
to published information, or questions to the authors of the original research manuscript.

Editorials, defined as, “a written expression of opinion that may reflect the official posi-
tion of the publication,” are short essays from the editor or other experts in a particular field
that are written to convey additional opinions about an article, typically, in the same issue of
a journal. Not all editorials reflect the ideas/thoughts of the journal because these are opin-
ions of the editorial author. Although editorials may contain some bias, this literature should
always be considered when evaluating a clinical trial by providing additional insight of the re-
sults and aid in the comprehension of the clinical application of the trial results. For instance,
an editorial in response to the WHI trial was published in the same journal issue. The editor-
ial author addressed many issues regarding results of prior estrogen research, suggestions
for using the WHI trial results into practice, and concluded “do not use estrogen/progestin
to prevent chronic disease.”"™"

Several issues should be considered during the preparation or evaluation of editorials.
Quality editorials are original; those editorials with nonoriginal ideas need to include a clear
justification of repeating these ideas. The editorial objective should be clearly presented
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and reflect a complete message. The content should be significant to merit publication.
The editorial points should be timely with respect of the publication in which the author is re-
sponding. Finally, the editorial author should mention the facts clearly and the material
should be applicable to the readership of the publication.'™

Not all original research reports are accompanied by an editorial. Persons seeking an ed-
itorial associated with a clinical trial can use a few methods to locate the publication. First, the
journal issue that contains the clinical trial will list the editorial title in the journal issue table
of contents. Another, not always present in all clinical trials, is a notation printed on the first
page of the clinical trial referring the reader to another page (i.e., “For comment, see page ...”;
“Commentary, page ..."). The first page of the WHI trial states “For editorial comment see
p. 266.” Readers not having access to the actual clinical trial or journal issue table of con-
tents can locate the trial citation in PubMed® (using the Single Citation Matcher at
<<http://www.pubmed.gov>>). Those clinical trials with an accompanying editorial will con-
tain a notation of “Comment in” and an abbreviated journal citation (i.e., journal name, date,
plus volume, issue, and page numbers). Another method is to search the clinical trial topic
(i.e., via Medical Subject Heading term in PubMed®) and limit the search to the publication
type of editorial.

Some journals/websites are published for the primary purpose of providing editorials/
commentaries addressing a clinical trial. These resources are known as secondary journals
and are independent of the journals that directly publish the clinical trials.*>™'™ Secondary
journals are publications that assist the busy practitioners in a few vital methods: keeping
them current regarding important and relevant studies, plus presenting key study informa-
tion in a concise format. Clinical trials are presented, usually in a structured abstract style,
but not just “copying and pasting” the exact abstract prepared by the trial investigators.
These prepared abstracts may present additional and/or more precise information. In addi-
tion, a commentary addressing the study strengths, limitations, and application into practice
is authored by a leading practitioner in the field of study. Readers should use these resources
while critiquing the biomedical/pharmacy literature.

Examples of secondary journal websites include <<http://www.theheart.org>>, and
<<http://www.medscape.com>>, Typically these publications provide an overview of the
study followed by a commentary. Medscape is particularly useful for pharmacists since phar-
macy-specific topics are addressed in a section of this website. ACP Journal Club is an online
and print resource in which biomedical literature (i.e., original research and systematic re-
views) is selected based on predefined criteria and summarized by an expert in the field in
the form of structured abstracts followed by a commentary. More than 100 journals are
reviewed and are selected due to their potential impact on clinical practice.”™

Another example is Journal Watch, a print and online resource that is published twice a
month in print'® and numerous times per week on the Internet.'™ Approximately 50 to 55 ar-
ticles are summarized per month from >180 general and specialty journals by physicians and
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a commentary is provided to help clinicians determine the impact of the research results on
their practice.'” Several specialty editions of Journal Watch are available including Journal
Watch Dermatology, Emergency Medicine, Gastroenterology, and Infectious Diseases.!™

A further example of clinical trial commentaries is Patient-Oriented Evidence That Mat-
ters (POEMYS), a commentary publication produced by the Journal of Family Practice. Each
month, 10 articles are presented from 90 journals reviewed by the editorial board pertaining
to the practice of primary care in an attempt to address primary care issues, present out-
comes research data, and improve practice.'”

LETTERS-TO-THE-EDITOR

Letters-to-the-editor can provide valuable insight into original research and can include vari-
ous types of contributions. These may be in the form of comments, addenda, or updates from
previously published articles, alerts regarding potential problems in practice, observations/
comments on trends in medication use, opinions on trends or controversies in therapy or
research, or original research. Authors of letters-to-the-editor must adhere to strict guidelines
from the journals regarding the length, number of tables, and format of the publication.'”® The
primary content of letters-to-the-editor is feedback from the journal readers regarding the
published materials in the journal. Typically, these letters are published within 3 months of the
original publication. The letters may disagree with the design, result interpretation, and/or
conclusions of the publication. Also, the letters may ask for additional information that can be
used to interpret/clarify, comprehend, and/or critique the information within the publication.
Afterward, the authors of the original publication often provide a response to each letter.

All pharmacists need skills for efficiently locating, critically evaluating, and effectively
communicating drug information, regardless of the practice setting. As the role of the phar-
macist in direct patient care continues to increase, incorporating these skills on a daily basis
is essential. A multitude of literature is published each year and the quality varies signifi-
cantly. Readers of the literature should not immediately accept the authors’ conclusions but
assess the strengths and limitations of the source. The information within this chapter iden-
tifies and discusses many issues to consider while reading and analyzing the clinical literature.
Although every clinical trial has limitations, those trials with appropriate design and
well-presented results are still important to apply into clinical practice. Using the proper tech-
niques in evaluating clinical trials can allow pharmacists to contribute as a problem solver and
decision maker in the health care profession.
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1. Explain the importance of pharmacists incorporating appropriate literature evalua-
tion skills into their daily practice activities.

2. An open-labeled, controlled clinical trial was conducted to determine if linezolid is
comparable to ampicillin-sulbactam to treat diabetic foot infections. Subjects were ran-
domized to either linezolid 600 mg twice a day (n = 227) or ampicillin-sulbactam 3 g
every 6 hours (n = 121) for 7 days. The primary endpoint was overall cure, defined as
resolution of all clinical signs and symptoms of infection and a healing wound after >5
days of therapy. Results of the trial demonstrated a higher overall cure rate with line-
zolid than ampicillin-sulbactam: 81% (165/203) versus 77% (77/108), respectively (4%
difference; 95% CI, -6 to 15%). Adverse effects included diarrhea, nausea, anemia,
thrombocytopenia, vomiting, anorexia, and dyspepsia; however, no statistically signifi-
cant differences in adverse effects between groups were observed (p = 0.82). The in-
vestigators concluded that linezolid is as least as effective as comparators among
patients with various infections.

a. Is a parallel design the best study design to use for this research question?

b. Was an appropriate clinical trial objective and endpoint included in the clinical trial?
Explain your response.

c. IsIRB approval required before this clinical trial is initiated? Explain your response.

d. Does this clinical trial design require the subjects to complete a subject informed
consent form? Explain your response. Describe the purpose of this form.

e. Define open-label; describe the advantages and disadvantages of open-labeled trials.

f. Use the 95% CI to discuss the measured difference in effect of the primary endpoint be-
tween these two groups.

3. Prior to publishing the clinical trial described in question #2, the editor informs the inves-
tigators that peer-review is necessary.
a. Describe the peer-review process.
b. Discuss methods in which a reader can determine if the publication was subject to the
peer-review process.
c. List limitations to the peer-review process.

4. The investigators of the clinical trial described in question #2 disclose that Pfizer, the man-
ufacturer of linezolid, funded the research.
a. Discuss reasons investigators need to disclose potential conflicts of interest.
b. Identify issues that should be considered while interpreting clinical trials funded by the
manufacturer of the intervention.
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5. Read the excerpt of the following clinical trial summary and answer the questions
that follow.

A randomized, controlled clinical trial was conducted to assess atorvastatin as primary
prevention for CV adverse events in subjects with total cholesterol (TC) levels <251 mg/dL.
The primary endpoint was a reduction in the occurrence of nonfatal, including silent MI,
and fatal CHD. Investigators also assessed the following secondary endpoints: total number
of CV events and procedures, total coronary events, nonfatal MI and fatal CHD, all-cause
mortality, CV mortality, fatal and nonfatal stroke, and fatal and nonfatal HE. Tertiary end-
points included occurrence of silent MI, unstable angina, chronic stable angina, peripheral
arterial disease, life-threatening arrhythmias, development of diabetes mellitus, and devel-
opment of renal impairment. Subjects included in the trial were diagnosed with hyperten-
sion, regardless of administration of antihypertensive medications. Also subjects had at least
three CV disease risk factors: left-ventricular hypertrophy, specific abnormalities on
echocardiogram, Type II diabetes mellitus, peripheral arterial disease, previous stroke or
transient ischemic attack, male gender, > 55 years of age, microalbuminuria or proteinuria,
smoker, TC to HDL-C ratio > 6, or premature family history of CHD.

Subjects were randomized to atorvastatin 10 mg once daily (n = 5168) or placebo (n =
5137). Neither investigators nor subjects knew which treatment they were receiving. A
sample size of 218,000 was estimated for a 5-year follow-up time period to detect at least a
30% greater reduction in the primary endpoint with atorvastatin. The investigators esti-
mated that a 10% S error was possible. All results were analyzed using the intention-to-
treat analysis via chi-square. p values < 0.05 were considered statistically significant. The
trial was concluded earlier (median 3.3 years) than originally planned.

The majority of the clinical trial participants were white (95%) and male (81%); the aver-
age age was 63 years. The mean number of additional CV risk factors was 3.7 per person.
The mean baseline TC was 212 mg/dL and LDL-C was 131 mg/dL. Almost 99% of the ran-
domized subjects had data at the closure of the clinical trial. The incidence of the primary
endpoint in the atorvastatin group versus placebo group was 1.9 and 3%, respectively
(HR =0.64; 95% CI, 0.5 to 0.83; p=0.0005). The mean TC and LDL-C level reductions at the
clinical trial conclusion were 19% and 29%, respectively, in the atorvastatin treatment group.
The nonprimary endpoints, resulting in statistically significant incident reductions in the
atorvastatin treatment versus placebo were total CV events including revascularization
procedures (p = 0.0005); total coronary events (3.4% vs. 4.8%; p = 0.0005); and primary
endpoint, excluding silent MI (p = 0.0005). Subgroup analysis of subjects with diabetes
(n = 2532) indicates no statistically significant reduction in the primary endpoint with ator-
vastatin. However, analysis of subjects aged >60 years (n = 6570 and fairly equally distrib-
uted between the two groups) experienced a significant reduction in the primary endpoint
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in the atorvastatin group versus placebo (2.2% vs. 3.4%; HR = 0.64; 95% CI, 0.47 to 0.86; p =
0.0027). The investigators concluded that CV adverse events can be lowered using ator-
vastatin 10 mg in nondyslipidemic, hypertensive subjects at moderate risk for CV events.

d.

During a medical/pharmacy meeting, a physician submits the investigators’ abstract
of the above clinical trial as evidence that all patients with dyslipidemia should be
treated with atorvastatin. Do you agree or disagree with this statement? Explain your
response.

. Was the primary endpoint an appropriate endpoint for the study question? Explain

your response.

. What is a composite endpoint? Should this type of endpoint be used for this clinical

trial?

. State the type of data that describes the primary endpoint.

e. State all the measure(s) of central tendency that can be used for the primary endpoint.

. Define the type of blinding included in the article. Describe whether this clinical trial

was either “strengthened” or “weakened” by the blinding type.

. Define randomization. Describe whether this clinical trial was either strengthened or

weakened by including randomization in the study design.

. Was appropriate subject inclusion criteria included? Is a selection bias present? Ex-

plain your responses.

. Discuss the significance of the ITT principle being included in the study design.
. Was a power analysis conducted? If so, was the calculation and resulting percentage

appropriate? Discuss the significance of including a power analysis in the study design.

. State the H, (based on the primary endpoint).
. State the p value for the primary endpoint. Was an appropriate o value included in this

clinical trial? Explain your response.

. State whether the primary endpoint was statistically significant or not. Explain your

response.

. State whether to fail-to-reject (accept) or reject the Hy. Explain your response.

0. State the type of error that can occur (based on the primary endpoint). What is/are the

potential cause(s)?

. Interpret the primary endpoint results using the 95% CI.
. Calculate and interpret the measures of association for the primary endpoint (ARR,

RRR, NNT).

. Based on the information provided, describe whether the primary endpoint was clini-

cally different between the intervention and control groups. Explain your response.

. During the meeting, the physician also is very adamant that all elderly patients

(>60 years) with dyslipidemia should receive atorvastatin therapy because a reduction
in nonfatal, including silent MI, and fatal CHD was observed in this clinical trial. Is this
appropriate? Explain your response.
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t. Total CV events including revascularization procedures between groups resulted in sta-

tistically significant differences. What other conclusions can be drawn from this result?

6. Investigators conducted a trial to compare mean change in LDL-C levels in subjects receiv-
ing a low carbohydrate (n = 35) versus a conventional diet (n = 35). The median reduction
in LDL-C at 3 months for both groups was 10 mg/dL. The mean change in LDL-C levels at
3 months was —11.74 +4.7 mg/dL and -9.74 +1.2 mg/dL (p = 0.007), respectively.

a. Differentiate between the mean and median values for the change in LDL-C levels.
b. What values of change in LDL-C level at 3 months in the low carbohydrate group is rep-

resented by +1 SD?

. Describe other resources that are available to assist in critiquing and interpreting

clinical trials.
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Chapter Seven

Literature Evaluation Il:
Beyond the Basics

Karen P. Norris ¢ Carrie J. Johnson ¢ H. Glenn
Anderson, Jr., ¢ Patrick J. Bryant ¢ Elizabeth A.
Poole ¢ Cydney E. McQueen ¢ Linda R. Young

Objectives

After completing this chapter, the reader will be able to

« Describe study designs published in the biomedical literature.
« Describe examples of true experiments other than the controlled clinical trial.
* Discuss the potential utility and questions to ask when evaluating an n-of-1 trial.
* Describe limitations of data provided in case studies, case reports, and case series.
* Compare differences between a case study and an n-of-1 trial.
* Describe guidelines for the conduct of stability studies.
» State the methods used in bioequivalence trials, criteria for establishing bioequivalence,
and potential sources of error in bioequivalence trials.
* Describe potential errors in the interpretation of data from postmarketing adverse
event surveillance studies.
* Discuss the use and analysis of programmatic research.
* Describe the characteristics of observational trial design.
* Describe situations where cohort, case-control, and cross-sectional study designs are
most useful and disadvantages of these designs.
* Define relative risk as it relates to cohort studies and odds ratios as they relate to
case-control studies.
* Discuss types of potential bias within observational study designs and methods to con-
trol for potential bias.
* Describe a method for organizing and ranking quality of trials based on fundamental differ-
entiating study design characteristics.
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* Describe the scenarios regarding the impact of power (or lack of power) on interpretation of
study results.
» Differentiate between three types of literature reviews: narrative review (nonsystematic
review), systematic review (qualitative), and meta-analysis (quantitative).
* List key questions to ask when evaluating a systematic review.
* |dentify potential sources of error and bias in a meta-analysis.
* Discuss use and evaluation of practice guidelines.
* Describe common quality-of-life (QOL) measures utilized in health outcomes research.
* |dentify common issues encountered in dietary supplement (botanical and nonbotanical)
medical literature.

Question: Why is it important to understand principles of study design and evaluation beyond
the prospective, randomized, controlled, clinical trial, and other “true experiments?”

Answer: Principles that apply to well-designed interventional trials (discussed in Chap. 6) also
apply to other types of study designs; however, there are situations where other research
designs are more effective in answering specific questions or are the only data available to
answer the questions. For example, only a handful of small controlled trials may be avail-
able to address a particular clinical situation. This is apparent in the many small trials of
gabapentin for treatment of neuropathic pain. In this case, a meta-analysis may be more
effective at answering the question because data from these small trials can be pooled to
achieve statistical power needed to answer the question. As another example, it may not be
feasible to study the toxicity of certain agents (e.g., cardiovascular risks associated with
cyclooxygenase inhibitors) in prospective controlled clinical trials; therefore, pooled data
or observational epidemiologic research, such as retrospective case-control studies or
cohort studies, must be employed. Thus, literature evaluation skills unique to designs dis-
cussed in this chapter must be mastered in order to critique these studies effectively.

Question: Why “reevaluate” literature that has already undergone peer-review and publi-
cation in a reputable journal?

Answer: In light of vast amounts of rapidly emerging “evidence,” in conjunction with busy
practitioner schedules, an understanding of inherent strengths and limitations of multiple
types of medical literature gives the practicing health care professional a powerful clinical
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tool, most notably in cases where a peer-review process has left a lot to be desired. One
may scan articles of interest for trial design and rigor within that design to determine
which articles are worth precious reading time. Selected articles can then be more care-
fully reviewed to determine the relative validity of that article compared to previously pub-
lished reports, including those which demonstrate opposing results. From this process,
the clinician can draw appropriate evidence-based conclusions.

Ultimately, good literature evaluation skills allow clinicians to make the best recom-
mendations and decisions for subsequent patient care, whether for one specific patient, or
for large patient populations.

The intent of this chapter is to introduce readers to the types of literature frequently
encountered beyond the interventional, prospective, randomized, controlled, clinical trial.
Other true experiments encountered in the literature are discussed, including n-of-1 trials,
analytical research such as stability studies, and pharmacokinetic research such as bioe-
quivalency studies. Programmatic research is another true experiment important to phar-
macy practice, and is included as well, along with survey research and postmarketing
surveillance studies. The chapter will address issues related to observational study
designs, such as cohort, case-control, cross-sectional, case studies, or case series and will
present types of potential bias in observational trials and methods to control that potential
for bias. A method for organizing studies according to fundamental differentiating char-
acteristics of trial design (interventional vs. observational, controlled vs. uncontrolled,
prospective vs. retrospective) is presented, which may be used to facilitate the process of
evidence-hased decision-making. Differences between nonsystematic (narrative) and sys-
tematic (qualitative and meta-analysis) reviews are addressed, as is an introduction to
health outcomes, quality of life (QOL) research. Finally, utility and evaluation techniques
specific to each type of literature are provided. Readers are encouraged to utilize tech-
niques of critiquing clinical trials and to incorporate principles of evidence-based medicine
(EBM) as described in this and other chapters of this text.

The randomized, controlled, clinical trial, sometimes referred to as an interventional trial, is
one form of true experimental study design. The intervention provided could be in the form of
a treatment, an educational program, or a medical procedure. Students often ask why the
strongest experimental designs are not used exclusively by all individuals performing
research. “Doing the best with what one has” may be the best answer. Study designs are devel-
oped in an effort to reasonably achieve three key research objectives: to have equivalent sam-
pling groups, to isolate and control the intervention, and to obtain reliable measurements of
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TABLE 7-1. COMMONLY ENCOUNTERED BIOMEDICAL LITERATURE

Study Design

Study Purpose

Clinical study (true experiment)
N-of-1 study

Stability study

Bioequivalence study
Programmatic research
Cohort (follow-up) study

Case-control (trohoc) study
Cross-sectional study

Case study, case report, or case series
Survey research

Postmarketing surveillance study
Narrative review

Systematic review

Meta-analysis

Outcomes studies (pharmacoeconomic
and health related-QOL measures)

Determine cause and effect relationships

Compare effects of drug to control during multiple
observation periods in a single patient

Evaluate stability of drugs in various preparations
(e.g., ophthalmologic, intravenous, topical, and oral)

Assess the bioequivalency of two or more products
Determine the impact and/or economic value of clinical services
Determine association between various factors and disease
state development

Determine association between disease states and exposure
to various risk factors

Identify prevalence of characteristics of diseases

in populations

Report observations in a single patient or series of patients
Study the incidence, distribution, and relationships of
sociologic and psychologic variables through use of
questionnaires applied to various populations

Evaluate use and adverse effects associated with newly
approved drug therapies

Nonsystematic, subjective summary of data from multiple
studies

Systematic, qualitative, and objective summary of data
from multiple studies

Combine, statistically evaluate, and summarize data from
multiple studies

Compare outcomes (QOL) and costs (pharmacoeconomics)
of drug therapies or services

AssreviATION: QOL = quality of life.

the response. Attainment of these objectives requires significant resource allocation, includ-
ing time, materials, subjects, and money. Interventional designs require large quantities of
each resource. These studies may be impractical or inefficient when investigating rare out-
come incidences, when finances are limited, or when concerns arise regarding the ethical fea-
sibility of allocating patients to potentially hazardous interventions. Table 7-1 lists commonly
encountered biomedical literature.

TRUE EXPERIMENTS—BEYOND THE CONTROLLED CLINICAL TRIAL
N-of-1 Trials

Randomized, controlled trials are not feasible for many diseases and therapies. Furthermore,
if results from controlled trials are available, restrictive inclusion criteria of the trial may
make it difficult to apply results from the trial to individual patients routinely encountered in
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clinical practice.! N-of-1 trials attempt to apply the principles of clinical trials, such as ran-
domization and blinding, to individual patients.! N-of-1 trials are useful when the beneficial
effects of a particular treatment in an individual patient are in doubt. It is advantageous if the
treatment has a short halflife (allowing multiple crossover periods without carryover
effects) and is being used for symptomatic relief of a chronic condition."” An n-of-1 trial can
be used to determine whether a drug is effective in an individual patient.? Taken as a whole,
a group of n-of-1 trials can help to identify characteristics that differentiate responders from
nonresponders. Trials of multiple doses can identify the most effective dose and the clinical
endpoints most influenced by the drug.?

An n-of-1 trial can be likened to a cross-over study conducted in a single subject in that a
patient receives treatments in pairs (one period of the experimental therapy and one period
of either alternative treatment or placebo) in random order. As described below, the study
usually consists of several treatment periods that are continued until effectiveness is proven
or refuted.? Randomization to active drug or placebo and blinding of the physician and patient
to the treatment being administered helps to reduce treatment order effects, placebo effects,
and observer bias. Desired outcomes are identified prior to initiation of the study to ensure
that objective criteria that are meaningful to both the physician and patient are used to assess
treatment efficacy.!

N-of-1 trials may improve appropriate prescribing of drugs in individual patients. For
example, carbamazepine may be an option for relief of pain in a patient with diabetic neu-
ropathy, but definitive information on the efficacy of such treatment is limited. Therefore,
investigators may conduct an n-of-1 trial to determine whether such therapy is useful in a par-
ticular patient. N-of-1 trials are especially useful when long-term treatment with a specific
drug may result in toxicity and the physician wishes to determine whether benefits outweigh
potential risks.!

The effectiveness of n-of-1 trials has been evaluated.** Of 57 n-of-1 trials completed,
50 (88%) provided a definite clinical or statistical answer to a clinical question leading to the
conclusion by the authors that n-of-1 trials were useful and feasible in clinical practice.® Sim-
ply stated, the goal of an n-of-1 trial is to clarify a management decision.’ Of 34 completed
n-of-1 trials evaluated over a 2-year period, 17 (50%) were judged to provide definitive results.*
Overall, physician confidence in the therapy was found to increase or decrease depending on
the direction of trial results.*

When encountering a published n-of-1 trial, several considerations must be made.
General requirements have been recommended for n-of-1 trials.’ Readers should determine
whether the treatment target (or measure of effectiveness) was evaluated during each treat-
ment period.’ This target should be a symptom or diagnostic test result, but must be directly
relevant to the patient’s well-being (e.g., the visual analog scale for pain in the example of
carbamazepine). Two other critical characteristics of an n-of-1 study are that the symptom
under investigation shows a rapid improvement when effective treatment is begun and that
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this improvement regresses quickly (but not permanently) when effective treatment is
discontinued.’
Other questions to ask when evaluating n-of-1 trials include:

1. Was the treatment period long enough to include an exacerbation of the condition?
(A general rule is that if an event occurs an average of once every X days, then a clin-
ician needs to observe 3 X days to be 95% confident of observing at least one event);

2. Can a clinically relevant treatment target be measured? (It is advisable to measure
symptoms or the patient’s QOL directly, with patients rating each symptom at least
twice during each study period); and

3. Can sensible criteria for stopping the trial be established? (Specification of the num-
ber of treatment pairs in advance strengthens the statistical analysis of the results
and it has been advised that at least two pairs of treatment periods are conducted
before unblinding).?

N-of-1 trials provide more objective information than case reports or case studies (as will
be described in a later section) and are useful for providing definitive information for drug
prescribing in individual patients. See Table 7-2 for a comparison of n-of-1 trials and case
studies. Questions to ask when evaluating n-of-1 trials are provided in Appendix 7-1.

STABILITY STUDIES/IN VITRO STUDIES

Stability studies determine the stability of drugs in various preparations (e.g., ophthalmologic,
intravenous, topical, and oral) under various conditions (e.g., heat, freezing, refrigeration, and
room temperature). Stability studies are extremely important to the practice of pharmacy. For
example, pharmacists who prepare intravenous solutions for use by patients at home often
want to know how long a drug admixed in a particular solution is stable or if freezing increases
the length of time an admixture is stable to determine how many intravenous admixtures may
be dispensed at a time. It is also important for pharmacists involved with extemporaneous
compounding to know the length of time a particular preparation is stable.

TABLE 7-2. COMPARISON OF N-OF-1 TRIALS AND CASE STUDIES

N-of-1 Trial Case Study
Design Prospective Retrospective (most often)
Predefined methods Yes No
Clearly defined outcome measures Yes No
Randomization Yes No
Blinding Yes No
Multiple treatment periods Yes Not usually

Source: Adapted from Spilker B.%



CHAPTER 7. LITERATURE EVALUATION II: BEYOND THE BASICS 219

Unfortunately, the quality of stability studies conducted in the past has been poor,
which prompted Trissel et al. to prepare study guidelines.® These guidelines state that inves-
tigators conducting stability studies should provide a complete description of study method-
ology and test conditions. Appropriate, validated assays should be used. Samples should
include a baseline time zero measurement and an appropriate number of samples to assess
stability over the time period. For example, if the goal of the study is to determine the
stability of an antibiotic at room temperature then taking measurements at, for example,
time zero and 30 days may not be adequate. Planning the study so that testing is done at mul-
tiple time points (i.e., time zero, 6 hours, 12 hours, 18 hours, and 24 hours) would yield more
information about the degradation timeline of the product. As with all studies, conclusions
should be consistent with the results. Questions to ask when evaluating stability studies are
provided in Appendix 7-1.

BIOEQUIVALENCE STUDIES

An ever-increasing number of generic products are becoming available in the marketplace
and there is a need to establish that the quality, safety, and efficacy of these generic drugs are
the same as the brand name product.” The health care practitioner is often placed in the posi-
tion of having to select one from among several apparently equivalent products for individual
patients or for use on formularies of health care organizations. The more skilled the health
care practitioner is at interpreting the data, the more comfortable he or she will be in select-
ing the appropriate product for the specific patient or organization.

Bioequivalence trials are often conducted under standardized conditions in a small num-
ber of normal, healthy adult volunteers because of availability and lack of confounding factors
in this population.® Data from healthy volunteers, however, may not reflect the population for
whom the medication is prescribed. Single doses of the test and reference drugs are admin-
istered and blood or plasma levels of the drug are measured over time. Multidose studies are
also conducted on occasion to establish bioequivalence at steady state. A two-treatment
crossover study design in 24 to 36 healthy adult subjects is usually used so that the subject
serves as his or her own control, thus improving precision of results.’

Bioequivalent products are products that are equivalent in rate and extent of absorption
(by definition, based on the opinions of Food and Drug Administration ([FDA]) medical
experts, the rate and extent of absorption differ by +20% or less).3° The area under the blood
concentration-time curve (AUC) is used to assess the extent of absorption, and the maximum
or peak drug concentration (C,,) is used to assess the rate of absorption, these are the pri-
mary pharmacokinetic criteria used in bioequivalence studies.

If the average blood ratios (AUC and C,,,) of a generic product to a brand-name product of
the active ingredient lie entirely within the boundaries of a 90% confidence interval of 80 to 125%,
products are considered bioequivalent.** The confidence interval limits are determined by the
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following method where two situations are tested: (1) whether a generic (test) product is signif-
icantly less bioavailable when substituted for a brand (reference) product, and (2) whether a
reference product is significantly less bioavailable when substituted for a test product.” Numeri-
cally expressed, the first test determines the lower acceptable limit of the confidence interval
(80%) with an average test/reference ratio of 80%, while the second test determines the upper
limit of the confidence interval with an average reference/test ratio of 80%, but this ratio is
also expressed by convention as a test/reference ratio, thus is 125% (the reciprocal of 80%).

Similarly, for approval of a generic product, a manufacturer must show that a 90% confi-
dence interval for the ratio of the mean response of its product compared to that of the inno-
vator product is within the limits of 0.8 to 1.25 (80 to 125%).%°

When evaluating bioequivalence studies, readers should note whether the acceptable
age and weight range for the subjects is defined in the methods and clinical parameters used
to characterize a normal, healthy adult (e.g., physical examination observations and hemato-
logic evaluations) are described.” Subjects should be free of all drugs, including caffeine,
nicotine, and other recreational drugs, for at least 2 weeks prior to testing and usually fast
overnight prior to dosing. Subjects are usually nonsmokers and may also have limitations
placed on caffeine intake because both factors may affect blood levels of the product in ques-
tion.'? Subjects should also be free of all dietary supplements (botanical and nonbotanical), as
many of these products can interact with products under bioequivalence review. Bioequiva-
lency testing may be performed in both fasting and fed states to assess the impact of food on
bioavailability; however, food intake should be closely monitored and controlled. Food
can impact the rate and absorption of some products. For example, a high fat meal may
affect absorption of highly lipophilic products. Additionally, methods should define sample-
collection times, which should be based on the half-life of the drug, as well as collection tech-
niques and storage methods of samples.”

When examining the results of bioequivalence studies, lack of statistical significance
does not equate with bioequivalence." The rate and extent of absorption for products must
be compared. This is a commonly encountered problem. Tests for statistical significance are
generally based on the premise that two products are assumed to be the same until proven
otherwise. DiSanto provides the example that if the data presented are highly variable (wide
range of values identified by a large standard deviation), it would be possible to show that
there was no statistically significant difference between an AUC of 100 units versus an AUC
of 40 units." In this example, the test for statistical significance does not demonstrate that the
AUCs are truly similar; it actually shows that the data were too variable from patient to patient
to be able to detect a 60 unit (%) difference in areas, even if the difference existed.!

One of the most common errors in the use of bioavailability data is comparing two prod-
ucts based on data obtained from separate studies." Different subject populations, study con-
ditions, and assay methodologies are all reasons why comparisons of data from different
studies are dangerous and can lead to false conclusions.™ For example, a formulary committee
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may locate two generic products that have each shown equivalence to the brand product in
two separate studies. A false conclusion can be made that both generic products are bio-
equivalent to each other. As another example, for some products, multiple assays are avail-
able for measuring serum levels. Using the same assay, results for the two drugs may
demonstrate equivalence; however, if one assay type is used for the reference drug and
another assay type is used for the test drug, the results may not demonstrate equivalence
because the sensitivity and specificity of assays may be different.

It is very important, therefore, that a thorough investigation of the methods of the bio-
equivalence study is made. All subjects should receive the drug under the same conditions,
and all blood levels should be taken at the same intervals. The reader must be assured that
confounding factors (for example, increased weight, increased alcohol intake, and initiation
of smoking) were minimized between treatment periods (crossover periods). For example, if
a patient started to smoke during the crossover period, the serum levels of the drug may be
affected on the next assay because smoking may alter the pharmacokinetics of the drug.

Current FDA regulations require bioequivalence between the generic product and the
brand name product be demonstrated, but do not require that bioequivalence among generic
copies of the same brand name drug be demonstrated. As a result, it is a common concern
whether these generic drugs can be used interchangeably.

As a guide to health care practitioners in evaluating the bioequivalence of prescription
drug products, the scientific and medical evaluations by the FDA are published in the USPDI:
Volume III, Approved Drug Products and Legal Requirements (also known as the Orange
Book) and are also available on the FDA website at <<http://www.fda.gov/cder/orange/
adp.htm>>.° A coding system is used for efficient determination of the equivalence status of a
particular product (first letter) and to provide additional information based on the FDA
evaluations (second letter). This coding system is described in the initial pages of the
USPDI. Products rated A are considered therapeutically equivalent to their pharmaceutical
equivalents. Products rated B may have documented bioequivalence problems, or there may
be a significant potential for such problems and no adequate studies demonstrating bioequiv-
alence. A rating of B may also indicate that the quality standards are inadequate or the FDA
has insufficient data to determine equivalence.

For example, multisource products having the same strength, same ingredients, same
dosage form, and same route(s) of administration will usually be coded AB if there is a study
submitted demonstrating bioequivalence.’ A product coded BX is one for which the data are
not sufficient to determine therapeutic equivalence and the product is assumed to be thera-
peutically inequivalent.

Bioequivalence studies represent an increasingly important part of the medical litera-
ture. When evaluating such trials for application in clinical practice, it is important to focus on
the methods of the study. Specifically, the reader must determine if a crossover study design
was used, if the assay was validated, and if consistent conditions were maintained to minimize
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subject variability (i.e., food intake, timing of blood levels, and nicotine use). Questions to ask
when evaluating bioequivalence studies are provided in Appendix 7-1.

PROGRAMMATIC RESEARCH

Another type of true experiment important to the practice of pharmacy is research focused
on the impact and economic value of programs and services provided by pharmacists in
community and institutional settings. Programmatic research is particularly important
because limited resources and budget constraints demand that only those services that
improve patient care in a cost-effective manner be implemented. The body of evidence in sup-
port of the economic benefit of pharmacists providing clinical pharmacy services has grown
over the past decade, and is diverse.”? The evidence includes contemporary practice sites and
services, and has improved in the strength of study design and methodology, and “economic,
clinical and humanistic outcome assessments in many practice environments have been
performed.”* Pharmacists, working in interdisciplinary settings with physicians and other
health care providers, have demonstrated that they can improve drug therapy effectiveness,
efficiency, and safety.”® The American College of Clinical Pharmacy has published a succes-
sion of position statements which review published literature regarding the value of clinical
pharmacy services.'>”® These position papers discuss strengths and limitations of existing
literature, and include recommendations for further studies in order to facilitate continued
documentation of value provided by pharmacists in progressive roles and settings, while uti-
lizing methodology that ensures a high level of evidence-based rigor. Questions to ask when
evaluating programmatic research are provided in Appendix 7-1.

The key distinguishing feature between observational and interventional design is the inclu-
sion or omission of an investigator-initiated intervention. Observational study designs do not
involve an intervention, rather, subject groups are based on presence or absence of a disease
or exposure with observations being made and recorded regarding patient characteristics.
The observational study design seeks to evaluate questions based on less rigidly controlled
practice conditions than those used in experimental study designs. Research questions are
addressed by comparing outcomes or experiences of patients arising from naturally occurring
assignment to different treatments, subject characteristics, or exposures.’*"” For instance, if
an agent is particularly toxic and of no therapeutic value, it would be unethical to ask subjects
to voluntarily expose themselves to the agent, thus an observational study would be used.’
An example of this type of situation is the evaluation of risk factors for diseases such as
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cancer. An investigator wishing to evaluate the toxicity of environmental or industrial hazards
or the teratogenicity of drugs administered during pregnancy would have to employ epidemi-
ologic research techniques such as cohort or case-control studies to study these problems.
These research techniques allow associations rather than cause and effect relationships to be
determined. Thus, when evaluating overall results of any observational study (case-control,
cohort, cross-sectional, or case study), it is important to remember that a correlation or an
association between exposure and outcome does not prove causation.’’ The reader of
such studies must consider other factors that are possibly related to both the exposure
and outcome.”

The following discussion will present observational study designs commonly encountered
within health literature: the cohort, case-control, cross-sectional designs, and case studies.
Strengths and weakness of each will be discussed, along with evaluation techniques.

See Table 7-3 for differentiating factors between observation trial designs: cohort, case-
control, and cross-sectional.

COHORT STUDIES

The cohort study—synonymously termed a follow-up, longitudinal, or incidence study—is
the strongest observational study design. In this design, the investigator recruits a disease-
free subject population and divides the population into two groups: those identified as either
exposed or unexposed to a factor of interest. Subjects are then followed prospectively as
development of a disease state of interest is observed during the study period.’® Figure 7-1
provides a schematic of a cohort design.

The Nurses Health Study (NHS) is an example of the traditional prospective cohort
design.”* Approximately 120,000 nurses participated by answering biannual surveys begin-
ning in 1976 and ending in 1986. The 1976 survey established baseline aspirin exposures and,
for study inclusion, required absence of outcome occurrence at study inception. Subsequent
follow-up surveys established incidences of fatal and nonfatal cardiovascular outcomes within
the study sample.

TABLE 7-3. CHARACTERISTICS OF OBSERVATIONAL STUDY DESIGNS

Exposure Outcome Study Study
Observational Prospective Retrospective Known Known Determines Determines
Study Data Data at Beginning at Beginning  Exposure Outcome
Design Collection Collection of Study of Study Status Occurrence
Cohort X X X
Case-control X X X

(trohoc)
Cross-sectional X X X
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Figure 7-1. Schematic diagram of a cohort study.

When evaluating cohort studies, the research question must be stated clearly and
unambiguously with relevant inclusion and exclusion criteria described in detail.? It is
imperative that exposed and unexposed individuals are similar in terms of demographic
characteristics so that susceptibility to the disease state is equal except for presence of the
risk factor under investigation.” This is best achieved if subjects are randomized to expo-
sure or no exposure; however, randomization is often not feasible, as in the case of toxic-
ity questions.” Selection bias can occur if exposed and unexposed subjects do not have an
equal chance of developing the outcome due to differential exposure to an additional
important causative agent.” For example, a trial assessing the impact of asbestos expo-
sure on lung cancer having more smokers as subjects in the unexposed group, results in
selection bias. Furthermore, information bias can occur if the same efforts to measure
outcomes are not made for both the exposed and unexposed groups.®* Bias may be fur-
ther introduced if follow-up rates differ for the two groups; outcome incidences will
reflect follow-up rates rather than risk factor exposure rates.? In order to assess results of
a cohort study accurately, the reader must examine study methods for evidence of these
sources of bias.

Cohort designs have many advantages.” This design is uniquely capable of investigating
outcomes from rare exposures, such as the relationship of pharmacy technicians preparing
intravenous chemotherapy to subsequent development of cancer. Another advantage of a
cohort design is that disease incidence rates may be determined utilizing this design; rates
are not reliably ascertained with the case-control design.
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Primary disadvantages of cohort studies are expense and time consumption.?* For
example, with rare outcomes, such as the occurrence of aplastic anemia with use of clozap-
ine, a prospective investigation may require extremely large numbers of patients, require
decades of data collection, and accrue large project costs to acquire answers. It takes many
years for adequate assessment of disease development or to establish disease-free status.”
Such research questions are investigated with more efficiency with the case-control design.
Studies where loss to follow-up exceeds 20% in either the exposed or nonexposed cohort
should be interpreted with caution.” Other factors to consider when evaluating cohort stud-
ies are provided in Appendix 7-1.

Relative risk is calculated from the data and provides information about the incidence
of outcomes." For example, consider the hypothetical situation presented in Table 7-4 in
which the effects of industrial formaldehyde exposure on the development of chronic respi-
ratory illness (i.e., chronic obstructive pulmonary disease and emphysema) were assessed.
Risk for development of respiratory illness is 200/2000 (or 0.10) for those exposed to
formaldehyde and 30/2000 (or 0.01) for unexposed subjects. Relative risk is equal to the
ratio of these two numbers (0.10/0.01 or 10). In this case, risk of respiratory illness is 10 times
greater in individuals exposed to formaldehyde. If relative risk is equal to one, the same risk
exists for both exposed and unexposed subjects; if less than 1, a lower risk exists for indi-
viduals exposed to the factor and if greater than 1, a higher risk exists for those exposed.3*
Relative risk gives an idea of the magnitude of an effect, but does not provide information
about precision or statistical significance of the result.” Alternatively, calculation of confi-
dence intervals (usually at a level of 95%) are utilized for evaluation of statistical significance
of results. The confidence interval provides a range in which the true value for the popula-
tion lies. The wider the confidence interval, the less precise the result. Because a relative
risk of 1 indicates no difference exists between groups, the confidence interval cannot
include 1 and still maintain statistical significance. In the formaldehyde example described
above, the relative risk is calculated as 10. If the 95% confidence interval is determined as
7 to 14, then the true risk of formaldehyde contributing to respiratory illness is contained
within that interval, i.e., is at least 7 times and up to 14 times greater in individuals exposed
to formaldehyde. Statistical difference is provided, since the range 7 to 14 excludes 1, the
point where no difference exists between groups.

TABLE 7-4. COHORT STUDY—DETERMINATION OF RELATIVE RISK, EFFECT OF INDUSTRIAL
FORMALDEHYDE EXPOSURE ON THE DEVELOPMENT OF RESPIRATORY ILLNESS

Risk Factor Respiratory lliness No Respiratory lliness Total
Formaldehyde exposure 200 1800 2000
No industrial exposure 30 1970 2000
to formaldehyde

Total 230 3770 4000
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CASE-CONTROL STUDIES

Case-control studies—also termed case-referent, case history, or retrospective studies—are
a type of observational study that offer an epidemiologic research alternative to cohort stud-
ies, which require a large number of subjects, and are often expensive and time-consuming.™®
Case-control studies seek to retrospectively identify potential risk factors of diseases or
outcomes. In a case-control study, subjects (cases) with a particular characteristic or out-
come of interest (e.g., disease) are recruited, matched with, and compared to a similar group
of subjects (controls) who have not experienced the characteristic or outcome.'**% Data
regarding exposures are collected retrospectively via patient interviews or by reviewing sub-
ject data records, and the two groups are compared to identify possible risk factors or con-
tributors for development of the disease or outcome of interest. Of note, not only is the
outcome of interest known at the beginning of the study, but also which subjects (cases) the
outcome occurs in is also known. This is a key differentiating factor for case-control versus
cohort study design. See Figure 7-2 for a schematic of the case-control research design.

Again because cohort studies require large subject numbers, and are often expensive and
time-consuming, case-control studies are more useful when diseases occur infrequently or
many years after exposure,” and are considered most efficient for studying rare diseases.”
Because case-control studies are conducted in the opposite direction (i.e., retrospectively) of
randomized clinical trials and follow-up studies, and are designed to determine cause rather
than effect, they are sometimes called trohoc studies (i.e., cohort spelled backward).?

Present time

11

Exposure positive
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Controls—outcome negative
Exposure negative
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Time: Years
Figure 7-2. Schematic diagram of a case-control study.
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Exposure of study subjects to the risk factor should reflect what occurs in the general
population. If subjects with higher or lower exposure rates to the risk factor are excluded
from the study, determination of possible associations between the exposure and a particular
disease may be biased and inaccurate.” For example, case-controls often use subjects drawn
from hospitalized populations, whose risk factor exposure may differ from individuals in the
community; a problem termed, Berkson’s bias.” Table 7-5 presents this and other types of
bias that may be found within observational study designs, along with methods which pro-
vide control of potential biasing factors.

Predisposition to the disease of interest should be similar in both cases and controls,
except for exposure to the risk factor under investigation, but it is extremely difficult to
ensure that this occurs.”** Matching is often used to assure that cases and controls are
similar. With matching, each case has a comparable control in terms of demographic and
exposure characteristics. Often it is difficult to determine which variables should be
used to match cases to controls (e.g., sex, age, and date of admission). Such matching
allows assessment of only the risk factor under investigation and no other variables that may
have contributed to the disease. %% Matching may even result in a negative impact on the
interpretation of study results if cases and controls are matched for a factor that is itself related
to exposure.”

Cases and controls should undergo the same diagnostic evaluation to determine pres-
ence or absence of the disease under investigation (e.g., endoscopy for ulcer disease),
because detection of a disease is more likely to be found in individuals who undergo exten-
sive diagnostic testing.?” In addition, individuals administering the tests should be blinded to
the presence or absence of the risk factor to eliminate “diagnostic-review bias.”®#" A problem
is that many diagnostic tests can only be performed in individuals suspected of having a par-
ticular disease state due to risks associated with their use.

Case-control study designs have hoth benefits and disadvantages. As mentioned earlier,
case-control studies are relatively inexpensive and can be accomplished in a shorter time-
frame than cohorts.* Both of these advantages are related to how subjects are recruited and
data are acquired. When rare events are studied prospectively in a cohort design, recruit-
ment of large samples is required due to the uncertainty of events occurring during the study
period and the resulting need to assure study power. In contrast, case-control studies reduce
the need for large sample sizes, as subjects are recruited based on a priori knowledge of
occurrence of outcomes.

Most limitations inherent to case-control studies are due to the retrospective
design.?® Overall, the two major methodological issues include appropriate selection of
controls and accurate determination of the level of exposure.” Historical data used in
case-control studies may be inaccurate or incomplete.”>* When patients are interviewed
regarding historical events, anamnestic equivalence may not be ensured.”” For example,
patients with the disease state may be more likely to recall events preceding development
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TABLE 7-5. TYPES OF BIAS THAT MAY OCCUR WITHIN OBSERVATIONAL STUDY DESIGNS AND METHODS OF CONTROL

Category of Bias

Name of Bias

Description

Methods of Control Cohort  Case-Control

Cross-sectional

Selection bias

Information bias

Admission rate
(Berkson) bias

Nonresponse bias

Prevalence-incidence
(Neyman) bias
Unmasking bias

Family history bias

Admission rates of exposed
and unexposed cases

and controls differ, resulting
in a distortion of odds of
exposure in hospital-based
studies

Nonrespondents may exhibit
exposures or outcomes that
differ from respondents,
resulting in over or under
estimation of odds or risk

Timing of exposure identification
causes some cases to be missed

An innocent exposure causes a sign

or symptom that precipitates search
for a disease, but does not itself

cause the disease

Family members tend to share

more information with family members
who have similar diseases or exposures.
Those family members without the
disease or exposure may be unaware.
Family historical information may vary
widely depending on whether the
person is a case or a control

A priori define inclusion X
and exclusion criteria

All groups of subjects should

have undergone identical diagnostic

testing and there should be no

difference in how exposure or

disease status is determined

Match or adjust for X X
confounding variables

Use more than one

control group

X X
X X
Establish a priori explicit criteria X N/A

for data collection methods on
exposures and outcomes

Blinded interviewer and subject to

the hypotheses investigated
Standardize data collection procedure,
i.e., train observers, develop and refine
survey questions and methods of
recording answers

H+
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Recall bias

Exposure suspicion
bias

Data analysis bias  Post hoc significance
bias

Data dredging bias

Significance bias

Correlation bias

Difference in how data collection
occurs exists between cases and
controls, or the exposed and

unexposed, resulting in an abnormally

high rate of recall of exposure

or outcome in one group
Knowledge of a subject’s disease
status may influence both intensity
and outcome of a search

for exposure

When decisions regarding
level of significance are
selected a posteriori,
conclusion may be biased

When data are reviewed for

all possible associations
without prior hypotheses,
results are only suitable for
hypothesis-forming activities
Confusing statistical significance
with clinical significance
Correlations do not equate with
causation; concluding that
correlation equates with
causation can lead to

serious errors

Maintain aggressive contact with subjects
to limit attrition (cohort designs)

For surveys, obtain response
rates >80%

Assess for effects of potential
confounders

Establish a priorithe statistical
methods to be used to
evaluate data

Report how missing

data are handled

Assess associations between
confounders and exposures
and outcomes

N/A

N/A

H+

Source: Adapted from Risk. In: Fletcher RH et al.?*
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of the disease than patients who are healthy, since patients with disease are more likely to
have contemplated factors they believe may have contributed to disease development
(recall bias), so there should be some explanation in the study addressing the issue of
recall bias. Investigators who collect data also may question individuals exposed to the
disease more intensely than control subjects. To reduce variation in data obtained for
cases and controls, data collectors should be blinded to the status of the subjects as cases
or controls.”

Another prominent disadvantage is that information about the exposure and outcome is
collected simultaneously, so it is difficult to sort out the temporal relationship between the
two.2 For instance, it is often difficult to determine if the exposure preceded the outcome, a
situation termed protopathic bias, where the disease may lead to exposure to the risk factor
rather than vice versa.”2*’ Consider the following illustration. Abnormal vaginal bleeding may
be an early sign of uterine cancer. Vaginal bleeding, however, may lead to prescribing of
hormonal therapies such as progesterone. An investigator may later erroneously conclude
that use of progesterone was associated with development of uterine cancer when in fact the
cancer preceded use of the progesterone in this case.”

Some experts have suggested use of several control groups selected on the basis of dif-
ferent criteria in an attempt to reduce some of the biases discussed above.” If results of com-
paring cases to the various control groups are in agreement with one another, bias in the
control groups is unlikely to be present.”

During case-control studies, odds ratios are calculated. Odds ratio is an estimate of risk
ratio.”® Consider the situation presented in Table 7-6 where industrial exposure to formalde-
hyde in patients with and without respiratory illness is assessed. Odds of exposure to
formaldehyde is 20/180 (0.11) in the cases with respiratory illness and 2/195 (0.01) in the
controls. The odds ratio is calculated as 0.11/0.01 (11), which approximates the risk ratio
determined in the cohort study example. Interpretation is the same; greater than one denotes
increased risk, equal to one indicates no effect, and less than one indicates a protective effect.
As with cohort studies, 95% confidence intervals should be calculated.?

Questions to ask when evaluating case-control studies are provided in Appendix 7-1.

TABLE 7-6. CASE-CONTROL STUDY—DETERMINATION OF 0DDS RATIOS IN INDUSTRIAL FORMALDEHYDE
EXPOSURE IN PATIENTS WITH RESPIRATORY ILLNESS

Risk Factor Respiratory lliness No Respiratory lliness Total
Formaldehyde exposure 20 5 25
No industrial exposure 180 195 375

to formaldehyde
Total 200 200 400
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CROSS-SECTIONAL STUDIES

Cross-sectional studies or prevalence studies can be thought of as a “snapshot” because
data are collected and evaluated at a single point in time.!** This type of study design is
hypothesis generating as opposed to hypothesis testing and is not suited for testing the
effectiveness of interventions.?” Typical examples of cross-sectional studies are surveys
that evaluate opinions or situations at a fixed point in time and studies focused on
description, diagnosis, and mechanisms of disease states.’! For a hypothetical situation
concerning rofecoxib (Vioxx™), a cross-sectional study design could be developed to
look into a large insurance database and determine how many people died suddenly within
5 years of receiving rofecoxib. Cross-sectional studies are relatively quick and easy to
perform and may be useful for measuring current health status or setting priorities for
disease control.”

A study is classified as cross-sectional because measurements are taken at a single
point in time, even though observations may cover a period of several months or years.* For
example, a survey of smokers is cross-sectional when the questionnaire is administered
once; however, the questions contained in the survey may focus on smoking habits over the
past 10 years.

As in other observational trial designs, the research question and the relevant inclusion
and exclusion criteria must be clearly and unambiguously stated.? Also, selection of cases
must be clearly described because the starting point for the study is disease status of the
subject.’®

Problems that may occur during cross-sectional studies include errors in data collec-
tion and transient effects that may influence observations.”! Because measurements occur
at only one point in time, inaccuracies in data collection may go unnoticed because there are
no prior data for comparison. In studies where multiple observations occur, outlier data,
which may represent data collection errors, are more easily recognized. Transient effects
are temporary occurrences that are found at the time a cross-sectional study is conducted,
but are not identified if the study were repeated. A good example of transient effects is stu-
dent evaluations of university professors. If a professor chooses to have students evaluate a
course after a particularly grueling examination, chances are the evaluations would be poor
based on students’ response to the examination just taken. However, if the evaluations were
administered after a curve had been applied for final grades, students may reflect on the
course positively based on overall knowledge they received from the instructor, rather than
a single negative experience. Transient effects are difficult to identify by a study evaluator.
They may only be uncovered through retrospective evaluation of the study by the investi-
gator. The investigator must perform a thorough assessment of all factors that may have
impacted the results of the trial. Questions to ask when evaluating cross-sectional studies
are provided in Appendix 7-1.
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CASE STUDIES, CASE REPORTS, AND CASE SERIES

A case study—also sometimes referred to as a case report and referring to a single patient, or a
case series, referring to a group of patients, has no control or comparison group, and simply
reports on the clinical course of a particular patient or group of patients. In these studies obser-
vations are described that are related to a drug or technology applied to a single patient or group
of patients.” The defining characteristic of these studies is this: cases are not compared to a con-
trol group, thus do not take into consideration other influencing factors which may also have
played a role in observed outcomes. In contrast to n-of-1 trials, a case study (usually an observa-
tional study) does not apply principles of clinical trials, such as randomization and blinding, to
individual patients. Usually retrospective, the case study does not involve multiple treatment
periods, whereas an n-of-1 trial is prospective and includes multiple treatment periods. Compar-
isons of single patient clinical trials (n-of-1) and case studies are presented in Table 7-2.%

Interpretation of case studies can be difficult.* Design and methods describing conduct
of a case study are not well-defined or agreed on.** For example, beneficial effects attributed
to a drug or treatment under investigation may actually be a function of spontaneous regres-
sion of signs and symptoms of the disease, a placebo effect, and/or related to physicians’ atti-
tudes that may influence patient outcome.*

Case studies, however, are an integral part of the biomedical literature. They have
played an important role in identifying treatments for rare disorders where large subject
pools cannot be identified.* Case studies, reports, or series may also be useful for early
recognition of drug toxicities and teratogenicity.*! A newly recognized value of case reports
is utilization for understanding potential toxicities of dietary supplement products (botanical
and nonbotanical). Because the FDA does not regulate these products and adverse event
reporting is scarce, often safety information is not well-defined for these products. Thus, pub-
lished case reports may play a somewhat larger role for dietary supplements in suggesting
potential safety problems than for traditional drug products.

When possible, results should be confirmed with randomized clinical trials. Case studies,
reports, and series serve as an important initial step in the formulation of hypotheses®; how-
ever, only when case studies, reports, or series show a beneficial effect of a drug or treatment
in diseases whose outcomes are consistently grim or when all other treatments have failed
can results be applied to patients in clinical practice.*** Questions to ask when evaluating
case studies, case reports, or cased series are provided in Appendix 7-1.**

Survey research is used to study the incidence, distribution, and relationships of sociologic
and psychologic variables.* It is used to collect information from a sample and generalize the
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findings to a larger, target population.” Data obtained from survey research have been used
for many purposes, including helping investigators identify, assess, and compare respon-
dents’ ideas, feelings, plans, beliefs, and demographics.® In pharmacy practice, surveys may
be used to determine how programs should be implemented by utilizing the opinions of
experts with experience in a particular area, to study effectiveness of a program by ques-
tioning individuals who have used its services, or to understand attitudes and behaviors of
patients or members of the profession. For example, directors of pharmacy may survey other
hospitals to determine salary ranges in order to decide whether salary increases are needed
to remain competitive in the job market. The ability to critically evaluate such literature has
become a necessity for the practicing pharmacist due to an increased emphasis on this type
of research in the medical literature.*

There are two basic types of surveys seen published in the biomedical literature. Descrip-
tive surveys attempt to identify psychosocial variables such as attitudes, opinions, knowledge,
and behaviors in a population, while explanatory surveys attempt to explain causal relation-
ships between variables.*” These dependent variables such as knowledge and behavior are
often compared to independent variables such as age, sex, or education.*

Several types of data are collected in survey research and include incidence, attitudinal,
knowledge, and behavior measurements. Incidence data try to determine the occurrence of
events without drawing any relationships between variables.*® An example of incidence data is
the morbidity or mortality data reported weekly in the Centers for Disease Control and
Prevention’s Morbidity and Mortality Weekly Report (<<http://www.cdc.gov/mmwr>>).
Manpower data are also incidence data frequently reported in pharmacy literature.* The num-
ber of residency-trained specialists in drug information centers is an example of data that might
be collected in a nationwide manpower survey. Attitudinal data such as job satisfaction surveys
often try to compare this dependent variable with independent variables such as age, educa-
tion, or salary. Knowledge data attempt to document a person’s knowledge or level of under-
standing about a specific topic. Examples include surveys asking physician’s knowledge of
retail prices of medications or pharmacist’s knowledge of state pharmacy laws.* Behavior data
document what a person actually does in a particular situation rather than what he or she says
he does on a mail survey. Observing the number of specific points that a pharmacist addresses
during patient education sessions is an example of behavior data.

Data collection for surveys may involve questionnaires, examination of historical
records, telephone interviews, face-to-face interviews, or panel interviews.* Well-conducted
surveys have several important characteristics—they are objective and carefully planned,
data are quantifiable, and subjects surveyed are representative of the target population.” In
evaluating survey research, just like any other research, one must ask if the results are reli-
able and valid and if they can be generalized.*

Four sources of error have been described that can threaten the precision and accu-
racy (i.e., reliability) of survey results and must be evaluated by readers.* The first type of
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error, coverage error (sampling bias), occurs when there is a discrepancy between the
target population and the population from which the sample was derived. This type of
error can compromise the ability to generalize study results.*® For example, people without
telephones or unlisted numbers would be excluded from a sample frame of names from a
telephone directory.

Sampling error (or random error) occurs when the researcher surveys only a subset
(sample) of all possible subjects within the population of interest.*® The use of random sam-
pling procedures and larger sample sizes can be used to minimize sampling error. Sampling
error is a statistical term that describes the rate of random error in sample selection. It
describes variation around the true value of the population mean seen when multiple samples
are pulled from the same population.*’ Sample error is reported usually as the mean +1 stan-
dard error from the mean (SEM).

Measurement error (response bias) occurs when the collection of data is influenced
by the interviewer or when the survey item itself is unclear from the respondent’s point of
view. When measurement error occurs, a subject’s response cannot be compared to other
responses.” The survey method used to collect the data may be one source of measure-
ment error.*® Face-to-face interviewers may influence the responses of the person being
surveyed.® The survey instrument itself may be ambiguous and open to interpretation.®
Bias can be introduced into a survey by the cover letter or sponsoring body; either may
lead the respondent to one desired response rather than measuring the true reponse.*® A
fourth type of measurement error occurs when a respondent replies with a preferred or
more socially acceptable answer rather than the real answer. A well-designed survey takes
into account the abilities and motivation of the respondent to respond correctly (i.e., written
at an appropriate educational level). Parallel forms (usually consisting of alternatively
worded items placed throughout the survey) of either specific survey items or the entire
survey instrument have been used to increase reliability of mail survey research. The use
of such forms requires the calculation of correlation coefficients between the parallel items
and survey instruments.

Accurate assessment of measurement error relies on the provision of the questionnaire
or tool used to collect data so that readers may analyze wording. Unfortunately, however,
many articles relating results of survey research do not include the actual questionnaire used
in the survey due to space and ownership issues. Lengthy questionnaires take up valuable
journal space and the publisher may decide not to include them. Some authors do not want
to give away the intellectual work that they invested in developing a good questionnaire and
decide not to publish it. These factors make it impossible for the reader to evaluate wording
and thus objectivity of questions.

Finally, nonresponse error (nonresponse bias) occurs when a significant number of sub-
jects in a sample do not respond to the survey when responders differ from nonresponders
in a way that influences, or could influence, the results.*® Generally, researchers strive for
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response rates in the 80 to 90% range so that nonresponders will not alter the author’s
conclusions.® Other authors argue that response rates of 80% for face-to-face interviews, 70%
for telephone interviews, and 50% for mailed questionnaires are acceptable.’” Additionally,
evaluating responses of early versus late responders presumes that late responders are more
like nonresponders, which may not hold true.

In order to accurately assess the survey’s validity (i.e., robustness) and evaluate these
potential sources of error and bias, the methods section, which must be explicit, should be
heavily scrutinized. Foremost, a description of study methodology with enough detail to
replicate the study should be provided. Additionally, the methods section should relate each
type of error associated with survey research and state how investigators attempted to
control those errors.*

Attempts to assess validity of the survey and efforts made to validate factual data
should be described. For example, demographics of individual hospitals can be verified
using American Hospital Association data. Asking more than one question about a concept
can increase the internal validity of a survey.*® For example, a respondent who answers yes
to a positively worded statement would be expected to answer no to the same concept when
worded in a negative fashion. A coefficient alpha that measures correlation between items
should be calculated and reported in the article if this technique is used.* The coefficient
alpha is interpreted in the same fashion that coefficients of reliability are interpreted, (i.e.,
0 indicates no consistency between responses while 1 indicates complete consistency).

The methods section should report sample size, along with a description of how it was
determined. The validity of both survey research and clinical trials relies on sample size. In
order to have sufficient statistical power to demonstrate a difference between two groups,
studies must have an adequate sample size. In designing survey research, the population of
interest is first determined then subdivided into smaller groups around a variable of interest.
For example, the population of interest may be all patients who attend a pharmacist-managed
asthma clinic. This population could be subdivided into smaller groups based on the severity
of asthma and then surveyed as to level of customer satisfaction. In establishing sample size
for survey research, investigators must then determine the minimum number of subjects
that must be sampled for the sample to be representative of the entire population.*’ This
determination is made by consulting references that describe variability in sampling.®

Additionally, the reader should evaluate the comprehensiveness, probability of selection,
and efficiency of the sample frame. A sample is comprehensive if all members of a population
had a chance to be chosen and no one was systematically excluded.” Determining efficiency
of a sample relates to how well the sample frame excluded individuals who are not the subject
of the survey. For example, to survey elderly people, it is appropriate to survey all households
to determine if elderly individuals live there.” In addition to providing information about the
sampling frame, the methods section should provide a description of interviewers (age, sex,
ethnicity, and so forth) and the effect interviewers may have had on the data.
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Sampling strategy and response rates should also be stated. The methods section should
supply the reader with enough information to assure that nonresponse error was assessed
and measures were taken to control it.* Repeated attempts to obtain completed question-
naires from initial nonrespondents will yield higher response rates and more accurate results
than if no follow-ups are performed.* For example, attempts at other times of the day should be
made for phone surveys and a second reminder postcard should be sent for mailed surveys.
Additionally, one way to minimize the problem of poor response rates is to sample (by phone)
a small group of nonresponders to determine if their responses differ substantially from
responders, although this may not be possible.” If results do not differ, the survey remains
valid. Furthermore, authors should relate as much information about nonrespondents as is
possible. Although survey result information has not been gathered, authors may have
demographic and geographic data based on addresses and other information originally
obtained.

The methods section should also describe techniques used to assess the reliability (i.e.,
can the results of the survey be repeated by another investigator) of the survey instrument
and present the results of reliability estimates.® In general, the higher the reliability esti-
mate, the more confidence the reader may place in the results published.*® Chap. 10 provides
a more complete review of reliability coefficients. Additionally, any relevant elements of the
survey research administration process (i.e., whether a pretest or pilot test was used) should
be described. A pretest or pilot test is an assessment of a questionnaire made before full-scale
implementation to identify and correct problems such as faulty questions, flawed response
options, or interviewer training deficiencies.! Subjects administered the pretest not only
answer the survey questions, but also answer questions about the clarity, length, and ease of
understanding of the actual instrument and may contribute other questions they think
should be included.*

Of note, informed consent is generally not required in survey research as the risk is min-
imal and the respondent has the opportunity to withdraw from participating every time a new
question is asked.” If the respondent does withdraw part way through the survey or inter-
view, the data should not be included in the final analysis. In situations where sensitive infor-
mation might potentially harm the subject, asking for an informed consent document to be
signed allows the researchers the opportunity to reassure their commitment to confidential-
ity and reinforce the limits of how the data can be used.

Surveys are a commonly used research tool and are capable of providing a wealth of
information on many aspects of a given target population. Ensuring validity of information
gained through survey research, however, relies on critical evaluation of results through a
thorough assessment of the study’s internal rigor.®® The ability to evaluate such research
results is highly dependent on the amount and quality of information presented in the meth-
ods section.*® A guide for critique of mail survey research has been published® and questions
to ask when evaluating survey research are available in Appendix 7-1.
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Prior to approval by the FDA, drugs undergo testing in a limited number of patients. Once
approved, experience in patients escalates and previously unrecognized, rare adverse events
may be identified. The drug also may be found to be useful for conditions not described in the
product labeling.

Postmarketing surveillance studies are phase IV studies that follow drug use after market
approval and are sometimes referred to as pharmacoepidemiologic studies. They are useful in
identifying new, potentially serious effects of drugs. A number of drugs have been removed
from the market after approval following identification of such problems (e.g., fenfluramine,
rofecoxib [Vioxx™], valdecoxib [Bextra®], and more recently, hydromorphone hydrochlo-
ride extended release capsules [Palladone™]). Postmarketing surveillance studies also allow
assessment of drug use outside of product labeling and may identify areas for further
research.

Many types of study designs are used in phase IV studies including cross-sectional, case-
control, cohort, and even experimental designs (randomized-controlled clinical trials). These
studies can answer questions about drug interactions, identify potential new indications for
the product, and gather information about the consequences of overdose, and efficacy in a
larger and broader population (patients with different disease states and demographics that
may not have been fully evaluated in the original clinical trials).” The principles of literature
evaluation described in previous sections are also applicable to these studies.

Perhaps one of the most important functions of postmarketing surveillance is in the area
of adverse event reporting. Currently, most of the information on postmarketing safety of the
product comes from spontaneous adverse reaction reports. Reporting of events associated
with a product by the health care practitioner to a regulatory agency or the pharmaceutical
company that markets the product are the primary means for gathering this information.
Each pharmaceutical company is required to maintain a database of these spontaneous
reports. This database is monitored for increases in frequency of certain events or the
appearance of serious unexpected events. If it is determined that there is a causal relation-
ship between the drug and the event, the product labeling may be changed to reflect either
new events or events with increasing frequency.

There are several limitations to this type of data collection. The information is taken
from the reporter who must make a diagnosis and assessment of causality, data may be
underreported because it is a voluntary system and this may bias the estimation of incidence,
reports may vary in quality and thoroughness, and the database may not be suitable for
detecting adverse reactions with high background rates in the population.*? See Chap. 17, for
additional information. Questions to ask when evaluating postmarketing surveillance studies
are provided in Appendix 7-1.
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When reviewing published studies, it is not uncommon to become overwhelmed with a collec-
tion of papers, all seemingly pertinent to the clinical question under evaluation, and often includ-
ing conclusions of two or more research reports that may be in opposition. How does one sort
through the studies and efficiently determine which of those articles are of highest quality? A
good place to begin is by categorizing trials based on fundamental differentiating study design
characteristics. One may quickly sort articles by study design by asking a few specific questions.

One method developed and utilized at University of Missouri, Kansas City (UMKC)
School of Pharmacy allows division into five broad categories of study design, and is illus-
trated in Tables 7-7 and 7-8.* Additionally, see Figure 7-3 for scenarios regarding reviewer
evaluation of power status and implications for interpretability of trial results.

Subsequent analysis of strengths and limitations of individual trials within and between
the five categories provides the clinician insight into varying levels of confidence for decision-
making or recommendations derived from aggregate trial analysis. The clinician should
make firm recommendations and decisions based on results of well-controlled interven-
tional investigations, and make only cautious recommendations and decisions when only
results of uncontrolled clinical observations exist, especially when risk to patients is involved.

TABLE 7-7. BROAD CATEGORIZATION OF TRIALS, BY STUDY DESIGN*

Controlled (Or Comparison Group Included) Uncontrolled

Controlled vs. uncontrolled trials
Rationale: Studies lacking a control or comparison group are typically not useful for broad decision-making

Interventional Observational

Interventional vs. observational trials

Rationale: Interventional trials can show cause and effect, while observational trials can
only indicate a correlation or association. See discussion in this chapter entitled
Case-Control Studies

Powered No power Prospective |Retrospective or
Sometimes referred to having a historical
as low power (e.g., power component

not calculated or power
calculated but not met)

Powered vs. no power Rationale: Interventional Prospective vs. retrospective
trials are most useful when powered to detect a Rationale: A prospective cohort
difference if one exists. design allows for better elimi-

nation and/or control of extra-
neous variables, thus producing
more reliable results than a
retrospective look at data.

“See also, Figure 7-3, power algorithm.
Source: Adapted from Bryant PJ.#
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TABLE 7-8. STUDY CATEGORIZATIONS

ol — Decreasing rigor [ ) ——
Interventional, Interventional, Observational,  Observational,

Powered No Power Prospective Retrospective ~ Uncontrolled
Randomized, controlled  Randomized, controlled  Cohort studies Case-control Case series,
trials, with power trials, unpowered studies (trohoc)  case reports,
calculated and met (low power) case studies

Other methods for categorizing and ranking studies utilized by organizations that per-
form evidence-based literature evaluations are discussed further in Chap. 9.

Review Articles

Once a reader understands differences between individual study designs and characteristics
for evaluating strengths and weaknesses within individual studies, it will become easier to
analyze differences between publications which attempt to combine results from multiple
studies, generally termed review articles.

Power

| Statistically significant difference between groups detected? |
I

o

Power not an issue | Power analysis performed? |

!

Is sample size large enough to

represent to general population? Yes Ea

Power met? Unable to assess if study
could detect a difference
if one existed

(major limitation)
11

Study powered to detect Study not powered to detect a
difference (strength) difference (major limitation)

Figure 7-3. Power algorithm.
Several scenarios exist with regard to power status and subsequent interpretability of
clinical trial results. This power algorithm diagrams the different power scenarios and
subsequent interpretability of trial results. (Refer to Chap. 6 for more discussion regard-
ing the power concept.) (Source: Developed by Richardson AD and Bryant PJ for Evidence-Based
Medicine course, PHA 326, University of Missouri, Kansas City School of Pharmacy, 1999.)
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Review articles, consisting of analysis and interpretation of previously conducted
research studies, are classified as tertiary literature, although they are often used as sec-
ondary sources because they can lead readers to primary literature references. Review arti-
cles discussing treatment of disease states or clinical aspects of drug therapy enable
pharmacists to gain insight into a topic or question of interest and may provide more current
information than textbooks.

The term review encompasses three very different entities—the nonsystematic (narra-
tive) review, the systematic review (qualitative review), and the meta-analysis (quantitative
review). Reviews are becoming more common in the literature and are relied on as an effi-
cient method for keeping up with the large amount of information presented to the health
care professional each day.

Although the purpose of review articles is to present the “truth” found among conflict-
ing and variable primary literature, this does not always occur. Reviews may be subject to
author biases or inaccuracies or in the literature search.* Narrative (nonsystematic) litera-
ture reviews generally do not apply systematic methods such as formal criteria for selection
of studies, and they address broad rather than focused clinical questions. They often educate
readers about the author’s interpretations of selected evidence, rather than using a system-
atic approach to evidence evaluation. Frequently, authors are experts on the topic and know
the conclusions prior to conducting the review.

In contrast, qualitative systematic reviews do use formal criteria for trial selection and
interpretation of study results, and authors determine the conclusions based on the data
reviewed. This is also true of meta-analyses (sometimes referred to as quantitative systematic
reviews). Due to increased emphasis on evidence-based practice, narrative reviews have
largely been replaced by both qualitative and quantitative systematic reviews as a source of
authoritative, unbiased, summative information.

It is important to note that it is not uncommon to find that conclusions of general
overviews, systematic reviews, or meta-analyses conflict with one another.®* Differences in
research methodology may explain conflicting conclusions noted in selected published studies.
Other explanations for discordant conclusions include differences in study populations, type
of intervention, or study endpoint, as well as chance.’ In some cases, the amount of high
quality data may not be sufficient to come to a valid conclusion; in others, clinical judgment
of authors may place more weight on certain findings over others. Readers of review articles
need to determine whether studies included in the review are broad enough to apply to their
clinical situation.

NARRATIVE (NONSYSTEMATIC) REVIEWS

A narrative (nonsystematic) review is a summary of research that lacks a description of sys-
tematic methods. Narrative reviews are considered tertiary literature because they provide
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information in much the same manner as found in textbooks, but are sometimes used like
secondary references hecause they also contain extensive and “up-to-date” bibliographies.
Narrative reviews may pertain to one specific clinical question or disease state, or to topics
related to pharmacy administration (e.g., Pharmacy and Therapeutics Committees).

Techniques can be applied to evaluate the quality of narrative reviews (Appendix 7-1).
Such skills are necessary, considering the poor quality of many published narrative
reviews.” As a specific example of shortcomings of narrative reviews, Joyce and associates”
found that citation of the literature is influenced by the review authors’ discipline and nation-
ality. For example, infectious disease specialists reviewing a disease state were more likely to
cite laboratory literature than psychiatrists reviewing the same disease state while the
reverse was true for neuropsychiatry literature; a review author in the United Kingdom was
more likely to cite articles that originate in the United Kingdom than in other countries. This
study also found that, of 89 reviews, only 3 (3.4%) described the methods used in the litera-
ture search. Legitimate differences in authors’ clinical judgment can also affect results. For
example, if a treatment has been shown to be effective and has a 7% incidence of a fairly
severe adverse event, some authors will feel this is an acceptable risk compared to risks of
the disease state, while others will deem that level of risk unacceptable.

SYSTEMATIC REVIEW—QUALITATIVE

If the purpose of nonsystematic reviews is to “find the truth,” then the purpose of the sys-
tematic review is “finding the whole truth.”® Cook and associates describe systematic
reviews as scientific investigations with predefined methods and original studies as their
subjects.” Two general types of systematic reviews exist. The term qualitative systematic
review has been applied to a summary of results of primary studies where the results are not
statistically combined.” In contrast, a quantitative systematic review, or meta-analysis, has
been described as a systematic review that uses statistical methods to combine the results of
two or more studies.” Perhaps, more appropriately, meta-analyses can be thought of as a specific
methodological and statistical technique (or tool) for combining quantitative data. Table 7-9
illustrates the primary differences between qualitative and quantitative systematic reviews.*

Systematic overviews that summarize scientific evidence (in contrast to nonsystematic
narrative reviews that mix opinions and evidence) are becoming increasingly prevalent.
These overviews address questions of treatment, causation, diagnosis, or prognosis and are
considered superior to nonsystematic (narrative) reviews of any given topic.”

Qualitative systematic reviews should concentrate on a clearly defined issue that is of
importance to practice.™* Specific criteria should be used to select articles from the primary
literature to be included in the review.® For valid conclusions to be derived from qualitative
systematic reviews, authors must clearly define the study population or topic of interest and
include only those studies using valid research methods.* For example, authors would have
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TABLE 7-9. COMPARISON OF NONSYSTEMATIC REVIEWS, QUALITATIVE SYSTEMATIC REVIEWS, AND
QUANTITATIVE SYSTEMATIC REVIEWS (META-ANALYSIS)

Feature

Nonsystematic Review

Qualitative Systematic
Review

Quantitative Systematic
Review

Clinical question

Literature
search

Studies
included

Includes
unpublished
literature
Blinding of
reviewers
Analysis of data
Results

Often broadly defined

Methods of literature
search usually not
explicitly described

Methods for determining
which studies to include
not usually described

Not usually

No

Variable and subjective
No

Clearly defined and focused

Explicit description of
predefined and
comprehensive
search strategy
Predefined inclusion
and exclusion criteria

Possibly

Yes

Rigorous and objective
No

Clearly defined and focused

Explicit description of
predefined and
comprehensive

search strategy
Predefined inclusion and
exclusion criteria

Possibly

Yes

Rigorous and objective
Yes

statistically
evaluated

Source: Adapted from reference Cook DJ, et al.*

the choice of assessing patients who are either pre- or postmenopausal in a qualitative sys-
tematic review focused on the utility of chemotherapy in improving survival following mas-
tectomy in breast cancer patients. Conclusions of this qualitative systematic review are
likely to be very different depending on which subsets of breast cancer patients are
selected. In addition, the authors’ initial literature search would probably reveal a collec-
tion of studies that use a wide variety of research techniques. Only those studies meeting
strict criteria for validity as discussed in Chap. 6 should be included in the review. Poorly
controlled, nonrandomized, unblinded studies should be excluded to produce the most
reliable results.

Authors should use a variety of resources to identify studies for the qualitative system-
atic review. Use of a single database is not likely to capture all relevant studies and results in
reference bias. A combination of databases (such as MEDLINE® and EMBASE), study bibli-
ographies, and experts in the field should be used to identify studies for evaluation.*>*®

Consideration should be given to inclusion of unpublished data (e.g., data on file at the
manufacturer or personal communication with investigators) in addition to published stud-
ies, because it has been determined that published studies are more often of a positive nature
than unpublished studies, a situation termed publication bias.® The benefit of using unpub-
lished studies is to include more data from which to draw a conclusion. A drawback is that
unpublished studies have likely not undergone a peer-review and revision process; errors
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and unclearly stated conclusions may be present. Language bias, in which only articles pub-
lished in the author’s primary language are used, may also affect results. In order to reduce
selection bias, review authors choosing articles should be blinded to (1) names of the study
authors (to avoid political or personal issues), (2) institution of publication, and (3) results of
the studies. For the initial choice of study inclusion, only the methods section should be
reviewed. ™! In addition, because of the subjective nature of some aspects of analysis, two or
more authors should critique each study under consideration and all evaluators should concur
on which studies will be included in the qualitative systematic review.*

Data should be summarized in table format.* Outcomes described in the qualitative
systematic review article should be meaningful, and, if the trial is a clinical trial, clinically
important.®® For example, improved survival rates is a more desirable endpoint than reduc-
tion in total cholesterol for the hydroxymethylglutaryl-CoA (HMG-CoA) reductase literature.
Authors should also assess benefits versus risks associated with the therapy under review, if
possible.®

“All reviews, narrative and systematic alike, are retrospective, observational research
studies and are therefore subject to systematic and random error.™ Just as for nonsystem-
atic reviews, techniques can be applied to evaluate the quality of systematic reviews.” Ques-
tions to ask when critiquing systematic reviews are provided in Appendix 7-1.

SYSTEMATIC REVIEWS—QUANTITATIVE (META-ANALYSES)

Meta-analyses are now widely used to provide supporting evidence for clinical decision-
making. Meta-analysis is a technique that has been developed to provide a quantitative and
objective assessment.”® In a meta-analysis, results of previously conducted clinical trials are
combined and statistically evaluated.*®® Meta-analyses are designed to provide greater
insight into clinical dilemmas than individual clinical trials. They are especially useful when
previous studies have been inconclusive or contradictory, or in situations where sample size
may have been too small to detect a statistically significant difference between treatment and
control groups (i.e., low power). Sacks and colleagues™ have described the following pur-
poses for performing a meta-analysis: “(1) to increase the statistical power for primary end-
point and for subgroups, (2) to resolve uncertainty when reports disagree, (3) to improve
estimates of size of effect, (4) to answer new questions not posed at the start of individual
trials, and (5) to bring about improvements in the quality of the primary research.”
Meta-analysis has been used to address important clinical questions, such as whether
aspirin reduces the risk of pregnancy-induced hypertension, cholesterol lowering decreases
mortality, fluoxetine increases suicidal ideations, or estrogen replacement therapy increases
the risk of breast cancer.* Meta-analysis can be used to look at both clinical trials and epi-
demiologic research, such as follow-up and case-control studies, and is particularly useful
when definitive trials cannot be conducted, results of available trials are inconclusive, or while
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awaiting the results of definitive trials.*>*'* For the hypothetical situation regarding drug A
used for the treatment of myocardial infarction, suppose that there are a number of small clin-
ical trials suggesting that the product increases sudden death through proarrlythmic effects.
A meta-analysis could potentially be performed to statistically combine the results of these
small trials and increase the power of the finding (association or lack of association of drug A
with increased sudden death).

Methodological problems with meta-analyses have lead to controversy surrounding
their use in clinical decision-making. When results from multiple trials are combined, biases
of the individual studies are incorporated and new sources of bias arise. The quality of the
meta-analysis depends on the quality of the individual studies used to develop the meta-
analysis.** Indeed, LeLorier and coworkers have compared the results of a series of large,
randomized, controlled trials with those of previously published meta-analyses examining
the same questions.** They found that outcomes of 12 large, randomized, controlled trials
studied were predicted inaccurately by previously published meta-analyses 35% of the time.**
The randomized, controlled clinical trials corresponded to meta-analyses in terms of popula-
tion studied, therapeutic intervention, and at least one outcome. In this study, 46% of diver-
gences in results involved a positive meta-analysis being followed by a negative randomized,
controlled trial while the remaining 54% of identified divergences involved a negative meta-
analysis followed by a positive randomized, controlled trial. Reasons for divergences as cited
by the authors included the heterogeneity of the trials included in the meta-analyses and pub-
lication bias (tendency of investigators to preferentially submit studies with positive results
for publication).**

Several points should be considered when evaluating meta-analyses. A quality meta-
analysis must clearly define the clinical question addressed by the analysis.**! As with qual-
itative systematic reviews, details of literature searches that were conducted to locate primary
research articles must be given and criteria for inclusion of studies in the meta-analysis must
be determined prior to conducting the analysis.***** Because computerized searches may
not locate all of the relevant articles, other resources such as texthooks, experts in the field,
and reference lists from clinical studies should also be consulted.* Whether to include trials
from gray literature (i.e., trials that have not been published in peer-reviewed journals but are
available from the author or perhaps the manufacturer of a drug, is controversial).”® As
discussed with qualitative reviews, there is the risk of using data that have not been peer-
reviewed; the benefit is more data to increase the power of statistical analysis.

Trials included in and excluded from the meta-analysis should be listed, along with
explanation of reasons for exclusion. Strict standards should be established prior to the initi-
ation of the meta-analysis to ensure that criteria used for inclusion of participants, adminis-
tration of the principal treatment, and measurement of outcome events are similar in all trials
studied.* Types of patients, their diagnosis, treatments, and therapeutic endpoints used in
the original clinical studies should be given. The source of financial support for the original
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articles should be identified; however, as with analysis of individual trials, this becomes a
major source of concern only when evidence of possible bias is present (e.g., strong positive
conclusions, when results are inconclusive or only weakly positive). ! Interpretation of
meta-analyses results are limited by what studies were (or were not) included, how homoge-
neous (or heterogeneous) the studies were, and the methodological quality of the studies.”

A major problem of meta-analyses is the issue of publication bias found by LeLorier and
associates described above.®**% It has been documented that researchers are more likely to
publish studies that demonstrate positive effects of drugs. Therefore, studies that show lack
of efficacy are less likely to be located than those that demonstrate beneficial effects of a
drug. Just as for quantitative reviews, authors of meta-analyses should be blinded and choose
trials that match prespecified criteria based solely on the methods section of studies.

Authors should address the validity of articles used in the meta-analysis (see Chap. 6) such
as randomization techniques, compliance, blinding, appropriate dosing and length of studies,
and intent-to-treat analyses.”** Some experts believe that studies should be weighted based on
quality, but this practice is controversial because such assessments are subjective.”

The studies should be similar enough to allow pooling of data.***' Statistical tests that
evaluate homogeneity should be used to assess similarity of studies.” The more statistically
significant the results of these tests, the more likely differences in study results are due to
chance alone. If results of tests of homogeneity are not significant, the studies are heteroge-
neous and differences in study results may be due to research design, rather than chance
alone. Caution should be used when pooling results of heterogeneous studies.

Appropriate statistical analyses should be undertaken (usually the Mantel-Haenszel
test), probability of false-positive (e.g., Type I error) and false-negative (e.g., Type II error)
results should be discussed, and 95% confidence intervals, which provide the range of values
where the true value lies 95% of the time, should be calculated.”

Finally, sensitivity analyses should be conducted to determine how the results of the meta-
analysis vary depending on use of different assumptions, tests, and criteria and the economic
implications of the meta-analysis should be considered.***! Use of the above criteria when con-
ducting meta-analyses has improved in recent years.* However, recently the usefulness of meta-
analysis have been questioned when the results of subsequent randomized, controlled trials did
not support previously published meta-analyses on the same subject as described above.>

Overall, meta-analyses should be interpreted with caution, remembering that conclusions
depend on the quality of the studies included and findings of subsequent randomized, con-
trolled trials may differ from those of the meta-analysis.” Meta-analyses, on the surface, appear
to be an extremely valuable tool allowing the practitioner to efficiently stay abreast of new infor-
mation; however, oversimplification may lead to inappropriate conclusions.* Like all types of
research evidence, meta-analyses require careful analysis to determine their validity and their
applicability in practice.” Questions for readers to consider when evaluating the quality of pub-
lished meta-analyses have been published and a list is provided in Appendix 7-1.%
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Of note, an important source of systematic reviews (both qualitative and meta-analyses)
is the Cochrane Handbook (published by the Cochrane Collaboration), which is available in
paper, CD-ROM, and Internet format (<<http://www.cochrane.org/resources/handbook/
index.htm>>). Thirty-six reviews published in the Cochrane Database of Systematic Reviews
were compared to a randomly selected sample of 39 meta-analyses or systematic reviews
published in journals indexed by MEDLINE® in 1995.% Cochrane reviews were more likely
to include a description of the inclusion and exclusion criteria (35/36 vs. 18/39; p < 0.001) and
an assessment of trial quality (36/36 vs. 12/39; p < 0.001). By June 1997, 18 of 36 Cochrane
reviews had been updated as compared to 1 of 39 reviews listed in MEDLINE®. Overall, the
authors concluded that “Cochrane reviews appeared to have greater methodological rigor
and were more frequently updated than systematic reviews or meta-analyses published in
paper-based journals.”™’

Three types of practice guidelines are published at the present time: evidence-based or
“explicit,” formal consensus-based, and informal consensus-based. These various types are
differentiated by the source of information used to develop the practice guideline as well as
the rigor of the process for evaluating that information. EBM and explicit practice guidelines
utilize a rigorous systematic process involving review and critical evaluation of the medical
literature to develop final recommendations. Informal and formal consensus-based practice
guidelines utilize experience of experts in the area to draw conclusions and develop recom-
mendations. This is useful for those instances where the evidence is not complete or conclu-
sive to allow the development of a final recommendation, thus experts are used to assist
completion of practice guidelines using their expertise in those deficient areas. More infor-
mation regarding differentiating characteristics of the development of various practice guide-
lines are discussed in Chap. 9.

Practice guidelines are created primarily for facilitating clinical decision-making,
improving the quality of health care, providing consistent treatment across environments,
decreasing costs, diminishing professional liability, and identifying individualized alternative
treatment.”>® Key questions to be considered when evaluating a practice guideline are
proposed.®®®! These questions primarily identify the developmental process used to produce
guidelines and are summarized in Appendix 7-1 and in detail in Chap. 9.

Useful guidelines provide information regarding therapeutic options and most appropri-
ate choices for a specific disease and patient.”? Important attributes for useful guidelines
include: validity, reproducibility/reliability, clinical applicability, clinical flexibility, accessibil-
ity, clarity, multidisciplinary development process, scheduled review, and documentation.®
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To be applicable, practice guidelines must be regularly maintained. Research has shown that
within 2 years of development, a practice guideline may become outdated.®

Practice guidelines are becoming a common tool to use for patient population decisions.
Factors are identified that influence the impact of a particular practice guideline.* One of the
most important factors is strength of the evidence used to develop guidelines. Other factors
include intensity of dissemination, follow-through of dissemination, type of problem addressed,
source of guidelines, physician participation in development and adoption, form and specificity
of the guideline recommendation, legal considerations, and financial/administrative issues.
Additional information regarding practice guidelines is discussed in Chap. 9.

Health outcomes research encompasses literature pertaining to discussion of pharmacoeco-
nomic, therapeutic, and nontherapeutic outcomes (such as number of visits to emergency
room and number of hospital admissions), along with QOL outcomes. Readers are referred
to Chap. 8 for information on evaluating pharmacoeconomic outcome studies. Therapeutic
and nontherapeutic outcomes are covered in previous sections. This section will focus on
evaluating literature that includes QOL outcome measures.

QUALITY-OF-LIFE MEASURES

Clinical trials have traditionally focused on health outcomes related to physical or laboratory
measurements of response.”® How the patient feels and functions relative to daily activities is
not always captured by these measurements. A patient’s perception of well-being can be the
most important outcome in specific disease states. Investigators make assumptions that
changes in therapy improve the patient’s QOL. These assumptions require testing. For this rea-
son, additional health outcome measurements have been developed to address a patient’s QOL.

QOL is a term that has acquired several different definitions. General agreement exists
that QOL is a multidimensional concept focusing on impact of a disease and treatment rela-
tive to well-being of a patient. Physical and social environment affects QOL. Emotional and
existential reactions to this physical and social environment also have an influence. Health-
related quality of life (HR-QOL) is an accepted term used to represent the value assigned to
quality and quantity of life “as modified by impairments, functional states, perceptions, and
social opportunities that are influenced by disease, injury, treatment, or policy.” Direct mea-
sure of HR-QOL is impossible. Only inferences from patient symptoms and reported percep-
tions provide measurement of HR-QOL.
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Two types of HR-QOL measurements exist: health status assessment and patient pref-
erence assessment.” Heath status assessment is a self-assessment that measures multiple
aspects of a patient’s perceived well-being. This assessment is primarily designed to either
compare groups of patients receiving different treatments or effect of a treatment for a sin-
gle group over time. Thus, health status assessments are most often used in clinical trials
comparing treatment regimens. Context of questions used range from perceived impact
of disease and treatments to disease frequency and severity. Examples of health status
assessments include Functional Living Index-Cancer (FLIC), European Organization for
Research and Treatment of Cancer (EORTC QLQ-C30), and the Functional Assessment of
Cancer Therapy (FACT).® Health status assessments take approximately 5 to 10 minutes
to complete.

Patient preference assessments reflect an individual’s decision-making process at a time
when the eventual outcome is unknown.® These assessments measure the patient’s tradeoff
between quality and quantity of life. For example, a patient with a terminal illness may be
assisted with decision-making of treatment options based on a time trade-off instrument. This
instrument is designed to assess a patient’s preference with respect to their wishes regard-
ing QOL versus quantity of life. Specifics of patient preference assessments are beyond the
scope of this discussion because they are seldom used in clinical trials.

Two types of instruments are used to measure HR-QOL: generic and disease-specific.”
Generic instruments assess HR-QOL in patients both with and without active disease. An
example of a generic instrument is Sickness Impact Profile, a health profile instrument that
attempts to measure multiple aspects of HR-QOL. Generic instruments are useful for com-
paring completely different groups or following groups after treatment is discontinued.
Disease-specific instruments are narrower in scope, more sensitive, and focus on specific
treatment or disease impact. These instruments relate to areas investigated by clinicians.

A battery of several disease-specific instruments can be used to obtain a comprehen-
sive understanding of impact associated with different interventions. For example, a variety
of disease-specific instruments, including sleep, sexual dysfunction, and physical activity,
can be used to demonstrate differing effects of antihypertensive therapy on HR-QOL.
HR-QOL trials should use validated HR-QOL instruments.” Reviewers can confirm valida-
tion of HR-QOL instruments from statements, backed by citations, indicating the question-
naires have been validated. Lack of these references or some other description of a
validation process should cause concern and skepticism. Similarly, use of a combination or
a series of valid HR-QOL measurements as described above should also document validity
for the resultant HR-QOL battery. In practice, this integrative approach may reduce valid-
ity of HR-QOL measurements due to interactions of the various instruments on one
another. Investigators must document the validity of each test used in a series as well as
validity of the series as a whole. Reviewers should be aware of potential bias or problems
resulting from this.
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When reviewing a study containing HR-QOL measurements, the reader should consider
several study characteristics,” and list of suggested questions to ask when reviewing these
trials are provided in Appendix 7-1. Reviewers should not only identify potential biases, but
then determine impact of each bias on the final results reported by investigators.

Because there is no commonly accepted method to determine clinical significance of
changes in most HR-QOL measurements, interpretation of HR-QOL results from clinical trials
can be difficult.”™ A standardized method to indicate appropriate interpretation of clinically
important changes and/or differences between groups in HR-QOL measurements is needed.

Trials measuring HR-QOL should be powered to detect a statistically significant differ-
ence.® Adequate sample size is calculated by the investigator to meet a designated level of
power with a resultant number of subjects required to detect a statistically significant differ-
ence, if a difference truly exists. For example, if a study required 400 patients in each group
to meet power but only 270 patients in each group were included in the final statistical analy-
sis, power would not have been met. This is particularly important if no difference is noted
between groups, in which case a difference may actually exist, but due to inadequate sample
size that difference was not detected. Inadequate enrollment to allow for attrition, large
patient dropout rates, and numerous protocol violators all contribute to a reduced sample
size. Often HR-QOL is designated as a secondary endpoint with study power calculated to
detect differences in only primary outcome measurements. Note that if subgroups are
analyzed, sample size of those subgroups must also be determined prior to analysis, and
sample sizes adequate to meet power. Additional information regarding power can be
found in Figure 7-3 in this chapter and in Chap. 6.

Authors should document inclusion and applicability of relevant HR-QOL measurements
in the assessment instrument.”” For instance, if the study is evaluating a drug for treatment
of a particular disease state, rheumatoid arthritis, outcome measurements should be specific
to this disease (e.g., outcome measures for rheumatoid arthritis would include mobility, hand
activities, personal care, home chores, and interpersonal activities). The HR-QOL measure-
ments represent unique personal perceptions that reflect how individual patients feel about
their health status and/or nonmedical aspects of their lives. These perceptions can be difficult
to capture, resulting in HR-QOL measurements that inadequately reflect patient’s values and
preferences.” The reviewer should evaluate the HR-QOL measurements to determine if indi-
vidual patients are given opportunities to express opinions and reactions rather than just an
assessment of disease progression. For example, the HR-QOL measurement instrument for
hand activities associated with rheumatoid arthritis should capture patients’ perception of how
well they can move their hand, not just a determination of range of hand motion. In addition,
the HR-QOL instrument should be sensitive to changes in patients’ status throughout the clin-
ical trial and should measure aspects of their lives considered important by the patients.™”
Benchmarking these measures with those used in similar published studies helps identify
standard or accepted measurements for a specific disease state.
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These can be difficult parameters to isolate and thus, many measurements of HR-QOL
fall short of capturing this important concept.” Trials overlooking important issues related to
patients’ health status and/or nonmedical aspects of their lives can provide misleading
results.

Timing of HR-QOL measurements should be appropriate to answer research questions.”
This timing of test administration should be related to the anticipated timing of clinical
effects. In some cases, outcomes may lag behind clinical effects and in other situations they
could precede clinical effects. For instance, when evaluating a subject’s perception of mood
improvement following initiation of a course of antidepressant drug therapy, the measure-
ment should not occur for several weeks to allow the medication adequate time to demon-
strate efficacy. Alternatively, a HR-QOL measurement of overall QOL related to cancer
therapy may include pretreatment anxiety and anticipatory nausea preceding a chemother-
apy session.

HR-QOL measurements should occupy the same timing within test sequences. For
example, it is recommended that HR-QOL measurements be obtained at the beginning of
clinic visits, unless there are substantial reasons provided by the authors to perform these
tests at a different time. This is due to cognitively demanding assessment instruments and
the fact that most subjects are “fresher” at the beginning of the visit. Additionally, if several
measurements are obtained for each subject throughout the course of a trial, care should be
taken to ensure similar timing between subjects occurs for sequential testing.

The mode of data collection is important because self-reporting is sufficient with some
types of questions, while other specific types of questions are better asked by an interviewer.®
When a trained interviewer is used, interview location is important to obtaining unbiased
answers. In a case regarding a treatment for a terminal illness, the patient may be more inter-
ested in QOL, while the family member is prioritizing quantity of life. An interview conducted
in the presence of that family member could affect that patient’s QOL response. Thus, HR-QOL
measurements are best obtained in a private setting to reduce risk of biased responses.

Results are usually reported as a composite; however, individual patient data are often
reported in smaller studies; for instance, when a rare disease limits sample size. When indi-
vidual patient data are reported, the reviewer should attempt to determine if patients’
answers were potentially biased due to their awareness of this public disclosure.

Assessment instrument response rates are critical since nonresponse can introduce
significant bias into the results.” In addition, data should be reasonably complete through-
out the study since missing data can suggest investigator bias.® The reviewer should deter-
mine if data appear to be randomly missing. If a pattern of missing data is recognized, e.g.,
if a specific question or group has been excluded, the omission should be explained by
authors. In this situation, the reviewer should determine if missing data have the potential
to counter the author’s hypothesis, thus identifying one explanation for incomplete data
reporting. Reviewers must determine if HR-QOL measurements in a multicenter trial were
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performed at all sites. If HR-QOL measurements are not performed at all sites, authors
should provide the reason for this methodology deviation.

Repeated use of HR-QOL measurements can lead to a training effect on the patient
and/or interviewer, resulting in misleading conclusions.” The reviewer should determine if
this effect is present and how that effect results. Showing test subjects their prior responses
to HR-QOL measurement questions in an attempt to decrease variability should generally not
be done unless acceptable supportive rationale for this procedure is given by the authors.

For the HR-QOL analysis, appropriate statistical tests should be used for the type of data
analyzed such as use of categorical tests such as the Mann-Whitney U test for nonparametric
data. For example, data regarding attitudes regarding patient satisfaction with use of inhaled
insulin may be measured by a Likert scale (ordinal data), and should be analyzed using non-
parametric tests. All specific analytical features should be described at the time of trial design
(e.g., a priori). A reviewer should look for an author explanation of which specific tests are
used on QOL data and should not assume that the same statistical tests are used on the QOL
data as are discussed for the other trial outcomes (i.e., efficacy or safety outcome data) if not
directly discussed. Selective reporting of favorable or statistically significant results is also a
problem. Both positive and negative findings, in addition to neutral or insignificant results,
should be reported for completeness.

Several other items are worth consideration when evaluating trials with HR-QOL
outcome measurements. Use of HR-QOL measurements for reporting of adverse drug
events is not appropriate.” Trials should evaluate efficacy, safety, and HR-QOL separately
and as distinctly different outcomes. An assumption that adverse events determine HR-QOL
(or vice versa) can lead to erroneous results. For instance, consider a trial with breast cancer
patients in whom surgery and chemotherapy is expected to eradicate all cancer cells. An
appropriate assessment of HR-QOL outcomes for some patients may be positive despite trou-
blesome adverse reactions such as low blood counts, decreased energy, and increased sus-
ceptibility to infection, based on perception that treatment will ultimately result in a complete
cure. Alternatively, other patients HR-QOL outcomes may reflect poor QOL, even in the
absence of treatment-related adverse events but instead, due to an overall situational depres-
sion. Without separate assessments of adverse events experienced and HR-QOL outcomes,
linking adverse events with QOL can result in inaccurate interpretations.

Finally, culturally defined factors may impact patient’s QOL and assessment of HR-QOL
measurements. Validity of HR-QOL measurements across different cultures or subcultures
should be considered by the reviewer. For instance, a HR-QOL instrument may effectively
measure outcomes for HIV-infected men living in the United States, but may be completely
inadequate for measuring outcomes in HIV-infected women living in Africa. Assessment
instruments must account for and reflect the variability between outcomes perceived as
important to patients, considering that perceptions may be quite diverse between cultures,
must be assessed accordingly.
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Dietary supplement (botanical and nonbotanical) information is a growing body of medical
literature that many pharmacists find themselves delving into more frequently as patients
continue to use dietary supplements. As with standard drug literature, the ability to discern
solid clinical evidence from weak clinical evidence is an important skill to aid pharmacists in
making dietary supplement recommendations to patients and other health care professionals.

The provision of dietary supplement information is not dissimilar to that of standard
drug information. Evidence may be described and ranked according to the quality of the lit-
erature supporting or refuting dietary supplement product claims. The same evidence-based
criteria utilized for drug literature analysis apply to the dietary supplement literature for
determining study strengths and weaknesses. Thus, large, well-designed, randomized, con-
trolled clinical trials or well-done meta-analyses lend stronger support versus uncontrolled or
retrospective data, case series or reports, and experiential testimonials. However, it is not
unusual to have only poorly designed published trials supporting or refuting a dietary sup-
plement product’s claims. For some products, the only data available concerning theoretical
actions, interactions, and side effects are animal and/or in vitro data. Often these trials use
chemical extracts or single chemical agents from a natural source.

Unlike standard medications, dietary supplements are not legally required to be proven
safe and effective in humans prior to marketing. In situations where the only safety and effi-
cacy data for a product are theoretical, from case reports or flawed trials, or from animal
and/or in vitro studies, pharmacists must weigh risks of the interaction or side effect occur-
ring against possible benefits when counseling or recommending a product to the patient.

While many evidence-based principles are easily applied to dietary supplement litera-
ture, what follows are some issues unique to dietary supplement trials as well as the most
commonly encountered methodological flaws. Chemical entity standardization, inclusion of inter-
national literature, adequate trial duration and sample size, limited high quality evidence-based
literature, and quality and purity of product formulations are specifics to consider in addition
to standard literature evaluation criteria.

STANDARDIZATION

One important characteristic to look for in a dietary supplement study is standardization.
Plant-derived products often contain many different chemical entities that fluctuate depend-
ing on growing and harvesting conditions of the plant, the plant’s age, and which part of the
plant is used. There may be one or more chemical entities that are considered active con-
stituents, which may or may not be accurately identified. Others may be marker compounds
that allow scientists to estimate levels of chemicals that are less easily assayed. Standardization
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of one chemical entity, either an active constituent (if known) or a marker compound, is used to
“calibrate” the product. Using a standardized chemical concentration allows for uniformity
between study product and marketed product, as well as between various brands of one product.
When evaluating dietary supplement product trials, it is important to assess standardization
methods used by investigators. Investigators should discuss and document the plant or
chemical substance as well as the strength or salt form utilized in the trial.

Plant parts are also important to consider. If a trial evaluated the use of an herb’s root,
but the product in question contains leaves and flowers, the results often cannot be extrap-
olated. This can also apply to non-plant-based products with different salt forms such as
glucosamine. For example, glucosamine sulfate has a great deal of evidence documenting
benefit in osteoarthritis patients, while other salt forms of glucosamine have little or no
supportive evidence.

INTERNATIONAL TRIALS

The majority of dietary supplement trials are conducted outside the United States in Europe
and Asia. Studies published in non-English language journals may be overlooked when doing
a literature search. EMBASE (<<http://www.embase.com>>) is a large, commonly used
database that indexes abstracts from international journals. While abstracts can be used to
get an idea of the volume of potential supportive data, they do not contain enough informa-
tion to properly analyze the quality of a full trial.

DURATION

As with drug clinical trials, duration of therapy is important. Inadequate duration for appro-
priate assessment is a common flaw in dietary supplement trials. Some dietary supplements
may take several weeks to several months before patients experience benefit. Dietary sup-
plements may appear less efficacious than they actually are if study duration is too short.
And, as with drug clinical trials, shorter study periods cannot always predict outcomes or
safety issues associated with long-term use.

TRIAL SIZE

Small subject population is another common flaw with dietary supplement trials. Small-sized
groups may not have adequate statistical power to detect a potential difference between a
dietary supplement versus placebo. Adverse reactions or drug interactions can be over-
looked in smaller groups versus a larger one. In addition, a small subject population can
decrease trial generalizability to broader patient populations.
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LACK OF EVIDENCE

Few large, controlled, methodologically sound clinical trials exist for most dietary supple-
ments. Many products have only animal, iz vitro, or theoretical data to support their claims.
However, more sound studies are underway as dietary supplement use becomes more preva-
lent and acceptable.

OTHER SPECIAL CONSIDERATIONS

Unlike prescription drugs, dietary supplements are not regulated for labeling or purity by the
FDA. The bottle the consumer purchases in the health store or supermarket is not guaran-
teed to be labeled or dosed appropriately. Therefore, even when clinical evidence clearly sup-
ports use of a herb or supplement, the patient may not experience a benefit because the
product is mislabeled, dosed subtherapeutically, or incorrectly standardized.

Dietary supplements can be adulterated with heavy metals or prescription medications.
ConsumerLab (<<http://www.consumerlab.com>>) is an example of an organization that
independently evaluates specific brands of dietary supplements for accurate labeling and
purity. Approved or validated products receive a seal of approval companies may place on
product labels. Manufacturers may also voluntarily agree to have manufacturing plants and
products inspected to earn approval from agencies such as the USP-Dietary Supplement
Verification Program (USP-DSVP, <<http://www.uspverified.org>>). Approved manufactures
may display a seal of approval on product labels and are listed on the USP-DSVP website.

Dietary supplement use continues to be prevalent despite fluctuations in age groups
and specific product popularity.” Pharmacists must serve as reliable and approachable
information resources for dietary supplement information just as they do for other med-
ications. Dietary supplements are often placed with over-the-counter products near the
pharmacy, making the pharmacist easily accessible for consumer questions and counsel-
ing. The ability to effectively evaluate dietary supplement literature is essential to making
informed recommendations and appropriately counseling patients with dietary supplement
questions.

Many types of study designs are published in the biomedical literature. Each type of design
is appropriately geared to answer specific clinical questions and each has a unique set of
problems. Careful evaluation using techniques outlined in this chapter is necessary for
appropriate application of the results from these studies to clinical practice.
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. Describe the differences between odds ratio and relative risk as they pertain to cohort and
case-control studies. Why is it important to use confidence intervals when describing
these parameters?

. Compare and contrast experimental and observational study designs.

. Compare and contrast the temporal relationship of:

a. The cohort study design and the cross-sectional study design

b. The cohort study design and the case-control study design

. Describe how the validity of results obtained through survey research is assessed.

. Describe a method for organizing and ranking trials by study design.

. Explain the effect in a trial reporting no difference between efficacy rates for regular

insulin versus inhaled insulin where a power calculation has been performed.

. For each of the following scenarios, identify the type, advantages and disadvantages, and

important points to consider when critiquing each study design.

a. Aphysician designs a crossover study to prospectively evaluate the use of ibuprofen for
chronic fatigue syndrome in an individual patient.

b. Leucovorin calcium and fluorouracil often have been combined in the same solution
and infused over multiple days by using a portable infusion pump. However, precipita-
tion and clogging of the portable pump lines and catheters have been reported. A study
was conducted to further evaluate the compatibility of this combination.

¢. An investigator evaluates the question of whether or not different levothyroxine prod-
ucts can be use interchangeably.

d. It is hypothesized that hormone replacement therapy (HRT) in postmenopausal
women may play a beneficial role in preventing osteoporosis. A group of patients
receiving HRT and a group of patients not receiving HRT are followed over a 20-year
period. The development of osteoporosis as assessed by bone mineral density in each
group is compared and the relative risk associated with the use of HRT and the devel-
opment of osteoporosis is calculated.

e. There is a concern that the use of HRT in postmenopausal women may cause an
increased risk of breast cancer. A study is conducted to test this hypothesis. A group of
patients admitted to the hospital with the diagnosis of breast cancer is compared to a
group of patients admitted to the hospital without breast cancer. The groups are
matched by age, sex, date of admission, and other confounding factors such as alcohol
use. Use of HRT in each group is assessed and compared. An odds ratio for the risk of
breast cancer related to use of HRT is calculated.

f. Aninvestigator identifies a study sample of women aged 20 to 45 years. During a single
office visit, the investigator measures bone mass in the women. He also questions them
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about their past and present exercise habits. The investigator determines that women
involved with rigorous exercise hefore the onset of menses have a greater bone mass.

. A pharmacist notes that a patient develops erythema multiforme after administration of

phenytoin. The pharmacist reports her observations regarding this patient.

. A smoking cessation clinic has been developed and implemented at a community phar-

macy. A questionnaire is mailed to all patients using the clinic within the past month to
assess patient satisfaction.

A new antipsychotic agent is approved by the FDA. Following approval, the manufac-
turer of the antipsychotic agent creates a registry with several major hospitals and
health maintenance organizations to monitor how the drug is used and the adverse
effects associated with the use of the drug.

A pharmacist publishes an educational summary describing types, use, side effect pro-
file, and cost of available oral contraceptives.

. A pharmacist systematically gathers and analyzes the evidence for efficacy and cost-

effectiveness of topical treatments of superficial fungal infections of the skin and
nails of the feet. An explicit description of methods used in selecting and analyzing
the data is provided. Statistical analysis is not used in combining the results of indi-
vidual trials.

Conflicting reports exist about the effect of combining heparin with thrombolytic ther-
apy on mortality in acute myocardial infarction. An investigator systematically identi-
fies both published and unpublished studies in this area, combines the results, and
statistically evaluates the data.

Guidelines for the use of thrombolytics are developed and published to aid in appro-
priate prescribing of these agents.

. An investigation of the impact of intensive therapy (drug therapy, blood glucose moni-

toring, exercise, and diet) on the QOL for diabetic patients is conducted and published.

. An efficacy trial for glucosamine for treatment of rheumatoid arthritis is conducted and

published.

« Authors wish to gratefully acknowledge Antoine D. Richardson and Patrick J. Bryant,
University of Missouri, Kansas City, School of Pharmacy, for contribution of the Power

algorithm (Figure 7-3), and Rafia S. Rasu, Clinical Assistant Professor, University of
Missouri, Kansas City, School of Pharmacy, for consultation regarding the Health
Outcomes section.
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Chapter Eight

Pharmacoeconomics

James P. Wilson ¢ Karen L. Rascati

Objectives

After completing this chapter, the reader will be able to

« Describe the advantages and disadvantages of the different types of pharmacoeconomic
analyses.

« List and explain 10 steps that should be found in a well-conducted pharmacoeconomic
study.

« List the six steps in a decision analysis.

« Apply the use of pharmacoeconomic evaluation techniques to the formulary decision
process, including decision analysis.

« Apply a systematic approach to the evaluation of the pharmacoeconomic literature.

« List at least four applications specific to pharmacy, where pharmacoeconomic methodology
is commonly employed.

Many changes have recently taken place in health care. The continued introduction of new
technologies, including many new drugs, has been among these changes. From 2000 to 2003,
over 300 new drugs were approved by the Food and Drug Administration (FDA).! New
biotechnology drugs can cost over $10,000 per course of therapy. The increase in the number
of new drugs combined with the increase in costs of drugs provides a great challenge for
managed care organizations (MCOs) as they struggle to deliver quality care while minimiz-
ing costs.?

Pharmacy and therapeutics (P&T) committees are responsible for evaluating these new
drugs and determining their potential value to organizations. Evaluating drugs for formulary
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inclusion can often be an overwhelming task. The application of pharmacoeconomic meth-
ods to the evaluation process may help streamline formulary decisions.

This chapter presents an overview of the practical application of pharmacoeconomic
principles as they apply to the formulary decision process. Students and pharmacists
are often asked to gather and evaluate literature to support the decision process. For a more
in-depth review of the principles and concepts of pharmacoeconomics, refer to the references
at the end of the chapter.

Pharmacoeconomics has been defined as the description and analysis of the costs of drug
therapy to health care systems and society—it identifies, measures, and compares the costs
and consequences of pharmaceutical products and services.” Decision-makers can use
these methods to evaluate and compare the total costs of treatment options and the out-
comes associated with these options. To show this graphically, think of two sides of an equa-
tion: (1) the inputs (costs) used to obtain and use the drug and (2) the health-related
outcomes (Figure 8-1).

The center of the equation, the drug product, is symbolized by R.. If only the left-hand
side of the equation is measured without regard for outcomes, this is a cost analysis (or a par-
tial economic analysis). If only the right-hand side of the equation is measured without regard
to costs, this is a clinical or outcome study (not an economic analysis). In order to be a true
pharmacoeconomic analysis, both sides of the equation must be considered and compared.

Outcomes research is defined as an attempt to identify, measure, and evaluate the end results
of health care services. It may include not only clinical and economic consequences, but also
outcomes, such as patient health status and satisfaction with their health care. Pharma-
coeconomics is a type of outcomes research, but not all outcomes research is pharmacoeco-
nomic research.*

Costs($) —> R, — Outcomes

Figure 8-1. The pharmacoeconomic equation.
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The four types of pharmacoeconomic analyses all follow the diagram shown in Figure 8-1—they
measure costs or inputs in dollars and assess the outcomes associated with these costs. Phar-
macoeconomic analyses are categorized by the method used to assess outcomes. If the out-
comes are assumed to be equivalent, the study is called a cost-minimization analysis (CMA);
if the outcomes are measured in dollars, the study is called a cost-benefit analysis (CBA); if
the costs are measured in natural units (e.g., cures, years of life, blood pressure), the study
is called a cost-effectiveness analysis (CEA); if the outcomes take into account patient pref-
erences (or utilities), the study is called a cost-utility analysis (CUA) (Table 8-1). Each
type of analysis includes a measurement of costs in dollars. Measurement of these costs is
discussed first, followed by further examples of how outcomes are measured for these four
types of studies.

First, the assessment of costs (the left hand side of the equation) will be discussed. A discus-
sion of the four types of costs and timing adjustments for costs follow.

TYPES OF COSTS

Costs are calculated to estimate the resources (or inputs) that are used in the production of
an outcome. Pharmacoeconomic studies categorize costs into four types. Direct medical costs
are the most obvious costs to measure. These are the medically related inputs used directly
to provide the treatment. Examples of direct medical costs would include costs associated
with pharmaceutical products, physician visits, emergency room visits, and hospitalizations.

TABLE 8-1. FOUR TYPES OF PHARMACOECONOMIC ANALYSES

Methodology Cost Measurement Unit Outcome Measurement Unit
Cost-minimization analysis (CMA) Dollars Assumed to be equivalent in
comparable groups
Cost-benefit analysis (CBA) Dollars Dollars
Cost-effectiveness analysis (CEA) Dollars Natural units (life years gained, mm Hg
blood pressure, mmol/L blood glucose)
Cost-utility analysis (CUA) Dollars Quality-adjusted life year (QALY) or

other utilities
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Direct nonmedical costs are costs directly associated with treatment, but are not medical in
nature. Examples include the cost of traveling to and from the physician’s office or hospital,
babysitting for the children of a patient, and food and lodging required for the patient and
their family during out-of-town treatment. Indirect costs involve costs that result from the loss
of productivity due to illness or death. Please note that the accounting term indirect costs,
which is used to assign overhead, is different from the economic term, which refers to a loss
of productivity of the patient or the patient’s family due to illness. Intangible costs include the
costs of pain, suffering, anxiety, or fatigue that occur because of an illness or the treatment of
an illness. It is difficult to measure or assign values to intangible costs.

Treatment of an illness may include all four types of costs. For example, the cost of
surgery would include the direct medical costs of the surgery (medication, room charges,
laboratory tests, and physician services), direct nonmedical costs (travel and lodging for the
preoperative day), indirect costs (cost due to the patient missing work during the surgery
and recuperative period), and intangible costs (due to pain and anxiety). Most studies only
report the direct medical costs. This may be appropriate depending on the objective of the
study or the perspective of the study. For example, if the objective is to measure the costs to
the hospital for two surgical procedures that differ in direct medical costs (for example, using
high-dose vs. low-dose aprotinin in cardiac bypass surgery), but that are expected to have
similar nonmedical, indirect, and intangible costs, measuring all four types of costs may not
be warranted.

In order to determine what costs are important to measure, the perspective of the study
must be determined. Perspective is a pharmacoeconomic term that describes whose costs are
relevant based on the purpose of the study. Economic theory suggests that the most appro-
priate perspective is that of society. Societal costs would include costs to the insurance com-
pany, costs to the patient, and indirect costs due to the loss of productivity. Although this may
be the most appropriate perspective according to economic theory, it is rarely seen in the
pharmacoeconomic literature. The most common perspectives used in pharmacoeconomic
studies are the perspective of the institution or the perspective of the payer. The payer per-
spective may include the costs to the third-party plan, the patient, or a combination of the
patient co-pay and the third-party plan costs.

TIMING ADJUSTMENTS FOR COSTS

When costs are estimated from information collected for more than a year before the study or
for more than a year into the future, adjustment of costs is needed. If retrospective data are used
to assess resources used over a number of years, these costs should be adjusted to the present
year. For example, if the objective of the study is to estimate the difference in the costs of antibi-
otic A versus B in the treatment of a specific type of infection, information on the past utilization
of these two antibiotics might be collected from a review of medical records. If the retrospective



CHAPTER 8. PHARMACOECONOMICS 265

review of these medical records dates back for more than a year, it may be necessary to adjust
the cost of both medications by calculating the number of units (doses) used per case and mul-
tiplying this number by the current unit cost for each medication.

If costs are estimated based on dollars spent or saved in future years, another type of
adjustment, called discounting, is needed. There is a time value associated with money. Most
people (and businesses) prefer to receive money today, rather than at a later time. Therefore,
a dollar received today is worth more than a dollar received next year—the time value of
money. Discount rate, a term from finance, approximates the cost of capital by taking into
account the projected inflation rate and the interest rates of borrowed money and estimates
the time value of money. From this parameter, the present value (PV) of future expenditures
and savings can be calculated. The discount factor is equal to 1/(1 + 7)", where 7 is the dis-
count rate and n is the year the cost or savings occur. For example, if the costs of a new phar-
maceutical care program are $5000 per year for the next 3 years, and the discount rate is 5%,
the PV of these costs is $14,297 [$5000 year 1 +$5000/1.05 year 2 + $5000/(1.05) year 3]. The
most common discount rate currently seen in the literature is 5%, the approximate cost of
borrowing money today.

The methods associated with measuring outcomes (the right-hand side of the equation) will
be discussed in this section. As shown in Table 8-1, there are four ways to measure out-
comes, and each type of outcome measurement is associated with a different type of phar-
macoeconomic analysis. The advantages and disadvantages of each type of analysis will be
discussed in this section.

COST-MINIMIZATION ANALYSIS

For a CMA, costs are measured in dollars, and outcomes are assumed to be equivalent. One
example of a CMA is the measurement and comparison of costs for two therapeutically equiv-
alent products, like glipizide and glyburide.’ Another example is the measurement and com-
parison of using prostaglandin E, on an inpatient versus an outpatient basis.’ In both cases,
all the outcomes (e.g., efficacy, incidence of adverse drug interactions) are expected to be
equal, but the costs are not. Some researchers contend that a CMA is not a true pharma-
coeconomic study, because costs are measured but outcomes are not. Others say that the
strength of a CMA depends on the evidence that the outcomes are the same. This evidence
can be based on previous studies, publications, FDA data, or expert opinion. The advantage
of this type of study is that it is relatively simple compared to the other types of analyses



266 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

because outcomes need not be measured. The disadvantage of this type of analysis is that it
can only be used where outcomes are assumed to be identical.

Examples

Ahospital needs to decide if it should add a new intravenous antibiotic to the formulary, which
is therapeutically equivalent to the current antibiotic used in the institution and has the same
side effect profile. The advantage of the new antibiotic is that it only has to be administered
once per day versus three times a day for the comparison antibiotic. Because the outcomes are
expected to be nearly identical, and the objective is to assess the costs to the hospital (e.g., the
hospital perspective), only direct medical costs need to be estimated and compared. The direct
medical costs include the daily costs of each medication, the pharmacy personnel time used in
the preparation of each dose, and the nursing personnel time used in the administration of
each dose. Even if the cost of the new medication is a little higher than the cost of the current
antibiotic, the lower cost of preparing and administering the new drug (once a day vs. three
times per day) may offset this difference. Direct nonmedical, indirect, and intangible costs are
not expected to differ between these two alternatives and they need not be included if the
perspective is that of the hospital, so these costs are not included in the comparison.

Mithani and Brown’ examined once-daily intravenous administration of an aminoglyco-
side versus the conventional every &hour administration (Table 8-2). The drug acquisition
cost was SCan (Canadian dollars) 43.70 for every 8 hours dosing, and $Can 55.39 for the
single dose administration. Not including laboratory drug level measurements, the costs of
minibags (SCan 29.32), preparation (SCan 13.81), and administration (SCan 67.63) were SCan
110.76 for the three-times daily administration versus $Can 42.23 (minibags SCan 10.90,
preparation SCan 6.20, and administration SCan 25.13) for the single daily dose. With essen-
tially equivalent clinical outcomes, the once-daily administration of the aminoglycoside mini-
mized hospital costs (SCan 97.62 vs. SCan 154.46).

COST-BENEFIT ANALYSIS

A CBA measures both inputs and outcomes in monetary terms. One advantage to using a
CBA is that alternatives with different outcomes can be compared, because each outcome is

TABLE 8-2. EXAMPLE OF COST MINIMIZATION

Type of Cost Every 8 Hours Once Daily
Drug acquisition cost $43.70 $55.39
Minibag cost $29.32 $10.90
Preparation cost $13.81 $6.20
Administration costs $67.63 $25.13
Total cost $154.46 $97.62

NoTE: Costs are presented in Canadian dollars.
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converted to the same unit (dollars). For example, the costs (inputs) of providing a pharma-
cokinetics service versus a diabetes clinic can be compared with the cost savings (outcomes)
associated with each service, even though different types of outcomes are expected for each
alternative. Many CBAs are performed to determine how institutions can best spend their
resources to produce monetary benefits. For example, a study conducted at Walter Reed
Army Medical Center looked at costs and savings associated with the addition of a pharma-
cist to its medical teams.® Discounting of both the costs of the treatment or services and the
benefits or cost savings is needed if they extend for more than a year. Comparing costs and
benefits (outcomes in monetary terms) is accomplished by either of the two methods. One
method divides the estimated benefits by the estimated costs to produce a benefit-to-cost
ratio. If this ratio is more than 1.0, the choice is cost beneficial. The other method is to sub-
tract the costs from the benefits to produce a net benefit calculation. If this difference is pos-
itive, the choice is cost beneficial. The example at the end of this section will use both
methods for illustrative purposes.

Another more complex use of CBA consists of measuring clinical outcomes (for
example, avoidance of death, reduction of blood pressure, and reduction of pain) and plac-
ing a dollar value on these clinical outcomes. This type of CBA is not seen often in the
pharmacy literature, but will be discussed here briefly. This use of the method still offers
the advantage that alternatives with different types of outcomes can be assessed, but a dis-
advantage is that it is difficult (and some argue distasteful) to put a monetary value on
pain, suffering, and human life. There are two common methods that economists use to
estimate a value for these types of consequences, the human capital approach and the
willingness-to-pay approach. The human capital approach assumes that the values of
health benefits are equal to the economic productivity that they permit. The cost of disease
is the cost of the lost productivity due to the disease. A person’s expected income before
taxes and/or an inputted value for nonmarket activities (e.g., housework and child care) is
used as an estimate of the value of any health benefits for that person. The human capital
approach was used when calculating the costs and benefits of administering a meningo-
coccal vaccine to college students. The value of the future productivity of a college student
was estimated at $1 million in this study.’ There are disadvantages to using this method. A
person’s earnings may not reflect their true value to society, and this method lacks a solid
literature of research to back this notion. The willingness-to-pay method estimates the
value of health benefits by estimating how much people would pay to reduce their chance
of an adverse health outcome. For example, if a group of people is willing to pay, on
average, $100 to reduce their chance of dying from 1:1000 to 1:2000, theoretically a life
would be worth $200,000 [$100/(0.001 - 0.0005)]. Problems with this method include
what people say they are willing to pay may not correspond to what they actually would
do, and it is debatable if people can meaningfully answer questions about a 0.0005 reduction
in outcomes.
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TABLE 8-3. CBA EXAMPLE CALCULATIONS

Year 1 Year 2 Year 3 Total Benefit-to-Cost
Dollars Dollars Dollars Dollars Ratio Net Benefit
(No Discounting (Discounted (Discounted (Discounted Dollars Dollars
in Year 1) Dollars) Dollars) Dollars) (Discounted Dollars) (Discounted Dollars)
Costs of A $50,000 $20,000 $20,000 $90,000 $120,000/$90,000 =1.33:1  $120,000 — $90,000 = $30,000
($50,000) ($19,048) ($18,140) ($87,188) ($114,376/$87,188 = 1.31:1)  ($114,376 — $87,188 = $27,188)
Benefits of A $40,000 $40,000 $40,000 $120,000
($40,000) ($38,095) ($36,281) ($114,376)
Costs of B $40,000 $30,000 $30,000 $100,000 $135,000/$100,000 = 1.35:1  $135,000 — $100,000 = $35,000
($40,000) ($28,571) ($27,211) ($95,782) ($128,673/$95,782 =1.34:1)  ($128,673 — $95,782 = $32,891)
Benefits of B $45,000 $45,000 $45,000 $135,000
($45,000) ($42,857) ($40,816) ($128,673)
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Example

An independent pharmacy owner is considering the provision of a new clinical pharmacy ser-
vice. The objective of the analysis is to estimate the costs and monetary benefits of two pos-
sible services over the next 3 years (Table 8-3). Clinical Service A would cost $50,000 in
start-up and operating costs during the first year, and $20,000 in years 2 and 3. Clinical Ser-
vice A would provide an added revenue of $40,000 each of the 3 years, Clinical Service B
would cost $40,000 in start-up and operating costs the first year and $30,000 for years 2 and 3.
Clinical Service B would provide added revenue of $45,000 for each of the 3 years. Table 8-3
illustrates the comparison of both options using the perspective of the independent pharmacy
with no discounting and when a discount rate of 5% is used. Although both services are esti-
mated to be cost beneficial, Clinical Service B has both a higher benefit-to-cost ratio and a
higher net benefit when compared to Clinical Service A.

COST-EFFECTIVENESS ANALYSIS

A CEA measures costs in dollars and outcomes in natural health units such as cures, lives
saved, or blood pressure. This is the most common type of pharmacoeconomic analysis
found in the pharmacy literature. An advantage of using a CEA is that health units are com-
mon outcomes practitioners can readily understand and these outcomes do not need to be
converted to monetary values. On the other hand, the alternatives used in the comparison
must have outcomes that are measured in the same units. If more than one natural unit out-
come is important when conducting the comparison, a cost-effectiveness ratio should be cal-
culated for each type of outcome. Outcomes cannot be collapsed into one unit measure in
CEAs as they can with CBAs (outcome = dollars) or CUAs (outcome = quality-adjusted life
years [QALYs]). Because CEA is the most common type of pharmacoeconomic study in the
pharmacy literature, many examples are available. Bloom et al.'’ compared two medical treat-
ments for gastroesophageal reflux disease (GERD), using both healed ulcers confirmed by
endoscopy and symptom-free days as the outcomes measured. Law et al.!! assessed two
antidiabetic medications by comparing the percentage of patients who achieved good glycemic
control as the outcome measure.

A cost-effectiveness grid can be used to illustrate the definition of cost effectiveness. In
Table 8-4, cells D, G, and H (lightly-shaded cells) are cost-effective choices, while cells B, C,

TABLE 8-4. COST-EFFECTIVENESS GRID

Cost Effectiveness Lower Cost Same Cost Higher Cost
Lower effectiveness A B C
Same effectiveness D E F
Higher effectiveness G H |
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TABLE 8-5. LISTING OF COSTS AND OUTCOMES

Costs for 12 Months
Alternative of Medication Lowering of LDL in 12 Months (mg/dL)
Current preferred medication $1,000 25
New medication $1,500 30

LDL: low density lipoprotein.

and F (darker-shaded cells) are not cost effective, and the remaining cells might be cost
effective if the added benefits are determined to be worth the added costs. The unshaded
cells A, E, and I are situations when a more subjective, complex judgment is needed.

Example

An MCO is trying to decide whether to add a new cholesterol-lowering agent to its preferred
formulary. The new product has a greater effect on lowering cholesterol than the current
preferred agent, but a daily dose of the new medication is also more expensive. Using the per-
spective of the MCO (e.g., direct medical costs of the product to the MCO), the results will
be presented in three ways. Table 8-5 presents the simple listing of the costs and benefits
of the two alternatives. Table 8-6 shows the cost-effectiveness ratio for each alternative.
Table 8-7 shows the marginal (or incremental) cost effectiveness (the extra cost of produc-
ing one extra unit) of the new medication compared to the current medication. A marginal cost-
effectiveness ratio is calculated by determining the added cost divided by the added benefit.
Most economists agree that a marginal cost-effectiveness ratio is the more appropriate way
to present CEA results. The costs and benefits of the medications are estimated for only 1 year;
discounting is not needed.

Clinicians must then wrestle with this information—it becomes a clinical call. Many
economists will argue that this uncertainty is why cost effectiveness may not be the pre-
ferred method of pharmacoeconomic analysis.

COST-UTILITY ANALYSIS

A CUA takes patient preferences, also referred to as utilities, into account when measuring
health consequences.”? The most common unit used in conducting CUAs is QALYs, which

TABLE 8-6. COST-EFFECTIVENESS RATIOS

Costs for Average Cost
12 Months Lowering of LDL per Reduction
Alternative of Medication in 12 Months in LDL
Current preferred medication $1,000 25 mg/dL $40 per mg/dL
New medication $1,500 30 mg/dL $50 per mg/dL

LDL: low density lipoprotein.
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TABLE 8-7. MARGINAL COST-EFFECTIVENESS RATIO

Costs for Lowering of
12 Months of LDL in Marginal Cost per Marginal
Alternative Medication 12 Months Reduction in LDL
Current preferred medication $1,000 25 mg/dL $1,500-$1,000 _ 100 per ma/dL
New medication $1,500 30mgidl 30 mo/dL — 25 mgral >0 PerMd

LDL: low density lipoprotein.

incorporates both the quality and quantity of life. A QALY is a health utility measure combining
quality and quantity of life, as determined by some valuations process. One year at perfect
health equals one QALY." The advantage of using this method is that different types of health
outcomes can be compared using one common unit (QALYs) without placing a monetary value
on these health outcomes (like CBA). The disadvantage of this method is that it is difficult to
determine an accurate QALY value. This is a relatively new type of outcome measure and is not
understood or embraced by many providers and decision-makers. Therefore, this method is
rarely seen in the pharmacy literature. One reason researchers are working to establish meth-
ods for measuring QALYs is the belief that 1 year of life (a natural unit outcome that can be used
in CEAs) in one health state should not be given the same weight as 1 year of life in another
health state. For example, if two treatments both add 10 years of life, but one provides an added
10 years of being in a healthy state and the other adds 10 years of being in a disabled health
state, the outcomes of the two treatments should not be considered equal. Adjusting for the
quality of those extra years is warranted. When calculating QALYs, 1 year of life in perfect
health has a score of 1.0 QALY. If health-related quality of life (HR-QOL) is diminished by dis-
ease or treatment, 1 year of life in this state is less than 1.0 QALY. This unit allows comparisons
of morbidity and mortality. By convention, perfect health is assigned 1.0 per year and death is
assigned 0.0 per year, but how are scores between these two determined? Different techniques
for determining scales of measurement for QALY are discussed below.

There are three common methods for determining these scores: rating scales, standard
gamble, and time trade off (TTO). A rating scale consists of a line on a page, somewhat like
a thermometer, with perfect health at the top (100) and death at bottom (0). Different disease
states are described to subjects and they are asked to place the different disease states some-
where on the scale indicating preferences relative to all diseases described. As an example, if
they place a disease state at 70 on the scale, the disease state is given a score of 0.7 QALYs.

The second method for determining patient preference (or utility) scores is the stan-
dard gamble method. For this method, each subject is offered two alternatives. Alternative
one is treatment with two possible outcomes: either the return to normal health or immedi-
ate death. Alternative two is the certain outcome of a chronic disease state for life. The prob-
ability (p) of dying is varied until the subject is indifferent between alternative one and
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alternative two. As an example, a person considers two options: a kidney transplant with a
20% probability of dying during the operation (alternative one) or dialysis for the rest of his
life (alternative two). If this percent is his point of indifference (he would not have the oper-
ation if the chances of dying during the operation were any higher than 20%), the QALY is
calculated as 1 -p or 0.8 QALY.

The third technique for measuring health preferences is the TTO method. Again, the
subject is offered two alternatives. Alternative one is a certain disease state for a specific
length of time ¢, the life expectancy for a person with the disease, then death. Alternative two
is being healthy for time x, which is less than ¢. Time x is varied until the respondent is indif-
ferent between the two alternatives. The proportion of the number of years of life a person is
willing to give up (t - ) to have her remaining years (x) of life in a healthy state is used to
assess her QALY estimate. For example, a person with a life expectancy of 50 years is given
two options: being blind for 50 years or being completely healthy (including being able to
see) for 25 years. If the person is indifferent between these two options (she would rather be
blind than give up any more years of life), the QALY for this disease state (blindness) would
be 0.5. Table 8-8 contains examples of disease states and QALY estimates for each disease
state listed.

As one might surmise, QALY measurement is not regarded as being as precise or scien-
tific as natural health unit measurements (like blood pressure and cholesterol levels) used in
CEAs. Some issues in the measurement of QALYs are debated in the literature. One issue
concerns whose viewpoint is the most valid. An advantage of having patients with the disease
of interest determine health state scores is that these patients may understand the effects of
the disease better than the general population, whereas, some believe these patients would
provide a biased view of their disease compared with other diseases. Some contend that
health care professionals could provide good estimates because they understand various dis-
eases and others argue that these professionals may not rate discomfort and disability as seri-
ously as patients or the general population.

Another issue that has been addressed regarding patient preference or utility-score mea-
sures is the debate over which is the “best” measure. Utility scores calculated using one

TABLE 8-8. SELECTED QALY ESTIMATES

Disease State QALY Estimate
Complete health 1.00
Moderate angina 0.83
Breast cancer: removed breast, unconcerned 0.80
Severe angina 0.53
Cancer spread, constant pain, tired, not expected to live long 0.16
Death 0.00

Sources: From Kaplan RM.™
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method may differ from those using another. Finally, utility measures have been criticized for
not being sensitive to small, but clinically meaningful, changes in health status.

Example

An article by Kennedy et al.'* assessed the costs and utilities associated with two common
chemotherapy regimens (vindesine and cisplatin [VP], and cyclophosphamide, doxoru-
bicin, and cisplatin [CAP]) and compared the results with the costs and utilities of using
best supportive care (BSC) in patients with nonsmall cell lung cancer. The perspective
was that of the health care system or the payer. Using the TTO method, treatment utility
scores were estimated by members of the oncology ward. Although the chemotherapy
regimens provide a longer survival (VP = 214 days, CAP = 165 days) than BSC (112 days),
the quality of life TTO score was higher for BSC (0.61) compared with the chemotherapy
regimens (0.34). When survival time is multiplied by the TTO scores, the use of BSC
results in an estimated 0.19 QALYs, which is similar to VP (0.19 QALYs), but higher than
CAP (0.15 QALY). The costs to the health care system for the three options are about
$5000 for BSC, $10,000 for VF, and $7000 for CAP Cost-utility ratios are calculated simi-
larly to cost-effectiveness ratios, except that the outcome unit is QALYs. Therefore the
cost-utility ratio is about $26,000/QALY for BSC and about $44,000 to $52,000/QALY for
the chemotherapy regimens. Because BSC is at least as effective, as measured by QALYs,
and is less expensive than the other two options, a marginal (or incremental) cost-utility
ratio does not need to be calculated. Marginal cost-utility ratios only need to be calculated
to estimate the added cost for an added benefit, not when the added benefit comes at a
lower cost.

Conducting a pharmacoeconomic analysis can be challenging. Resources (time, expertise,
data, and money) are limited. Data used to construct a model may be impossible to obtain
due to lack of computer automation. Comparative studies of drug treatments may not be
available or poorly designed. Results of clinical trials may not apply at the institution per-
forming the analysis due to lack of resources.

Methods for conducting a pharmacoeconomic analysis have been described. All four
types of analyses described (CMA, CBA, CEA, and CUA) should follow 10 general steps. A
modified practical approach to these steps based on the work developed by Jolicoeur et al.®
will be reviewed.

“The authors reported median costs instead of average costs due to the abnormality of the cost data.



274 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

STEP 1: DEFINE THE PROBLEM

This step is self-explanatory. What is the question or objective that is the focus of the analy-
sis? An example might be, “The objective of the analysis is to determine what medications for
the treatment of urinary tract infections (UTIs) should be included on our formulary.” Per-
haps one of the drugs being evaluated is a new drug recently approved by the FDA. Should
the new drug be added to the drug formulary? The important thing to remember in this step
is to be specific.

STEP 2: DETERMINE THE STUDY’S PERSPECTIVE

It is important to identify from whose perspective the analysis will be conducted. As men-
tioned in the Assessment of Costs section, this will determine the costs to be evaluated. Is the
analysis being conducted from the perspective of the patient or from that of the hospital,
clinic, insurance company, or society? Depending on the perspective assigned to the analysis,
different results and recommendations based on those results may be identified. If you are
deciding on whether to add a new antibiotic to your formulary for treating UTIs, the per-
spective of the institution or payer would probably be used.

STEP 3: DETERMINE SPECIFIC TREATMENT ALTERNATIVES AND OUTCOMES

In this step, all treatment alternatives to be compared in the analysis should be identified.
This selection should include the best clinical options and/or the options that are used
most often in that setting at the time of the study. If a new treatment option is being con-
sidered, comparing it with an outdated treatment or a treatment with low efficacy rates is
a waste of time and money. This new treatment should be compared with the next best
alternative or the alternative it may replace. Keep in mind that alternatives may include
drug treatments and nondrug treatments. For the UTI example, a new antibiotic would
probably be compared with nitrofurantoin or sulfa drugs, or even the use of cranberry
juice—old or gold standard therapy—but still the usual and most commonly used therapy.
Today’s expensive new chemical entities are very unlikely to cost less than the standard
therapy, so they are often compared to the most recent, most expensive drug used as
alternative therapy.

The outcomes of those alternatives should include all anticipated positive and negative
consequences or events that can be measured. Remember, outcomes may be measured in a
variety of ways: lives saved, emergency room visits, hospitalizations, adverse drug reactions,
dollars saved, QALYs, and so forth. For the UTI example, cure rates would be the most
important outcome.
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STEP 4: SELECT THE APPROPRIATE PHARMACOECONOMIC
METHOD OR MODEL

The pharmacoeconomic method selected will depend on how the outcomes are measured
(see Table 8-1). Costs (inputs) for all four types of analyses are measured in dollars. When
all outcomes for each alternative are expected to be the same, a CMA is used. If all outcomes
for each alternative considered are measured in monetary units, a CBA is used. When out-
comes of each treatment alternative are measured in the same nonmonetary units, a CEA is
used. When patient preferences for alternative treatments are being considered, a CUA is
used. For the UTI example, cure rates are a natural clinical unit measure, so a CEA would be
conducted.

STEP 5: MEASURE INPUTS AND OUTCOMES

All resources consumed by each alternative should be identified and measured in monetary
value. The cost for each alternative should be listed and estimated (see Assessment of Costs
section). The types of costs that will be measured will depend on the perspective chosen in
step 2. When evaluating alternatives over a long period of time (e.g., greater than 1 year), the
concept of discounting should be applied. For the UTI example, if the perspective is an acute-
care hospital, only inpatient costs of treatment are measured. If the perspective is that of the
third-party payer, all direct medical costs for the treatment are included whether they are pro-
vided on an inpatient or outpatient basis.

Measuring outcomes can be relatively simple (e.g., cure rates) or relatively difficult
(e.g., QALYs). Outcomes may be measured prospectively or retrospectively. Prospective
measurements tend to be more accurate and complete, but may take considerably more time
and resources than retrospective data retrieval. For the UTI example, cure rates attributed to
the new product may be estimated from previous clinical trials, expert opinion, or measured
prospectively in the population of interest.

STEP 6: IDENTIFY THE RESOURCES NECESSARY TO CONDUCT THE ANALYSIS

The availability of resources to conduct the study is an important consideration. Lack of
access to important data can severely limit the validity of an analysis, as can the accuracy of
the data itself. Data may be obtained from a variety of sources, including clinical trials, med-
ical literature, medical records, prescription profiles, or computer databases. Before pro-
ceeding with the project, evaluate whether reliable sources of data are accessible or the data
can be collected within the time frame and budget allocated for the project.
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STEP 7: ESTABLISH THE PROBABILITIES FOR THE OUTCOMES
OF THE TREATMENT ALTERNATIVES

Probabilities for the outcomes identified in step 3 should be determined. This may include
the probability of treatment failures or success, or adverse reactions to a given treatment or
alternative. Data for these can be obtained from the medical literature, clinical trials, medical
records, expert opinion, prescription databases, as well as institutional databases. For the
UTI example, probabilities of a cure rate for the new medication can be found in clinical trials
or obtained from the FDA-approved labeling information. Probabilities of cure rates for the
previous treatments (e.g., sulfas) can also be found in clinical trials or by accessing medical
records. If prospective data collection is conducted, the probabilities of all alternatives will be
directly measured instead of estimated.

STEP 8: CONSTRUCT A DECISION TREE

Decision analysis can be a very useful tool when conducting a pharmacoeconomic analysis
(see the section on Decision Analysis for a step-by-step review). Constructing a decision tree
creates a graphic display of the outcomes of each treatment alternative and the probability of
their occurrence. Costs associated with each treatment alternative can be determined
and the respective cost ratios derived. An example using a decision tree will be provided in
Figure 8-2 in the Decision Analysis section.

STEP 9: CONDUCT A SENSITIVITY ANALYSIS

Whenever estimates are used, there is a possibility that these estimates are not precise.
These estimates may be referred to as assumptions. For example, if the researcher assumes
the discount rate is 5%, or assumes the efficacy rate found in clinical trials will be the same
as the effectiveness rate in the general population, this is a best guess used to conduct the
calculations. A sensitivity analysis allows one to determine how the results of an analysis
would change when these best guesses or assumptions are varied over a relevant range of
values. For example, if the researcher makes the assumption that the appropriate discount
rate is 5%, this estimate should be varied from 0 to 10% to determine if the same alternative
would still be chosen within this range. In order to vary many assumptions at one time, a
probabilistic sensitivity analysis can be conducted that simulates many patients randomly
being processed through the decision model using a range of estimates chosen for the
analysis.'®

This method will help determine the robustness of the analysis. Do small changes in
probabilities produce significant differences in the outcomes of the treatment alternatives?
Another example of a sensitivity analysis will be provided in the Decision Analysis section.
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STEP 10: PRESENT THE RESULTS

The results of the analysis should be presented to the appropriate audience, such as P&T
committees, medical staff, or third-party payers. The steps outlined in this section should be
employed when presenting the results. State the problem, identify the perspective, and so on.
It is imperative to acknowledge or clarify any assumptions.

Although none of the above models presented above are perfect, their utility may lead to
better decision-making when faced with the difficult task of evaluating new drugs or tech-
nology for health care systems.

Decision analysis is a tool that can help visualize a pharmacoeconomic analysis. It is the
application of an analytical method for systematically comparing different decision options.
Decision analysis graphically displays choices and performs the calculations needed to com-
pare these options. It assists with selecting the best or most cost-effective alternative. Deci-
sion analysis is a tool that has been utilized for years in many fields, but has been applied to
medical decision-making more frequently in the last 10 years. This method of analysis assists
in making decisions when the decision is complex and there is uncertainty about some of the
information.

Discussions of the medical uses of decision analysis have been included in collections
of pharmacoeconomic bibliographies, " and in such specific topic areas as CEAs,” CUAs,”
CBAs,* CMAs,” policies,” formulary processes,”” pharmacy practices,” and drug product
development.?

STEPS IN DECISION ANALYSIS

The steps in the decision process are enumerated in greater detail in several articles,* and
are relatively straightforward, especially with the availability of computer programs that
greatly simplify the calculations.* Articles reporting a decision analysis should include a pic-
ture of the decision tree, including the costs and probabilities utilized. The steps in a decision
analysis will be outlined using the UTI example. The steps involved in performing a decision
analysis are provided below.

Step 1: Identify the Specific Decision (Therapeutic or Medical Problem)

Clearly define the specific decision to be evaluated (what is the objective of the study?).
Over what period of time will the analysis be conducted (e.g., the episode of care, a year)?
Will the perspective be that of the ill patient, the medical care plan, an institution/organization,
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or society? Specifying who will be responsible for the costs of the treatment will determine
how costs are measured. For the UTI example, the decision was whether to add a new
antibiotic to the formulary to treat UTIs. The perspective was that of the institution and the
time period is 2 weeks.

Step 2: Specify Alternatives (e.g., Two Different Drugs or Treatments, A or B)

Ideally, the two most effective treatments or alternatives should be compared. In pharma-
cotherapy evaluations, makers of innovative new products may compare or measure them-
selves against a standard (read as older, more well-established) therapy. This is most often
the case with new chemical entities. For pharmaceutical products, dosage and duration of
therapy should be included. When analyzing costs and outcomes of pharmaceutical services,
these services should be described in detail. For the UTI example, the use of the new med-
ication (drug A) will be compared with that of a sulfa drug (drug B).

Step 3: Specify Possible Outcomes and Probabilities

Consequences and outcomes calculated in dollars yield a CPA; in natural medical units, such
as mg/dL, a CEA. For each potential outcome, an estimated probability must be determined
(e.g., 95% probability of a cure or a 7% incidence of side effects). Table 8-9 shows the out-
comes and probabilities for the UTI example.

Step 4: Draw the Decision Analysis Structure

Lines are drawn to joint decision points (branches or arms of a decision tree), represented
either as choice nodes, chance nodes, or final outcomes. Nodes are places in the decision
tree where decisions are allowed; a branching becomes possible at this point. There are three
types of nodes: (1) a choice node is where a choice is allowed (as between two drugs or two
treatments), (2) a chance node is a place where chance (natural occurrence) may influence
the decision or outcome expressed as a probability, and (3) a terminal node is the final out-
come of interest for that decision. Probabilities are assigned for each possible outcome and
the sum of the probabilities must add up to one. Most computer-aided software programs uti-
lize a square box to represent a choice node, a circle to represent a chance node, and a trian-
gle for a terminal branch or final outcome. Figure 8-2 illustrates the decision tree for the UTI
example.

TABLE 8-9. OUTCOMES AND PROBABILITIES, UTI EXAMPLE

Drug A Drug B
Effectiveness probability 0.95 0.85
Side effect probability 0.05 0.15
Cost of medication $120 $100

Cost of side effects $50 $50
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Side effects

$170
Success 0.05
No side effects $120
0.95
' Side effects $170
Failure 0.05
No side effects $120
0.95
Side effects
$150
Success 0.15
No si ffect
o side effects $100
0.85
. Side effects $150
Failure 0.15
No side effects $100

0.85
Figure 8-2. Decision tree for UTI example.

Step 5: Perform Calculations

The first consideration should be the PV, or cost, of money. If the study is over a period of less
than 1 year, actual costs are utilized in the calculations. If the study period is greater than
1 year, then costs should be discounted (converted to PV). For each branch of the tree, costs
are totaled and multiplied by the probability of that arm of the tree. These numbers (costs x
probabilities) calculated for each arm of the option are added for each alternative. Example
calculations are given in Tables 8-10, 8-11, and 8-12. The UTI example would be a cost-
effectiveness type of study, so the difference in the cost for each arm would be divided by the
difference in effectiveness for each arm to produce a marginal cost-effectiveness ratio
(see Table 8-12).

Step 6: Conduct a Sensitivity Analysis (Vary Cost Estimates)

Because these models are constructed with our best guesses, a sensitivity analysis is con-
ducted. The highest and lowest estimates of costs and probabilities are inserted into the

TABLE 8-10. DECISION ANALYSIS CALCULATIONS FOR DRUG A

Drug A Cost Probability Probability x Cost ($)
Outcome 1 $120 + $50 = $170 0.95 x 0.05=0.0475 8.08
Outcome 2 $120 0.95 x 0.95 = 0.9025 108.30
Outcome 3 $120 + $50 = $170 0.05 x 0.05 = 0.0025 0.42
Outcome 4 $120 0.05x 0.95=0.0475 5.70

Total 1 122.50
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TABLE 8-11. DECISION ANALYSIS CALCULATIONS FOR DRUG B

Drug B Cost Probability Probability x Cost ($)
Outcome 1 $100 + $50 = $150 0.85x0.15=0.1275 19.12
Outcome 2 $100 0.85x0.85=0.7225 72.25
Outcome 3 $100 + $50 = $150 0.15x0.15=0.0225 3.38
Outcome 4 $100 0.15x.85=0.1275 12.75
Total 1 107.50

equations, to determine the best case and worse case answers. These estimates should be
sufficiently varied to reflect all possible true variations in values. For the UTI example, the
new drug (drug A) would be added to the formulary if the committee thought the added cost
(§150) was worth the added benefit (one more successful treatment) (see Table 8-12). Some
might not agree with the probability of the side effects of drug A; because the therapy is new,
they may believe 5% may be an underestimate. If we increase this estimate to a 10% side effect
rate for the new drug and recalculate the marginal cost-effectiveness ratio, the recalculated
ratio would be $175 per added treatment success. Again, the committee would have to decide
if the added cost is worth the added benefit.

Decision analysis is being used more commonly in pharmacoeconomic evaluations. The
use and availability of computer programs™® to assist with the multiple calculations makes it
fairly easy for someone to automate their evaluations. Examples of software available for this
purpose include Data TreeAge, DPL by Applied Decision Analysis, and DecisionPro. The
prices for these software packages range from less than $100 for student versions to almost
$1000 for professional versions. More examples of computer software, vendors, and prices
can be found at <http://faculty.fuqua.duke.edu/daweb/dasw6.htm>>*

Example

An article by Botteman et al.* used a decision tree analysis to model the cost-effectiveness of
enoxaparin compared to warfarin for the prevention of complications (deep vein thrombosis,
venous thromboembolisms, and postthrombotic syndromes) due to hip replacement surgery.
Data for this model were obtained through published literature and expert opinion. The
model was created to assess both shortterm (immediately after surgery) and long-term
(followed until death or 100 years old) costs and consequences. The perspective was that of
the payer, and a discount rate of 3% was used for the long-term analysis. For the short-term

TABLE 8-12. MARGINAL COST-EFFECTIVENESS RATIO

Alternative Costs of Drug and Effectiveness in Marginal Cost per
Treating Side Effects ($) Treating UTI (%) Treatment Success
Drug A 122.50 95 $122.50 — $107.50 _ $150

Drug B 107.50 85 0.95-0.85
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model, therapy with enoxaparin was more expensive (+S133 per patient), but had a better
outcome (+0.04 QALY per patient). For the long-term model, therapy with enoxaparin saved
money (-S89 per patient) and had a better outcome (+0.16 QALY per patient), and was there-
fore the dominant choice. Both univariate and probabilistic sensitivity analyses were con-
ducted and reported.

It is more likely that a practicing pharmacist will be asked to evaluate published literature on
the topic of pharmacoeconomics, rather than actually conduct a study. When evaluating the
pharmacoeconomics literature for making a formulary decision, or selecting a “best” product
for your institution, a systematic approach to evaluating the pharmacoeconomics literature
can make the task easier.

Several authors™ *™cite methodology to assist in systematically reviewing the pharma-
coeconomic literature. If a study is carefully reviewed to ensure the author(s) included all
meaningful components of an economic evaluation, the likelihood of finding valid and useful
results is high. The steps for evaluating studies are similar to the steps for conducting stud-
ies, because the readers are determining if the proper steps were followed when the
researcher conducted the study. When evaluating a pharmacoeconomic study, at least the
following 10 questions should be considered.

1. Was a well-defined question posed in an answerable form? The specific questions and
hypotheses should be clearly stated at the beginning of the article.

2. Is the perspective of the study addressed? The perspective should be explicitly
stated, not implied.

3. Were the appropriate alternatives considered? Head-to-head comparisons of the best
alternatives provide more information than comparing a new product or service with
an outdated or ineffective alternative.

4. Was a comprehensive description of the competing alternatives given? If products
are compared, dosage and length of therapy should be included. If services are com-
pared, explicit details of the services make the paper more useful. Could another
researcher replicate the study based on the information given?

5. What type of analysis was conducted? The paper should address if a CMA, CEA,
CBA, or CUA was conducted. Some studies may conduct more than one type of analy-
sis (i.e., a combination of a CEA and a CUA). Some studies, especially older pub-
lished studies, incorrectly placed in the title of the article a reference to a benefit or
effectiveness analysis, when many were actually CMA studies.
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6. Were all the important and relevant costs and outcomes included? Check to see that
all pertinent costs and consequences were mentioned. Compare their list to your
practice situation.

7. Was there justification for any important costs or consequences that were not
included? Sometimes, the authors will admit that although certain costs or con-
sequences are important, they were impractical (or impossible) to measure in
their study. It is better that the authors state these limitations, than to ignore
them.

8. Was discounting appropriate? If so, was it conducted? If the treatment cost or out-
comes are extrapolated for more than 1 year, the time value of money must be incor-
porated into the cost estimates.

9. Are all assumptions stated? Were sensitivity analyses conducted for these assump-
tions? Many of the values used in pharmacoeconomic studies are based on assump-
tions. For example, authors may assume the side effect rate is 5%, or that
compliance with a regimen will be 80%. These types of assumptions should be
stated explicitly. For important assumptions, was the estimate varied within a rea-
sonable range of values?

10. Was an unbiased summary of the results presented? Sometimes, the conclusions
seem to overstate or overextrapolate the data presented in the results section. Did
the authors use unbiased reasonable estimates when determining the results? In gen-
eral, do you believe the results of the study?

Example

An example of an evaluation is given below. Due to space limitations, a manuscript abstract
rather than a full article will be evaluated. The names and details of the products are fictional.
Title: Pharmacoeconomic Analysis of Ultraceph and Megaceph

Background: Two new antibiotics were recently approved by the FDA—Ultraceph and
Megaceph. Both have similar spectrums of activity. Ultraceph is dosed orally—50 mg once
per day. Liver function affects Ultraceph, so monitoring is needed. Megaceph is also dosed
orally—25 mg twice per day and is associated with a 1% chance of hearing loss, which is
reversible if caught within the first 2 days of treatment.

Methods: The purpose of this study was to calculate the net benefit/cost when comparing
Ultraceph and Megaceph. Costs paid by third-party payers were assessed. Costs of the med-
ications, administration time, and lab monitoring were included as input costs. The average
number of hospital days was assessed for patients on each medication. An estimated cost of
$1,500 per hospital day was used to calculate the outcome costs.

Results: The net savings of using Ultraceph compared to Megaceph were $700 per patient.
The average cost estimates of hospitalization varied from $500 to $2000 per day and results
still favored Ultraceph (range of $200 to $950 net savings).
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Conclusion; Although the costs associated with administering Ultraceph are higher than
Megaceph, Ultraceph may allow patients to leave the hospital sooner, thus third-party payers
may realize a net benefit.

EVALUATION

L

10.

Was a well-defined question posed in an answerable form? Yes, the objective was
stated in the first line of the methods section: “The purpose of this study was to
calculate the net benefit/cost when comparing Ultraceph and Megaceph.”

. Is the perspective of the study addressed? Yes the perspective was stated when the

authors wrote: “Costs paid by third-party payers were assessed.”

. Were appropriate alternatives considered? Yes, these medications had similar spec-

trums of activity.

. Was a comprehensive description of competing alternatives given? Yes, alternatives

and their dosing were clear—Ultraceph is dosed 50 mg once per day. Megaceph is
dosed 25 mg twice per day.

. What type of analysis was conducted? A CBA because net costs($) were compared to

net savings(S)

. Were appropriate costs and consequences measured? With an abstract it is difficult

to determine if certain specific costs and benefits were included, but the categories of
costs measured (medications, administration time, and lab values) seem appropriate
for the perspective given (third-party payer).

. Was there justification for any important costs or consequences that were not included?

No, but when these are mentioned it is usually in the text versus the abstract.

. Was discounting appropriate? Conducted? Because of the short time frame it was not

needed nor conducted.

. Were assumptions stated—were they reasonable? Was a sensitivity analysis conducted

on these assumptions? One assumption was that $1500 per day was a reasonable esti-
mate for a hospital stay. A sensitivity analysis on this assumption was conducted—"The
average cost estimates of hospitalization varied from $500 to $2000 per day.”

Was an unbiased summary of the results presented? In an abstract, it is difficult to
tell if parts of the article seemed biased—the abstract itself did not seem biased.

Many articles, several journals, and numerous texts have been devoted to pharma-
coeconomics. Research and further development and refinement of the analysis tools are
ongoing. It can be expected that the literature on pharmacoeconomics will continue to
expand rapidly, not only for use in proving the value of new therapies, but invalidating the
worth of standard therapies. Draugalis,*” Baskin,® Greenhalgh,® and Mullins and Flowers
among others, cite references to assist readers in understanding and assessing economic
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analyses of health care as well as providing checklists (with examples and explanations) to
evaluate published articles.

Articles that provide an overview of the field of pharmacoeconomics, its changing method-
ologies, and recent advances can often be found readily at Internet sites devoted to this area
of specialization. These sites usually highlight articles that are not necessarily drug or ther-
apy specific, but many present an overview or validation of methodologies. Several pharma-
coeconomic websites are included as references. They were selected because they all have
multiple links to other pharmacoeconomic related sites.

o Canadian Coordinating Office of Health Technology Assessment <<http://www.
ccohta.ca>>

e Cochrane Collaboration Home Page <<http://www.cochrane.org/index0.htm>>

 Department of Defense Pharmacoeconomic Center <<http://www.pec.ha.osd.mil/
links.htm>>

« Institute of Health Economics <<http://www.ihe.ca>>

« International Society for Pharmacoeconomics and Outcomes Research <<http://www.
ispor.org/links_index.asp>>

Educational opportunities in pharmacoeconomics have grown tremendously over the
past 10 years, especially in U.S. Schools of Pharmacy.”® A website that lists links to over
60 other websites that offer pharmacoeconomic education can be found at <<http://
www.healtheconomics.com/education.cfm>>.*

Many pharmacy and therapeutics committees continue to be challenged with managing
costs of pharmacotherapy. Pharmacoeconomic models can be useful tools for evaluating the
costs of pharmaceuticals. The ability to objectively measure and compare costs may also pro-
duce better decisions about the choice of pharmaceuticals for a formulary. Decision analysis
is one of the many tools finding increased utilization in the field of medicine, and pharma-
coeconomics specifically. As the science of pharmacoeconomics becomes more standard-
ized, rigorous comparisons among several papers on the same topic will be possible (and
necessary).
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1. Describe the differences in CEA, CBA, CMA, and CUA.

2. What are the steps in the decision analysis process?

3. Why is a sensitivity analysis performed as part of the decision analysis?

4. Would all articles presenting pharmacoeconomic studies contain essentially the same

steps? Why?
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Chapter Nine

Evidence-Based Clinical
Practice Guidelines

Kevin G. Moores

Objectives

After completing this chapter, the reader will be able to

» Define clinical practice guideline.

« Describe the role of clinical practice guidelines in pharmacy practice and the pharmacist’s
role in development and use of these guidelines.

« |dentify various sources of published guidelines and organizations currently involved in
guideline activities.

« Describe various intended purposes for the development and implementation of clinical
practice guidelines.

« Explain the methodology for development of clinical practice guidelines.

« Describe the process of the systematic review of scientific evidence as part of the early steps
involved in drafting clinical practice guidelines to assess benefits and harms of therapeutic
interventions.

« Apply structured criteria to evaluate the validity of clinical practice guidelines.

« |dentify the key issues in interpreting clinical practice guidelines and issues involved in their
implementation.

Evidence-based clinical practice guidelines are “systematically developed statements to assist
practitioner and patient decisions about health care for specific circumstances.” Clinical prac-
tice guidelines are developed by a variety of groups and organizations including federal and

289

Copyright © 2006, 2001, by The McGraw-Hill Companies, Inc. Click here for terms of use.



290 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

state government, professional societies and associations, managed care organizations, third-
party payers, quality assurance organizations, and utilization review groups. The purpose of
the guidelines, development methods used, format of the documents, and the strategies for
implementation vary widely. Considering the potential for clinical practice guidelines to influ-
ence thousands to millions of decisions on medical interventions, it is incumbent on all health
care practitioners to be thoroughly familiar with criteria to judge the validity of guidelines, and
be skilled in determining their appropriate application.

Development and implementation of clinical practice guidelines have many characteris-
tics in common with traditional activities performed by drug information practitioners, such
as evaluation of new drugs for formulary consideration, medication use evaluation, and qual-
ity improvement. Many of the skills required for guideline development are required of drug
information practitioners, including clear, specific definition of clinical questions, literature
search and evaluation, epidemiology, biostatistics, clinical expertise, writing, editing, format-
ting, and education. Drug information practitioners benefit from the use of clinical practice
guidelines as information resources for their work, and based on their skills are logical pro-
fessionals to participate in guideline development and implementation. Other pharmacists
also find clinical practice guidelines to be useful in their practices.

The primary attraction for all health care practitioners in properly developed, valid prac-
tice guidelines is that they provide a concise summary of current best evidence on what
works and what does not when considering specific health care interventions. New informa-
tion and new technology in health care are developed at a rapid pace. It is very difficult for
individual practitioners to systematically evaluate the benefits and risks of all new technology,
including new medications. By presenting a summary of best evidence, guidelines assist the
practitioner in decision-making for specific patients and also facilitate discussion of care
options most consistent with individual patient needs and preferences. Guidelines may also
enhance provider communication and continuity of care, especially when decisions are made
by multiple providers in different care settings.?

There is a growing awareness in health care that a significant time lag occurs in getting
research information into practice. There are several examples of treatments that have been
well studied and proven effective that are substantially underutilized, and interventions that
have been proven ineffective or harmful that continue to be provided.® One of the goals of
development and implementation of evidence-based clinical practice guidelines is to help
speed up the process of getting evidence into practice.

Clinical practice guidelines to assist with health care decision-making and to identify
indicators for monitoring quality of care, are frequently mentioned in connection with efforts
to improve quality and efficiency of services. The key issues in reorganizing the U.S. health
care system are access to care, cost, and quality. Quality and safety are a major focus as evi-
denced by legislative proposals for specific requirements of health insurance coverage,
critical recommendations in the report from the President’s Advisory Commission on
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Consumer Protection and Quality in the Health Care Industry,’ and the conclusions of The
Institute of Medicine National Roundtable on Health Care Quality.* In addition, The Institute
of Medicine (I0M) has published landmark reports in the past few years regarding quality of
care problems in the United States,” recommendations to improve the health care system,®
and specific recommendations to focus on improvements in patient safety.” A central concept
in these reports and recommendations relates to utilizing the best available evidence, pro-
viding decision support tools, use of informatics, and participation of patients in health care
decisions and responsibilities. These concepts are also central to clinical practice guidelines.

Methods currently recommended as the most valid for development of clinical practice
guidelines emphasize an evidence-based approach, formal quantitative techniques to calcu-
late risks and benefits, and incorporation of the patient’s preference. The concepts of an
evidence-based approach and use of methods to grade the quality of evidence and strength of
recommendations are critical elements that will be reviewed in more detail in this chapter in
the sections on methodology for clinical practice guideline development and interpretation of
guideline recommendations. The evidence-based health care movement and the implemen-
tation of continuous quality improvement (CQI) programs have stimulated growth in guide-
line development. There have also been advancements in methods of evaluation and
summarizing the best available evidence (e.g., systematic reviews, meta-analyses, and deci-
sion analyses). Development of new information databases of systematic reviews, and new
informatics resources facilitate the production of clinical practice guidelines and improve
access to this information.

This chapter will present a review of the background for why clinical practice guidelines
have become a common element in health care; describe the activities of selected major
organizations involved with guidelines; review evidence-based methods for guideline devel-
opment, evaluation, and implementation; describe interpretation skills for guideline recom-
mendations; and provide directions to locate sources of guidelines and further information.

Evidence-hased medicine (EBM) is a philosophy of practice and an approach to decision-
making in the clinical care of patients. Sackett and colleagues have defined EBM as the “con-
scientious, explicit, and judicious use of current best evidence in making decisions about the
care of individual patients.” The practice of EBM refers to integrating individual clinical
expertise with the best available external clinical evidence from systematic research. EBM is
often mistaken for, or reduced to, just one of its several components, critical appraisal of the
literature. However, EBM requires both clinical expertise and an intimate knowledge of the
individual patient’s situation, beliefs, priorities, and values to be useful. External evidence
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must be used to inform, but not replace, individual clinical expertise. It is clinical expertise
that determines if the external evidence may be applied to the individual patient and, if so,
how it should be used in decision-making by the patient and the health care provider. The
development and application of clinical practice guidelines is one of the tools used in EBM. In
fact, David Eddy, who remains one of the most recognized individuals for development of
EBM, writes that the first published use of the term evidence-based was in fact in the context
of clinical guidelines.’ An understanding of EBM is necessary to understand recommended
methods for production and implementation of guidelines.

Physicians working at McMaster University in Hamilton, Ontario, first used the termi-
nology evidence-based medicine. This group, called The Evidence-Based Medicine Working
Group, published a description of what they considered a new paradigm for medical practice
and teaching.'® In that article they presented their views on changes that were occurring in
medical practice relating to the use of medical literature to more effectively guide decision-
making. They state that the foundation for the paradigm shift rests in the significant devel-
opments in clinical research over the past 30 years; particularly the randomized-controlled
trial. Also considered important is meta-analysis as a method of summarizing the results of
a number of randomized trials that may have profound effects on setting treatment policy.

The Evidence-Based Medicine Working Group cites the following changes that document
the development of the new philosophy: (1) proposals to apply the principles of clinical epi-
demiology to day-to-day clinical practice; (2) numerous articles published instructing clini-
cians on how to access, evaluate, and interpret the medical literature; (3) growing demand for
courses that instruct physicians on how to use the medical literature; (4) improvements in the
format of journal articles; (5) textbooks with more rigorous review of available evidence;
(6) new information resources like the American College of Physicians (ACP) Journal Club
and (7) the development of practice guidelines based on rigorous methodological review.

The practice of EBM has been described as focusing on five linked activities': (1)
express information needs in clearly defined answerable clinical questions, (2) conduct a sys-
tematic search for the best available evidence for the problem, (3) evaluate the validity and
applicability of the evidence, (4) prepare a synthesis or summary of the evidence for decision-
making and implement the decision in practice, and (5) evaluate performance and follow-up
on any areas for improvement. Those who are familiar with the literature in drug information
practice will recognize that these activities are remarkably similar to the systematic approach
to drug information requests as outlined by Watanabe and colleagues over 30 years ago."
This process is still very similar to the approach to drug information questions today (see
Chap. 2).

In 2000, the lead individuals in the Evidence-Based Medicine Working Group published
a slightly modified description for what the practice of evidence-based care represents.” This
description recognizes that not all practitioners will be “interested in gaining a high level of
sophistication in using the original literature, and secondly, those who do will often be short
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of time in applying these skills.” The modified description notes that sources of appropriately
preappraised evidence can be used by “highly competent, up-to-date practitioners who
deliver evidence-based care.” Examples of preappraised evidence would include clinical
practice guidelines and systematic reviews that have been produced with evidence-based
methods. These authors note that skill in interpreting the medical literature is still necessary
to judge the quality of the “preappraised” resources, to know when the recommendations in
the preappraised resources are not applicable to selected patients, and to use the original
literature when preappraised resources are unavailable.”

In his most recent review of the philosophy of EBM, Eddy describes an approach which
is similar to the Evidence-Based Medicine Working Group.’ Eddy refers to the Evidence-
Based Medicine Working Group’s original description of the practice as “evidence-based indi-
vidual decision-making.” He refers to a second approach to EBM as being “evidence-based
guidelines.” In this second approach he describes four important features: “first, the work of
analyzing the evidence and developing a guideline, or other type of policy is done by small
groups of specially trained people, usually sponsored by an organization. Second, they all use
an explicit, rigorous process. Third, for all of them the ‘product—whether it is an evidence
review, a guideline, or another type of policy—is generic. It is intended to apply to a class or
group of patients defined by some clinical criteria, rather than to an individual patient.
Fourth, their effects are indirect. That is, they are intended to enable, guide, motivate, or
sometimes force physicians and other types of providers to deliver certain types of care to
people; they do not directly determine the care provided to a particular patient.” Eddy goes
on to explain that the most appropriate definition of EBM is a combination of these two
approaches. The combination provides for medical practice that will achieve the most effi-
cient and effective use of evidence.

Medical education has also taken on philosophies related to EBM and guidelines. Inter-
national trends in continuing medical education were described in a series of seven articles
published in the British Medical Journal ** The major themes of these articles include the
following:

o Individual responsibility for health professionals to direct their own learning.

o Self-assessment and specific needs-directed education.

o Wider aspects of continuing professional development including computer literacy,
literature appraisal, information management, problem solving skills, and EBM.

o Improved working and collaboration among different health professionals to achieve
gains in quality and savings in cost.

o Innovative portfolio-based programs to capture learning issues and achievements
that occur in everyday practice.

o Programs for better communications with patients and with other health care
providers.
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Programs based on skill development rather than the traditional lecture format.
Distance learning and use of technology to support learning.

Focus on education that will affect behaviors and improve outcomes of care.
Problem-based learning and small group activities.

Quality improvement tools.

Programs based on the theories of adult learning.

The U.S. IOM made recommendations for reform of health professions education in
2003.*" In this report it was stated, “The committee believes that the following should serve
as an overarching vision for all programs and institutions engaged in the clinical education of
health professionals, and further that such organizations should develop operating principals
that will allow this vision to be achieved. All health care professionals should be educated
to deliver patient-centered care as members of an interdisciplinary team, emphasizing
evidence-based practice, quality improvement approaches, and informatics.” This statement
has been referred to as the five core competencies for health professionals. The recommen-
dations provided in this report were a follow-up to the influential IOM report Crossing the
Quality Chasm from 2001.% Examination of these five core competencies and the goals of
evidence-based clinical practice guidelines demonstrate significant overlap.

Health care professionals face the complicated reality of constantly changing and
increasing medical knowledge. What is required to practice effective, high quality medicine
is not an encyclopedic memory, but the skills to acquire and critically assess the specific
information that is necessary to make clinical decisions. The philosophy of EBM is consis-
tent with the philosophy of clinical practice guidelines. The decision-making process of EBM
is supported by access and use of clinical practice guidelines.

A thorough understanding of the methodology used for clinical practice guideline develop-
ment is critical for pharmacists. Although relatively few pharmacists actually participate in
guideline development, this understanding will prepare practitioners for involvement in
appropriate evaluation and implementation of these guidelines. Evaluation of the quality of a
guideline, and the appropriateness of its use in a given setting, depends primarily on an abil-
ity to distinguish methods that minimize potential biases in development. A strong indication
of the quality of guideline development methods can be obtained by a quick scan to deter-
mine if the recommendations are based on focused clinical questions, the recommendations
are specifically linked to evidence, the quality of the evidence and strength of recommenda-
tions have been graded, and evidence tables and a balance sheet are available. A lack of
understanding of the requirements for guideline development could lead to inappropriate
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interpretation, or acceptance of inappropriate levels of enforcement of biased guideline rec-
ommendations. Application of biased guidelines may result in provision of ineffective or
harmful therapy. Because of the central importance of guideline development methods, a sig-
nificant portion of this chapter is devoted to this topic.

Several methods for developing practice guidelines have been described including
informal consensus development, formal consensus development, evidence-based guideline
development, and explicit guideline development.” For decades, informal consensus meth-
ods have been used as the basis of guideline development. These guidelines were pro-
duced following a meeting of an expert panel in which agreement was reached through
open discussion; sometimes producing recommendations in a single meeting. The actual
guideline document would often provide only the recommendation, with little background
on the evidence that was used or information on the methodology of the group. This prac-
tice made it difficult or impossible for readers to verify the accuracy of the recommendation
or that bias did not significantly influence the results. Informal consensus development
remains a common approach to developing practice guidelines because it is a relatively
fast, easy, and inexpensive process. However, this approach generally results in guidelines
of questionable quality. The fact that explicit methods for how the decisions were made are
often not provided leaves doubt about how consensus was reached. Treatment recommen-
dations are notoriously fallible when they are the result of efficacy evaluations based pri-
marily on opinion. In addition, the ability to implement such black box guidelines will be
seriously hampered based on the inability of the user to verify the accuracy and a resultant
lack of confidence.?

The formal consensus development process was once used by the National Institutes of
Health Consensus Development Program.” The National Institutes of Health (NIH) used a
structured 2.5-day conference in which guidelines are developed in closed session after a ple-
nary session and open discussion, and are presented to an audience and press conference on
the third day.” In some instances, the usual 2.5-day format of the conference is not sufficient
and alternative formats are used.” It should also be noted that substantial advanced planning
occurs for presentations of up-to-date reviews of available evidence by experts. This process
provides more structure than informal consensus; however, it has been criticized for its
requirement to produce recommendations in a relatively short period, the absence of explicit
criteria, the variability in the type and degree of referencing of the recommendations to the
literature, and the inconsistent degree of labeling recommendations as to the level of cer-
tainty provided by empirical evidence.

Most recently the NIH has been using evidence-based methods for guideline develop-
ment, for example, the Third Report of the National Cholesterol Education Program (NCEP)
Expert Panel on Detection Evaluation, and Treatment of High Blood Cholesterol in Adults
(Adult Treatment Panel III [ATP III]).* In keeping with evidence-based methodology, an
update to this guideline was published in July 2004 based on the results of five major studies
that were completed after the ATP III guidelines were released. These clinical trials provided
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evidence regarding several significant issues pertaining to the benefits of cholesterol lowering.
The purpose of the update was to “translate the scientific evidence into guidance that helps
professionals and the public take appropriate action to reduce the risk for coronary heart
disease (CHD) and cardiovascular disease.”” Another example guideline produced with
evidence-based methods by the NIH is the Seventh Report of the Joint National Committee
on Prevention, Detection, Evaluation, and Treatment of High Blood Pressure JNC 7).7

Guideline development procedures that can be considered evidence-based were first
used in the late 1970s by the Canadian Task Force on Preventive Health Care (formerly
knows as the Canadian Task Force on the Periodic Health Examination).” The U.S. Preventive
Services Task Force (USPSTF) which was first convened by the U.S. Public Health Service
in 1984, adapted the Canadian Task Force methodology and also uses a systematic evidence-
based methodology to review the evidence of effectiveness of clinical preventive services.”
The USPSTF efforts culminated in the 1989 Guide to Clinical Preventive Services. A second
edition of the Guide was published in 1996. For the third edition of the Guide, recommenda-
tions are being released incrementally as they become available as periodic updates at the
following website <<http://www.ahrq.gov/clinic/gcpspu.htm>>.

The most influential early publications on evidence-based guideline development methods
were the writings of Eddy,** and the Manual for Clinical Practice Guideline Development pre-
pared by the Agency for Health care Research and Quality (AHRQ) (the agency was known as
the Agency for Healthcare Policy and Research [AHCPR] at that time).* Even though the AHRQ
no longer produces guidelines directly, the methodology has been adopted, and in some cases
slightly modified, by other groups. The AHCPR evidence-based guideline methodology is still
recognized as a rigorous valid method. Most major guideline development programs in the
United States, as well as those internationally, use an evidence-based process.* Examples of
some of these organizations in the United States include the American College of Cardiology
(ACC)/American Heart Association (AHA),* the American College of Rheumatology,”’ the
American College of Chest Physicians (ACCP), the American Academy of Pediatrics,® and the
Infectious Diseases Society of America.” Prominent international guideline development groups
have published methodologies that focus on evidence-based principles. These programs include
the National Institute for Clinical Excellence (NICE) in the United Kingdom,* the New Zealand
Guidelines Group (NZGG),” and the Scottish Intercollegiate Guidelines Network (SIGN).*

Considering that the AHRQ had a large role in the development of evidence-based guide-
line methods, additional information about this agency is helpful for understanding current
issues regarding guidelines. This agency was created in November 1989, when Congress
amended the Public Health Service Act. Under the terms of Public Law 101-239 (also known
as Omnibus Budget Reconciliation Act of 1989, OBRA '89) this agency was given responsi-
bility for supporting research, data development, and other activities to “enhance the quality,
appropriateness, and effectiveness of health care services.” The AHCPR was also charged
with the responsibility to “arrange for” the development and periodic review and updating of
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(1) clinically relevant guidelines that may be used by physicians, educators, and health care
practitioners to assist in determining how diseases, disorders, and other health conditions
can most effectively and appropriately be prevented, diagnosed, treated, and managed clini-
cally; and (2) standards of quality, performance measures, and medical review criteria
through which health care providers and other appropriate entities may assess or review the
provision of health care and assure the quality of such care.* That legislation also reflected
the increased importance of quality, safety, and access issues in national health policy and
elevated the activities of the AHCPR to the level of a full Public Health Service (PHS) agency;
on the same level as the Centers for Disease Control (CDC) and Prevention, the National
Institutes of Health (NIH), and the Food and Drug Administration (FDA).

Between 1990 and 1996, the AHCPR supported panels produced 19 clinical practice
guidelines. However, the agency discontinued the guideline development program in the fall
of 1996 after political conflicts developed based on recommendations in some of these guide-
lines. It was also recognized that convening separate national panels to develop each guideline
was expensive and time-consuming. The demand for evidence-based information far exceeded
the resources that could be devoted to the guideline development program. Furthermore, the
agency recognized that many professional organizations, health plans, and commercial firms
were producing thousands of guidelines. Therefore, the agency initiated the Evidence-Based
Practice Program, and now serves as a science partner with private- and public-sector organi-
zations to develop evidence reports. Evidence reports are based on comprehensive reviews
and rigorous analysis of relevant scientific evidence. These reports are intended for use as the
scientific foundation for public and private organizations to develop tools (including guide-
lines, technology assessments, and quality indicators) for improving quality of care.

The methodology developed by the AHRQ has influenced all major guideline development
programs. The description of guideline development methods provided in this chapter are based
primarily on the early publications of guideline methods that were mentioned above, and the
publications on guideline development methods from the ACCP®*+ the NICE in the United
Kingdom," the NZGG,"” and the SIGN.*® Each publication dealing with methods for evidence-
based guideline development describes a multistep process (see Appendices 9-1 and 9-2 for
examples of the steps described for different programs). Major steps common in the evidence-
based guideline development process used by these major organizations include the following:

Select an appropriate topic for creation of a guideline.

o Recruit appropriate multidisciplinary membership for a panel to be involved in devel-
opment of the guideline.

Define the clinical questions to be addressed.

Determine the criteria for evidence that will be considered.

Conduct a systematic search for the qualifying evidence.

Perform a systematic evaluation and grading of the evidence.
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o Prepare a synthesis of the evidence.

 Agree on procedures for a consensus process, or other procedures for making rec-
ommendations, in the absence of higher levels of evidence for decision-making.

 Formulate and grade recommendations based on the grade of evidence and balance
of benefits, harms, and costs of treatment options.

o Draft the guideline document.

o Conduct peer-review and pilot testing of the guideline.

o Revise the guideline as appropriate.

o Create tools for implementation of the guideline.

o Establish a plan for follow-up and periodic updating of the guideline.

Additional details for each of these steps are described below. The description provided
for evidence-hased guideline development provided in this chapter incorporates the recom-
mendations from several groups. Not all groups describe all procedures or methods included
in this chapter. If the reader wishes to review the specific details of a single organization’s
procedures for guideline development, the references provided should be consulted. Read-
ers who wish to examine other details of guideline development that are not addressed in this
chapter, such as organizational details for coordination of the guideline development, group
work planning, a development timeline, and other administrative steps, which are beyond the
methodology issues discussed in this chapter, should consult the references provided. A sys-
tematic review of evidence represents a substantial amount of the work that goes into devel-
opment of a clinical practice guideline; therefore, guides for creating a systematic review are
also valuable for anyone involved in performing this work. Two such excellent guides are
The Reviewers’ Handbook from the Cochrane Collaboration,’® and the Centre for Reviews and
Dissemination Guidance for those Carrying Out or Commissioning Reviews.”

SELECT A TOPIC FOR GUIDELINE DEVELOPMENT

Selection of a topic for guideline development has aspects in common with selection of topics
for a medication use evaluation program; or in a broader sense for any quality improvement
program. Considering that guidelines are intended to improve the quality of care process and
outcomes of care, it is important to consider the potential to achieve this improvement when
a topic is chosen. As with a clinical management decision, the potential benefits of devel-
opment and implementation of a guideline should be assessed. Disease conditions with the
maximum potential for benefit from guideline development and implementation share
common characteristics including the following:

o High prevalence.

« High frequency and/or severity of associated morbidity or mortality.

o Availability of high-quality evidence for the efficacy of treatments that reduce mor-
bidity or mortality.
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Feasibility of implementation of the treatment based on expertise and other resources
required.

Potential cost-effectiveness.

Evidence that current practice is not optimal.

Evidence of practice variation.

Availability of personnel, expertise, and resources to develop and implement the prac-
tice guideline.

As an example, the AHA/ACC identified the following reasons for developing evidence-
based guidelines for cardiovascular disease prevention in women:®

o Cardiovascular disease remains the leading killer of women in the United States.
 Because Coronary Heart Disease (CHD) is often fatal, and two-thirds of women who die
suddenly have no previously recognized symptoms, it is essential to prevent CHD.

o In the wake of the reports of the Women’s Health Initiative and the Heart and
Estrogen/Progestin Replacement Study (HERS) there is a heightened need to critically
review and document strategies to prevent CHD in women.

o There has been an increase in the number and proportion of women that have par-
ticipated in clinical trials which provides more evidence of efficacy of different
treatment strategies.

» Because patients seen in clinical practice may have characteristics that are not
similar to those of clinical trial participants it is necessary to evaluate the ability to
apply these data in practice.

Individual guideline development programs will also use criteria for selecting a topic for
guideline development that will maximize the potential benefit for the stakeholders that pro-
gram serves. For an example of these criteria see Appendix 9-3; criteria for selecting topics
used by the NICE in the United Kingdom.” In addition to the characteristics mentioned
above, the potential to achieve improvements in care by implementing a guideline in a
practice depends on characteristics related to the individual practice. For example, has a
recognized leader been identified to promote implementation of the guideline within the
organization and make sure it will proceed in a timely fashion? Also, achievement of improve-
ment in care is more likely to be realized if there are systems in place to allow the change to
be measured, and to provide feedback to individuals and to the implementation team.

RECRUIT APPROPRIATE MULTIDISCIPLINARY MEMBERSHIP FOR A PANEL
TO BE INVOLVED IN DEVELOPMENT OF THE GUIDELINE

The development of a clinical practice guideline should be a multidisciplinary process.
Ideally, all groups that have a stake in the development and implementation of a guideline
are represented in the process. Participants should include physicians with special expertise
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in the condition being considered; primary care practitioners involved in treatment of
patients with the identified condition; representatives of other health disciplines involved in
providing care for the identified condition (e.g., physical therapy, respiratory therapy, nurs-
ing, pharmacy, occupational therapy, social work, and dentistry); experts in research meth-
ods applicable to the topic; individuals with expertise in conducting a systematic search for
evidence; individuals with administrative, health services, economics, and other health care
systems expertise; and patient representatives or caregivers. Organizational skills, project
management, and editorial ability are also key to the success of a guideline program. As an
example, the AHA/ACC selected the following panel membership to produce evidence-
based guidelines for cardiovascular disease prevention in women®:

“the leaders of each of the 13 AHA Scientific Councils were asked to nominate a recognized
expert in cardiovascular disease (CVD) prevention with particular knowledge about women;
the president of the AHA appointed at large members to fill gaps in specific areas of expertise;
the AHA Manuscript Oversight Committee approved the chair of the expert panel; major
professional or government organizations with a mission consistent with CVD prevention
were solicited to serve as cosponsors and were asked to nominate one representative to serve
on the expert panel; diverse professionals and community organizations were also suggested
to endorse the final document after its approval by the AHA Scientific Advisory Coordinating

Committee and cosponsoring organizations.™

Individuals being considered for membership on a guideline development panel should
also be asked to declare potential conflicts of interest. Individuals with a potential conflict of
interest may still be considered for participation on a panel depending on the type and degree
of conflict, along with appropriate levels of management and disclosure.” Rigid complete
exclusion of any possible conflict could result in guideline panels excluding the majority of
individuals with the critical expertise needed. Surveys have shown the need for attention to
this issue as guideline authors frequently have some relationship with pharmaceutical man-
ufacturers.®® The controversy that may occur has been manifest with challenges voiced
regarding the sponsorship of guideline development and publication, and potential conflicts
of interest by panel members.® Public criticism of potential conflicts of interest by panel
members involved in the NCEP Expert Panel on Detection, Evaluation, and Treatment of
High Blood Cholesterol in Adults (ATP III), prompted a response from Barbara Alving, MD,
Acting Director, National Heart, Lung, and Blood Institute (NHLBI). She issued a statement
on July 29, 2004, another on September 24, 2004,” and an 11-page letter on October 22,
2004, to explain the development and review methodology used by the panel, defend the
integrity of the process, and the scientific basis for the recommendations.

Expertise in guideline development methods that facilitate implementation of practice
guidelines would also be valuable to the panel. Substantial research has been conducted in the
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past 10 years to identify methods of guideline implementation and guideline characteristics that
facilitate adherence.” Recognized characteristics of guidelines that facilitate implementation
include aspects of format, provision of clear unambiguous recommendations, and ability to
incorporate the guideline recommendations into a decision support tool. These characteristics
should be considered during the production process when possible. For example, significant
progress has been made in translating document-hased knowledge into systems or tools that
can be conveniently integrated in the normal clinical workflow.*” In order to accomplish this,
Shiffman and colleagues (<<http://ycmi.med.yale.edu/GEM/>>) have developed a Guideline
Elements Model (GEM) for translation of the typical document-based clinical practice guide-
line into a format that can be integrated into clinical workflow with computerized decision
support systems.” This method attempts to deal with guidelines that lack explicit definitions,
contain excessive ambiguity, do not consider sequencing or timing of interventions, do not
account for important patient-specific variables, lack prioritization of key recommendations,
and otherwise do not include all parameters that must be considered for decision-making.
Attention to these details are needed for computer decision support systems because they work
best when clear dichotomous responses can be made one at a time to reach the desired end-
point. Ambiguity, lack of prioritization, and lack of required variables present significant obsta-
cles to computerized decision support systems. It is also worth considering that the process of
decision-making in health care is not always well understood, and in some instances it may not
be possible to create the explicit linear process just described. If that is the case, it may be
necessary for the guideline panel to recommend reconsideration of the specific questions to be
addressed by the guideline. Or, it may be necessary for the panel to make other specific
recommendations about how to best implement the guideline in a way to facilitate adoption.

However, even with the advantages offered by information technology, there are
potential barriers created by the technology itself which should be considered in guideline
implementation plans.”" Lyons and colleagues identified that physicians, nurses, and
administrators perceive some aspects of the use of information technology for guideline
implementation as facilitators and others as barriers. Information technology can facilitate
guideline implementation because computerization may improve accessibility of some infor-
mation, may facilitate documentation, assist with guideline updating, and provide useful deci-
sion support tools. However, there may be barriers to guideline implementation when there
are problems with computer literacy, availability of equipment, and computer glitches or
downtime. Lyons also identified that the different disciplines had opposing opinions on the
overall importance and reality in the work place for some of these elements.®* Consideration
of these facilitators and barriers during the development process can ultimately improve the
success of implementation.

Finally, techniques as simple as writing guidelines with concrete, precise behavioral
terms (what, who, when, where, and how) may be effective to achieve guideline adherence.®
Ensuring that the guideline development panel includes members with expertise to address
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each of these issues is important to maximize the desired endpoint; a well-constructed
guideline that will be followed by practitioners and patients.

DEFINE THE CLINICAL QUESTIONS TO BE ADDRESSED

After the disease or condition is selected and the panel with applicable expertise is formed,
the panel will accomplish the next step; further definition of the specific issues for which rec-
ommendations will ultimately be provided. The panel will consider what specific decision-
making or action steps related to surveillance or screening for the disease, diagnosis, or
treatment can be improved with specific recommendations. The decision-making points can
be expressed as clinical questions. The definition of the clinical questions to be addressed by
a guideline is a key step which provides direction for the activities to follow. The questions
are important to provide direction to the systematic review of the literature, and also provide
the outline for the recommendations that the guideline will provide. The importance of this
phase cannot be overemphasized. Just as in the systematic approach to a drug information
question, it is critical to first clearly define the question to be successful in searching for the
necessary evidence, and subsequently be able to provide useful valid conclusions.

A clear description of the questions to be addressed by the guideline is also a good starting
point for a practitioner to determine if a guideline could be useful in their practice. Depending on
the overall goals of a guideline, questions may be about prognosis, the best diagnostic test,
methods of screening, what forms of treatment or prevention are most effective, quantification
of the potential harms of treatment, what comorbidities change recommendations, or what costs
are associated with different management strategies. Many of the guideline development
groups use the PICO format for framing the questions, which includes the following parts:

o Patients: Which patients are being considered for the question, how can they be
described, and are there any subgroups that require special consideration? (Similar to
inclusion and exclusion criteria in a clinical study, however, usually not as restrictive.)

o Interventions: Which intervention or treatment should be considered?

o Comparison: What are the main alternatives that should be compared with the
intervention?

o Qutcome: What is most important to the patient (e.g., mortality, morbidity, treatment
complications, rates of relapse, physical function, quality of life, and costs)?

Another format for question framework used by some groups is PECOT. The additional
part added for this question format is Time, (i.e., over what timeframe are the benefits or the
outcomes of care expected to occur?) In this format the E represents Exposure: which may
be treatment, a risk factor, or management approach of interest.

The clinical questions should define the relevant patient population, the management
strategies that will and will not be considered, and the outcomes of care that the guideline
intends to achieve. In addition, the guideline development panel should describe the care
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setting for use of the guideline, for example, primary care, secondary care, or tertiary refer-
ral centers. All the questions that are necessary for consideration of patient management in a
given clinical scenario are delineated to make sure that the recommendations provided by
the guideline will be of sufficient scope to avoid important gaps in decision-making. There is
no specific standard for the number of questions required for each guideline; however, most
guideline development groups state that if the number exceeds 30, or in some cases 40 questions,
it may be necessary to break the guideline into subtopics.

In some instances, a preliminary review of the literature may be necessary to assist with
delineation of the focused clinical questions to be considered in the guideline. Clinical
experts in the field as well as patients provide critical input in formulating the clinical ques-
tions. The SIGN places particular emphasis on obtaining input from patients. They obtain
published studies, both qualitative and quantitative, that reflect patients’ and caregivers’
experiences and preferences in relation to the clinical topic. The program manager presents
a summarized report of these findings to the panel at their first meeting to underline the sig-
nificance of patient needs and preferences in the guideline development.

DETERMINE THE CRITERIA FOR EVIDENCE

It is necessary to define the admissible evidence, i.e., the types of published or unpub-
lished research to be considered so that an appropriate literature search may be per-
formed. Key words from the focused clinical questions define the types of patients,
interventions, comparators, and outcomes of studies that are considered to provide useful
evidence. The guideline panel may decide that it will consider evidence from previous
guidelines, meta-analysis or systematic reviews, and randomized-controlled trials. The
panel may also decide to consider evidence from observational studies, diagnostic studies,
economic studies, and qualitative studies. This direction is necessary for the information
specialists that will conduct the search for evidence. Detailed criteria are also important in
this step so that evidence will be retrieved and selected for inclusion in the review with a
minimum of bias, so that the search is reproducible, and so that the entire process is as
transparent as possible. In most cases, more than one person is involved in searching for
evidence and selecting evidence for consideration in the review. Clear criteria must be
used so that there is consistency among all individuals involved in this process. Inconsis-
tency in the retrieval of evidence between evaluators would add a significant potential for
bias in the review.

The process to define admissible evidence may also be revisited at a later stage of guide-
line development depending on the results of the initial search. It is conceivable, and in fact
not uncommon, that based on the initial review of evidence, the questions may be modified
or new questions formed, and a decision may be made to expand the scope of admissible
evidence. Documentation of these decisions, and the reasons for any changes, is another
indicator of a guideline that has been developed with rigorous methods. The Cochrane
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Collaboration recommends the following considerations when a change in the review ques-
tions or criteria for admissible evidence is made:

o What is the motivation for the refinement?

o Was it made after you had seen and been influenced by results from a particular study
or was it simply that you had not initially considered alternate but acceptable ways of
defining the participants, interventions, or outcomes of interest?

o Are your search strategies appropriate for the refined question (especially any that
have already been undertaken)?

« Isyour data collection tailored to the refined question?*®

CONDUCT A SYSTEMATIC SEARCH FOR THE QUALIFYING EVIDENCE

Evidence-based guidelines require that all relevant evidence is located and appraised; therefore,
athorough literature search must be conducted. Many of the guideline development groups will
first conduct a search to identify previously completed guidelines or systematic reviews of the
same or closely related questions. The literature retrieval process should include a search of the
available bibliographic resources such as MEDLINE®, Current Contents, EMBASE, Science
Citation Index, Cochrane Library, and CINAHL. A number of specialized databases exist and
should be considered depending on the subject of the search. Also evidence may be
obtained from citations listed in published bibliographies, textbooks, and any literature that
may be identified by researchers and other individuals on the “expert” list that the panel may
create. Specific keywords and other search constraints, for example MeSH (Medical Subject
Headings from MEDLINE®) terms, limits by publication year, language, randomized-controlled
trials or other study types, and so forth should be recorded to allow verification of the process.
Each retrieved article should then be judged for its relevance and compliance to criteria for inclu-
sion as predetermined by the panel. When possible, it is helpful to have more than one reviewer
judge the inclusion of studies. A log should be kept of excluded studies and the rationale for
their rejection. The Centre for Reviews and Dissemination (CRD) has created a flow diagram to
illustrate steps involved in selecting studies for inclusion in a systematic review (see Appendix 94).
The CRD has also identified key points for consideration in this process (see Appendix 9-5).

A review of all the details regarding search strategies, such as controlled vocabulary
searching, textword searching, truncation of terms, use of the vocabulary tree structures to
explode select terms, and adjacency of terms are beyond the scope of this chapter. Most
guideline development groups use highly trained methodologists and librarians to perform
this critical search for evidence. A carefully planned and executed search is necessary to
obtain a result that is very sensitive to avoid missing important evidence and at the same time
as specific as possible to avoid the requirement to manually screen many irrelevant
citations. The Cochrane Collaboration has developed detailed search strategies and filters
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for use in conducting searches for literature.” The Cochrane Collaboration has also made
specific recommendations for guideline developers for documentation of the search process,
for example for the search or an electronic data set the following should be documented:

« Title of database searched (e.g., MEDLINE®).

o Name of the host (e.g., SilverPlatter version 2.0).

o Date search was run (month, day, year).

o Years covered by the search.

o Complete search strategy used, including all search terms (preferably electronically cut
and pasted rather than retyped).

o One or two sentence summary of the search strategy indicating which lines of the search
strategy were used to identify records related to the health condition and intervention,
and which lines were used to identify studies of the appropriate design.

« The absence of any language restrictions.*

Other details that should be documented include search methods for obtaining confer-
ence proceedings, hand searching of selected resources, whether the guideline developers
contacted other methodologists or researchers to ask for references or to obtain information
about unpublished studies, whether contact is made with product manufacturers for additional
data, and any other efforts made to obtain published or unpublished evidence.

PERFORM A SYSTEMATIC EVALUATION AND GRADING OF THE EVIDENCE

There are a variety of methods for evaluating individual studies, many of which are discussed
in other sections of this text. The purpose of this process is to identify issues with the trial
design or any biases that would affect internal or external validity. Issues to consider include
the basic trial design (i.e., randomized controlled clinical trial, cohort study, and case-control
study), sample size, statistical power, selection bias, inclusion/exclusion criteria, choice of
control group, randomization methods, comparability of groups, definition of exposure or inter-
vention, definition of outcome measures, accuracy and appropriateness of outcome measures,
attrition rates, data collection methods, methods of statistical analysis, confounding variables,
unique characteristics of the study population, and adequacy of blinding. Formal methods may
also be used to assign a quality score to each trial. Other factors are considered in the overall
body of evidence, for example, are the results of different trials consistent with each other or is
there significant heterogeneity. The amount of evidence is also an important consideration—
how many individuals have been evaluated over what length of time. The amount of available
evidence is particularly important in consideration of the safety of treatments. Potentially
serious adverse events that occur infrequently will not be identified in a database that does not
contain a sufficient sample size or in a sample population that is too narrowly defined.
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Many additional issues of evaluation of evidence are provided in other chapters in this
text and will not be repeated here. There are other resources available to provide assistance
with methods for this critical process. Each of the guideline development manuals that have
been described in this chapter include significant sections on evaluation of the evidence.
The Reviewers’ Handbook from the Cochrane Collaboration® (available to download at
<<http://www.cochrane.org/resources/handbook/hbook.htm>>), and the Centre for Reviews
and Dissemination Guidance for those Carrying Out or Commissioning Reviews, are particu-
larly useful for this purpose.” In addition, the AHRQ commissioned the Research Triangle
Institute—University of North Carolina Evidenced-Based Practice Center to “prepare a
report on methods or systems to assess health care research results, particularly methods or
systems to rate the strength of the scientific evidence underlying health care practice, rec-
ommendations in the research literature, and technology assessments.”® The overarching
goals of this project were to “describe systems to rate the strength of scientific evidence,
including evaluating the quality of individual articles that make up a body of evidence on a
specific scientific question in health care, and to provide some guidance as to ‘best practices’
in this field today.” This report can be obtained at <<http://www.ahrq.gov/clinic/ evrptfiles.
htm#strength>> for a downloadable zip file, or <<http://www.ncbi.nlm.nih.gov/ books/bv.
fegi?rid=hstat1.chapter.70996>> for online access via the Health Services Technology/
Assessment Texts (HSTAT). HSTAT is a free, Web based resource of full text documents that
provide health information and support health care decision-making.

Evaluation of the evidence, and grading of the recommendations, are critical aspects for
users of guidelines to understand in order to appropriately interpret the recommendations.
Because these aspects are critical to users of guidelines, a separate expanded section on the topic
of Interpretation of Guideline Recommendations is provided in another section of this chapter.

PREPARE A SYNTHESIS OF THE EVIDENCE

The evidence from the selected studies should be summarized in a format that facilitates con-
sideration of the characteristics and quality of individual studies, the consistency of the results
hetween studies, the overall size of the evidence database, and the size of the treatment effects
for benefits and harms. These key concepts for consideration in synthesis of evidence have
been described by the CRD (see Appendix 9-6) The NICE has a standard format that they rec-
ommend for evidence tables (see Appendix 9-7). Most guideline development groups use a
similar format. If the necessary evidence is available, it may be appropriate to perform a meta-
analysis to present the summary estimate of the size of a treatment effect. Readers interested
in a detailed description of meta-analysis may wish to consult the Cochrane Handbook for
Systematic Reviews of Interventions.”® Formal methods for grading the quality of the evidence
should be used as described above. The level of evidence assigned to each study is included
in the evidence table. A detailed description of a consensus recommendation for methods to
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grade the quality of evidence and strength of guideline recommendations is provided in the
section on Interpretation of Guideline Recommendations in this chapter.

The SIGN group and the NZGG use a form to document how the evidence synthesis was
used to reach guideline recommendations. This process is called considered judgment. See
Appendix 9-8 for a representation of the considered judgment form.

Methods for incorporation of economic evidence in practice guidelines are not well devel-
oped. In some instances, the ability to employ economic evaluations from one setting to another
is very limited. The SIGN stated in their March 2004 guideline developers’ handbook that none
of the approaches to incorporation of resource use were regarded as sufficiently well proven or
appropriate for SIGN methodology.”® The SIGN does, however, include published economic
studies in evidence tables, and uses a structured method to evaluate this evidence. They also
have a form similar to the considered judgment form mentioned above that can be used to
present information relating to economic issues associated with guideline implementation. In
addition, they may include a commentary on economic issues in the published guideline.

The NICE includes a six-page chapter on incorporating health economics in their guide-
lines development manual.* The NICE utilizes a health economist as a core member of their
guideline development team. They use the process of cost-effectiveness analysis to maximize
the health gain by incorporating both costs and health benefits in the analysis. NICE may uti-
lize published economic evidence, or may carry out or commission a cost-effectiveness or
cost-utility analysis (see Chap. 8 for further information on these analyses). Formal quality
appraisal and synthesis of the economic evidence is also performed, just as it is with epi-
demiologic or clinical study data, using study-type specific checklists. In regard to economic
analysis, NICE employs the following general principles:

« An economic analysis should be underpinned by the best-quality clinical evidence.

o There should be the highest level of transparency in the reporting of methods.

« Uncertainty (around both internal and external validity) should be discussed fully
and explored by sensitivity analysis (and, where data allow, statistical analysis).

« Limitations of the approach and methods taken should be fully discussed.

« Conventions on reporting economic evaluations should be followed (see
Drummond and Jefferson, 1996).*

o Analysis should be carried out in collaboration between the health economist
and the rest of the guideline development group.*!

Users of practice guidelines should examine the document for inclusion of economic
information. The primary concern should be to identify the methods used for obtaining and

* Drummond MF, Jefferson TO. Guidelines for authors and peer reviewers of economic submis-
sions to the BMJ. BMJ. 1996;313:275-83.
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evaluating the economic information, and in what way, if any, the economic information was
used in formulating recommendations for patient care.

AGREE ON PROCEDURES FOR A CONSENSUS PROCESS, OR OTHER
PROCEDURES FOR MAKING RECOMMENDATIONS, IN THE ABSENCE
OF HIGHER LEVELS OF EVIDENCE FOR DECISION-MAKING

In the absence of high levels of evidence, some guideline development groups will elect to state
that the evidence for making a recommendation is inconclusive and will simply provide a sum-
mary of that evidence with no specific recommendation. Other guideline groups will consider a
variety of consensus methods to derive a recommendation. There is no one method for consen-
sus that is considered the standard for this process. For more information about consensus meth-
ods the reader may wish to review the material in the referenced guideline development
guides, " or the NIH Consensus Development Program website at <<http://consensus.nih.gov>>.

The key aspect for users of a guideline is to note the description of consensus methods,
and to be certain to distinguish guideline recommendations that are made on the basis of high
levels of evidence as opposed to those based on consensus only. A variety of designations are
used by different guideline development groups to make this distinction. See Appendix 9-9 for
a table from the Ontario Guidelines Advisory Committee (GAC) which shows a variety of des-
ignations used by nine guideline development groups (<<http://gacguidelines.ca/pdfs/
LevelsOfEvidenceChart.pdf>>). Guideline recommendations which are based on consensus
opinion are generally considered the least reliable recommendations. They are suggestions
for consideration and not standards for care.

FORMULATE AND GRADE RECOMMENDATIONS BASED ON THE GRADE OF
EVIDENCE AND BALANCE OF BENEFITS, HARMS, AND COSTS OF TREATMENT
OPTIONS

The details of this process are provided below in the section titled Interpretation of Guideline
Recommendations. The specific recommendations in a guideline must be worded carefully,
and must clearly communicate the confidence that the guideline panel has that the expected
outcomes will be achieved if the recommendations are followed. Because many guideline
users do not read the full guideline document, the recommendations should be written to
stand alone as much as possible. NICE provides the following guidance regarding the word-
ing of the recommendations (with slight modifications):

 Recommendations should stand alone.

« Recommendations should be action oriented.

« Allrecommendations should be assigned a grade (though these are not shown
for the key priorities).
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« Recommendations referring to drug use should use the generic drug name, avoid
stating dosages, and indicate where the recommendation refers to off-label use.

« Tables can be used to present recommendations but only where this substan-
tially improves clarity.

 Recommendations should take the patient into consideration and should try to
avoid the use of words such as “subjects” rather than “people” or “patients.”!

DRAFT THE GUIDELINE DOCUMENT

The basis of the draft document is provided by the evidence tables and the graded recom-
mendations. A formal narrative summary should also be provided with all relevant details of
decisions made in the development of the guideline. It is highly desirable for the finished
guideline to include details of the scope of the guideline including target patient population,
restrictions on the population, interventions considered, specific outcomes or performance
measures, who are the intended users of the guideline (e.g., specialty and care setting), and
the overall objective of the guideline. A clear description of authorship, sponsorship, and any
potential conflicts of interest should be provided. A detailed description of all production
methods used (as detailed in this chapter), decision-making methods, recommendations for
consideration in applying the guideline in practice (e.g., patient variables, setting, provider,
and estimates of how the effects of these factors will alter outcomes are helpful for users to
apply the guidelines locally), comments about ongoing studies which may affect recommen-
dations, and any plans for updating the guideline. A detailed structure for a guideline as rec-
ommended by NICE is provided in Appendix 9-10.

Considering publication length limitations, some guideline producers are using Internet
websites to provide some of the details recommended for finished guidelines. For example, the
AHA /ACC Evidence-Based Guidelines for Cardiovascular Disease Prevention in Women uses
the following website to provide access to the evidence tables <<http://www.acc.org/clinical/
consensus/CVD_women/index.htm>>.

It is also desirable for a guideline to be written in different formats and levels of detail for
different audiences and purposes. Many guideline developers produce quick reference
guides, which give the essentials of the recommendations without the detailed background.
These documents are more convenient to use as quick reminders and decision aids in a
patient care setting than a full guideline document. It is important however for users of the
quick reference guides to review the full document before deciding that the guideline is one
that is valid for their use, and to recognize any specific limitations in how they may wish to
use that particular guideline. Another format that is useful is a guideline summary that may
be used for a patient education purposes. As an example of the different formats, the Seventh
Report of the Joint National Committee on Prevention, Detection, Evaluation, and Treatment
of High Blood Pressure (JNC VII) was produced with a quick reference card (available at
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<<http://www.nhlbi.nih.gov/guidelines/hypertension/jnc7card.htm>>). There are also
two different versions of the guideline document: an express version® and the complete
version.” These two versions of the guideline, as well as patient education materials, media
and press materials, and files for use on a PDA, are also available for download at the NHLBI
website <<http://www.nhlbi.nih.gov/guidelines/hypertension/index.htm>>.

In the system used by the former AHCPR, panel members were asked to provide review
comments on the report to address flaws in the literature review process, specific studies or
data that were overlooked, errors in interpretation of studies, errors in the assessment of
individual decision points, or errors in the overall assessment of benefits and harms. Panel
members may also be asked to comment on the need to reconsider any of the questions that
the guideline is intended to address or whether any time-consuming, optional techniques not
done need to be performed (e.g., meta-analysis, decision analysis, or focus groups) to make
decisions, or to assess patient preference or values for certain procedures or outcomes. Very
careful consideration is given to the wording of each recommendation and to obtaining
agreement among panel members.

In preparation of the Seventh ACCP Conference on Antithrombotic and Thrombolytic
Therapy, four editors (two methodologists and two content experts) worked with several
authors for each chapter.®® A number of drafts were prepared for each chapter with revisions
recommended by each of the authors using a website to post recommendations to each other.
At the conference, authors worked together to “finalize and harmonize” potentially contro-
versial recommendations. Plenary meetings were also held to obtain feedback from other
chapter authors for consideration of the guideline recommendations. “Authors continued
this process after the conference until they reached agreement within their groups and with
other group authors who provided critical feedback.”™

Reaching clear decisions on recommendations for clinical practices is often difficult
because the data are not adequate to clearly label the practice appropriate or inappropriate.
Unfortunately, many practices fall into this gray zone category because of uncertainties about
the benefits and harms, variability in patients and in their responses to treatment, and differ-
ences in patient preferences about the desirability of outcomes and aversion to risk. The use
of rigid language in an effort to produce clear-cut recommendations can be dangerous,
particularly when presented as simplistic algorithms that fail to recognize the complexity of
medical decision-making and the need for individual clinical judgment. This danger can be
avoided by describing uncertainty and providing broad boundaries for appropriate practice
that allows for legitimate differences of opinion. Attempts to develop rigid guidelines when
the data are not conclusive is clearly worse than having no written guidelines.

It is important to consider the information needs of the guideline’s user. Practitioners will
want specific, quantitative estimates of the relevant health outcomes if a recommendation is fol-
lowed, a statement of the strength of the evidence and expert judgment supporting the guide-
lines, information on patient preferences, projections of cost, details of the reasoning behind the
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recommendations, and the ability to review the data independently if they so choose. Guidelines
should be written such that they may be perceived as an explanation of the thinking process that
is used in evaluating and applying the information. If guidelines are perceived as information
only, they may be rejected as the “cookbooks” that practitioners fear guidelines will become.
Such guidelines would also not achieve the educational goals to focus further research efforts
(outcomes research or other) on gaps in the current evidence. The Manual for ACC/AHA
Guideline Writing Committees Methodologies and Policies from the ACC/AHA Task Force on
Practice Guidelines (<<http://www.acc.org/clinical/manual/ manual_index.htm>>) includes
the following checklist for guideline authors to review the draft recommendations:

o Are the recommendations within the stated purpose and scope of the guideline?

« Are all recommendations cited and referenced (either in the text or in the evidence table)?

o Are all recommendations assigned a Classification of Recommendation and a Level of
Evidence?

e Are clinically important and feasible recommendations made?

« Are areas of uncertainty and exceptions to the rule clearly identified?

« Are evidence tables and appropriate text provided to support recommendations, where
applicable?

o Are recommendations and key clinical points displayed visually, when possible?®

Depending on the subject of the clinical practice guideline, more or less emphasis may
be placed on the various sections of the guideline document. In addition, recommendations
for future research may be included with the document. The process of developing practice
guidelines often calls attention to the gaps in scientific information. The direction provided
for future research is one of the important results of the practice guideline development
process. Practice guidelines that fail to address research priorities may discourage innova-
tion and negatively influence funding decisions for needed research in the involved area. For
the few examples that exist in which clear answers are already provided by high-quality
scientific evidence, waste of research resources may be avoided by stopping generation of
data that would not increase understanding of a disease process or its treatment.

CONDUCT PEER-REVIEW AND PILOT TESTING OF THE GUIDELINE

Each guideline development group has its own methods for obtaining peer-review and feed-
back on the draft guidelines. In some cases, the peer-review is confined within that organiza-
tion, in other groups specific requests will be made for review from targeted organizations,
and in some guideline development groups open input from any interested party is sought by
public notice. For example, SIGN holds a national open meeting which is widely publicized.
This meeting is usually attended by 150 to 300 health care professionals and others interested
in the guideline topic. The draft guideline is also available on the SIGN website for a limited
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time period to permit contributions to be submitted. Participation in the draft of the guideline
can give a sense of ownership to the broader audience and may be a positive factor in the
implementation of the guideline. SIGN also utilizes independent expert referees who are
asked to comment on specific aspects of the guideline. In addition, they send the guideline
for review by a non-health-care professional to get comments from the patients’ perspective.
See Appendix 9-11 for a figure representing the consultation and peer-review steps used by
SIGN.

The next step may be pretesting the guideline in practice settings. The pretesting panel
should be given clear instructions on the observations that would be considered most useful
and be asked to keep written notes of their experiences, observations, and suggestions. A
summary report of these observations is provided to the development panel. In the final revi-
sion steps, the panel should examine all review comments and pretesting results in an unbi-
ased fashion. A disposition record that documents how each recommendation was handled
and the rationale for inclusion or exclusion in the final document should be kept. However,
not all groups conduct pilot testing. For example, SIGN considers that pilot testing is more
appropriate at a local level and leaves this to be done by local groups as part of their imple-
mentation process.

The guideline development process may be viewed in the philosophy of CQI from sev-
eral aspects. The methodology emphasizes building quality in the production process, use of
scientific principles and data, and plans to conduct follow-up studies on the outcomes of the
use of the guideline, which are then used to update and improve the guideline.

REVISE THE GUIDELINE AS APPROPRIATE

Based on feedback from the peer-review process and any pilot testing of the application of the
guideline, revisions may be required for the guideline to meet its intended goals. As with
many steps in the guideline development process, one of the keys in this step is documenta-
tion. The decisions and actions taken in response to the recommendations from external
review should be carefully documented. It is particularly important if there are critical rec-
ommendations that the guideline panel decides to reject that the reason for that decision is
documented.

CREATE TOOLS FOR IMPLEMENTATION OF THE GUIDELINE

It is helpful if the guideline developers create tools that will assist target groups in the imple-
mentation step. A variety of tools may be used including preparing various formats of the
guideline for convenient use in the practice setting, creating guidelines that facilitate auto-
mated implementation, algorithms or flow charts that facilitate understanding of the use of
the guideline, or educational programs. Much of the activities that the guideline development
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committee has performed in creating the guideline, careful wording of the recommenda-
tions, and the documentation of all procedures, is done with the end in mind, i.e., implemen-
tation. One of the simplest forms of implementation is to make the guideline accessible as
freely and as widely as possible. Many of the guideline development groups make the guide-
lines available as electronic documents and post them for free access on a website.

ESTABLISH A PLAN FOR FOLLOW-UP AND PERIODIC UPDATING
OF THE GUIDELINE

In most cases the guideline development group will determine a review interval for consid-
eration to update the guideline. Depending on the topic and knowledge of ongoing studies, it
may be reasonable to review the guideline after a period of between 2 and 5 years. However,
if it is a topic in which rapid change may occur, more frequent review is necessary. In some
instances, the guideline development group will designate a subgroup to monitor the litera-
ture and alert the entire group if new evidence becomes available that might necessitate revi-
sions of the guideline recommendations. When it is time to consider updating a guideline, the
careful records kept during the production of the previous edition are invaluable.

As mentioned previously, proper evaluation of a guideline and interpretation of the
recommendations requires knowledge of methods for development. Interpretation of the
recommendations in a guideline requires detailed understanding of the methods used for
grading the quality of the evidence, the balance between the benefits and harms, and the
strength of the recommendation. This can be difficult because a variety of grading sys-
tems are currently in use by different organizations producing guidelines which creates
confusion. If the grading system for the recommendations in a practice guideline are not
interpreted correctly, a significant amount of information is lost. In addition, if guideline
developers use methods that do not account for all the important decision-making factors,
the recommendations cannot be presented with the necessary details. The Grades of Rec-
ommendation Assessment Development and Evaluation (GRADE) working group has pro-
vided a proposal to standardize the grading methods for the quality of the evidence and
the strength of recommendations in practice guidelines.® The working group believes
that consistent judgments about the quality of evidence and strength of recommenda-
tions, combined with better communication about those judgments will be achieved by
use of the GRADE system. Ultimately, it is believed that this will support better informed
choices in health care.®
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The quality of the evidence that forms the basis for recommendations is a key aspect for
interpretation and use of a practice guideline. However, before deciding to implement a
guideline recommendation it is also necessary for the user to have information for consider-
ation of the balance between benefits and harms, and the ability to translate the evidence to
specific circumstances (i.e., external validity). A system to communicate the strength of a
recommendation should consider all of these factors. The designated strength of a recom-
mendation should convey the amount of confidence one can have that adherence to that
recommendation will do more good than harm.®

Substantial inconsistencies exist in the systems used by different guideline development
groups to rate the quality or strength of evidence, and how that information is communicated
within the guideline. Different systems may designate the same evidence and recommen-
dation as II-a, B, C+, 1, Level III, or 2++ (see Appendix 9-9 for a comparison of the levels of
evidence and grades of recommendation assembled by the Ontario GAC). Since most health
care professionals will encounter guidelines from many different groups, these various grad-
ing systems are confusing and reduce their effectiveness in communicating the amount of
confidence one should have in a given recommendation.”

The GRADE working group began as an informal collaboration of people who recognized
the shortcomings of the present grading systems and wished to offer recommendations for
improvement.® The GRADE working group has conducted an analysis of six prominent grad-
ing systems that are used by ACCP, Australian National Health and Medical Research Council
(ANHMRC), Oxford Centre for Evidence-based Medicine (OCEBM), SIGN, USPSTE, and U.S.
Task Force on Community Preventive Services (USTFCPS).% Based on this evaluation, there
was general agreement that none of these six systems addressed all of the important concepts
and dimensions considered necessary for guideline recommendations. See Appendix 9-12 for
a description of the GRADE working group’s comparison of the proposed system to the other
systems evaluated, including comments about the advantages of the GRADE system.

The system proposed by GRADE starts with explicit definitions of what is meant by qual-
ity of evidence and strength of recommendation. “Quality of evidence indicates the extent to
which one can be confident that an estimate of effect is correct. The strength of a recom-
mendation indicates the extent to which one can be confident that adherence to the recom-
mendation will do more good than harm.”® Using the GRADE system requires sequential
judgments about the following:

The validity of the results of individual studies for “important” outcomes.
o The quality of evidence across studies for each important outcome.
» Which outcomes are “critical” to a decision.

The overall quality of evidence across these “critical” outcomes.
o The balance between benefits and harms.

The strength of recommendations.®
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The GRADE system starts with clearly defined clinical questions and considers all out-
comes that are important to patients. Each outcome is rated on a scale from low to high
importance for a treatment decision as not critical, important, or critical. Critical outcomes
are given more weight in the final recommendation than outcomes that are considered
important. Outcomes that are considered not critical get little consideration.®

The quality of evidence for each outcome should be made on the basis of a systematic
review using explicit criteria. The GRADE system recommends four key elements for
consideration: (1) study design, (2) quality of study methods and execution, (3) consis-
tency of results across studies, and (4) the directness of application of the results to the
patients, interventions, and outcomes of interest. In terms of study design, randomized
controlled trials have been considered to provide the highest level of evidence since the
first efforts at grading evidence in health care were made by the Canadian Task Force
on the Periodic Health Examination.?® Over the years since that first hierarchy for evi-
dence was described, there have been some refinements in designation of the quality of
evidence. Basic study design does not tell the whole story of the quality of evidence.
Randomization, when it is used correctly, has tremendous power to reduce the potential
bias in the results. However, there are randomized controlled trials in which other
aspects of the study design are seriously flawed, and there are observational studies
(e.g., follow-up, case-control, interrupted time series, and controlled before and after)
with very strong methods that may produce high quality evidence. Consideration of the
quality of study methods must include criteria such as adequacy of allocation conceal-
ment, blinding, and follow up. The consistency of results between different studies can
also add to the confidence that the results are valid. The “directness” of the results refers
to the extent to which the subjects, interventions, and outcomes of a study are similar to
the ones of interest for a given treatment recommendation. If study subjects differ from
your patients in ways that may predict a different level of response based on factors such
as age, gender, race, other comorbidities or severity of illness, the quality of evidence
for your decision-making is not as great. In addition, studies using surrogate treatment
outcomes, or intermediate outcomes, are not as reliable for estimation of ultimate treat-
ment benefits. Surrogate outcomes include measurements like changes in bone mineral
density rather than incidence of fractures, effects of a medication on the electrocardio-
gram (ECG) rather than mortality, changes in lipids rather than incidence of coronary
artery disease events or mortality. Another example in which indirect evidence must be
used is when there are no studies comparing different interventions directly and the
evaluation must be made across different studies. This is a common problem with new
drugs that have been studied only in comparison to placebo and not to other effective
treatments. With this type of evidence comparison, it is difficult to determine which treat-
ment is more effective, and it is even more difficult to estimate the size of a potential
treatment difference.%
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Based on consideration of the four components described above, the Appraisal of Guide-
lines for Research & Evaluation (AGREE) system arrives at a grade of evidence in one of the
following categories:

o High: Further research is very unlikely to change our confidence in the estimate of effect.

o Moderate: Further research is likely to have an important impact on our confidence in
the estimate of effect and may change the estimate.

o Low: Further research is very likely to have an important impact on our confidence in
the estimate of effect and is likely to change the estimate.

« Very low: Any estimate of effect is very uncertain.®

Beginning with basic study design, a randomized trial would start with a grade of high,
a quasi-randomized trial would start as moderate, an observational study would be low, and
any other form of evidence would be graded very low. From that starting level, the grade of
evidence could be decreased based on the other components as follows: serious limitations
to study quality (subtract one level), very serious limitations to study quality (subtract two
levels), important inconsistency between results of different studies (subtract one level),
some uncertainty about directness of the evidence (subtract one level), major uncertainty
about directness of the evidence (subtract two levels), imprecise or sparse data (subtract one
level), and high probability of reporting bias (subtract one level).® The working group sug-
gested that data be considered sparse if “the results include just a few events or observations
and they are uninformative.” In the GRADE system, the data are considered imprecise “if the
confidence intervals are so wide that an estimate is consistent with either important harms or
important benefits.” Reporting bias (also referred to as publication bias) is a common con-
cern in a systematic review as it is well known that small negative trials are less likely to be
published than positive trials. This results in a bias in favor of an intervention on the basis of
just the evidence that has been reported. Factors that can result in an increase in the grade
of the evidence are “a strong measure of association, i.e., a significant relative risk of >2 or
<0.5, based on consistent evidence from two or more observational studies with no plausible
confounders (add one level); very strong evidence of association, i.e., a significant relative
risk of >5 or <0.2, based on direct evidence with no major threats to validity (add two levels);
evidence of a dose response relationship (add one level); all plausible confounders would
have reduced the size of the effect (add one level).”® All of these adjustments are cumulative,
so that if more than one modifier exists for the quality of evidence, each modifier is applied.

The evidence for harms should be graded using the same system as the evidence for bene-
fits. This creates somewhat of a challenge when making judgments about the balance of benefits
and harms because the quality of evidence for harms is rarely on the same level as the evidence
for benefits. One only has to look at the evidence for harms for rofecoxib (Viox®) to note that
obtaining high-quality evidence about harm is a more difficult process. The magnitude of the
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balance of the benefits compared to the harms, as well as value judgments of the desirability of
the benefits and harms, must also be considered for treatment recommendations. In addition,
information should be provided to demonstrate how the evidence translates into specific
circumstances, and what adjustments may be necessary for individuals with different baseline
risks, or who are receiving treatment in different settings. The GRADE working group recom-
mends the following definitions to categorize the trade off between benefits and harms:

« Net benefits: The intervention clearly does more good than harm.

o Trade-offs: There are important trade-offs between the benefits and harms.
 Uncertain trade-offs: It is not clear whether the intervention does more good than harm.
« No net benefits: The intervention clearly does not do more good than harm.®

Factors that should be considering in arriving at one of these designations include the
estimated size and confidence intervals of the effect for the main outcomes, the quality of the
evidence, ability to extrapolate the evidence to different patients or care settings, and uncer-
tainty of the baseline risk of disease events in the population of interest.

Finally, the GRADE system assigns one of the following categories for a recommenda-
tion for an intervention:

Do it (90 to 100% of people are likely to do it).

Probably do it (60 to 90% of people are likely to do it).
Maybe do it (40 to 60% of people are likely to do it).
Probably do not do it (10 to 40% of people are likely to do it).
Do not do it (0 to 10% of people are likely to do it).%

High grades of evidence, combined with net benefits and strong measures of association,
would produce a recommendation of do it. High grades of evidence for no net benefits or pos-
sibly net harm would produce a recommendation of do not do it. Different grades of evidence
and different categorization for the trade off of benefits and harms will produce recommen-
dations between these extremes. For the intermediate strength of recommendation, individ-
ual patient values, different patient risk factors or circumstances, or different care settings
will assume a more prominent role in the decision-making by the patient and the health care
practitioner. The advantage of the GRADE system is that all of the evidence that is most
important for making the decision has been judged with explicit criteria, the judgments are
made transparent, evidence summary tables and balance sheets have been created, conse-
quently facilitating the use of best evidence.

Although the system recommended by the GRADE working group may appear complex
with the number of steps involved, it provides a balance of the need for simplicity with a need
for full explicit consideration of important issues in clinical decision-making, as well as trans-
parency for the judgments made in arriving at recommendations. A pilot study on the use of
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this system identified some issues that warrant further improvements in the system, but on
balance it was considered to be clear, understandable, sensible, and met the criteria for
providing the communication necessary for guideline recommendations.”

Examples of evidence profiles using the GRADE system and additional information about
the GRADE working group are available on their website <<http://www.gradeworkinggroup.
org/>>.

The majority of published guidelines do not currently use the GRADE system for rec-
ommendations. Therefore for each guideline that is used, the practitioner must carefully read
the description of the grading scheme used by that particular guideline so that they will cor-
rectly interpret the strength of the recommendations, the quality of the evidence, and the bal-
ance between benefits and harms of the interventions considered.

Prior to selecting a clinical practice guideline for implementation in a health care system, or
for personal use by a health care professional, it is important that the quality of published
guidelines be evaluated. Perhaps the most useful tool available for evaluation of a practice
guideline is the one created by the AGREE collaboration. The purpose of AGREE is to
improve the quality and effectiveness of clinical practice guidelines by establishing a shared
framework for their development, reporting and assessment.”® The AGREE collaboration
involves an international group of researchers and policy makers from 13 countries. This col-
laboration has produced a structured instrument which can be used for critical appraisal of
clinical practice guidelines. The AGREE instrument is designed to assess the methodology
used for guideline development and how completely and clearly the process is reported.®
For groups or individuals who wish to perform an assessment of a guideline, the AGREE
instrument provides a tool that is structured, reliable, and reasonable to use.

In development of the AGREE instrument, quality was defined as “the confidence that
the biases linked to the rigor of development, presentation, and applicability of a clinical prac-
tice guideline have been minimized and that each step of the development process is clearly
reported.” It should be noted, the AGREE instrument does not assess clinical content, or
the quality of evidence, it assesses the quality of the process of guideline development meth-
ods and the reporting quality. Individual items for consideration in developing the instrument
were grouped into the following five quality domains: (1) scope and purpose, (2) stakeholder
involvement, (3) rigor of development, (4) clarity and presentation, and (5) applicability. An
initial set of 82 items was generated from previously validated appraisal instruments and
other published literature. Based on coverage, overlap, and content validity, a working group
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within the collaboration reduced the list to 34 items. Further refinements were made after
these items and a user’s guide were pretested on two Dutch and two English guidelines. The
AGREE partners and 15 international experts were then asked to comment on the clarity,
comprehensiveness, relevance, and ease of use of the draft items and user’s guide. In addi-
tion, each of the AGREE partners were asked to apply the instrument to two more guidelines.
Following removal of overlapping items and revision of ambiguous items, there were 24
remaining items grouped into the five quality domains mentioned above. As part of the user’s
guide, a four-point scale was to be used to score each item: 1—strongly disagree; 2—disagree;
3—agree; and 4—strongly agree. An overall recommendation on whether the guideline
should be used was also evaluated using the following three-point scale: 1—not recom-
mended; 2—recommended with provisos or modifications; 3—strongly recommended.®

During development, the AGREE instrument was field tested twice; first by 194 apprais-
ers using a structured protocol on a sample of 100 guidelines from 11 countries. At an AGREE
workshop in spring 2000, the instrument was revised in response to the first field test. The sec-
ond field test was based on a random sample of three guidelines per country (33 total) from
the original 100 guidelines. In the second field test, 74 newly recruited appraisers used the
instrument. Following field testing, a sixth quality domain was added to the instrument; edi-
torial independence. The final form of the AGREE instrument includes 23 items grouped into
six quality domains (see Appendix 9-13). A copy of the AGREE instrument, instructions for
use, a training manual, and other details are available from the website <<http://www.
agreecollaboration.org>>. Guideline users may benefit from using this instrument to evaluate
the quality of guidelines before choosing to adopt them.

Although the AGREE instrument was developed with the primary intent of providing a
tool for evaluation of a guideline by users, guideline developers may also use the AGREE
instrument to ensure that the methods used to develop a guideline and the documentation
provided with the guideline will meet minimum standards. In addition, if AGREE is adapted
by editors of peer-reviewed journals it should provide a framework to improve the quality of
reporting of published guidelines. This intent is similar to the Consolidated Standards of
Reporting Trials (CONSORT) statement, which is well established for the reporting of ran-
domized-controlled trials.* The full text of the article describing revisions to the CONSORT
statement, a detailed explanation of the statement, the CONSORT checklist, flow diagram,
and a glossary are available at the website <<http://www.consort-statement.org>>. The qual-
ity of reporting of randomized trials has been proven to increase with use of the CONSORT
statement.™

Another collaborative effort to improve guideline quality and reporting standards is the
Conference on Guideline Standardization (COGS). The purpose of COGS is to “define a stan-
dard for guideline reporting that will promote guideline quality and facilitate implementa-
tion.”™ Problems arise in guideline implementation if the guideline is developed with
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inadequate methods, or if there is inadequate documentation of the methods used. It is the
intent of COGS to improve the quality of guideline development methods, and the quality of
reporting as well. The COGS panel developed a checklist to be used prospectively by guide-
line developers to improve documentation.”™ As opposed to the AGREE instrument, the
COGS checklist is intended more for use by guideline developers or publication editors, but
it is still a useful checklist for practitioners when considering quality issues of a published
guideline.

The COGS panel included representatives from medical specialty societies, govern-
ment agencies, private groups that develop guidelines, journal editors, the National Guide-
line Clearinghouse (NGC), managed care representatives, informatics experts, and
academicians. With this broad representation, the panel included input from the perspec-
tives involved in guideline development, dissemination, and implementation. Items consid-
ered for inclusion on the checklist were rated for their importance for establishing validity and
practical application of the guideline. Using a formal consensus process in the development
of the checklist, 44 items were considered necessary for reporting in a guideline; 36 items
were considered necessary for establishing guideline validity, 24 items were considered
necessary for practical implementation, and some were considered necessary for both.
After consolidating closely related items, the checklist contained 18 topics. The titles for
these topics are overview of material, focus, goal, users/setting, target population, devel-
oper, funding source/sponsor, evidence collection, recommendation grading criteria,
method for synthesizing evidence, prerelease review, update plan, definitions, recommen-
dations and rationale, potential benefits and harms, patient preferences, algorithm, and
implementation considerations.” For a more detailed description of each of these topics,
please see Appendix 9-14.

Twenty-two organizations that produce guidelines were sent the COGS checklist to sur-
vey their opinions. Sixteen of the organizations (73%) responded that the checklist would be
helpful for creating more comprehensive guidelines; 19 (86%) responded that documenting
the items on the checklist would fit within their guideline development methods; 15 (68%)
stated that they would use the proposed checklist, and 4 indicated that they might use it. One
comment from organizations that expressed possible reluctance to using the checklist was
regarding the need to produce guidelines that are succinct and brief in order to increase
health professional acceptance. Guidelines that are brief may conflict with the need for com-
prehensiveness required by the checklist.™

Authors of the COGS checklist have also commented that it can have impact similar to
the CONSORT statement as mentioned above for the AGREE instrument. The COGS check-
list authors caution that, although this checklist can help improve guideline development,
documentation, and reporting, it should not be used alone to judge the quality or adequacy of
a guideline. Updates for the COGS checklist are planned to be published on their website at
<<http://ycmi.med.yale.edu:8080/cogs/>>.
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David Eddy stated in a lecture to the IOM “All the science in the world has no effect until it is
implemented properly, and measuring performance is one of the most powerful tools for
implementation.”™

The most effective methods for implementing guidelines to achieve the desired effects
of improved quality of care have not been determined. Institutional, organizational, local prac-
tice, political characteristics, and even individual practitioner characteristics should be con-
sidered when planning an implementation strategy for a practice guideline. It was previously
believed that implementation strategies using multiple methods would be the most likely to
succeed. In a systematic review of the adoption of clinical practice guidelines, variables that
affected the success of implementation included qualities specific to the guidelines, charac-
teristics of the health professional, characteristics of the practice setting, incentives, regula-
tion, and patient factors.” The implementation methods shown to be weak were traditional
CME and mailings. Audit and feedback was moderately effective, especially if it was concur-
rent, targeted to specific providers, and delivered by peers or opinion leaders. Strong meth-
ods were reminder systems, academic detailing, and the use of multiple intervention
systems.™

However, the most current and extensive review of guideline dissemination and imple-
mentation strategies does not support the conclusion that multiple intervention methods are
more effective.” Grimshaw and colleagues conducted a systematic review of 235 studies that
reported 309 comparisons of strategies for guideline dissemination and implementation.”
Overall, multifaceted interventions were involved in 73% of the comparisons. Eighty-four of
the 309 comparisons (27%) were performed on a single intervention compared to no inter-
vention or usual care. One hundred thirty-six (44%) of the comparisons were of multifaceted
interventions compared to no intervention or a usual care group. Multifaceted interventions
were compared to a control intervention, which was either a single intervention or an alter-
native multifaceted intervention, for 85 (27%) of the comparisons in the identified studies. Of
the single interventions compared to no intervention, the most common strategies used and
the percentage of all comparisons in the systematic review were reminders (13%), educa-
tional materials (6%), audit and feedback (4%), and patient-directed interventions (3%). The
most frequent strategies used in multifaceted interventions and corresponding percentage of
all comparisons were educational materials (48%), educational meetings (41%), reminders
(31%), audit and feedback (24%), and patient-directed interventions (18%). For a more
detailed description of these implementation strategies please see Appendix 9-15.%

The effect size of the interventions were described in one of four categories on the basis
of the absolute difference in the post-intervention measures, which were generally
process measures of care. The four categories of effect size were: small-—an effect size
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<5%; modest—an effect size >5% and <10%; moderate—an effect size >10% and <20%; and
large—an effect size >20%. Examples of the process measure of care included the frequency
of prescribing a specific therapy, providing patient education, or test ordering that was in
accordance with the guideline. Overall, 86% of interventions tested achieved positive
improvements in process of care measures. There was considerable variation in the effect
size of the interventions in different studies and in some studies between different interven-
tions. The majority of interventions produced modest to moderate improvements in care.
The lack of consistency of the differences between and within interventions did not permit
any conclusion regarding the most effective strategy for guideline implementation. Multifac-
eted interventions were not found to be consistently more effective than single intervention
strategies, and the number of components in the multifaceted interventions did not appear to
be associated with effect size. The authors of this systematic review also noted that the over-
all quality of the methodology and reporting of the included studies were poor.”

This systematic review provides the best evidence available, and concludes that further
research is required to develop and validate systems for estimation of the efficacy and effi-
ciency of different strategies to implement patient, health professional, and organizational
behavior change. Decision-makers will have to evaluate the choice for implementation strate-
gies carefully. Local factors, potential facilitators and barriers to implementation are recom-
mended for prominent consideration in this decision.”

The report of the systematic review by Grimshaw and colleagues is available at The
National Coordinating Centre for Health Technology Assessment (NCCHTA) website at
<<http://www.ncchta.org/fullmono/mon806.pdf>>. The NCCHTA Programme is part of the
United Kingdom National Health Service. Individuals involved in planning an implementa-
tion strategy for a practice guideline would benefit from review of this report.

As noted above, barriers to guideline implementation should be considered when making
plans for this effort. Cabana and colleagues conducted a systematic review of the literature
regarding barriers to physician adherence to clinical practice guidelines.” For this review the
authors conducted a search for articles published between January 1966 and January 1998
that focused on clinical practice guidelines, practice parameters, clinical policies, national rec-
ommendations or consensus statements, and that examined at least one barrier to adherence.
A barrier was defined as any factor that limits or restricts complete physician adherence to a
guideline. The full text of 423 articles was examined and 76 met the criteria for inclusion in the
review. After classifying possible barriers into common themes, the authors identified seven
general categories of barriers. Table 9-1 lists the seven categories of barriers and provides
examples or a description of each barrier. The relative importance of different barriers will
vary depending on the characteristics of the specific guideline, and on many local health care
system characteristics. However, this review provides a “differential diagnosis for why physi-
cians do not follow practice guidelines.” Appropriate attention to these potential barriers in the
planning and development of guidelines will facilitate successful implementation.
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TABLE 9-1. SEVEN CATEGORIES OF BARRIERS

Examples of Barriers Identified

Barrier Category or Description of Barrier
Lack of awareness Did not know the guideline existed
Lack of familiarity Could not correctly answer questions about guideline content or self-
reported lack of familiarity
Lack of agreement Difference in interpretation of the evidence

Benefits not worth patient risk, discomfort, or cost
Not applicable to patient population in their practice
Credibility of authors questioned

Oversimplified cookbook

Reduces autonomy

Decreases flexibility

Decreases physician self-respect

Not practical

Makes patient-physician relationship impersonal

Lack of self-efficacy Did not believe that they could actually perform the behavior or activity
recommended by the guideline, e.g., nutrition or exercise counseling

Lack of outcome expectancy Did not believe intended outcome would occur even if the practice was
followed, e.g., counseling to stop smoking

Inertia of previous practice This barrier relates primarily to motivation to change practice, whether

the motivation is professional, personal, or social. It was also noted that
guidelines that recommend eliminating a behavior are more difficult to
implement than guidelines that recommend adding a new behavior

External barriers Patient resistance/nonadherence
Patient does not perceive need
Perceived to be offensive to patient
Causes patient embarrassment
Lack of reminder system
Not easy to use, inconvenient, cumbersome, confusing
Lack of educational materials
Cost to patient
Insufficient staff, consultant support or other resources
Lack of time
Lack of reimbursement
Increased malpractice liability
Not compatible with practice setting

An observational study of general practice in the Netherlands identified the following
characteristics that influenced the use of guidelines: (1) specific attributes of the guidelines
determine whether they are used in practice, (2) evidence-based recommendations are bet-
ter followed in practice than those not based on scientific evidence, (3) precise definitions of
recommended performance improve use, (4) testing the feasibility and acceptance of clinical
guidelines among target groups is important, and (5) the people setting the guidelines need
to understand the attributes of effective evidence-hased guidelines.”

Computer-based clinical decision support (CDSS) is one method thought to facilitate
guideline implementation. In 1998, a systematic review was published of controlled trials
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assessing the effects of CDSS systems. This systematic review indicated that CDSS can
enhance clinical performance for drug dosing, preventive care, and other aspects of medical
care, but was not convincing for effects on diagnosis.” The same research group published
an updated systematic review of CDSS that produced only slightly different results.” One
hundred studies published between 1998 and September 2004 met inclusion criteria for this
updated review. Of the included trials, 88% were randomized; 49% of these were cluster ran-
domized; and 40% used a cluster as the unit of analysis or adjusted for clustering. The
methodological quality of the trials was noted to improve over time.

In the updated systematic review, there were 29 trials involving drug dosing or pre-
scribing. Of 24 studies involving systems for single-drug dosing, 15 (62%) demonstrated
improved practitioner performance with guidelines, and 2 of the 18 studies assessing patient
outcomes showed positive improvement. Of the five systems using computer order entry for
multidrug prescribing, four improved practitioner performance, but none improved patient
outcomes. There were 40 studies of systems for disease management of conditions such as
diabetes, cardiovascular disease prevention, urinary incontinence, human immunodeficiency
virus infection, and acute respiratory distress. Thirty-seven of these studies evaluated practi-
tioner performance with 23 (62%) demonstrating improvement. Only five (18%) of the 27 dis-
ease management trials evaluating patient outcomes demonstrated improvement. Of 21 trials
of reminder systems for preventive care, 16 (72%) found improvements in practitioner per-
formance according to practice guidelines. Of 10 trials that evaluated CDSS for diagnostic
systems, only 4 (40%) found improvements in practitioner performance. Of the five trials of
diagnostic systems that evaluated patient outcomes, none found improvement.”

Garg and colleagues also reported that improved practitioner performance was associated
with CDSS systems that automatically prompted the practitioner to use the system compared
to systems that required the practitioner to initiate system use. Improved performance was
noted in 73% of trials of automated systems compared to 47% of user initiated systems (p = 0.02).
It was also interesting to note that the best predictor of success of a CDSS was a study in which
the authors were also the developers of the system. Studies conducted by the developer of the
system were more likely to find success (74%), compared to 28% when the authors were not the
developers (p=0.001).” It is clear that as with other methods for implementation of guidelines
and achieving performance or behavior change, further research is needed on use of CDSS to
provide clear guidance on predictable success rates. Many individual factors will need to be
considered in the decision-making for implementation of these systems.”

A randomized controlled trial of CQI and academic detailing to implement clinical guide-
lines for the primary care of hypertension and depression produced mixed results.” The
authors concluded that both academic detailing and CQI interventions involve complex
social interactions that produce varied implementation across the different organizations.

One of the first systematic literature reviews and evaluations of the effect of practice guide-
lines was published in 1993.* The authors of this study conducted an extensive literature
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search and identified 59 studies that they considered to have appropriate methods to evaluate
the effect of guidelines on either physician behavior or patient outcomes. All but four of the
studies showed some benefit from the guidelines; however, the magnitude of the benefit and
the patient care significance was not impressive in all cases.

Guidelines represent an early application of decision support systems to facilitate
providing quality clinical care. When done well, practice guidelines should contain all the
necessary elements of routine care for most individuals with a specific condition. They
should prompt consideration of what specific characteristics of an individual patient might
warrant departures from the guideline. When effectively implemented, such systems save
clinicians time. They should be assisted by computerized systems that, among other functions,
can catalogue past histories, check orders for medications against measures of hepatic and
renal function, and schedule reminders for screening tests or preventive services. They
should be part of the continuous improvement of systems of care. Guidelines will not be
perfect at the outset; systems that use them must be constructed so that experience can be
applied to improve the guidelines, just as the guidelines indicate where care delivery can
be improved.®!

There are several mechanisms to locate completed clinical practice guidelines or systematic
reviews. The Web based NGC <http://www.guideline.gov>> is an initiative of AHRQ, created
in cooperation with the American Medical Association and the American Association of
Health Plans. The mission of the NGC is to provide an accessible mechanism for obtaining
objective, detailed information on clinical practice guidelines and to further their dissemina-
tion, implementation, and use. Components of the NGC include structured abstracts about
the guideline and its development; a utility for comparing attributes of two or more guidelines
in a side-by-side comparison; synthesis of guidelines covering similar topics, highlighting
areas of similarity and difference; links to full text guidelines where available and/or order-
ing information for print copies; an electronic forum for exchanging information on clinical
practice guidelines, their development, implementation and use; and annotated bibliogra-
phies on guideline development methodology implementation and use. In order to be
included in the NGC, the following criteria must be met:

1. The clinical practice guideline contains systematically developed statements that include
recommendations, strategies, or information that assists physicians and/or other health
care practitioners and patients make decisions about appropriate health care for specific
clinical circumstances.
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2. The clinical practice guideline was produced under the auspices of medical specialty
associations; relevant professional societies, public or private organizations, government
agencies at the Federal, State, or local level; or health care organizations or plans. A
clinical practice guideline developed and issued by an individual not officially sponsored
or supported by one of the above types of organizations does not meet the inclusion
criteria for NGC.

3. Corroborating documentation can be produced and verified that a systematic literature
search and review of existing scientific evidence published in peer-reviewed journals was
performed during the guideline development. A guideline is not excluded from NGC if
corroborating documentation can be produced and verified detailing specific gaps in
scientific evidence for some of the guideline’s recommendations.

4. The full text guideline is available on request in print or electronic format (for free or for
a fee), in the English language. The guideline is current and the most recent version
produced. Documented evidence can be produced or verified that the guideline was
developed, reviewed, or revised within the last 5 years

The NGC provides a search function for identifying guidelines by disease, producer, bib-
liographic source, characteristics of the guideline, date, clinical specialty, objective, target
population, and many other factors. The search engine allows the use of boolean operators,
truncation, automatic concept mapping, textword searching, and multiple sort and display
options. The NGC premiered in January 1999 with 286 guidelines and as of January 2005, it
contained 1436 guideline summaries.

Many guidelines have been published in the peer-reviewed medical literature and can
therefore be located in MEDLINE®. A variety of search techniques may be used, but the most
efficient may be to search for practice guideline in the publication type field of the record, or
use the MeSH term practice guidelines in conjunction with other terms for the specific dis-
ease or therapy of interest. Additional publication types in the NLM record that may be
searched include the terms consensus development conference; consensus development
conference, NIH; guideline; meta-analysis; and review, academic. Systematic review articles
are also useful in preparation of clinical practice guidelines. The key differences with sys-
tematic reviews compared to the old forms of narrative review articles are that the systematic
review begins with a focused clinical question, involves a comprehensive search for evidence,
uses criterion-based selection that are uniformly applied to include evidence in the review,
performs rigorous critical appraisal of the studies chosen, and provides a quantitative sum-
mary of the evidence.® Literature search strategies have been published for locating sys-
tematic reviews,%®

The NIH Consensus Statements, NIH Technology Assessments, the USPSTF Guide to
Clinical Preventive Services, AHRQ evidence reports, and other resources are available on
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Health Services Technology Assessment Texts (HSTAT). HSTAT was developed by the NLM
Information Technology Branch and can be accessed at <<http://www.ncbi.nlm.nih.gov/
books/bv.fcgi?rid=hstat>>.

The Guidelines International Network (GIN) is an international not-for-profit association
of organizations and individuals involved in clinical practice guidelines. Founded in November
2002, GIN has now grown to 52 member organizations including World Health Organization
(WHO) from 26 countries. According to the GIN website “GIN seeks to improve the quality
of health care by promoting systematic development of clinical practice guidelines and their
application into practice, through supporting international collaboration.” GIN’s Guideline
Library contains updated information about guidelines for specific health topics, tools and
resources for guideline development, training materials, and patient or consumer resources.
In December 2004, about 2700 programs were available at <http://www.g-i-n.net/>>. Some of
the resources from this website require membership for access.

The Ontario GAC, a joint body of the Ontario Medical Association and the Ontario Min-
istry of Health and Long-Term Care with ex officio representation from the Institute for Clin-
ical Evaluative Sciences, was formed in 1997. According to their website “The Committee
mandate is to develop and recommend appropriate strategies for the implementation and
monitoring of practice and referral guidelines, make recommendations for assisting in the
implementation of prescribing guidelines, consult widely with the profession in the develop-
ment of its recommendations.” The GAC assess the methodological quality and clinical rele-
vance of existing practice guidelines and recommends one for use by practicing physicians.
The GAC also develops and recommends strategies for implementation and evaluation of
guidelines. The GAC has established a network of key stakeholders to assist in the develop-
ment, implementation, and evaluation of these strategies (<<http://gacguidelines.ca/>>).
Also on their website is a group of links to guideline collections, guideline developers,
research and education groups related to guidelines, and Canadian and International
specialty societies.

The Turning Research Into Practice (TRIP) Database started in 1997 as a small
search engine with a focus on medical articles considered evidence-based. The aims of the
TRIP Database have remained the same since 1997—allow health professionals to easily find
the highest-quality material available on the Web. Content areas in this database include
evidence-based, clinical guidelines, and others. TRIP is a subscription-based product
(<<http://www.tripdatabase.com/>>).

The Combined Health Information Database (CHID) at <<http://chid.nih.gov>> provides
access to information from several federal agencies, e.g., the NIH, CDC, and complementary
and alternative medicine. At present, CHID covers 11 topics. It is possible to search either
individual topics or the entire database. The topics are AIDS, sexually transmitted disease,
tuberculosis education, Alzheimer’s disease, complementary and alternative medicine,


http://www.ncbi.nlm.nih.gov/books/bv.fcgi?rid=hstat
http://www.ncbi.nlm.nih.gov/books/bv.fcgi?rid=hstat
http://www.g-i-n.net/
http://www.tripdatabase.com/
http://chid.nih.gov
http://gacguidelines.ca/

328 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

deafness and communication disorders, diabetes, digestive diseases, kidney and urologic
diseases, maternal and child health, medical genetics and rare disorders, oral health, and
weight control.

As previously mentioned in this chapter, multiple professional organizations, academic
centers, independent research centers, and government agencies are involved in develop-
ment of clinical practice guideline activities. Updated information may be obtained by con-
tacting these organizations directly and many have provided access to their guidelines on the
Internet.

The Cochrane Library is based on the work of an international collaboration of health
care providers and scientists who engage in preparing, maintaining, and disseminating sys-
tematic reviews of relevant randomized-controlled trials of health care.® This collaboration is
named in honor of Archie Cochrane who in 1979 wrote, “it is surely a great criticism of our
profession that we have not organized a critical summary, by specialty, adapted periodically,
of all relevant randomized controlled trials.” The Cochrane Library provides a collection of
several databases: The Cochrane Database of Systematic Reviews (Cochrane Reviews), Data-
base of Abstracts of Reviews of Effects (DARE), The Cochrane Central Register of Controlled
Trials (CENTRAL), The Cochrane Database of Methodology Reviews (Methodology
Reviews), The Cochrane Methodology Register (Methodology Register), Health Technology
Assessment Database (HTA), NHS Economic Evaluation Database (NHS EED), About The
Cochrane Collaboration, and the Cochrane Collaborative Review Groups (About). Full access
to the Cochrane Library requires a subscription; however, abstracts of the systematic
reviews are available at <<http://www.cochrane.org/reviews/index.htm>>,

The Cochrane Database of Systematic Reviews is a collection of highly structured and
systematic reviews of research evidence in specific areas of health care. Data are often com-
bined statistically (with meta-analysis) to increase the power of the findings from multiple
studies. As of issue 1 of 2005, update this database includes over 2249 complete reviews and
is growing. This database also includes another 1539 protocols (which are reviews that are in
process).

The CENTRAL is a bibliography of controlled trials identified by contributors to the
Cochrane Collaboration as part of an international effort to create an unbiased source of data
for systematic reviews of the medical literature. Additional information about the Cochrane
Collaboration is available at their website <http://www.cochrane.org/>>. Links to Cochrane
training resources (including the previously mentioned Reviewers’ Handbook), and training
resources from other organizations are available at these sites <<http://www.cochrane.org/
resources/training htm>> and <<http://www.cochrane.org/resources/revpro.htm>>.

The Internet has rapidly become a useful tool for access to health-care-related informa-
tion. Many sites are potentially useful. Three excellent sites that are specifically designed to
support EBM are the AHRQ website <<http://www.ahrq.gov/>>, the Health Information
Research Unit at McMaster University (<<http://hiru.mcmaster.ca/>>), and the Centre for
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Evidence-Based Medicine at Oxford (<<http://www.cebm.net/>>). These sites contain
extensive information about systematic appraisal and use of evidence, worldwide projects
for development of EBM including clinical practice guidelines, and links to many other
quality sites.

Many activities conducted by professional organizations in pharmacy have principles in
common with EBM and clinical practice guidelines. The American Society of Health-System
Pharmacists (ASHP), in 1990 created a policy-recommending body called the Commission
on Therapeutics. This commission develops therapeutic guidelines defined as “systemati-
cally developed documents that assist health care professionals on appropriate use of drugs
for specific clinical circumstances.” With the publication of the ASHP Therapeutic Guide-
lines on Angiotensin-Converting-Enzyme Inhibitors in Patients with Left Ventricular Dys-
function, the ASHP initiated an evidence-based style for its therapeutic guidelines.¥ The
ASHP uses a process for preparation of the therapeutic guidelines similar to the one devel-
oped by the Agency for Health Care Policy and Research.

Another example of a therapeutic guideline from ASHP is on stress ulcer prophy-
laxis.” This extensive review used the most current methods for guideline preparation
including decision algorithms and a decision tree for pharmacoeconomic analysis. The
authors employed methods for assessing the literature by using evidence tables and cate-
gorized the recommendations according to the strength of evidence using a system based
on recommendations from the Evidence-Based Working Group at McMaster. This system
for defining levels of evidence takes into consideration the information provided in meta-
analyses, the consistency of results across trials, and the bounds of the 95% confidence
interval compared to the numerical threshold for clinically important benefit. In keeping
with EBM ideals, an update representing the implications of recent studies in this area has
been published.” In addition to therapeutic guidelines, ASHP produces Therapeutic Posi-
tion Statements which are “concise statements that respond to specific therapeutic issues
of concern to health care consumers and pharmacists, as approved by the board of directors”
(<<http://www.ashp.org/bestpractices/index.cfm?cfid=5753/88& CF Token=42165878>>). More
information about therapeutic guidelines and therapeutic position statements, and access
to these documents is available at the ASHP website <<http://www.ashp.org/>>.

The American Pharmaceutical Association has published the APhA Guide to Drug Treat-
ment Protocols: A Resource for Creating & Using Disease-Specific Pathways.” This resource
includes specific drug treatment protocols and an extensive handbook on the guideline
development process and many issues surrounding the use of evidence-based guidelines.
This resource was developed by the APhA to assist health professionals with their efforts to
develop, use, and measure patient outcomes with disease-specific drug treatment protocols.
The APhA uses a multidisciplinary process to develop the guidelines based on scientific
evidence published in the peer-reviewed literature. New protocols are being produced and
released on a continuing basis.
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Clinical practice guidelines have become a significant tool in health care with the focus on
evidence-based practice. These guidelines fit well with the emphasis of CQI techniques.
Guidelines have the potential to assist medical decision-making and ultimately improve the
quality of care, improve patient outcomes, and make more efficient use of resources. Signifi-
cant advances have been made in the methodology to produce valid guidelines. Information
technology and greater understanding of optimal methods for implementation of guidelines
will maximize their effect to improve quality of care. Pharmacists’ active involvement in
preparation and implementation of evidence-based clinical practice guidelines is vital to
ensure that pharmaceutical care issues are addressed. A thorough understanding of evi-
dence-based methodology will prepare the pharmacist to participate in this process.

1. Which of the following groups or types of organizations have been involved in devel-
opment of clinical practice guidelines?
a. Federal and state government
b. Professional societies and associations
¢. Managed care organizations
d. Third-party payers
e. All of the above

2. Which of the following is a common characteristic of practice guideline development and
traditional drug information practice activities?
a. Decision-making and recommendations based on individual experience
b. Assurance of cost savings
c. Clear specific definition of clinical questions
d. Lack of interdisciplinary participation
e. All of the above

3. True or false. Clinical practice guidelines are intended to assist practitioner decision-
making but are not intended to inform decisions made by patients.

4. Which of the following methods of guideline development is currently recom-
mended as the most valid?
a. Evidence-based
b. Informal consensus
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c. Formal consensus
d.aorc
e. None of the above

5. Which of the following are included in the five core competencies for health profes-
sionals as recommended in the Institute of Medicine report Health Professions
Education: A Bridge to Quality?

a. Deliver patient-centered care

b. Participate in interdisciplinary teams
c¢. Emphasize evidence-based practice
d. Utilize informatics

e. All of the above

6. True or false. Clinical practice guidelines and evidence-based practice have a com-
mon philosophy in their origin.

7. Which of the following characteristics associated with a disease would suggest that
it would be a good topic for development and implementation of a practice guideline?
a. Low prevalence
b. Evidence that current practice is optimal
c. Evidence of little variation in current practice
d. Availability of high quality evidence for the efficacy of interventions
e. Low frequency and severity of morbidity

8. True or false. The development of clinical practice guidelines ideally should involve
a multidisciplinary process, but that is not considered particularly important for top-
ics not intended for primary care.

9. True or false. Guideline development panels have in some instances been criticized
for having a members with potential conflicts of interest.

10. Which of the following information does the GRADE working group recommend be
incorporated with guideline recommendations?
a. Quality of evidence from studies
b. Balance of benefits and harms of interventions
c. The strength of the recommendation
d. aand c only
e.a, b, and ¢

11. The GRADE working group includes which of the following elements in designating
the quality of evidence?
a. Basic trial design, e.g., randomized controlled trial
b. Quality of study methods and execution
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12

13.

14.

15.

c. Consistency of results across studies
d. Similarity of study subjects, interventions, and outcomes to target patients
e. All of the above

. Which of the following is ot true regarding the AGREE instrument for guideline

evaluation?

a. It was created by an international panel of researchers and policy makers.

b. It provides a structured process for evaluating multiple aspects of quality in sev-
eral domains.

c. It is intended for use by organizations but not individuals.

d. It focuses on the quality of the guideline development methods and reporting
quality but not the clinical content.

e. It has been field tested for clarity, comprehensiveness, relevance, and ease of use.

Which of the following is true regarding the checklist created by the COGS?

a. It is intended primarily for users of guidelines but not for guideline developers.

b. It is intended to improve both development methods and quality of reporting.

c. Its intent and philosophy are significantly different from the CONSORT statement
for randomized trial reporting.

d. Guidelines that are brief are most likely to be consistent with the criteria in the
checklist.

e. It focuses on guideline development and reporting but does not consider issues
with implementation.

Which of the following is not true regarding guideline implementation?

a. Implementation strategies that used multiple methods are the most effective and
efficient way to achieve compliance.

b. Hundreds of studies have been conducted to evaluate implementation methods.

c. The most effective methods to achieve the desired effects on the quality of care
are still undetermined.

d. Organizational, local practice, political characteristics, and individual practitioner
characteristics may be important considerations.

e. There is significant variation in success between implementation interventions
and with the same intervention from one organization to another.

Which of the following is true regarding studies of the effect of CDSS systems on

patient care?

a. The best predictor of success of the system is that the study to evaluate success
is conducted by the system developer.

b. Systematic reviews of these systems have shown enhanced clinical performance
for drug dosing, preventive care, and diagnosis.
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c. Very few studies of these systems used randomization procedures.

d. Most of the studies evaluate specific patient outcomes.

e. The success of the system is not dependent on automatic prompting or practi-
tioner initiated use.
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Chapter Ten

Clinical Application of
Statistical Analysis

Karen L. Kier

Objectives

After completing this chapter, the reader will be able to

« Describe the importance of understanding statistics in completing and evaluating scientific
studies.

« Define the various levels of data.

« Determine whether the appropriate statistics have been performed and provided in a study.

« Interpret the statistical results provided in a research study to determine whether the
authors’ conclusions are supported.

Biostatistics is an area essential to understanding biomedical and pharmacy literature. This
chapter will provide a basic understanding of biostatistics for the reader who has little or no
statistical background. The focus will be on describing concepts as they relate to evaluat-
ing medical literature rather than discussing the mathematical formulas and various statis-
tical procedures. Understanding statistics will enhance the pharmacist’s ability to interpret
the biomedical literature and draw conclusions from research studies.

Before discussing the types of statistics that are used in medical literature, it may be
helpful to review information about the design of studies and type of data collected. When
using statistical tests, assumptions are often made that require knowledge of the research
design and the methods used by the researchers. The first part of this chapter will review
some basic concepts about populations, samples, data, and variables. The second part will
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discuss specific types of descriptive and inferential statistics. This chapter should be used in
conjunction with Chaps. 6 and 7 because many of the concepts are interrelated.

POPULATIONS AND SAMPLES

A population refers to all objects of a particular kind in the universe, while a sample is a por-
tion of that population. The measurements that describe a population are referred to as para-
meters, while those measurements that describe a sample are considered statistics. The
sample statistic is an estimate of the population parameter. When investigating a particular
issue, one must describe the population to be studied. In most practical situations, it is impos-
sible to measure the entire population; rather, one must take a representative sample. For
example, if one wanted to study the effect that a calcium channel blocker agent has on blood
glucose levels in insulin-dependent diabetes mellitus subjects, then insulin-dependent diabetes
patients would be the study population. In order to study this group, the researchers would
have to take a representative sample from all insulin-dependent diabetic patients.

To make appropriate and accurate inferences about the study population, the sample
must be representative of the population. Samples must be selected from the population
appropriately or the data may not actually reflect the population parameters. One of the most
common methods for selecting a representative sample is called a simple random sample.
When making inferences from the study population by using a sample of the population, it
is important that the study sample be selected at random. Random, in this case, does not
imply that the sample is drawn haphazardly or in an unplanned fashion, but that each member
of the population has an equal probability of being selected for the sample. Referring back
to the example of diabetes, each insulin-dependent diabetic patient theoretically has an
equal chance of being selected into the sample from the population. There are several
approaches to selecting a simple random sample; however, the most common is the use of a
random numbers table. A random numbers table is a set of integers between 0 and 9 that
have been selected at random without any trends or patterns. At any point in the table, it is
equally likely that any digit between 0 and 9 would be selected. Choosing a number in this
fashion is analogous to pulling numbers from a hat. In using a random numbers table, a
point is selected within the table as the starting point and the numbers are then used in
order from that point.

Depending on the type of study design, a simple random sample may not be the best
means for determining a representative sample. Sometimes it may be necessary to separate
the population into nonoverlapping groups called strata, where a specific factor (e.g., gender)
will be contained in separate strata to aid in analysis. In this case, the random sample is drawn
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within each strata. This method is called a stratified random sample. For certain types of
research, a particular factor is important in the study group. An example would be when
gender or ethnic background are important factors within the study. In order to assure that
gender or ethnic background are properly represented in the study, a method of stratifying is
done so that these demographics appear in necessary numbers within the study sample. By
creating the stratified groups, the researcher is assured that these groups will be appropri-
ately represented. In stratified random sampling, a simple random sample is still performed
within each group or strata. An example would be if a researcher is interested in knowing
about the effects of aspirin therapy in the prevention of an acute myocardial infarction, but
wants to make sure that both males and females are represented. The researcher could opt
to stratify the sample so that they enroll both males and females in equal numbers for the
study. Many researchers do not use this technique when starting their studies because of edi-
torial concerns about randomization, but by not stratifying, they give up the ability to make
conclusions regarding certain subsets of the population when analyzing their results.

Another means of randomly sampling a population is a method that is known as random
cluster sampling. It may not be practical to sample all pharmacists in the United States about
their patient counseling practices; therefore, the researchers may opt to randomly select
5 states from the 50 states; the five states would represent the clusters to be sampled. The
clusters could represent different regions of the United States, especially if the researcher
felt that there may be differences based on geographic regions. A researcher may also feel
that there could be differences in rural versus urban practices and want to make sure that the
clusters contain these aspects as well. The researchers would then select their sample from
the pharmacists within these five states, or clusters, for their study.

Another method often used is referred to as systematic sampling. This technique is used
when information about the population is provided in list format, such as in the telephone
book, election records, class lists, or licensure records. With systematic sampling, one name
is selected near the beginning of the list and every nth name is then selected thereafter. For
example, the researchers may decide to take every 10th name from the first name selected.
It should be noted, however, that some statisticians and researchers do not consider this type
of sampling to be truly random.

In review, the sample describes those individuals who are in the study. The population
describes the entire group of people to whom the study refers. The ideal situation is one in
which the sample drawn and studied adequately represents or estimates the population being
studied.!

VARIABLES AND DATA

A variable is a characteristic that is being observed or measured. Data are the values
assigned to that variable for each individual member of the population. There are two types
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of variables: independent and dependent. Some statistical texthooks will refer to a third type
of variable called a confounding variable. Within a study, the dependent variable is the one
that changes in response to the independent variable. The dependent variable is the outcome
of interest within the study. In the previous example involving the effect of a calcium channel
blocker on blood glucose, blood glucose would be the dependent variable; the independent
variable is the intervention or what is being manipulated (the calcium channel blocker in the
example). A confounding variable is one that can confuse or cloud the study variables. In the
calcium channel blocker example, the subjects’ diet needs to be controlled as a confounding
variable because of the influence diet has on blood glucose levels.

Discrete versus Continuous Data

Discrete variables can have only one of a limited set of values. Discrete variables can also be
described as being able to assume only the value of a whole number. For example, in study-
ing the number of seizures that patients experienced with certain tricyclic antidepressants
(TCAs), it would only be practical to describe seizures as whole numbers. It would not be pos-
sible for a patient to have half of a seizure. On the other hand, continuous data may take on
any value within a defined range. This would include things like time, temperature, length,
and blood glucose. Blood glucose is usually only reported in whole numbers, which seems to
be a discrete variable. However, blood glucose can be measured in fractions of whole num-
bers. If using very sensitive laboratory equipment, glucose could be measured as accurately
as 80.3 mg/dL. It is important to understand the difference between discrete and continuous
variables, since this is a determining factor in selecting the appropriate statistical procedure.

Scales of Measurement

There are four recognized levels of measurement: nominal, ordinal, interval, and ratio scales.
Each of these scales has certain distinguishing characteristics that are important in deter-
mining which statistical procedure should be used to analyze the data.

A nominal variable, sometimes called the classificatory variable, consists of categories
that have no implied rank or order. Nominal data fit into classifications or categories, such as
male or female and presence or absence of a disease state.

An ordinal variable is similar to a nominal variable in that the data are placed into cate-
gories. However, ordinal variables do have an implied order or rank. It is important to note
that the differences between the categories cannot be considered equal. Examples of this
type of data include ranks assigned in the military or grade levels in school (sophomore vs.
senior). In medicine, an example would be a pain scale, where the patient may be able to tell
you it hurts more, but not exactly how much more. In such a case, the patient may be asked
to classify the pain as none, mild, moderate, severe, or unbearable.

Interval and ratio variables are also similar, because they both have constant and defined
units of measurement. There is an equal distance or interval between values. Both of these vari-
ables imply that a value is greater than, less than, or equal to another variable. For example,
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blood glucose of 80 mg/dL is the same interval from 70 mg/dL as it is from 90 mg/dL. Each
mg/dL is at an equal distance or interval from the next; likewise, each mg/dL is greater than,
less than, or equal to all other mg/dL measurements. The difference between interval and ratio
variables is that the ratio scale has an absolute zero. Be careful in confusing an absolute zero with
an arbitrary zero point that is set. The classic example of this difference is that of the Celsius
scale for temperature, which has an arbitrary zero that has been set at the freezing point for
water, and the Kelvin scale, which has an absolute zero that represents the absence of molecu-
lar motion. This difference is really not essential when determining the type of statistical test to
perform. Interval and ratio variables are analyzed using the same statistical procedures.?

Statistics allow description and interpretation of data. There are two major ways that we can
use statistics to describe data. The first is called descriptive statistics and is used to present,
organize, and summarize data. Descriptive statistics are usually considered a very basic way
to present data and focus on describing the data. This information can give clues as to the
appearance of the data. In comparison, inferential statistics provide the ability to generalize
the results from the study to the appropriate population.

DESCRIPTIVE STATISTICS

Descriptive statistics are often defined as a means to summarize a collection of data in a clear
and understandable way. This summarization can be done either numerically or graphically.
Mean, median, mode, and standard deviation are all types of numerical representation of
descriptive statistics. Graphical representation can include such things as bar graphs, pie
charts, and histograms. The descriptive statistics are often organized, summarized, and pre-
sented in tables or graphic form. Some things to consider when reviewing data in this format
include the following:

1. The table or graph should be easy to read and understand.

2. The title should be clear and concise, as well as accurately describe the data being
presented.

3. The units of measure on all scales, axes, rows, or columns should be easily visible
and understandable.

4. The scales should be of equal interval or space without exaggerating one part of the
scale; if an axis is shown with a break in the intervals, it should be clearly marked;
often a break will be noted by two slash marks at that point.
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5. Codes, abbreviations, and symbols should be defined in the text of the paper or
explained in a footnote with the graph or table.

6. If comparisons are made between data or groups, the comparison should be done on
equivalent scales.

Sometimes when evaluating a graph taken from an article, it can be helpful to graph the
information on graph paper using a standard scale. By using a standard scale or re-graphing
the data, it may offer the reader a different perspective on how the data look for comparison
purposes.

MEASURES OF CENTRAL TENDENCY

Measures of central tendency are sometimes referred to as measures of location. These
descriptive measures are helpful in identifying where a set of values are located. The most
common measures of central tendency are the mode, the median, and the arithmetic mean.
In a normal distribution of values, the mean is equal to the median and the mode. The cen-
tral tendency value that is used depends on the scale of measurement for the variable being
studied.

The mode is defined as the most frequently occurring value or category in the set of
data. A data set can have more than one mode; a data set with two modes is referred to as
bimodal, with three modes being referred to as trimodal, and so on. The mode is the measure
of central tendency for nominal data. Remember that nominal data are categories with no spe-
cific order or rank. Therefore, the only appropriate measure of central tendency is the cate-
gory that contains the most values.

The median is the middle value in a set of ranked data; in other words, it is a value such
that half of the data points fall above it and half fall below it. In terms of percentiles, it is the
value at the 50th percentile. The median is the appropriate measure of central tendency when
describing ordinal data. Likewise, it can be useful in describing interval or ratio data as well
because it gives some perspective on whether the data may be skewed or pulled away from
the mean. Sometimes extreme values (outliers) can have a significant impact on the mean
value but will have little or no impact on the median value. Therefore, a comparison of the
mean and median values can give an insight into whether outliers influenced the data.

The mean or arithmetic mean is the most common and appropriate measure of central
tendency for data measured on an interval or ratio scale. It is best described as the average
numerical value for the data set. The mean is calculated by adding all the data points and
dividing this number by the sample size. In the calcium channel blocker example, the mean
would be the average blood glucose value for the study group.

There are other measures of central tendency, such as the geometric mean, however
they are much less likely to be seen and will not be discussed further.
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MEASURES OF VARIABILITY

Measures of variability, another type of descriptive statistic, are also referred to as measures
of dispersion. The most common measures of variability are the range, interquartile range,
standard deviation, and variance. In analyzing data, the measures of variability are useful in
indicating how close the data are to the measure of central tendency. In other words, how
scattered are the data from the median and/or mean? Data points that are widely scattered
from the mean give a different perspective than data points very close to the mean. The mean
value could be equal for two groups, but the variability of the data can give a different picture.
When evaluating the biomedical literature, this point can be crucial in interpreting the results
of a study. In evaluating nominal data, there is no measure of dispersion. The best option is to
describe the number of categories studied.

The range can be used to describe ordinal, interval, and ratio data. The range is the dif-
ference between the highest data value and the lowest data value. In the calcium channel
blocker example, if the highest blood glucose was 357 mg/dL and the lowest was 54 mg/dL,
the range would be equal to 303 mg/dL. In medical literature, authors often provide the
range by indicating the lowest to the highest values without actually calculating the differ-
ence for the reader (i.e., the blood glucose range was from 54 to 357 mg/dL). Although the
range is an easy number to calculate, the measurement is not very useful in describing or
comparing data.

The interquartile range is another measure of dispersion that can be used to describe
ordinal, interval, and ratio data. This range is a measure of variability directly related to the
median. The interquartile range takes the data values within the 25 and 75% quartiles. There-
fore, the interquartile range deals with the middle 50% of the data. This value is less likely to
be affected by extreme values in the data, which plagues the usefulness of the range.

The two best measures of dispersion with interval and ratio data are the standard
deviation and variance. The relationship between the standard deviation and variance is
that the standard deviation is the square root of the variance. The standard deviation is
often preferred over the variance because it is the measure of the average amount by
which each observation in a series of data points differs from the mean. In other words,
how far away is each data point from the mean (dispersion or variability) or what is the
average deviation from the mean? In medical literature, the standard deviation and mean
are often reported in the following fashion: mean + standard deviation. In comparing two
groups with equal means, the standard deviation can give an idea of how much the indi-
viduals in each group were scattered from the mean value. It is important when evaluating
the literature to look at the standard deviation in comparison to the mean. How much vari-
ability existed among the subjects in the study? A larger standard deviation means that
there is more variability among the subjects versus a smaller standard deviation, which
shows less variability and is often preferred. Another important concept to keep in mind
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when evaluating the standard deviation is that 65% of all data points will be within one stan-
dard deviation of the mean, while 95% and 99% will be within two and three standard devi-
ations of the mean, respectively.

The coefficient of variation is another measure used when evaluating dispersion from
one data set to another. The coefficient of variation is the standard deviation expressed as
a percentage of the mean. This value is calculated by dividing the standard deviation by
the mean and multiplying this value by 100. This index is useful in comparing the relative
difference in variability between two or more samples or determining which group has the
largest relative variability of values from the mean. For example, if a reader was interested
in comparing two different blood pressure regimens from two different studies, one could
use the coefficient of variation. In this case, a pharmacist could look at comparing a beta
blocker to a calcium channel blocker and ask the question as to of which one of these ther-
apies most consistently lowers blood pressure in all study subjects. If the coefficient of
variation was 67% for the beta blocker and 33% for the calcium channel blocker, one could
make a reasonable judgment that there was less variability in blood pressure control with
the calcium channel blocker in comparison to the beta blocker even though the drugs
were not studied within the same sample of individuals. One caution is that when compar-
ing one study to a different study, it does not assure equality among the materials and
methods for the studies. The drug literature evaluation chapters (Chaps. 6 and 7) go on to
explain this concept further.

MEASURES OF SHAPE

Two descriptive measures that refer to the shape of a distribution are the coefficient of
skewness and the coefficient of kurtosis; both used to describe the distribution of interval
and ratio data. Skewness is the measure of symmetry of a curve. These descriptive mea-
sures are usually not described in the biomedical literature, but rather are used by
researchers to evaluate the distribution properties of their variables. These distribution
properties can be helpful in determining the type of statistical tests that best suit the
research. Skewness tells how well each half of the curve or distribution relates to the other
half of a normal distribution; if each half is equal in shape and size to the other half, they are
mirror images of each other. The skewness is an indicator of where the data lie within the
distribution. A distribution is said to be skewed to the right or have a positive skew when the
mode and median are less than the mean. A distribution that is skewed to the left, or has a
negative skew, is one in which the mode and median are greater than the mean. As stated
previously, the mean is extremely sensitive to outlying values and can be skewed (pulled) to
the left or the right by those very low or very high values, respectively. This shows the
importance of looking at other indicators, like the median, and statistical software that
might give printouts with indicators like kurtosis or skewness. Kurtosis refers to how flat or
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peaked the curve appears. A curve with a flat or board top is referred to as platykurtic, while
a peaked distribution is described as leptokurtic. A platykurtic curve often is an indicator of
more variability in the data, with it spread out over a larger range. Likewise, a leptokurtic
distribution has less variability and has a number of data points surrounding the mean. A
normal distribution or curve has a kurtosis value of 0 with the mean, median, and mode all
being the same value.?

RATIOS, PROPORTIONS, AND RATES

Ratios, proportions, and rates are frequent terms used in the medical literature. A ratio
expresses the relationship between two numbers, such as the ratio of men to women who
suffer from multiple sclerosis (MS). A proportion is a specific type of ratio in which the
numerator is included in the denominator and the value is expressed as a percentage. For
example, the percentage of men with MS would be the number of men with MS in the numer-
ator divided by the number of people in the population with MS (this number would include
the men in the numerator). A rate is a special form of proportion that includes a specific time-
frame. The rate is equal to the number of events in a specified period divided by the popula-
tion at risk in a specified period. The rate for MS would be the number of cases during a
specified timeframe, such as 1 year, divided by the total population in that timeframe. The
reason the total population is used as the denominator is that the population is the group at
risk for the disease.

INCIDENCE AND PREVALENCE

Incidence and prevalence are two measures used to describe illness within the population.
Both measures are frequently used in the literature pertaining to epidemiology and public
health. The incidence rate measures the probability that a healthy person will develop a dis-
ease within a specified period. In essence, it is the number of new cases of disease in the pop-
ulation within a specific period. Prevalence, on the other hand, measures the number of
people in the population who have the disease at a given time. Incidence and prevalence dif-
fer in that incidence refers to only new cases and prevalence to all existing cases, regardless
of whether they are newly discovered.

Number of new cases of a disease
Population at risk

Incidence rate = per a given timeframe

Number of existing cases of a disease
Total population

Prevalence = per a given timeframe




348 DRUG INFORMATION: A GUIDE FOR PHARMACISTS

Incidence indicates the rate at which new disease occurs in a previously disease-free
group over a specified timeframe, while prevalence describes the probability of people having
a disease within a specified timeframe. It is important to look at both incidence and preva-
lence when describing diseases. Prevalence varies directly with incidence and the duration
of the disease. In a disease with a rapid recovery or rapid death, the duration is short and
the prevalence low. With a drug treatment that has a profound effect on prolonging life with-
out curing the disease, prevalence will be high but the incidence may be low. A good
research article will describe both incidence and prevalence, as well as specify the time-
frame studied.

RELATIVE RISK AND 0DDS RATIO

Relative risk and odds ratio are two measures of disease frequency. Both measures compare
the incidence of disease when a specific factor is present or absent. An actual risk (such as
relative risk) can only be measured by using a cohort type of study design (see Chap. 7). A
cohort study design is an observational study design that usually starts with a large number
of healthy subjects and follows their exposure to different factors over time. The large sam-
ple sizes seen with cohort study designs is what allows a researcher to calculate actual risk,
rather than estimating it from a much smaller sample that would be seen in a case-control
study design. The relative risk is defined as the incidence rate among those exposed to a
particular factor divided by the incidence among those not exposed to the same factor. The
relative risk is an appropriate measure in a cohort study. Prospective studies allow for defining
populations at risk and, therefore, allow calculation of the excess risk caused by exposure to
a particular factor.

If a cohort study design is not practical or is not chosen by the researchers, a case-
control study design (see Chap. 7) is used and the odds ratio, an estimator of relative
risk, is calculated. A case-control study is also an observational study design that recruits
subjects into the study who have the outcome of interest (cases) to a group of individuals
who do not have this particular outcome (controls). After cases and controls are identified, the
researchers assess whether the subjects have been exposed to the risk factor being studied.
For example, one could look at the development of lung cancer as the outcome while assessing
the risk factor of exposure to second-hand smoke. The use of this case-control design would
allow the researchers to “estimate” the risk (odds ratio) of the development of lung cancer in
subjects exposed to second-hand smoke. In using the odds ratio as an estimator of relative
risk, one must assume that the control group is representative of the general population, the
cases are representative of the population with the disease, and the frequency of the disease in the
population is small. The odds ratio is calculated by multiplying the number of cases with the dis-
ease and exposed to the factor by the number of cases without the disease and not exposed to
the factor, and dividing this number by the number of cases with the disease without exposure
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to the factor multiplied by those cases without the disease but exposed to the factor. The
table that follows may clarify this calculation.

Disease
Present Absent
8 Exposed factor A B
ks Not exposed C D
Odds ratio = AxD
BxC

The odds ratio is commonly referred to in the medical literature, as well as in the lay
press. When reading a study that refers to an odds ratio, it is important to understand the
interpretation of the value. For example, if a study indicates that the odds ratio is 10 for devel-
oping prostate cancer if one uses tobacco, then the study shows us that a tobacco user is 10
times more likely to develop prostate cancer than a nonuser of tobacco. Some things to keep
in mind when looking at an odds ratio is that it is an estimate and that available cohort stud-
ies with relative risk described are likely to be more accurate, and confidence intervals
should always be given anytime an odds ratio or relative risk is reported in the literature.

SENSITIVITY, SPECIFICITY AND PREDICTIVE VALUES

Sensitivity, specificity, and predictive values are measures of the effectiveness of a test pro-
cedure. Sensitivity and specificity are the two indices used to evaluate the accuracy of a test.
The following definitions will help in understanding these important measures:

o True positives (TP) are individuals with the disease who were correctly identified as
having the disease by the test.

o False positives (FP) are individuals without the disease who were incorrectly identi-
fied as having the disease by the test.

e True negatives (TN) are individuals without the disease who were correctly identi-
fied as disease free by the test.

o False negatives (FN) are individuals with the disease who were incorrectly identified
as disease-free by the test.

Sensitivity is the probability that a diseased individual will have a positive test result and
is the true positive rate of the test.

Disease with positive test
All diseased

Sensitivity =

True positives

Sensitivity = — .
True positives + false negatives
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Specificity is the probability that a disease-free individual will have a negative test result
and is the true negative rate of the test.

Disease-free with negative test
All disease-free

Specificity =

True negatives

Specificity =
P v True negatives + false positives

In designing research studies involving a diagnostic test procedure or a screening test, the
authors need to indicate a standard level that they will use as a cutoff for their screening. In set-
ting their cutoff level, they determine who is to be identified with the disease and those patients
who will be omitted without disease. In making this judgment they need to decide the cost of
classifying individuals as FN and FP. For example, if a researcher is trying to screen for early
diabetes mellitus, they might want to set the cutoff for blood glucose to be lower (i.e., fasting blood
glucose of 110 mg/dL) realizing that they will probably see several FPs. The practitioner has to
make the judgment on whether it is better to miss some potential individuals with early disease
or to identify some people who on further testing test negative for diabetes. Additional costs may
be incurred when additional testing needs to be done as well as consideration needs to be given
to the emotional costs of patients falsely believing they potentially have a serious disease.

Predictive values are also calculated as a measure of the accuracy of a test procedure.
Predictive value can be expressed as a function of sensitivity, specificity, and the probability
of disease in the general population. Researchers can use the predictive values to determine
a good research tool for studies. A method or tool with a high predictive value will often be
more valuable as a screening test than other methods with lower predictive values.®

Diseased with positive test
All with positive test

Positive predictive value =

_ Disease-free with negative test

Negative predictive value =
savep All with negative test

DISTRIBUTIONS

All types of data can be organized in a manner that allows the observer to view general patterns
and tendencies in the data. Data can be organized such that the values construct a frequency
distribution. If the variable is continuous, there are an infinite number of possible values that
graph as a continuous frequency distribution. Whereas, if the variable is discrete, the frequency
distribution is limited in the number of possible values. The type of distribution can be helpful
in determining the appropriate statistical test. For example, a normal distribution or the
assumption of a normal distribution is a requirement for using parametric statistical tests in
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analyzing data. Probability distributions, like the binomial and the Poisson (see next section),
are analyzed using specific formulas that evaluate the probability of an event occurring. This is
often referred to as the success or failure of an event.

Probability Distribution

A probability distribution is a graphed representation of the probability values from the event
or study. Probability values deal with the relative likelihood that a certain event will or will not
occur, relative to some other events. The binomial distribution and the Poisson distribution
are two forms of probability distributions.

Binomial Distribution

Many discrete objects or events belong to one of two mutually exclusive categories. For
example, in describing gender, people can be categorized into either the male or female
group. All people belong to one of these two groups, but cannot belong to both (mutually
exclusive). The binomial distribution shows the probabilities of different outcomes for a
series of random events, which can have only one of two values.

Properties of the binomial distribution include the following:

1. The event or trial occurs a specified number of times (analogous to sample size).

2. Each time the event occurs, there are only two mutually exclusive outcomes.

3. The events or trials are independent, meaning that one outcome has no effect on the
next outcome of events.

Poisson Distribution

The Poisson distribution is another form of a discrete probability distribution. This distribu-
tion is used to predict the probabilities of the occurrence of rare, independent events or
determine whether these events are independent when the sample size is indefinitely large.
For example, the Poisson distribution could predict radioactive counts per unit of time. This
is rarely ever used in the pharmacy or biomedical literature. The reader is not likely to see
many studies that refer to this type of distribution.

Normal Distribution

In distinct contrast to the probability distribution is the more commonly used normal distrib-
ution. The frequency distribution histogram of a continuous variable often forms a symmetric,
bell-shaped curve referred to as a normal distribution. The normal distribution is one of sev-
eral continuous probability distributions with the following characteristics:

1. The mean, median, and mode all have the same value (see Figure 10-1).

2. The curve is symmetric around the mean.

3. The kurtosis is zero.

4. The tails of the distribution get closer and closer to the x-axis as the values move away
from the mean, but the tails never quite touch the x-axis.
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Mean
Median
Mode

Figure 10-1. Mean, median, and mode of normal distribution.

5. The distribution is completely defined by the mean and standard deviation.

6. One standard deviation above and below the mean includes 68.26% of the values in
the population; two standard deviations above and below the mean include 95.46% of
the values, while three standard deviations include 99.73%.

7. The area under the normal curve is, by definition, 1.

It is statistically very important to know whether a variable is normally distributed in the
population or approaches a normal distribution. The type of statistical test that is selected to
analyze data often makes an assumption about the variables being normally distributed. This
can be a key in interpreting the medical literature, which will be discussed later in the chapter.
Did the researchers assume a normal distribution or was their variable normally distributed in
the population? This is often difficult for the reader to evaluate when reviewing a study and
should be provided as part of the materials and methods provided by the researchers in their
overview of the study.

Standard Normal Distribution

Among the infinite number of possible normal distributions, there is one normal distribution that
can be compared to all other normal distributions. This distribution is called the standard nor-
mal distribution. The standard normal distribution has a mean of 0 and a standard deviation and
variance of 1 (see Figure 10-2). The tails of the distribution extend from minus infinity to posi-
tive infinity. When converting normal distributions to the standard normal, the variables are
transformed to standardized scores referred to as z scores. A standard z score is a means of
expressing a raw score in terms of the standard deviation. The raw score is so many standard
deviation units from the standard mean score of 0, which would correlate to the number of stan-
dard deviation units that the score was from the mean score of the original distribution.
Researchers can use the standard normal distribution to take their raw data and put it into stan-
dardized scores. Often by doing this, the authors can make comparisons between data sets that
may be on different scales or have different values. By standardizing the data, a comparison can
be made using a standard or equivalent scale. Therefore, differences between the data sets may
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Area between vertical lines
is one standard deviation
(shaded area is 68%
of the total area)

Figure 10-2. Area of one standard deviation.

be more easily detected and understood. In the rare case that an author would provide the actual
data set as part of their study, one could take the raw data and standardize it to a scale in another
study. For example, a study that used a 0 to 10 visual analog scale (VAS) for pain therapy could
be compared to another study that used a 0 to 5 scale that was not specifically the VAS. The pain
data could be compared once both scales were standardized to provide similar results.

Inferential statistics are used to determine the likelihood that a conclusion, based on the
analysis of the data from a sample, is true and represents the population studied.

CENTRAL LIMIT THEOREM

An essential component of using inferential statistics is knowing whether the variable being
studied is normally distributed in the population. In most cases, researchers do not really
know this fact. So, in order to use various statistical tests appropriately, an assumption is
made that the variable or item being studied is normally distributed in the population. This is
where the central limit theorem takes on a critical role in determining the type of statistical
tests that can be applied. If the central limit theorem is correctly applied, the researchers do
not really need to know if the study variables are normally distributed.

The central limit theorem states that when equally sized samples are drawn from a non-
normal distribution, the mean values from those samples will form a normal distribution.
With repeated sampling of size n samples, the mean value from each one of these samples
when plotted will form a normal distribution. Therefore, the central limit theorem states that
with a large enough sample size, an assumption can be made about the distribution being
normal. A large enough sample size, according to the central limit theorem, is usually con-
sidered greater than 30. One should be careful and not confuse the issue of large enough for
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statistical purposes (central limit theorem) and large enough of a sample to be representative
of the population, including large enough to be powered to detect differences in the data. For
further review of the issues related to sample size and power to detect clinical differences in
data, refer to Chaps. 6 and 7.

When looking at the distribution of the sample means as is done with the central limit
theorem, the standard deviation of the sample means can be calculated. This standard devia-
tion of the sample means is referred to as the standard error of the mean (SEM). The SEM
is equal to the standard deviation divided by the square root of the sample size. The standard
deviation reflects how close the values cluster to the sample mean, whereas the SEM indi-
cates how close the repeated samples’ mean scores are from the population mean. It is impor-
tant in evaluating the medical literature to distinguish between the standard deviation and the
SEM. Researchers often use the SEM to show variability instead of appropriately using the
standard deviation. Obviously, the SEM will be a smaller number than the standard deviation,
which makes the data look less variable and more appealing. Unfortunately, it is the wrong
measure of dispersion.*

PARAMETRIC VERSUS NONPARAMETRIC TESTING

After determining whether a variable is normally distributed or the researchers have applied
the central limit theorem, it is important to focus on whether the research requires a para-
metric or nonparametric test. Often in the statistical methods used within the medical litera-
ture, the use of a parametric or nonparametric test is inappropriately applied. In most cases,
a parametric test is used when a nonparametric method should have been applied. The essen-
tial aspect is to ensure the assumptions are met for performing that statistical test.

When selecting a statistical test for evaluating data there are several assumptions that
one makes about the variable or variables. The type of assumptions made determine whether
the data are to be analyzed by parametric or nonparametric statistical testing. If an erroneous
assumption has been made, often the inappropriate statistical test has been performed.

Basic assumptions for a parametric test include the following:

1. The variable is normally distributed or an assumption is made based on a large
enough sample size to consider the variable normally distributed (central limit
theorem).

2. The variable is continuous or, if it is discrete, it at least approximates a normal distri-
bution.

3. The variable is measured on an interval or ratio scale.

If the data do not meet these basic assumptions, a nonparametric test rather than a
parametric test should be used to analyze the data. Nonparametric tests are considered to
be distribution-free methods and are also useful in analyzing nominal and ordinal scale data.
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The key to understanding the major differences between parametric and nonparametric tests
is that parametric statistical tests require interval or ratio level data and nonparametric tests
can be used for nominal and ordinal data. A researcher may have interval or ratio level data,
but may still not meet the first assumption for parametric testing. In this case, interval or ratio
data would have to be analyzed using a nonparametric test (parametric and nonparametric
tests will be described later in this chapter).*’

HYPOTHESIS TESTING

A hypothesis is a contention about some outcome that the researcher is interested in
studying. Further information on developing a hypothesis can be found in Chap. 6. A
hypothesis may or may not be true, but is assumed to be true until otherwise proven dif-
ferently with evidence; it is a contention about a population. The null hypothesis is the
hypothesis of no difference, meaning that the assumption is made that there is no differ-
ence in the purported outcome between the different study groups, and the alternate
hypothesis (often referred to as the research hypothesis) is the hypothesis of difference
(an outcome difference exists between the study groups). A study is performed to deter-
mine whether this contention is true. A representative sample is drawn from the population
to estimate the population parameters. These estimates are then tested to see whether the
contention is indeed true or false. In answering this contention, statistical or significance
testing is performed.

When establishing the hypothesis, the researchers often need to determine whether
they are writing a hypothesis that involves a one-sided or two-sided test. When writing a
hypothesis it is necessary for the researcher to determine whether he or she is looking for
any difference, whether it is greater or smaller, or whether the difference will only occur in a
single direction. If the researcher is looking for any difference, it is considered a two-sided
test. A specific difference in only one direction uses a one-sided test. The previous example
using a calcium channel blocker would be a two-sided test, because the study is testing
whether the calcium channel blocker had either raised or lowered blood glucose. If the
researcher had been interested specifically in a calcium channel blocker causing only an
increase in blood glucose in insulin-dependent diabetics, this would have been a one-sided
test. Two-sided tests are considered to be statistically stronger, because they are harder to
prove and are the test of choice for clinical trials.

ERRORS

Itis essential that researchers establish how much error they are willing to accept before the
initiation of the study. Refer to Chap. 6 for a review of Type I and Type II errors and their
acceptable values.
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SIGNIFICANCE

Once alpha (Type I) error has been established and the data collected, a researcher is inter-
ested in knowing whether to accept or reject the null hypothesis. Once the appropriate sta-
tistical test has been selected, a p value is calculated. The p value is the probability of
obtaining a result as extreme or more extreme than the actual sample value obtained given
that the null hypothesis is true. Some statisticians refer to the p value as the actual probabil-
ity of an alpha error.

If the p value is less than the alpha value established (usually 0.05, although it may be
0.01 or even 0.001), the null hypothesis is rejected and the difference between the groups is
considered statistically significant. If the p value is equal to or greater than the alpha value
established, the null hypothesis is accepted and the difference between the groups is not con-
sidered statistically significant. The smaller the p value, the greater the statistical signifi-
cance. The smaller the p value, the less likely that the test statistic occurred by chance and
that an actual difference exists between the groups. Researchers should include the actual
p value in their reports.

Establishing a confidence interval, which will sometimes be used by researchers instead
of expressing p values, can also test significance. The p value is a probability of the outcome of
the study occurring by chance alone, while the confidence interval is a range of values in which
there is confidence that the population parameter being measured is actually contained.
Generally, either a 95% or 99% confidence interval is reported. When a study is observing the
differences between two treatments, a difference in the mean values can be reported by a
confidence interval. In theory, if the difference in mean values were calculated between all
possible study groups in the population, the 95% confidence interval would contain the true dif-
ference 95% of the time. As an example, a study may have reported that drug A decreased blood
pressure an average of 8 mm Hg more than drug B with a confidence interval (this could be
either a 95% or 99% confidence interval, depending on what the authors set) of a—4 to 16 mm Hg
decrease in blood pressure. In this example, because the confidence interval contains a value
of 0, it is not possible to reject the null hypothesis (stating there is no difference between the
two treatments). This is where readers must use their professional judgment. This is an
excellent example of how results are statistically significant, but readers may question the
clinical significance of the values. Refer to Chaps. 6 and 7 for further discussions of this topic.

It is important when evaluating significance to keep in mind that statistical significance
does not always correlate to clinical significance. What is proven statistically may not make a
difference clinically. For example, with a large enough sample size, the researchers may have
been able to prove that a calcium channel blocker caused a statistically significant difference
in blood glucose in insulin-dependent diabetes mellitus patients. However, on examining the
data, they may have found that the difference in blood glucose was 5 mg/dL. Clinically is this
a significant difference? Probably not. Other things that may be taken into consideration
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when evaluating clinical and statistical significance include costs, adverse effects, quality of
life, and actual morbidity and mortality numbers within the study.

STATISTICAL TESTS

Once the basic assumptions have been considered, it is time to determine whether the appro-
priate statistical tests have been used. The statistical tests will be covered in the order in
which they are most commonly seen in the literature. Whenever a parametric test is
reviewed, the nonparametric equivalent will also be discussed. Refer to Table 10-1to help put
the statistical tests into perspective.

Most statistical hypothesis testing includes the following sequence of steps. It is essen-
tial when evaluating the medical literature to determine whether the researchers have fol-
lowed these steps.

1. Clearly state the research question.

2. Consider the characteristics of the sample and the variables in question. On what
scale is the variable measured? What is the distribution of the variable? Is it known or
can a normal distribution be assumed?

3. State the null hypothesis and the alternative hypothesis. Do the data require a one-
sided or two-sided test?

4. Set alpha and beta errors.

5. Based on your answers to numbers 2, 3, and 4, what type of statistical test should be
used (see Table 10-1)?

6. After data collection, calculate the test statistic.

7. Determine the p value or the confidence interval in order to accept or reject the null
hypothesis.

TABLE 10-1. OVERVIEW OF STATISTICAL TESTS

Two Related Three or More
Two Independent Samples Three or More Related Samples
Type of Data Samples (Paired/Matched) Independent Samples (Paired/Matched)
Nominal Chi-square McNemar Chi-square
Ordinal Mann-Whitney U Sign test Kruskal-Wallis Friedman
Wilcoxon signed
ranks
Interval or ratio  Parametric Parametric Parametric Parametric
t-test paired t-test ANOVA ANOVA
Repeated measures
Nonparametric Nonparametric Nonparametric Nonparametric
Mann-Whitney U Wilcoxon signed Kruskal-Wallis Friedman

ranks
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COMPARING TWO GROUPS

Parametric Tests
t-Test for Independent Samples

The t-test for independent samples (also referred to as the Student’s t-test) is a statistical
method used to test for differences between the means of the two independent groups. The
null hypothesis assumes that the means of the two populations are equal. This test statistic
can be used to compare two groups of equal sample size or two unequal sample size groups.
The equations differ slightly but both rely on the following assumptions.

Assumptions:

1. The two samples are random samples drawn from two independent populations of
interest.

2. The measured variable is approximately normally distributed and is continuous.

3. The variable is measured on an interval or ratio scale (for example, the effect on
blood glucose levels or a difference in white blood cell counts).

4. The variances of the two groups are similar; this is known as the requirement of
homogeneity of variance. This can be difficult sometimes for the reader to determine.
This really needs to be described in the materials and methods section by the
researcher. Otherwise, the reader will have to look at demographic data provided by
the authors to determine how similar the study groups really are. Studies that do not
provide this type of information should be questioned.

A ttest can still be performed if there is a violation of the last assumption. If the vari-
ances are shown to be different, a t-test that does not pool the variances is used.

{-Test for Matched or Paired Data

If there is a violation of the first assumption, a different type of t-test is performed. In med-
ical research, paired or matched data are often used. Matching or pairing data is a good way
to control for issues that may confound or confuse the data. In pairing data, the same subject
is used to collect data for both groups. In many instances, a crossover design is used so that
the same subject receives all treatments. A good example of paired data is a pretest, and
posttest design. For example, if a group of students are given a pretest, testing their thera-
peutic knowledge prior to rotations, and then provided a posttest after rotations, a
researcher would pair their pretest scores with their posttest scores for statistical purposes.
In matching data, the subjects from one group are matched on certain factors or conditions
relevant to the study to a subject in the other group. For example, in the study with the cal-
cium channel blockers and diabetes, the researcher may find it helpful to match age, gen-
der, and age at first diagnosis between the two groups. Therefore, the data from the two
groups are no longer independent because they have been matched or paired. In addition
to matching subjects between groups, researchers can also use a crossover design that
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allows the same subject to receive more than one treatment within a study. The researchers
will use the same study subject as their own control as part of the crossover design. When
this design is used it is similar to the pretest/posttest design and also requires a paired
t-test. When the first assumption is violated and the samples are no longer independent, a
paired t-test is the appropriate statistical test.

A common error often made by researchers is the use of the t-test when they are study-
ing more than two groups (comparing two groups at a time). The t-test can be used only when
comparing two groups. When looking at more than two groups other tests such as ANOVA
are appropriate.=

Nonparametric Equivalents to t-Tests
For Independent Samples
Mann-Whitney U Test

The nonparametric Mann-Whitney U test can be used when data are measured on an ordinal
scale, are not normally distributed or when the variable is discrete. In this situation, the t-test
is not appropriate to compare the samples, but the Mann-Whitney U test can be used in its
place.

For Matched or Paired Samples
Sign Test

The sign test is a nonparametric test used with paired or matched ordinal data. The sign test
involves determining if there is a positive (+) or negative (-) difference between the pairs
(i.e., which treatment was better or worse than the other). The test involves determining if
the probability of the + and - values is actually occurring. If the sign test is statistically sig-
nificant, it shows that a larger portion of the data were either positive (one treatment was
better than the other) or negative (one treatment was worse than the other). Otherwise, if
the sign test is not statistically significant, then the treatment groups would be deemed
equal.

Wilcoxon Signed Ranks Matched Pairs Test

This nonparametric test can be used when data are matched or paired, but do not meet
assumptions 2, 3, and 4 for the parametric paired t-test. When paired or matched data are
measured on an ordinal scale or the variable is not normally distributed within the popula-
tion, the Wilcoxon signed ranks test can be used as the test statistic. This test is often pre-
ferred over the sign test because it reflects the magnitude of difference between the pairs.
This test actually requires a rank order of the differences of the pairs and provides a rank
order of the positive and negative differences.”™
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COMPARING MORE THAN TWO GROUPS

Parametric
Analysis of Variance (ANOVA)

The null hypothesis of ANOVA assumes that the means of the various groups being com-
pared in the study are not different. In testing the null hypothesis, it is not possible to sim-
ply compare the mean of each group with every other mean, but rather it is necessary to
use the ANOVA to partition the variance in a set of data into various components. The test
then determines the contribution of each of these components to the overall variation. The
components compared include the total variance for the complete data set, the variance
within each group of the data set, and the variance between each group within the data set.
The error within each group is called the error variance. The total variance is compared to
the error variance. If there is a large difference in this comparison, it is attributed to a dif-
ference between groups, which can be related to the treatment or intervention. In certain
types of ANOVA designs, the main effect of a variable can be contrasted with interactions
hetween variables. The main effect is the effect of the variable by itself on the outcome and
an interaction is defined as two variables whose relationship with each other explains the
outcome.

The test statistic calculated for ANOVA is the F statistic. As with the t-test, there are sev-
eral different types of ANOVA testing that depend on the experimental design. The assump-
tions for all types of ANOVA are the same.

Assumptions:

1. Each of the groups is a random sample from the population of interest.
2. The measured variable is continuous.

3. The variable is measured on a ratio or interval scale.

4. The error variances are equal.

5. The variable is approximately normally distributed.

The first assumption cannot be violated. If assumptions 2 through 5 cannot be met,
one should consider a nonparametric test equivalent, such as the Kruskal-Wallis or
Friedman test.

Types of ANOVA Tests

Completely Randomized Design ANOVA with Fixed Effects

This test involves a random assignment of subjects to various treatment groups, but the inves-
tigator chooses the treatments for each group. For example, if researchers wanted to compare
the cardiovascular side effects of tricyclic antidepressants (TCAs), patients would be randomly
assigned to groups, but the researchers would assign which TCA each group would receive.
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Completely Randomized Design ANOVA with Random Effects

This test includes random assignment of subjects with random treatment effects. Compared
to the previous example, the patients would be randomly assigned to groups and the treat-
ment with TCAs would be random as well.

Randomized GComplete Blocks Design ANOVA

This test is also referred to as a two-way ANOVA without replication. Individuals are blocked
or grouped according to the characteristic whose variance one wishes to identify. The treat-
ments are chosen for each group. With the TCA example, individuals in the study would be
blocked based on a specific characteristic, such as their cardiovascular side effect profile
(electrocardiogram [ECG] changes), and then the researchers would assign treatments with
TCA after the side effect profile was controlled (blocked).

Randomized Complete Blocks Design ANOVA with Repeated Measures

With this test, the same individual is used for the repeated measurement. This is similar to
the paired t-test, but more than two measurements are involved. This test would be the same,
as the preceding example, except each patient would receive each treatment. In other words,
each patient would serve as his or her own control and receive all treatments.

Factorial Design ANOVA

When two or more factors interact with each other to produce either synergistic or antago-
nistic effects, the factorial design is appropriate. This test is also referred to as the two-way
ANOVA with replication. If the TCA example was taken one step further, the effect that ben-
zodiazepine therapy had on the TCA-induced cardiovascular side effects would be studied
using this design. In this example, there are two factors that need to be considered in the
statistical test. One factor is the cardiovascular side effects and the other is the effect of
benzodiazepine therapy. This statistical test looks at the interaction of cardiovascular side
effects with benzodiazepine therapy and how that changed the results related to treatment
with a TCA. For example, the researcher might want to know if benzodiazepine offered any
protective effect against cardiovascular side effects when a patient was taking a TCA.

Types of Post Hoc Comparisons

After getting a significant ANOVA result, a researcher knows that there is a difference among
the means of the different groups. Sometimes this is all that is necessary for the research. At
other times, the researcher may be interested in knowing which group is different from the
others. To answer this question, the researcher can do several post hoc comparisons to com-
pare the means of the groups two at a time. This is very different from performing separate
t-tests between each group (a common medical literature error). Rather than using separate
t-tests, there are several types of post hoc comparison tests that can be used with ANOVA.
The reason post hoc tests are used rather than separate t-tests is that the post hoc tests cor-
rect for the multiple error rates that would be associated with running the separate t-tests.
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It is important to realize that some post hoc tests are more conservative than others, mean-
ing they have less error associated with them. Post hoc procedures are very complex tests
and there are subtle differences between the various tests. Readers who want to understand
more about post hoc tests would be advised to find a good textbook devoted to just ANOVA
testing. The following tests are all post hoc procedures that may be cited in the literature:
Bonferroni correction, Scheffé method, Tukey Least Significant Difference, Dunnett, and
Newman-Kuels.>

Nonparametric Tests

The following tests are forms of nonparametric statistics that can be used when assumptions
for parametric testing cannot be used. These are essential tests for ordinal and/or nominal
data and when normal distribution cannot be assumed.

Kruskal-Wallis One-Way ANOVA

This is the nonparametric counterpart to the ANOVA with a completely randomized design.
When data do not fit the assumptions for a parametric test, this would be a reasonable non-
parametric alternative. The data need to be at least measured on an ordinal scale. Nominal
data are not appropriate for this type of statistical test. In addition, the samples must still be
drawn from independent populations (meaning they should not be paired or matched).

Friedman Two-Way ANOVA

This is the nonparametric counterpart to the randomized complete block design. Like the
Kruskal-Wallis, the data need to be of at least an ordinal scale.*™

DESCRIBING THE RELATIONSHIP BETWEEN TWO OR MORE VARIABLES

Correlation and Regression

Correlation and regression are used when there is an interest in exploring the relationship
between two or more variables. These analyses are applied to data to quantify and define the
relationship between the variables. An example may be the relationship between estrogen
use and cervical cancer. Correlation analysis allows for a quantitative measurement indicat-
ing the strength of the relationship between two variables. Correlation helps to determine
whether there is an association between two variables and also indicate the strength of the
association. In this description, association is one way of saying that one variable changes in
a consistent manner when the other variable changes. Correlation analysis does not assume
a cause and effect relationship. For example, creatinine and blood urea nitrogen (BUN) may
vary in relationship to one another, but BUN does not go up because creatinine goes up.
Instead, both are going up because of increasing renal failure. In comparison, regression
analysis is used to mathematically describe the relationship, such as predicting one variable
from other variables. Regression analysis or linear regression usually assumes some type of
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cause and effect relationship. In regression analysis, the independent variable or variables
explain the dependent variable. When more than one independent variable is analyzed the
technique is known as multiple linear regression.

Correlation
In correlation analysis, the following questions are asked:

1. Are the two variables related in some consistent and linear fashion?
2. What is the strength of the relationship between the two variables?

The measure of the strength of the relationship is the correlation coefficient, often
referred to as Pearson correlation coefficient or Pearson product moment coefficient. The
sample correlation coefficient is usually symbolized by a small .

The null hypothesis for correlation analysis is that 7 will be equal to 0, meaning that
there is no correlation or linear relationship. If 7 is not equal to 0, some relationship exists.
The value of 7 is important in determining the strength of the relationship and is a dimen-
sionless number that varies from 0 (no relationship) to positive or negative one (strongest
relationship). Therefore, if 7 is close to 0, a weak relationship exists; if 7 is closer to positive
or negative 1, a stronger relationship exists. A positive 1 depicts a perfect positive linear rela-
tionship, indicating that as one variable changes the other changes in the same direction.
Likewise, a negative 1 indicates a perfect negative linear relationship in which as one variable
changes the other changes in an inverse fashion.

Assumptions:

1. Random sample from the population of interest.
2. Variables are normally distributed.

3. Variables measured on an interval or ratio scale.
4. If a relationship exists, the relationship is linear.

Remember that correlation does not mean causation. Two variables may be correlated,
but that does not mean that one variable can be predicted from the other variable.

Regression

In regression analysis, the hypothesis is that there is a functional relationship that allows
prediction of a value of the dependent variable corresponding to a value of the independent
variable. Mathematically, a regression equation is developed that indicates that the depen-
dent variable is a function of the independent variable. This concept is frequently seen in
pharmacy-related information: for example, the relationship between the dose of gentamicin
and the blood level of gentamicin. A graph can be drawn with the data and a linear regression
line can be predicted from the graph. Therefore, regression analysis approximates an equa-
tion that describes the linear relationship between two variables (regression equation) and
constructs a line through the data points in a graphic presentation (regression or least
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squares line). Regression analysis answers the question of what proportion of the variance in
the dependent variable is explained or described by the independent variable. In regression
analysis, the coefficient of determination, also known as 7 (the square of the correlation
coefficient), is the indicator of explained variance. The coefficient of determination describes
the proportion of variance in the dependent variable explained by the independent variable.
The coefficient of determination varies from 0 to 1, and the closer to 1, the greater the
amount that variance in the dependent variable is explained by the independent variable. An
example would be how much does hypertension explain the variation in left ventricular
hypertrophy (LVH)? In looking at left ventricular size, how much of this size change can be
related to or explained by the individual’s blood pressure? For example, researchers could
discover that 60% of the changes that occur in left ventricular size are directly related to the
individual’s blood pressure.
Assumptions:

1. The independent variable is fixed and does not represent a random variable in the
population.

2. Dependent variable is normally distributed.

3. Observations are independent.

Simple Linear Regression

Simple linear regression is when there is only one dependent variable with only one inde-
pendent variable being analyzed. Within this test, the independent variable is analyzed to
determine how much it explains the change or variance in the dependent variable. The exam-
ple above of LVH and hypertension is representative of a simple linear regression. It would
help answer the question, how much does hypertension explain or predict LVH?

Multiple Linear Regression

Multiple regression is similar to simple linear regression, except that there is one dependent
variable with more than one independent variable. Multiple regression is used when a more
complex problem exists that involves multiple variables to predict the dependent variable. An
example of multiple regression would be the effect that stress and vitamin intake has on
blood glucose levels. One of the problems to be aware of in multiple regression is the possi-
hility that the independent variables may be intercorrelated, such that one independent vari-
able has some relationship with another independent variable. A correlation analysis is often
done to determine whether the independent variables are correlated to one another. If a rela-
tionship exists between the independent variables, it is often referred to as multicollinearity.
In the example of LVH, researchers may be interested in more than just the relationship to
blood pressure. They may also want to consider the relationship of LDL cholesterol, exercise
capacity, and blood pressure. The study may indicate that blood pressure explains 60%, LDL
cholesterol 20%, and exercise capacity 8%. This would help the researchers to understand the
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relationship these variables have in explaining changes in left ventricular size. It would also
demonstrate that blood pressure is a stronger factor than LDL cholesterol or exercise capacity.
Notice that these numbers do not add up to 100%. This outcome is common in regression
analysis, where other factors explain partly but not all of the changes. Often the researchers
do not know what the other factors are, or additional factors may need to be included in
future studies to determine their contributions. Sometimes when doing regression analysis,
a certain study variable may not explain any variance or less than 2% of the variance; this vari-
able is considered to be unrelated or not predictive of the outcome (dependent variable) >4

Nonparametric Tests for Correlation and Regression
Correlation Tests
Nominal Data

There are three nonparametric measures of association for nominal data. These include the
contingency coefficient, the phi coefficient, and Cohen’s kappa coefficient. When looking at
the correlation or association between nominal variables, the tests involve the degree of
frequency expressed within categories. The contingency coefficient involves the use of chi-
square, It is actually the square root of the chi-square statistic divided by the chi-square
statistic added to the sample size. One noted problem with this measure is that even with a
perfect relationship, the coefficient will never be one. The phi coefficient is a ratio of the
quantities found in a 2 x 2 contingency table. The 2 x 2 contingency table has four cells
labeled from a to d. The equation for phi is (ad - bc) /be. The kappa coefficient also involves
the 2 x 2 contingency table. This measure adjusts for error in data. So the equation for kappa
is equal to the observed agreement (from the table) minus chance agreement divided by 1
minus the chance agreement. The kappa coefficient is often considered the most desirable
measure for a 2 x 2 table. Usually researchers who use nominal data will just use descriptive
data to discuss the results of the study, it can add strength to the data when these coefficient
measures are used. These measures help the reader to make some inferences about the
strength of the association between the study variables. They provide a better way to show
some cause and effect rather than just looking at data presented as mere percentages. For
example, a reader might find it helpful to know that the coefficient shows a strong correlation
between the study variable and the outcome versus knowing that 52% of the sample
responded to the medication.

Ordinal Data

There are three nonparametric measures of association for ordinal data. The three mea-
sures are Spearman rank correlation, Kendall tau coefficient, and Kendall W coefficient.
Spearman’s 7 or Spearman’s rank 7 is the nonparametric equivalent to Pearson’s 7. When data
are measured on an ordinal scale or when other parametric assumptions are not met, Spear-
man’s 7 would be the appropriate test. Spearman correlation is based on the differences in
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the ranks of paired data. Kendall’s tau can be used for the same type of data as one would use
Spearman’s 7. However, Kendall’s tau does not require the mathematical calculations that
Spearman’s requires. Kendall’s tau relies on counting the ranks and comparing them to see
if they are in the right order. Kendall's W is utilized when there are multiple observations.
For example, if you were looking to see the extent of agreement between three different
observers of faculty teaching, you may have observations from the students, from the depart-
ment chairs, and from peer faculty members. Kendall’s W allows for the sum of the ranks of
the different observers. This helps the reader to understand how consistent the multiple
observers were in rating the outcome, This is especially crucial in study designs that require
multiple observers to evaluate fairly subjective data. If all of the observer ranks were similar
to one another, the reader would be able to put more faith in the outcomes than if the
observer ranks varied widely from one another.

Nonparametric Regression Tests

Logistic Regression

Logistic regression is similar to linear regression. The difference is that logistic regression
does not require the dependent variable or outcome variable to be measured on an interval
or ratio scale. In the medical literature, the dependant variable is often measured on an
ordinal scale. In this case, logistic regression would be preferred to linear regression.
Logistic regression can be used when assumption 2 of linear regression is not met. Logistic
regression can be performed as simple logistic regression (one dependent variable and one
independent variable) or as multiple logistic regression (one dependent variable and more
than one independent variables). Logistic regression also provides odds ratios for the data
determining outcome measures of risk. For example, a researcher would like to consider
what factors (independent variables) cause an increased risk of myocardial infarction
(ordinal scale dependent or outcome variable) in male adults less than 40 years of age. A
researcher might consider factors such as cholesterol level, exercise activity, and family
history as important independent variables. The researcher could use logistic regression to
analyze the data. Logistic regression would be able to provide the reader with how each one
of these variables contributed to the outcome of acute myocardial infarction. In addition, this
method gives the odds ratio for each variable. This gives the reader some perspective on
which of these variables might be the most important factor in the whole equation.

Log-Linear Analysis

Log-linear analysis is used to analyze categorical variables to determine if an effect exists
among the variables. Log-linear analysis treats all variables as categorical variables. Log-
linear analysis tries to determine if there is an association between the dependent variable,
the independent variables, and the interaction of independent variables. As with certain
ANOVA models, log-linear analysis allows the researcher to look at the main effects of each
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variable and likewise, analyze the interaction effects between the variables. In considering
the example provided above for logistic regression, the advantage of log-linear analysis
would be the ability to establish interactions between the variables. For example, how does
one’s family history interact with one’s cholesterol values to determine the outcome of acute
myocardial infarction.

Analysis of Covariance

Analysis of covariance (ANCOVA) is a technique that is used to analyze independent variables
that include both categorical data and interval level data. ANOVA and regression are two meth-
ods that can be used for interval level data. ANCOVA provides a way to combine ANOVA and
regression techniques when research involves categorical independent variables. ANCOVA
can be a useful test when researchers want to adjust for baseline differences among the differ-
ent treatment groups or therapies. An important assumption that must be met prior to doing
ANCOVA is that there is no relationship between the covariate and the treatment variables. A
good example of a study design that would lend itself to an ANCOVA test would be if a
researcher wants to determine what effect three different calcium channel blockers may have
on left ventricular ejection fraction, controlling for the independent variable of gender. Gender
would be the covariate and the treatment would be the drug therapy. The assumption would
be made that gender was not correlated with the drug therapy of a calcium channel blocker.
In addition, ANCOVA can be performed with multiple covariates within a particular study
design. In the previous example, the study may have also included ethnic background as a
covariate >

OTHER NONPARAMETRIC TESTS

Chi-square

Chi-square is the most commonly reported and used nonparametric statistical test. This
test can be used with one or more groups and compares the actual number within a group
to the expected number for that same group. The expected number is based on theory, pre-
vious experience, or comparison groups. Chi-square tests are used to answer research
questions related to rates, proportions, or frequencies. Chi-square analysis is an appropri-
ate test for evaluating nominal and ordinal data; however, it is probably most useful in ana-
lyzing nominal data (i.e., categorical data such as male and female). When evaluating
ordinal data, other methods that preserve the ranking may be preferred over chi-square.

Assumptions:

1. Frequency data.

2. The measures are independent of one another.

3. Categorization of the variables or that the variables are best described by placing
them into categories.
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Contingency Tables

Categorical data are often arranged in a table consisting of columns and rows with individual
data fitting into one of the designated squares. The rows represent the categories of one vari-
able and the columns represent the categories of the other variable. The chi-square test is
essentially the comparison of the expected frequencies in each cell compared to the actual or
observed frequencies in those same cells. If the frequencies from the observed to the
expected are significantly different, the independent variable had some effect on the depen-
dent variable. This chi-square test is also known as the chi-square test of association. The most
common contingency table is the 2 x 2 table. An example is cigarette smoking and its effect on
lung cancer. The rows would be cases with lung cancer and controls without lung cancer. The
columns would be exposure to the risk factor cigarette smoking or nonexposure to the risk
factor cigarette smoking. The 2 x 2 contingency table would appear as the following:

Lung cancer
Yes No
Yes | Number of patients | Number of patients

Cigarette smoking

No | Number of patients | Number of patients

The researcher would then compare the expected with the observed to determine
whether cigarette smoking contributed to lung cancer.™

Fisher Exact Test

Sometimes in performing a study, a cell within the matrix will have an expected frequency
of less than five or the sample size may be small; the most appropriate type of analysis for
this case is called a Fisher Exact Test. This situation usually occurs when the number of
people being studied or the number of individuals who are expected to have a particular out-
come is small. It is important to remember that it is the expected cell frequency and not the
actual cell frequencies observed that will determine whether the Fisher exact test should be
used. A researcher should be able to calculate the expected cell frequency before collecting
the data.

McNemar’s Test (Paired or Matched Data)

The usual chi-square test cannot be used for paired or matched data, because this violates the
assumption of independence. Therefore, when matched or paired nominal data are collected
as part of the research design, the appropriate statistical test is McNemar test. In the lung
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cancer study, if the subjects were matched for gender, paired data would be placed in the
contingency table and a McNemar test could be performed.

Mantel-Haenszel Test

The Mantel-Haenszel test is necessary when analyzing stratified data. In performing
research, it may often be necessary to stratify data based on some factor that may be con-
founding or confusing the data. In the lung cancer example, what would the effect be of pas-
sive smoke on the rate of lung cancer? Were any of the nonsmokers or smokers also exposed
to passive smoke? In this case, the researchers would stratify the data based on exposure to
passive smoke. Therefore, the data would be presented as two separate 2 x 2 contingency
tables. One table would be for passive smoke exposure and the other for no exposure to pas-
sive smoke."""

SURVIVAL ANALYSIS

There are four basic assumptions that must be met prior to doing survival analysis. They are
the following:

1. Each person must have an identified starting point and each subject at this point
should be as similar as possible in the diagnosis of the illness (i.e., length of Type I
diabetes since diagnosis).

2. A clearly defined outcome or endpoint.

3. Dropout rates should be independent of the outcome (i.e., loss to follow-up).

4. The diagnostic and therapeutic practices did not change during the observational
period.

Survival analysis is done with observational studies in which the outcome variable may
have significant variability in the time it takes to reach the defined outcome. This outcome
could be a time period that a subject takes to develop the disease state of interest or it could
be an outcome such as death. This outcome could occur at anytime within the study time-
frame or sometimes may not occur at all within the allocated time for the study. Sometimes
within these observational study designs, enrollment may take place over a specified period
of time (i.e., 3 months or 3 years). Not all subjects enter at time 0. In addition, subjects may
also drop out of the study or be lost to follow-up. Typically when these situations happen, sur-
vival analysis is preferred and used to analyze these types of data because survival analysis
will place each subject at time 0 and follow them until the designated outcome is met or the
study ends, whichever comes first. Some common examples of this type of study analysis
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would include things like the timeframe to develop complications as it relates to diabetes or
5-year survival rates for cancer after treatment with chemotherapy or radiation.

There are two methods of looking at survival data. The first is referred to as the actuar-
ial method for survival analysis. This method takes fixed time periods or endpoints. So a
researcher could pick fixed time periods, such as 6 months, 1 and 2 years. With this method,
the number of patients who have survived to these endpoints are counted. This method does
not account for actual days, months, or years of survival, just who reaches that endpoint. So
a subject could die at 5 months and 29 days and not be included in the 6-month analysis. The
second technique is called the Kaplan-Meier survival analysis. The advantage to this method
is that the actual length of time is measured for the endpoint or outcome. In the previous
example, the subject who died at 5 months and 29 days would be in the analysis. Kaplan-
Meier is considered to be superior to the actuarial method, especially when the sample size
is less than 50.

Cox’s Proportional Hazards Model

Adjusting survival data based on subject differences at the beginning of the study can be
accomplished in one of two ways. If a researcher is concerned about group differences as it
relates to a covariate that is a dichotomous variable (such as gender), then a Mantel-Haenszel
test can be performed by stratifying for the variable. If a researcher is concerned about group
differences at baseline that relate to a covariate that is measured on a continuous scale then
Cox’s proportional hazards model is used. This technique allows researchers to look at sur-
vival data and adjust for differences in the groups such as age or blood levels. In many cases,
Cox’s proportional hazards model can provide a better analysis of survival data by controlling
for confounding issues or by showing differences in survival by baseline characteristics. For
example, since survival data can depend on so many different factors than just treatment
type, a researcher would use Cox’s proportional hazards to try and control for as many con-
founding issues (such as tumor size, tumor staging, age of patient, and other comorbid con-
ditions) so that they could identify what affect the treatment had on the cancer survival
outcome.

MULTIVARIATE ANALYSIS

Multivariate analysis is a means to study multiple dependent variables simultaneously versus
the univariate techniques previously described in this chapter, which allow for only one
dependent variable to be analyzed at a time. The multivariate technique is a superior tech-
nique for handling multiple dependent variables, rather than performing multiple univariate
tests to determine the significance of each dependent variable independent of each other. In
the calcium channel blocker example, the researcher may be interested in two outcomes of
the drug therapy. The outcomes or dependent variables could be systolic blood pressure and
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blood glucose levels. With the univariate t-test, these two dependent variables would be ana-
lyzed separately from each other. Whereas, a multivariate technique would be more appro-
priate because often the two dependent variables when measured for the same person can be
correlated to each other.

Discriminate Function Analysis

Discriminate function analysis is used when the researcher wants to account for differences
among the variables. This analysis is also a multivariate technique that has multiple depen-
dent variables. What discriminate function analysis tries to do for the researcher is to indicate
which variables are the most important ones in explaining the differences in the groups.
Therefore, it tries to find the variables that best discriminate between the groups. This tech-
nique can be used with two or more than two groups. Wilks lambda is used to test for statis-
tical significance (establish a p value). Discriminate function analysis can be done after
finding a statistically significant value for data analyzed using other statistical tests. This type
of test can help to discriminate which variables explained the differences noted. This statisti-
cal test has gained some popularity because of its ability to take multiple study variables and
statistically pull out the most essential variables to describe the data. This method should be
looked at as a means to eliminate nonessential variables and find a way to focus on the ones
that really explain or describe the data. An example would be if a pharmacy college wanted to
see what variables predict which graduates pursue residency programs. The college could
collect different variables about their students over a period of time and then look at those
who chose residencies and those who did not. By doing a discriminate function analysis, they
would be able to better predict what variables or factors appeared to explain a student’s
desire to do a residency versus those variables that explained why someone did not chose a
residency option.

Factor Analysis

Factor analysis is a multivariate technique that can be used to explore patterns in data, con-
firm researchers’ suggested hypotheses, or reduce correlated variables into related factors.
A factor is an underlying related phenomena that more than one variable may help to
explain. In factor analysis, a model is developed that explores the relationship of the vari-
ables to the factors and the factors to the dependent (outcome) variables. This model can be
developed by the researcher prior to undertaking the research as part of a theory (a priori)
and then be used to test the accuracy of the proposed (hypothesized) model. In addition to
trying to prove a hypothesized model, factor analysis can be used to develop a model after
the factor analysis has been done by the researcher depending on the statistical reporting of
the tests. For example, a researcher may be trying to identify what factors affect a pharma-
cist’s ability to counsel a patient. Researchers may decide that there are three factors that
they feel influence patient counseling by the pharmacist. They title these factors as
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patient demographics, pharmacy setting, and communication skills. The researcher may
decide to measure the following variables to help explain the factor described as pharmacy
setting: the number of prescriptions waiting, FTE technician help, number of phone lines
into the pharmacy, location of the pharmacy within the store, and/or the public’s access to
the pharmacist. After measuring each of these variables, the statistical program will produce
a correlation matrix for the variables and also give what is termed factor loadings. This
matrix and factor loading table provide a means to determine which variables explain a cer-
tain factor. The researcher can then decide if their model is sound or if another model should
be constructed and tested. The researcher can now design a model based on these known
factors and then gather data again to see how well the model works. On testing the model
again, the researcher might find that although the model explains some of the aspects of the
pharmacy setting other factors maybe necessary or are missing from the equation. The
researcher would then have the option of evaluating different factors and continue to refine
the model based on factor analysis."

OTHER TYPES OF STUDY DESIGN WITH STATISTICAL ANALYSIS

Meta-Analysis

Meta-analysis is a technique used to perform a study by combining previously published or
unpublished data. The researchers combine data from multiple sources (independent clinical
trials) and reanalyze the data hoping to strengthen the conclusions. This study design is used
to increase the power of a study or improve the effect size (clinical detectable difference) by
combining studies. It can be helpful when clinical trials may conflict in their conclusions.™
Sacks et al. have published six major quality points for meta-analysis studies. These include
looking at the (1) study design, (2) ability to combine the data from the studies selected, (3)
control bias within studies, (4) statistical analysis, (5) sensitivity analysis, and (6) application
of the results from combined studies.” It is essential that the authors of the meta-analysis pro-
vide explicit criteria for how a study ended up in their analysis. From a statistical standpoint,
meta-analysis involves very complex statistical techniques. When looking at a meta-analysis,
it is important to analyze two areas. The first is to determine if they did a test of homogene-
ity. This test tells the reader if the outcome variables used in the different studies were very
similar. In other words, did each study that was being combined into the analysis have simi-
lar characteristics as it related to the outcome variables? The second area is to determine if
they did sensitivity analysis. As with the test of homogeneity, sensitivity testing is also
extremely valuable in determining as a reader if the meta-analysis was sound. Sensitivity
analysis is a means for the researchers to determine if certain trials were excluded or
included in the study, how would it change the results they found. How would the inclusion
or exclusion of trials affect the outcome variables or would it change the test of significance?
It is a means to show the reader that the results would have been the same regardless of the
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inclusion or exclusion criteria of the related studies. Many types of bias can also adversely
affect a meta-analysis design. The reader is referred to the drug literature evaluation chap-
ters for the discussion of bias. One way that researchers have found to detect and quantify
bias in a meta-analysis has been by using funnel plots. A funnel plot is a graphing of the trials
effect size versus the sample size. The results are then plotted against a measure of precision,
such as the standard deviation or variance. A funnel shaped plot will form as the precision or
similarity of the studies increase. If a funnel shape does not appear or if there is asymmetry
in the plot, this may indicate discordance among the different study results selected for the
meta-analysis. In general, a good meta-analysis will present homogeneity tests and sensitivity
analysis.

Statistics are an integral part of evaluating the medical literature. Understanding the vari-
ous assumptions is essential to the basic foundation of statistical testing. The reader is
encouraged to look at the medical literature and determine whether the basic assump-
tions have been met. Once this issue has been resolved, refer to Table 10-1 and decide
whether the appropriate statistical test was chosen. The correct selection of a statistical
test is an integral part of assuring that the research conclusions are accurate. Keep in
mind that this chapter is by no means comprehensive for all types of statistical tests. The
field of statistics is rapidly changing and different techniques continue to be developed
and validated.

1. A researcher is looking at the effect that high pH soil has on the color of soybean
leaves. The colors are classified as light green, dark green, blue-green, and yellow-
green. What kind of measurement variable is leaf color?

2. A researcher is evaluating 60 patients using a crossover design to determine whether
propranolol or hydrochlorothiazide is more effective in managing isolated systolic hyper-
tension. What is the appropriate statistical test to analyze whether there is a difference in
the mean blood pressure when using propranolol and hydrochlorothiazide?

3. A researcher has completed a cohort study on the effects of fertilizer on the devel-
opment of breast cancer in women who live or work on farms. Will the researcher be
calculating relative risk or an odds ratio?
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4.

5.

A study has been performed that evaluates the effect that smoking has on the devel-
opment of lung cancer. The researcher is looking at smokers versus nonsmokers
who did or did not develop lung cancer. However, the researcher wants to stratify the
data to look at the effects of passive smoke. What statistical procedure would be best
for this type of research question?

A study was performed that evaluated the difference in platelet count after patients
were treated with heparin, low molecular-weight heparin, and warfarin. Three hun-
dred patients were enrolled and randomly assigned to one of the three treatment
groups. What is the best statistical procedure to evaluate the difference between the
mean platelet counts?
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