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When Springer Academic invited me in 2008 to write a handbook of argumentation
theory, I realized two things immediately — first, that the time was indeed ripe for
publishing a new overview of the state of the art in argumentation theory, and
second, that it would be wise to carry out this project with a small group of
competent authors who could easily work together. Both considerations were
based on my experience with these kinds of projects.

As far as I am concerned, the history of the present project starts in the early
1970s, when I set off writing the first handbook of argumentation theory with Rob
Grootendorst and Tjark Kruiger. The resulting overview of the state of the art,
published in 1978 in Dutch as Argumentatietheorie, was already in 1981 followed
by a second, considerably enlarged edition. English translations of this handbook
were published in 1984 and 1987 by two different publishers. To do justice to the
rapid developments in the field, in the early 1990s I thought it necessary to prepare
a new, updated overview. I invited a group of internationally prominent argumen-
tation scholars to join me. The study we coauthored, Fundamentals of Argumenta-
tion Theory, was published in 1996.

During the past two decades, argumentation theory has further matured as
a discipline and the number of publications devoted to argumentation has grown
considerably. Neoclassical theoretical approaches to argumentation, such as the
Toulmin model and the New Rhetoric, have inspired new developments. In addi-
tion, prominent approaches of a more recent date, such as Informal Logic and
Pragma-Dialectics, have expanded in various ways. Meanwhile, Formal Dialectic
and other formal approaches have also been pursued further. Promising connections
between argumentation theory and artificial intelligence have been established.
Moreover, important new approaches have come into being, sometimes inspired
by disciplines distinct from, but related to, argumentation theory. Another striking
and noteworthy development is that the theoretical interest in argumentation has
now spread worldwide.

It is clear that, 20 years after the completion of the manuscript for the previous
overview, it is high time for a grand update. To make this happen, I have invited five
Dutch colleagues to coauthor the new Handbook of Argumentation Theory with me:
Bart Garssen, Erik C. W. Krabbe, A. Francisca Snoeck Henkemans, Bart Verheij,
and Jean H. M. Wagemans. All of them are active argumentation scholars with the
required kind of expertise. They have experience with carrying out joint writing
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projects, with other authors as well as with each other. As we all live in The
Netherlands, we could easily meet whenever it was needed. It was decided from
the start that the authors would be together responsible for the entire text of the
handbook. Although there was, of course, a certain division of labor, this shared
authorship was from the beginning reflected in the working process. The first drafts
of some chapters were written by two or more authors, and in all cases several other
members of the team contributed to the revision of the texts.

In the Handbook of Argumentation Theory, we have tried to do justice to the
broadness of the field and the existing variety in the theoretical approaches that are
pursued. Hence, it goes without saying that for all topics we were dealing with, we
needed profound and serious feedback from several specialists in the field. For that
purpose, a board of editors was formed, consisting of scholars who are leading
experts in the topics discussed and the theoretical approaches described. As we had
hoped and expected, the members of the board have commented critically and
precisely on earlier versions of all chapters of the handbook. The argumentation
scholars who served as members of the board are mentioned in the Acknowledg-
ment section, together with their affiliations and the chapters they reviewed.
Without their invaluable assistance, the overview presented in this volume could
certainly not have been given. On behalf of all authors, I want to emphasize that we
are most grateful for their constructive comments and criticisms.

Another kind of indispensable help has come from prominent argumentation
scholars in non-Anglophone countries and from scholars from disciplines related to
argumentation theory. They provided us with the material we needed in order to be
able to describe the developments in the field. In addition, they also contributed
greatly in improving these descriptions. Their assistance made it possible to add the
last chapter to the handbook, in which the disciplinary and geographical broadening
of argumentation theory is at issue. For this reason, their names and the sections
they advised about are mentioned explicitly below — accompanied by an expression
of our sincerest thanks to all of them.

Chapter 4: Lilian Bermejo-Luque (University of Granada) and Vincenzo Lo
Cascio (University of Amsterdam)

Chapter 9: Thierry Herman (University of Neuchatel and University of
Lausanne) and Alaric Kohler (University of Neuchatel and HEP-BEJUNE)

Chapter 11: Jacky Visser (University of Amsterdam), Charlotte Vlek (University
of Groningen), and Sjoerd Timmer (Utrecht University)

Section 12.2: Isabela Fairclough (University of Central Lancashire), Norman
Fairclough (University of Lancaster), and Constanza Thnen Jory (University of
Chile)

Section 12.3: Ademar Ferreira (University of Sdo Paulo) and Gabor A. Zemplén
(Budapest University of Technology and Economics)

Section 12.4: Daniel O’Keefe (Northwestern University)

Section 12.5: Steve Oswald (University of Neuchatel)

Section 12.6: Jes E. Kjeldsen (University of Bergen, Norway), Mika Hietanen
(University of Uppsala), Juho Ritola (University of Turku), and Miika Marttunen
(University of Jyviskyld)
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Section 12.8: Henrike Jansen (Leiden University)

Section 12.9: Michel Dufour (Sorbonne Nouvelle Paris), Raphaél Micheli
(University of Lausanne), and Michel Meyer (Free University, Brussels)

Section 12.10: Sara Rubinelli (University of Lucerne and Swiss Paraplegic
Research)

Section 12.11: Katarzyna Budzynska (Polish Academy of Sciences), Marcin
Koszowy (University of Bialystok), Igor Z. Zagar (Educational Research Institute,
Ljubljana and University of Primorska, Koper), Donka Alexandrova (Sofia Uni-
versity St. Kliment Ohridski), Anca Gatd (Dundrea de Jos University of Galati),
Gabrijela Kisicek (University of Zagreb), Lasz16 1. Komlosi (University of Pécs),
Géabor Zemplén (Budapest University of Technology and Economics), and Ana
Dimiskovska (Ss. Cyril and Methodius University, Skopje)

Section 12.12: Lilit Brutian (Yerevan State University), Vadim Golubev
(St. Petersburg State University), Kira Goudkova (St. Petersburg State University),
Lev Vasilyev (Kaluga State University), Anatoliy Migunov (St. Petersburg State
University), and Elena Lisanyuk (St. Petersburg State University)

Section 12.13: Cristian Santibafiez Yafiez (Universidad Diego Portales Santiago
de Chile), Constanza Ihnen Jory (University of Chile), Fernando Leal (University of
Guadalajara), and Maria Cristina Martinez (University of Valle)

Section 12.14: Henrique Jales Ribeiro (University of Coimbra), Dima Moham-
med (New University of Lisbon), and Marcin Lewinski (New University of Lisbon)

Section 12.15: Galia Yanoshevsky (Bar-Ilan University)

Section 12.16: Dima Mohammed (New University of Lisbon) and Abdul Gabbar
Al Sharafi (Sultan Qaboos University, Oman)

Section 12.17: Takeshi Suzuki (Meiji University, Tokyo)

Section 12.18: Minghui Xiong (Sun Yat-sen University, Guangzhou) and Yun
Xie (Sun Yat-sen University, Guangzhou)

31 August 2013 Frans H. van Eemeren
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1.1 Argumentation as a Topic of Research

Argumentation is a phenomenon we are all familiar with. We do not only know it
from formally regulated juridical and parliamentary debates but also from less
formal discussions at work, from editorials and letters to the editor in the newspa-
per, and even from the more informal exchanges we have at home about what to
think of something or how something should be done. Argumentation is in fact
already put forward right after we get up in the morning and point out at breakfast
for what reasons we should not be expected to do the shopping today. There is
argumentation, again, when during the coffee break we illustrate profusely to our
colleague that the movie she recommended watching is actually not worth seeing
and again when we try to persuade her a moment later, after we have resumed work,
to change her priorities in dealing with the tasks we are faced with. And so it goes
on during the whole day. In other words, argumentation is omnipresent, all day and
everywhere.

F.H. van Eemeren et al., Handbook of Argumentation Theory, 1
DOI 10.1007/978-90-481-9473-5_1,
© Springer Science+Business Media Dordrecht 2014



2 1 Argumentation Theory

Argumentation arises in response to, or in anticipation of, a difference of
opinion,! whether this difference of opinion is real or merely imagined.” More
often than not, the difference of opinion does not take the shape of a full disagree-
ment, dispute, or conflict, but remains basic: There is one party that has an opinion
and there is another party that is in doubt as to whether to accept this opinion.
Argumentation comes into play in cases when people start defending a view they
assume not to be shared by others. Not only the need for argumentation, but also the
requirements argumentation has to fulfill, and the structure of argumentation are
connected with a context in which doubt, potential opposition, and perhaps also
objections and counterclaims arise. Normally, when argumentation is put forward it
is presumed that the addressee is not yet convinced of the acceptability of the
“standpoint” at issue. Otherwise advancing argumentation would be pointless.

If the standpoint at issue is, for instance, my contention that the King of the
Netherlands is inaugurated in Amsterdam, my argumentation to defend this stand-
point against your doubt could be as follows: “Amsterdam is the capital of
the Netherlands and the King of the Netherlands is inaugurated in the capital.”
Argumentation always consists of a constellation of expressed thought contents,
called propositions, advanced in defense of the standpoint at issue. Such
propositions can be of various kinds and of various degrees of complexity. The
simplest propositions make a connection between a subject (i.e., someone or
something talked about) and a predicate (i.e., a property that is assigned to the
subject). In the proposition Amsterdam is the capital of the Netherlands, for
example, the property of being the capital of the Netherlands (the predicate) is
assigned to the city of Amsterdam (the subject), and in the proposition the King of
the Netherlands is inaugurated in the capital, the property of being inaugurated in
the capital (the predicate) is assigned to the King of the Netherlands (the subject).

When the standpoint that is defended is positive, i.e., expresses a positive
position regarding the proposition involved, the constellation of propositions that
constitutes the argumentation is to increase the acceptability of the standpoint by
justifying the proposition involved in the standpoint. “I think that the King of the
Netherlands is inaugurated in Amsterdam, because Amsterdam is the capital of the
Netherlands and the King of the Netherlands is inaugurated in the capital” is an
example of this positive variant. When the standpoint that is defended is negative,
i.e., expresses a negative position regarding the proposition involved, the constel-
lation of propositions that constitutes the argumentation is to increase the accept-
ability of the negative standpoint by refuting the proposition involved in the
standpoint. An example of this negative variant would be: “I do not think that
the King of the Netherlands is inaugurated in The Hague, because The Hague is not

"In our usage, if they are to be taken seriously, people who put forward argumentation can always
be held to trying to resolve a difference of opinion, even if they only go through the motions, and a
communicative activity that is not aimed at resolving a difference of opinion is not considered as
argumentation.

2 A difference of opinion can be overt and expressed explicitly, but it may also be covert and
remain implicit.
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the capital of the Netherlands and the King of the Netherlands is inaugurated in the
capital.” As a rule, the negative variant is used in response to (or in anticipation of)
someone else claiming the positive version of the same standpoint (“I think that the
King of the Netherlands is inaugurated in The Hague”).

A definition of argumentation suitable to be used in argumentation theory as an
academic discipline should, in our view, connect with commonly recognized
characteristics of argumentation as it is known from everyday practice. This means
that it is to be recommended to start developing our definition from the lexical
meaning of the word “argumentation” in ordinary language use. Without aiming to
include all possible meanings of argumentation in our definition, in this Handbook of
Argumentation Theory, we shall therefore take our point of departure in the general
understanding of the word “argumentation” inherent in ordinary usage. In this way
we intend to create an adequate basis for providing a more precisely delineated
definition of argumentation that is suitable for explaining the various topics that are
examined in argumentation theory and discussing the theoretical perspectives and
approaches of argumentation that have been developed.

In taking account of the meaning of the pivotal word “argumentation” in ordinary
usage, it is important to realize that there are striking differences between, on the one
hand, its lexical meaning in English and, on the other hand, the lexical meaning
of its — very common — counterparts in other European languages.’ Because these
differences relate to vital characteristics,* which have significant consequences for
the conceptualization of argumentation, they cannot be dismissed as idiosyncratic
peculiarities.” It is noteworthy that the counterparts (would-be equivalents) of
“argumentation” in other languages lack some traits that are confusing in the English
word. In addition, they already display certain characteristics that are crucial to a
definition of argumentation appropriate to argumentation theory.

A first relevant difference between the English word “argumentation” and its
counterparts in other languages is that in the latter both the meaning of argumenta-
tion as a process and its meaning as a product are naturally included. Without
stretching ordinary usage in any way, the Dutch word “argumentatie,” for instance,
can be used to refer to the process of argumentation (“Don’t interrupt me just now:
I am in the middle of my argumentation [argumentatie]”) as well as to the product
of argumentation resulting from it (“I have looked into your argumentation
[argumentatie] but I don’t find it very strong”).® In English usage this is not the

3 Among the counterparts of “argumentation” are in French “argumentation,” in German
“Argumentation,” in Italian “argomentazione,” in Portuguese ‘“argumentag@o,” in Spanish
“argumentacion,” in Dutch “argumentatie,” and in Swedish “argumentation.”

4 Our survey of the characteristics of argumentation is based on van Eemeren (2010, pp. 25-29).
3 Without jumping to unjustified conclusions about the relationship between language and think-
ing, it can be observed that the linguistic differences concerned may have an impact on how
argumentation is viewed and can be of influence on the theorizing.

S Because Dutch is our native language, we tend to rely in our comparisons with English usage in
the first place on similarities and differences with Dutch. Our observations, however, apply equally
to other languages.



4 1 Argumentation Theory

case —at any rate not so clearly, since the process meaning is predominant. This is
important because the process-product combination is a vital characteristic of
argumentation that is to be preserved in our definition.

A second relevant difference is that the non-English words for argumentation are
connected exclusively with constructive efforts to defend one’s position by con-
vincing the other party of the acceptability of the standpoint at issue. This means
that in these languages argumentation is associated with reasonableness and acting
reasonably.” Unlike the word “argumentation” and the related word “argument” in
English,® the non-English words for argumentation have nothing to do with
quarreling, skirmishing, squabbling, bickering, wrangling, haggling, or any other
negatively charged verbal activity. The Dutch word “argumentatie,” for instance,
refers to a deliberate effort to resolve a difference of opinion (real or projected) by
reasonably convincing the addressee.” Using argumentation implies making an
appeal to the reasonableness of the audience, irrespective of whether this audience
consists of just one interlocutor or, for instance, of all potential readers of a
newspaper. Due to the lack of any negative connotations, when starting from the
meaning of the non-English counterparts of the word “argumentation” in defining
argumentation, no artificial stipulations are needed to rule out undesired aggressive
meanings.

A third difference is that, unlike the English word “argumentation,” its
non-English counterparts refer only to the constellation of propositions put forward
in defense of a standpoint without including the standpoint itself as well.'” In this
usage, the argumentation in “You should not listen to Peter, because he is
prejudiced,” for instance, consists only of the statement that Peter is prejudiced
(and the unexpressed premise that prejudiced people are not worth listening to). The
standpoint expressed in the advice that you should not listen to Peter is being
defended by the argumentation, but is not part of this argumentation. Making this
distinction allows for a definition of argumentation in which the standpoint and the
argumentation put forward in its defense are viewed as connected but separate
entities, which facilitates the analysis and evaluation of their relationship and the
way in which this relationship is established in a particular case (van Eemeren and
Grootendorst 1984, p. 18).

7 This does not mean, of course, that in practice argumentation cannot be abused, so that in these
cases there is no matter of acting reasonably.

8 See, for instance, the description of “argument” in Negotiation: An A-Z Guide as “a destructive
form of debate” (Kennedy 2004, p. 22). Some negotiations, the guide observes, “never get beyond
argument.” According to Hample (2003, p. 448), ordinary arguers connect the English term
argument with “a close-minded pursuit of victory by one or both parties.”

°Resolving a difference of opinion does not mean aiming for a happy state of mutual consensus
that puts the argumentative process to a definitive end. Later on, the outcome achieved may not be
considered satisfactory, so the argumentative process is continued. On other matters the argumen-
tative process will continue to go on anyway.

10 A5 Tindale (1999, p- 45) explains, it is “the European fashion” to refer to the premises of an
argument as the argumentation and to the conclusion by using another term, such as standpoint.
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Although not too much should be made out of largely coincidental language
differences,'" it is clear that, in principle, the lexical meaning of its non-English
counterparts constitutes a better conceptual basis for defining argumentation as
a technical term in argumentation theory than that of the English word “argumen-
tation.” Hoping that our brief crosslinguistic comparison has provided some con-
ceptual clarification, we will start from the meaning of the non-English counterparts
in providing a definition of the (English) term argumentation. In defining this term,
we will also take account of some general characteristics of argumentation as we all
know it that are independent of any specific language. Let us consider the most
significant of them.

To start with, argumentation is not just a structural entity, but first of all a
communicative act complex consisting of a functional combination of communica-
tive moves. Although these communicative moves are usually verbal, they can
also be wholly or partly nonverbal, e.g., visual.'> Its communicative property
characterizes argumentation as a phenomenon of communicative discourse in the
broad meaning given to “discourse” in the field of study known as pragmatics. The
functional intent with which the communicative act complex of argumentation is
put forward is reflected in the structural design of the discourse.

Next, rather than being part of a monologue, argumentation is an interactional
act complex directed at eliciting a response that indicates acceptance of the stand-
point that is defended. Viewed in this way, argumentation is, in principle, part of a
dialogue with the addressee — and perhaps also with others instrumental in reaching
the addressee. This dialogue may be explicit, as is the case when argumentation is
advanced in a full-blown discussion, or implicit, as when it is directed at a
noninteractive audience or readership that may even not be physically present.
The interactional act complex of argumentation is shaped by the explicit or implicit
dialogue taking place in the argumentative discourse.

Further, rather than being just an expressive act free of any obligations, as a
rational activity of reason, argumentation involves putting forward a constellation
of propositions the arguer can be held accountable for. The commitments created
by argumentation depend not only on the propositions that are advanced but also on
the communicative function they have in the discourse. These commitments vary
according to the communicative and interactional choices that have been made in
the argumentative moves which together constitute the argumentation and the way
in which they are in the act complex of argumentation linked with the standpoint
that is being defended.

Finally, argumentation involves an appeal to the addressee as a rational judge
who judges reasonably rather than playing on their basic instincts and emotional

"' There is no reason, for instance, for jumping to Sapir-Whorf-like conclusions regarding the
relationship between language and thinking.
12 Because argumentation can also be nonverbal, we prefer to define it, in a more general way, as a

“communicative” rather than a “verbal” (“linguistic”’) act complex (cf. van Eemeren et al. 1996,
p- 2). See also Sperber (2000).
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hang-ups.'® Argumentation is not aimed at making the addressee accept a standpoint
automatically, as may happen in persuasion based on sentiments or prejudice. Instead, it
is aimed at convincing the addressee of the acceptability of the standpoint by making
them see that mutually shared critical standards of reasonableness have been met. Trying
to convince the addressee by means of argumentation relies on the idea that the other
party will approach the argumentation constructively, judging its soundness reasonably.

Although argumentation may be basically aimed at resolving a difference of
opinion about the acceptability of a standpoint, like any other communicative and
interactional act, it can also be used improperly.'* This happens, for instance, when
the arguer only goes through the motions of trying to convince the addressee but is
in fact not interested in gaining their acceptance — perhaps already knowing that the
measure that is advocated will be effectuated anyway. Even then, however, because
argumentation is advanced, the arguer can be held to be committed to resolve the
difference of opinion on the merits. Another example may be a television debate
between two political rivals at election time: Both of them will be in the first place
out to win over the potential voters watching television at home (“the gallery”) and
perhaps also to impress the media reporters, but in putting forward argumentation to
each other, they still have to proceed as if they are having a reasonable discussion."”

Recapitulating, we can now propose a definition of argumentation which is
lexical in the sense that it starts from ordinary usage and stipulative in the sense
that the description has been made more precise, explicit, and comprehensive with a
view to making use of it in explaining about argumentation theory.'® The definition
we provide combines, expressis verbis, the process dimension of argumentation as a
communicative and interactional act complex aimed at resolving a difference of
opinion and the product dimension of argumentation as a constellation of
propositions designed to make the standpoint at issue acceptable'”:

13 Although the terms rational and reasonable often seem to be used interchangeably, we think
that it is useful to make a distinction between acting “rationally” in the sense of using one’s faculty
of reason and acting “reasonably” in the sense of utilizing one’s faculty of reason in an appropriate
way. Acting reasonably presupposes acting rationally while observing at the same time the
appropriateness standards prevailing in the exchange concerned.

14f only because arguers may want to realize at the same time other, non-argumentative aims,
such as being viewed as nice or intelligent.

""Even in seemingly irresolvable controversies known as “deep disagreements,” the parties
usually keep pretending that they are trying to resolve their difference of opinion on the merits,
so that they cannot be accused of being unreasonable by the outside world.

' Our definition, which is based on van Eemeren (2010, p. 29), covers vital characteristics of
argumentation emphasized in nontechnical definitions of argumentation as an attempt at rational
persuasion or at influencing (or convincing) others by providing good reasons to justify a claim.
'71f argumentation is expressed verbally, this act complex has both a propositional content and a
communicative function (“illocutionary force”), just like most other speech acts, whether they are
elementary or complex (in the sense of compound). A set of speech acts only constitutes a complex
speech act of argumentation if both the propositional content of the constellation of propositions
involved and their joint communicative function meet the pertinent “identity conditions” (see van
Eemeren and Grootendorst 1984, pp. 29-46).



1.2 The Descriptive and Normative Dimensions of Argumentation Theory 7

Argumentation is a communicative and interactional act complex aimed at resolving a
difference of opinion with the addressee by putting forward a constellation of propositions
the arguer can be held accountable for to make the standpoint at issue acceptable to a
rational judge who judges reasonably.

In case argumentation pertains to a positive standpoint, it consists of pro-
argumentation aimed at justifying the proposition involved in the standpoint. In
case argumentation pertains to a negative standpoint, it consists of contra-
argumentation aimed at refuting the proposition involved in the standpoint.
The term argumentation refers in both cases to the whole constellation of
propositions that is put forward in defense of the standpoint. Because each of
the propositions constituting the constellation has its own share in providing
grounds for accepting the standpoint at issue, in principle, all these propositions
by themselves also have an argumentative function. This is expressed termino-
logical}%/ by calling them the reasons that make up the argumentation as a
whole.

1.2  The Descriptive and Normative Dimensions
of Argumentation Theory

The label argumentation theory covers the study of argumentation in all its
manifestations and varieties, irrespective of the intellectual backgrounds of the
theorists, their primary research interests, and their angles of approach. Other
general labels that are used, such as informal logic and rhetoric, refer in the first
place to specific theoretical perspectives on the study of argumentation (and
usually include also other research interests than argumentation). In order to
create a common background for our treatment of the most prominent
contributions to the study of argumentation in the following chapters, we shall
in this introductory chapter explain in a nutshell what the umbrella term argu-
mentation theory involves.

Because the standpoints at issue in a difference of opinion and the argumentation
advanced to support them can pertain to all kinds of subjects, the scope of argu-
mentation theory is very broad. It ranges from argumentative discourse in the public
sphere and the professional sphere to argumentative discourse in the personal
sphere. The types of standpoints supported by argumentation vary from descriptive
standpoints (“The King of the Netherlands is inaugurated in Amsterdam’) to
evaluative standpoints (“The Mahler concert in the Concertgebouw was excellent”)
and prescriptive standpoints (“’You should come with me to church this Sunday”)."
It is important to realize that argumentation is certainly not used only for truth

¥ Naess (1966) uses the term arguments for the separate propositions that together constitute an
argumentation, but because of the diffuse meaning of the English word “argument,” this is
confusing.

19 Whether standpoints are descriptive, evaluative, or prescriptive, they can always be
reconstructed as a claim to acceptance (van Eemeren 1987b).
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finding and truth preservation.zo In fact, when it comes to determining whether a
claim is true or not, if this is an option most people will prefer to seek recourse to
logical proof or empirical evidence.?' As can be observed in all walks of life,
argumentation is in a great many cases used for gaining approval with evaluative
standpoints involving ethical or aesthetic judgments or with prescriptive
standpoints involving practical or policy judgments.**

The fact that argumentation theory has such a wide scope does not mean that its
jurisdiction extends automatically to every claim to acceptability made in argumen-
tative discourse. Outside its jurisdiction are those cases in which it is clear that the
prerequisites for reasonable argumentative discourse have not been fulfilled. These
are cases in which, due to causes beyond their control, the states of mind of the
participants in the discourse or the communicative situation in which they operate
make a critical discussion impossible.23 This is, for instance, the case when the
arguer is completely drunk or is not allowed to speak freely because he or she will
be punished for doing so. Argumentation theory deals with factors playing a part in
resolving differences of opinion by means of argumentative discourse for which the
participants can be held responsible.**

Argumentative discourse aimed at resolving a difference of opinion in a reason-
able way has both a normative, critical dimension and a descriptive, empirical
dimension, and in argumentation theory, both dimensions need to be taken into
account.”® Scholars of argumentation are often drawn to studying argumentation by
their practical interest in improving the quality of argumentative discourse where
this is called for. In order to be able to realize this ambition, they have to combine
an empirical orientation toward how argumentative discourse is conducted with a
critical orientation toward how it should be conducted. To give substance to this
challenging combination, they need to carry out a comprehensive research program
that ensures that argumentative discourse will not only be examined descriptively
as a specimen of verbal communication and interaction but also measured against

20 Some theorists suggest otherwise. As Tindale (2004, p. 174) puts it, “Those most eager to enlist
a truth requirement among their criteria of argument evaluation are those who see truth as the
principal aim of argumentation.”

21 Argumentation generally has no major role to play in discussing a claim to acceptance when a
decisive solution can readily be offered otherwise.

22 Besides varying in nature, standpoints also vary in firmness (“It is certain that. . .” versus “If you
ask me...”) and scope (“All...” versus “At least some. ..”).

2 Following Barth and Krabbe (1982, p. 75), we call the prerequisites for reasonable argumenta-
tive discourse regarding the participants’ state of mind second-order conditions and the
prerequisites regarding the communicative situation third-order conditions (van Eemeren and
Grootendorst 2004, p. 189).

2*Nevertheless argumentation theory can be instrumental in laying bare cases in which the
preconditions for reasonable argumentative discourse have not been fulfilled.

% These two dimensions are reflected in the dual norm for the reasonableness of argumentative
moves: adequacy in resolving a difference of opinion (“problem validity”) and intersubjective
acceptability (“conventional validity”) (Barth 1972, and Barth and Krabbe 1982, pp. 21-22). See
Sect. 3.8, “Ness on Clarifying Discussions”.
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normative standards of reasonableness. If the descriptive study of communication
and interaction is called pragmatics, as is customary among discourse analysts, the
need for uniting in the study of argumentation this descriptive research with
normative research of argumentation can be realized by construing argumentation
theory as a branch of “normative pragmatics” (van Eemeren 1986, and, particularly,
1990).

In normative pragmatics, as we envisage it, argumentation scholars make it their
business to clarify how the gap between the normative dimension and the descrip-
tive dimension of argumentation can be bridged in order to integrate critical and
empirical insights systematically. In our view, the complex problems that are at
stake can only be solved with the help of a comprehensive research program
consisting of five interrelated components (van Eemeren and Grootendorst 2004,
pp- 9—41). On the one hand, the program has a philosophical component, in which a
philosophy of reasonableness is developed, and a theoretical component, in which,
starting from this philosophy, a model for argumentative discourse is designed. On
the other hand, the program has an empirical component, in which argumentative
reality as it manifests itself in communicative and interactional exchanges is
investigated. Next, in the pivotal analytical component of the research program,
the normative and the descriptive dimensions are systematically linked together by
a theoretically motivated and empirically justified reconstruction of argumentative
discourse. Finally, in the practical component, the problems that occur in the
various kinds of argumentative practices are identified, and methods are developed
to tackle these problems.”® The various components of the complex research
program of argumentation theory and their relationships are depicted in Fig. 1.1.

In developing a philosophy of reasonableness, argumentation theorists reflect
upon the rationale for the view of reasonableness that is to underlie their theoretical
model of argumentation. Should the standards for regarding argumentation accept-
able be based on an “anthropological” reasonableness conception that starts from
what is considered reasonable by the members of a certain communicative commu-
nity? Or would relativism then lead to an undesired proliferation of reasonableness
conceptions? Would a “geometrical” conception of reasonableness, which regards
argumentation to be acceptable only if it is built on indisputable foundations and
constructed in a logically flawless way, be a better alternative? Or would the
absolutism involved in applying these strict standards result in too rigid a concep-
tion of reasonableness? Could a “critical” conception of reasonableness that
replaces the justification of argumentation by systematic testing of the acceptability
of all argumentative moves perhaps be the solution? Or would this continual
discussion imply a conception of reasonableness that is not realistic??’

2The five components of a fully fledged research program in argumentation theory were
introduced in van Eemeren (1987a).

27 The philosophical tripartition used here is based on Toulmin (1976), who, in fact, distinguished
between these three approaches when dealing with the problem of giving an account of reasons for
believing something.



10 1 Argumentation Theory

1

PHILOSOPHICAL
COMPONENT
(reasonableness conception)

A

I

THEORETICAL
COMPONENT

(model of argumentation)

A

v \%
PRACTICAL
ANALYTICAL
—_—
COMPONENT COMPONENT

(improvement of
argumentative practices
and skills)

(systematic reconstruction of Lo
argumentative discourse)

I

EMPIRICAL COMPONENT
(factors and processes
determining argumentative reality)

Fig. 1.1 Components of the research program of argumentation theory

In argumentation theory, conceptions of reasonableness as we have just distin-
guished lead to the adoption of different standards for the validity, soundness, or
appropriateness of argumentation in the theoretical models that are based on these
conceptions. The anthropological conception generally results in the adoption of a
rhetorical model of argumentation identifying those properties of the argumentative
discourse that play a vital role in persuading an audience of the acceptability of the
standpoint at issue. Such a model is usually presented as a synthesis of potentially
persuasive communicative and interactional means, the persuasiveness of these
means being dependent on the context and the argumentative situation in which
the argumentative discourse takes place. The geometrical conception, which is
sometimes too hastily ascribed to formal logicians, is likely to appeal to rationalists
who aim at preserving certainty. This conception will generally result in the
adoption of a logical model of argumentation that is designed to provide universal
standards for assessing whether the argumentation that is advanced guarantees that
the standpoint defended is true if the premises are true. The critical conception will
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result in the adoption of a dialectical procedure for systematically testing the
acceptability of the standpoints at issue. Such a model takes the shape of a regulated
discussion in which arguments and critical responses are exchanged in accordance
with the rules of a dialectical discussion procedure.

Unlike in most other fields, the empirical research that is carried out in argu-
mentation theory does not constitute a test of the theoretical model that is favored.
This is because in this case the model of argumentation is a normative instrument
for assessing the quality of argumentation put forward in argumentative reality and
deviations from the model are no indication that the model is wrong.?® The model is
nevertheless a point of orientation for empirical research. It indicates which factors
and processes are worth investigating and which theoretical standards are to be
compared with the norms prevailing in argumentative reality.

Empirical research that is of interest to protagonists of a rhetorical approach will
concentrate on factors and processes inducing persuasiveness. This empirical
research tends to be of a qualitative kind, but a connection with quantitative
persuasion research is in fact very well possible.”” Protagonists of a dialectical
approach are particularly interested in empirical research that makes clear to what
extent the elements pertinent to the argumentative acting of ordinary arguers and
the standards these arguers adhere to agree with those included in the dialectical
model. As a rule, these dialecticians will be interested in explorative qualitative
research as well as in quantitative research based on these explorations that leads to
generic conclusions.

Analytical research in argumentation theory is aimed at reconstructing argumen-
tative discourse as it occurs in argumentative reality from the perspective of the
model of argumentation chosen as the theoretical starting point. Just as a logical
analysis involves a reconstruction in logical terms (e.g., in terms of propositional
logic), a rhetorical analysis boils down to a reconstruction making use of rhetorical
concepts and a dialectical analysis to a reconstruction from the perspective of a
dialectical model. In all cases, the reconstruction needs to be in agreement with the
requirements instigated by the theoretical model taken as the starting point. In
addition, the reconstruction must be accounted for by referring to empirical data
from the discourse that is analyzed as they are to be viewed in the specific
communicative context in which the discourse occurs. Argumentation theorists
engaging in analytical research, whichever theoretical background they may
have, need to develop appropriate tools and methods for reconstructing argumenta-
tive discourse.

Practical research in argumentation theory is aimed at characterizing the (spoken
and written) argumentative practices that can be distinguished in the various

28 Only in case of a purely descriptive theory, the empirical research could be aimed at testing the
model, but so far no fully fledged argumentation theory without a critical dimension has been
developed.

2°In case the focus is on a unique historical text or discussion, i.e., a specific speech event,
qualitative research is in principle the only appropriate kind of empirical research (although
quantitative data may play a part).
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communicative domains and developing instruments for improving the quality of
argumentative discourse where this is due. These instruments may consist of
designs for the formats of communicative activity types or of methods for improv-
ing arguers’ skills in analyzing, evaluating, and producing argumentative discourse.
The improvement of the quality of argumentative practices can, again, take place
from various perspectives, varying from the logical and the dialectical to the
rhetorical. Not only the theoretical angle of approach will differ in each perspective,
but there will also be systematic differences in emphasis and focus. Practical
research undertaken from a logical perspective, for instance, will concentrate on
the formal aspects of reasoning, whereas practical research from a rhetorical
perspective will emphasize the communicative aspects of the persuasion process,
and practical research from a dialectical perspective will emphasize the procedural
aspects of a critical argumentative exchange. In addition, there will probably be
differences in the methods of instruction, pedagogy, and didactics that connect with
the perspective that is chosen.

The general objective of argumentation theory is, in the end, a practical one: to
provide adequate instruments for analyzing, evaluating, and producing argumen-
tative discourse. It can therefore be said that the raison d’étre of the other
components of the comprehensive research program carried out in argumentation
theory is that they eventually enable us to develop such instruments. From
whichever perspective they have been shaped, the philosophical and theoretical
insights into argumentative discourse that have been articulated, which are by
analytical means connected with the empirical insights gained into argumentative
discourse, create together the possibilities for methodical applications of the
achievements of argumentation theory to the various kinds of practices of argu-
mentative discourse.

The analysis, evaluation, and production of argumentative discourse concern
both the point of departure of argumentation, consisting of the explicit and implicit
material and procedural premises that serve as its starting point, and the layout of
the argumentation as it is displayed in the constellation of propositions which are
explicitly or implicitly advanced in support of the standpoints at issue. Both the
point of departure and the layout of the argumentation are to be judged by
appropriate standards of evaluation that are in agreement with all requirements a
rational judge who judges reasonably should comply with. This means that the
descriptive and normative aims instrumental in pursuing the general objective of
argumentation theory can be specified as follows>":

1. Giving a descriptive account of the components of argumentative discourse that
constitute together the point of departure of argumentation

30 The descriptive aims of argumentation theory are often associated with the “emic” study of what
is involved in justifying claims and what are to be considered good reasons for accepting a claim
viewed from the “internal” perspective of the arguers while the normative aims are associated with
the “etic” study of both matters viewed from the “external” perspective of a critical theorist.
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2. Giving a normative account of the standards for evaluating the point of departure
of argumentation that are appropriate to a rational judge who judges reasonably

3. Giving a descriptive account of the components of argumentative discourse that
constitute together the layout of argumentation

4. Giving a normative account of the standards for evaluating argumentation as it is
laid out in argumentative discourse that are appropriate to a rational judge who
judges reasonably”'

1.3  Crucial Concepts in Argumentation Theory

In the descriptive and normative research concerning the point of departure and the
layout of argumentation carried out in argumentation theory, certain theoretical
concepts play a crucial part. These concepts are indispensable in developing
instruments for methodically improving the quality of the analysis, evaluation,
and production of argumentative discourse. Crucial concepts that are to be taken
into account are the notions of “standpoint,” “unexpressed premise,” “argument
scheme,” “argumentation structure,” and “fallacy.” As a background to our treat-
ment of the various theoretical approaches to argumentation in the following
chapters, we discuss these notions briefly in this section.

Because a completely “neutral” starting point for discussing these notions is hard
to find, we start in each case from our own understanding of the concept. Only when
this seems necessary we will mention the main similarities and dissimilarities with
related concepts and terms used by others. Since they play a vital role in dealing
with the analysis, evaluation, and production of argumentative discourse, all
notions involved are immediately connected with central problem areas in argu-
mentation theory.

ELINT3

1.3.1 Standpoints at Issue in Argumentative Discourse

If in argumentative discourse it is not clear exactly which standpoint is at issue,
there is no way of telling whether the argumentation that is advanced can lead to a
resolution of the difference of opinion that is discussed. In such a case, it is not only
impossible to determine whether the argumentation does indeed provide enough
support for the standpoint but even whether it is relevant at all. Identifying the
standpoints discussed is therefore the first task in analyzing argumentative dis-
course, and identifying means for tracing standpoints constitutes a central problem

31 Basically, these general objectives were already formulated in van Eemeren, Grootendorst and
Kruiger (1978, p. 24).

321t is important to realize that verbal expressions are not “by nature” standpoints, arguments, or
other argumentative moves, but only when they serve a specific function in the communicative
context in which they are used.
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area in argumentation theory. The problems concerned can be dealt with only if it is
first clear what exactly is meant by a standpoint. For this reason in argumentation
theory, the notion of a standpoint needs to be defined more precisely.

We use the term standpoint (or point of view) to refer to what is at issue in
argumentative discourse in the sense of what is being argued about by the
parties. In advancing a standpoint, the speaker or writer assumes a positive or
negative position regarding a proposition. Because advancing a standpoint
implies undertaking such a positive or negative commitment, whoever advances
a standpoint is obliged to defend their standpoint if challenged to do so by the
listener or reader.

The standpoints at issue in a difference of opinion can be descriptive,
evaluative, or prescriptive, but in all cases they can be reconstructed as a claim
to acceptability (in case of a positive standpoint) or unacceptability (in case of a
negative standpoint) regarding the proposition the standpoint pertains to. This is
even so if the standpoint is not directly presented as an “assertive” but, for
example, as a (rhetorical) question (“Do we really want to do without a theater
in this city?”). To serve as a standpoint, the speech act concerned needs to be
advanced as a claim to acceptability in a context in which the addressee may be
expected to have doubts regarding the acceptability of the assertive involved.*
An announcement, for instance, is certainly an assertive but will, as a rule, not
function as a standpoint.

Besides the term standpoint, a number of other terms are in use referring to
similar concepts. Because these “equivalents” of a standpoint stem, as a rule,
from different theoretical contexts, there are often also certain dissimilarities.
This is why it will be expedient to maintain a distinction. On the one hand, there
are terms such as claim, conclusion, thesis, and debate proposition which can be
used to refer from different theoretical angles to virtually the same concept as
the term standpoint. On the other hand, there are terms such as belief, opinion,
and attitude which usually refer to related concepts that are in relevant ways
different from a standpoint. These are concepts that suit the purposes of scholars
who approach their object of study from a different angle than argumentation
theory. To illuminate the similarities and dissimilarities, we shall first pay
attention to the first group of terms and concepts and after that deal with the
second group.

The notion of a “claim” was introduced in argumentation theory in 1958 by
Stephen Toulmin (2003), and the term claim is still in use. In Toulmin’s use, a claim
presents the solution to a problem or, more generally, an assertion that deserves our
attention (2003, pp. 11-14). The merits of a claim depend on the arguments that can
be produced in its support. A significant difference between a claim and a standpoint
is that, in Toulmin’s approach, every assertion implies a claim, whereas not every
assertion expressed in argumentative discourse automatically implies a standpoint.

33 For a more detailed definition of a standpoint as a (complex) speech act in terms of identity and
correctness conditions see Houtlosser (2001, p. 32).
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The notion of a “conclusion” is in the context of argumentation theory primarily
used by logicians, both formal and informal. In ordinary usage, conclusions are an
end point, but in the parlance of these logicians, they can be stated at the beginning,
somewhere in the middle, or at the end.>* They use the term conclusion in various
ways: to denote what is inferred in a piece of reasoning or follows or may be derived
from a set of assumptions or premises but also to denote what is being defended by
evidence or reasons that are advanced to persuade or convince others (Govier 1992,
p. 127) — “the claim or statement that is in dispute and that we are trying to support
with reasons” (Govier 1992, p. 5). In addition, the term conclusion can be used to
denote the result of an inquiry or investigation, in which case the conclusion is the
hypothesis advanced to explain the phenomenon that was in question (“After
examining several hypotheses our conclusion is that faulty wiring caused the
fire”). In the last case, the conclusion makes what was in question more
comprehensible instead of another set of statements making the conclusion more
comprehensible (as the explanans does with regard to the explanandum in an
explanation). In contradistinction, in argumentation advanced in defense of a
standpoint, the tenability of the standpoint is at issue.

The notion of a “thesis” was introduced in Aristotle’s Topics. The term thesis
there refers to a “paradoxical belief of some eminent philosopher” or to “a view
contrary to men’s usual opinions about which we have an argument” (Aristotle
1984, Topics, 1, 11, 104b19-24). This narrow concept of a thesis was widened
already in Aristotle’s time: ‘“Practically all dialectical problems indeed are now
called theses” (Aristotle 1984, Topics, 1, 11, 104b34-36). In modern formal dialec-
tic (Barth and Krabbe 1982), which builds on Aristotle’s classical dialectic, a thesis
is not restricted to philosophical issues, and propounding a thesis is not restricted to
philosophers. In formal dialectic, discussing a particular thesis makes sense only if
the proponents of a thesis are prepared to commit themselves positively, i.e., to
assume an obligation to defend the thesis against the opponent’s criticism, and if the
opponents are prepared to take on a negative commitment, i.e., to make use of their
unconditional right to criticize the proponent’s thesis systematically. The notion of
a thesis thus understood is in principle very similar to that of a standpoint.*®

The notion of “debate proposition” stems from the North-American tradition of
“academic debate,” in which two parties attempt to justify or refute a (policy)
statement by means of argumentation. Like standpoints, debate propositions pre-
suppose a difference of opinion and involve a burden of proof, which the
proponents of the standpoints can acquit themselves of by forwarding arguments.
A contextual difference is that debate propositions are always part of a formally

3*In principle, conclusions end a piece of reasoning, whereas standpoints get the discussion (and
the argumentation) started. When standpoints are presented (“‘retrogressively”) after the argumen-
tation has been put forward, in the analysis a reconstruction is required which puts the standpoint
first, because it occasions the argumentation.

35 Starting from Habermas’s theory of communicative action, Kopperschmidt uses the term rhesis
in the same sense as standpoint, the only difference being that he does not reconstruct a thesis as an
assertive but as a “virtualized validity claim” (Kopperschmidt 1989, p. 97).
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regimented debate whereas with standpoints this is not necessarily the case.
A related difference is that in a debate each party has one and only one task with
respect to the proposition that is being discussed, while in discussing standpoints in
ordinary argumentative discourse, the parties have more options to choose from.

The notion of “belief” plays an important role in cognitive research on
reasoning and in epistemology, the philosophical study of the nature, and
justification of belief and knowledge. Jonathan Adler, for one, contends that
“reasoning is a transition in thought, where some beliefs (or thoughts) provide
the ground or reason for coming to another” (Adler and Rips 2008, p. 1).
According to Gilbert Harman (1986), beliefs are mental attitudes that pertain
to a relation between an object and a certain feature (“Paul is in the garden”) or
to a supposed state of affairs (“It is raining”). Unlike a standpoint, a belief is in
principle an inner mental state. The commitments involved in adopting a belief
differ from those involved in issuing a standpoint. Apart from the initial require-
ment to have good reasons for adopting the belief, adopting a belief does not
create the obligation to provide argumentation to defend the belief when it is
challenged.

The notion of “opinion” is a prominent concept in discourse analysis
dealing with argumentative conversations. Deborah Schiffrin (1990), for one,
describes opinions as statements in which an individual, subjective and evalu-
ative position is presented with respect to an existing, possible or desirable
state of affair. Unlike beliefs, opinions are inherently disputable. Both opinions
and standpoints express a position which is likely not to go undisputed, but
opinions do not carry a burden of proof (Schiffrin 1990, p. 248).>® Also, unlike
a standpoint, one can very well maintain an opinion at the conclusion of the
discussion when one has not succeeded in convincing one’s critic of its
acceptability. Another important difference between an opinion and a stand-
point is that people who express an opinion do not commit themselves primar-
ily to being right, but to being sincere, whereas in the case of a standpoint, it
may just be assumed that the speaker or writer is sincere (even if this can be
incorrect).

Besides being analyzed in cognitive psychology and cognitive philosophy, the
concept of “attitude” has been studied extensively in social psychology, and the
notion is at the center of the so-called persuasion research. Attitudes are enduring
inner states of mind which involve a disposition to act in a certain way and do not
carry an obligation to argue if challenged.’’ Standpoints do not necessarily have
any of these characteristics.*®

36 The term opinion, however, is used in different ways. As Blair has pointed out to us (personal
communication), a physician’s medical diagnostic opinion carries a burden of proof. Schiffrin’s
analysis applies to a usage in which opinion is not equivalent to (disputable) belief.

37 According to (Daniel) O’Keefe, a prominent persuasion scholar, attitudes are not innate
characteristics, but residues of experience (2002, pp. 18-19).

3 For a more detailed overview of the study of standpoints and similar concepts, see
Houtlosser (2001).



1.3 Crucial Concepts in Argumentation Theory 17

1.3.2 Unexpressed Premises in Argumentative Discourse

It might be difficult to tell how argumentative discourse should resolve a difference
of opinion if certain elements that have remained implicit in the discourse are not
taken into account. This applies to standpoints and starting points that are left
implicit but especially to “unexpressed premises” in the argumentation that is
advanced. When these implicit elements are overlooked, a proper evaluation of
the argumentation may be impossible. Unexpressed premises are often pivotal in
transferring acceptance from the premises that are explicitly put forward in the
argumentation for the standpoint that is defended. Such partly implicit argumenta-
tion, which is quite usual in ordinary argumentative discourse, is called
enthymematic.>

The identification of elements left implicit in enthymematic argumentation is in
practice often unproblematic. It is, in the absence of contrary information, obvious
to everyone, for example, that in “Amos is pig-headed, because he is a teacher,” the
premise left unexpressed is “Teachers are [typically] pig-headed” and it is equally
clear that “Thomas is a teacher” is the unexpressed premise in “I am sure that
Thomas is pig-headed, since teachers are [typically] pig-headed.” In identifying
unexpressed premises in this way, a logical analysis is carried out in which the
analyst reconstructs the reasoning underlying the argumentation by adding an extra
premise that makes the argument concerned logically valid. In the two examples,
logical validity amounts to deductive validity, but in certain cases relying on other
kinds of logical validity may be more suitable.*’

According to some argumentation theorists, in dealing with real-life argumenta-
tion, carrying out a logical analysis does not suffice. Starting from a logical
analysis, a pragmatic analysis needs to be carried out in which the analyst tries to
identify the unexpressed premise by determining on the basis of the available
contextual and background information to which implicit proposition the arguer
can be held committed to.*' Because argumentation is always put forward in actual
historical circumstances, pragmatic clues facilitating the identification of unex-
pressed premises may be derived from the linguistic context, the situational context,
the macro-context of the speech event, and the intertextual relations with other
texts, while additional pragmatic clues may be provided by general or specific
background information pertinent to the case concerned.*” In cases in which clear
and pertinent contextual information and relevant background information are

3 The word “enthymeme” (enthymema), which originally denoted a thought or consideration, is
nowadays used for a piece of reasoning (not just a syllogism) in which some part is suppressed.
40 For further considerations on a logical analysis of unexpressed premises, see Hitchcock (1980a).
! For an approach in which a logical analysis is used as a heuristic tool in carrying out a pragmatic
analysis aimed at achieving a more specific or, as the case may be, a more general result, see van
Eemeren and Grootendorst (1992a, pp. 64—67; 2004, pp. 117-118).

“2For the various kinds of resources that can be used in accounting for the reconstruction of

unexpressed premises and other elements of argumentative discourse, see van Eemeren (2010,
pp.- 16-19).
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lacking, as the analyst is unfamiliar with the specific circumstances in which the
argumentation takes place, a pragmatic analysis is hard to accomplish. In order not
to attribute unexpressed premises to arguers to which they cannot be held
committed, in such cases the analyst cannot go beyond a logical analysis.

Depending on the theoretical background of the theorists, in argumentation
theory different terms are used to refer to what we have called an unexpressed
premise. They include implicit, suppressed, tacit, and missing premise, reason, or
argument but also warrant, implicature, supposition, and even assumption, infer-
ence, and implication. Among the theoretical perspectives taken on unexpressed
premises are the traditional logical approach, modern “deductivism,” the pluralist
logical view, the warrant view, the traditional rhetorical approach, the modern
rhetorical approach, the discourse analysis approach, and the pragma-dialectical
approach. In this introduction, we will restrict ourselves to mentioning briefly in our
own terminology what their distinctive features are.

According to the traditional logical approach, the premise left unexpressed in an
enthymeme has to be made explicit and filled in by applying the validity rules of
deductive logic to make the argument formally valid (e.g., Copi 1986). In modern
deductivism, applying rules of validity is first of all a heuristic tool, which does not
necessarily commit the analyst to strict deductivism, i.e., the view that all good
arguments must be deductively valid (Hitchcock 1980b). The pluralist logical view
is that deductive, inductive, conductive, abductive, and other types of argument
each require their own interpretative framework (Govier 1987). In the warrant
view, which is based on Toulmin’s (2003) model of argumentation, formal logic
does not play an explicit role.

The traditional rhetorical approach is based on Aristotle’s view of the enthy-
meme in his Rhetoric. An enthymeme is then a form of argumentation that is
directed at a particular audience, in a particular situation, and with a particular
goal. In enthymemes, the arguer exploits the fact that knowledge or information
can be conveyed to the audience without putting it explicitly into words. In the
modern rhetorical approach, too, formal logic is more or less put aside when it
comes to identifying unexpressed premises. In fact, modern rhetoricians are not
so much concerned about unexpressed premises but about the relation between a
text, the context, and the effect on the audience. When it comes to identifying
unexpressed premises, they consider these relations in view of the fact that
certain relevant information is left implicit. In a discourse analysis approach,
as exemplified in Jackson and Jacobs (1980), the interactional aspect is
highlighted. The enthymeme is defined as an argument matched to the questions
and objections of the recipient. The pragma-dialectical approach to unexpressed
premises (van Eemeren and Grootendorst 1992a) does not exclude logic, but
favors a combined logical and pragmatic analysis connected with discourse
analysis.*’

43 For a more detailed overview of the study of unexpressed premises, see Gerritsen (2001).



1.3 Crucial Concepts in Argumentation Theory 19

1.3.3 Argument Schemes Characterizing Types of Argumentation

If it is not recognized of which type the argumentation is that is put forward in
defense of a standpoint, it is hard to determine whether the argumentation does
indeed contribute to the defense of the standpoint. This is because then the
critical questions associated with the argument(ation) scheme(s) underlying the
argumentation will not easily be identified. Take, for instance, the argumentation
“He is an athlete” put forward in defense of the standpoint “Scott is sure to be
concerned about what he eats.” The arguer may have chosen to support the
standpoint that Scott is sure to be concerned about what he eats by this argumen-
tation considering that it is typical of athletes that they care a lot about what they
eat, so that this premise can be left unexpressed since it is self-evident. In arguing
in this way, the arguer advances “symptomatic” argumentation, which is
characterized by the use of a conventionalized argument scheme aimed at
bringing about a transfer of acceptance from a premise in which a symptom is
mentioned to a standpoint referring to something it is a symptom of. This
argument scheme, known as sign argumentation, is in this case exemplified in
the stereotypical relationship between being an athlete and being concerned
about food.

An argument scheme is an abstract characterization of the way in which in a
particular type of argumentation a premise used in support of a standpoint is related
to that standpoint in order to bring about a transfer of acceptance from that premise
to the standpoint. Depending on the kind of relationship that is established in the
argument scheme, specific kinds of evaluative questions — usually referred to as
critical question s — are appropriate to evaluate the argumentation. The critical
questions that are associated with an argument scheme capture the specific prag-
matic rationale for bringing about the transition of acceptance from the premise to
the standpoint. Thus the argument scheme that is used in a specific type of
argumentation defines, as it were, how the “internal organization” of the argumen-
tation is to be judged.

Since Chaim Perelman and Lucie Olbrechts-Tyteca (1969) introduced the con-
cept in 1958 rather informally,** argument schemes have been a crucial concept in
argumentation theory. They play a vital role in creating theoretical instruments for
analyzing and evaluating argumentative discourse that are to complement, if not
replace, the formal validity standard of logic. According to argumentation theorists,
it should not be taken for granted that putting forward argumentation always
automatically amounts to making an attempt to logically derive a conclusion
from certain premises. In their view, in argumentation other means of transmitting
acceptance may be pertinent than formal implication, such as the pragmatic
principles of argumentation exemplified in the various argument schemes. There-
fore, the theoretical definition and categorization of argument schemes, the way in

4 Perelman and Olbrechts-Tyteca (1958) spoke of schemes argumentatifs — argumentation
schemes in the English translation (1969) of their study.
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which they can be identified, and the role that unexpressed premises and fopoi
play in this endeavor are in argumentation theory prominent topics of research.

The topical systems proposed in the classical tradition are part of the classical
theories of invention. They are aimed at helping arguers in finding (and evaluating)
arguments and other argumentative moves. As far as it pertains to argumentation,
the classical concept of fopos corresponds roughly to the modern concept of
argument scheme. Aristotle describes dialectical and rhetorical fopoi. Among the
latter he distinguishes between general topoi, which are abstract principles of
inference that can be used in all genres of discourse, and specific topoi, which can
be used as bridging devices between premise and thesis in the three oratorical
genres that Aristotle distinguished and are more like ready-made statements.
Boethius’s dialectical topica in De Topicis Differentiis (1978) can be seen as a
synthesis of Aristotle’s dialectical topical system and the rhetorical topical system
proposed in Cicero’s Topica (1949).

Richard Whately’s (1963) typology of forms of argument, on which the standard
classification of types of argumentation in American debate textbooks is based, is
influenced by Aristotle’s system of rhetorical invention and intended to be a tool for
finding arguments (Garssen 1997, p. 118). Argumentation by Debate, Austin
Freeley’s (1993) textbook, distinguishes between “reasoning by example,”
“reasoning by analogy,” “causal reasoning,” and “sign reasoning,” and other
textbook classifications differ not substantially. An innovation is Arthur Hastings’s
(1962) classification of types of reasoning as types of warrants. Starting from the
Toulmin model of argumentation, Hastings describes the most important types of
warrants in terms of the reasoning process, “moving from the data to the conclusion
on the authority of the warrant” (1962, p. 21). This procedure results in the
recognition of three general patterns: “verbal reasoning,” “causal reasoning,” and
“free-floating forms of reasoning.” This division is not adopted in the major
textbooks on debate, but it constitutes the point of departure for other scholars
concentrating on argument schemes, such as Schellens (1985).

In their “new rhetoric,” Perelman and Olbrechts-Tyteca (1969) make a distinc-
tion between argument schemes based on the principles of ‘“association” and
“dissociation.” Their argument schemes are actually only based on association,
i.e., bringing together elements that were previously regarded as separate. In “You
have prepared the food, so you should also enjoy eating it,” for instance, having
prepared the food and enjoying eating it are brought together by means of an
association, viz., an argument scheme “based on the structure of reality.” Dissocia-
tion, i.e., separating elements that were previously regarded an entity, does not
involve the use of argument schemes. Manfred Kienpointner’s (1992) typology of
argument schemes is aimed at giving a complete description of the types of
argument schemes that are used and judged positively in the German language
community. His typology consists of an eclectic compilation of all classical and
modern classifications just discussed. Starting from a distinction between
different types of warrants, Kienpointner distinguishes between three main classes:
“warrant-using schemes,” “warrant-establishing schemes,” and “schemes that nei-
ther use nor establish warrants.”
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In the pragma-dialectical perspective, argument schemes represent pragmatic
principles for legitimizing the step from premise to standpoint (van Eemeren and
Grootendorst 1992a, pp. 158—168). In evaluating argumentation in which a partic-
ular argument scheme is used, one has to check whether the use of this argument
scheme is suitable in the communicative context concerned and whether it is
applied correctly. The latter means that all relevant critical questions that should
be answered for a correct use of the argument scheme can be answered satisfacto-
rily. In this approach, the dialectical rationale for distinguishing between argument
schemes is that they come with different critical questions because the premises are
in different ways linked to the standpoint. Bart Garssen (1997) established empiri-
cally that in response to the use of the various types of argumentation distinguished
in pragma-dialectics, ordinary arguers tend to ask critical questions that correspond
with the critical questions that are standardly distinguished on theoretical grounds.
This outcome indicates that ordinary arguers already have a notion of the types of
pragmatic relation between the premise and the standpoint that are captured in the
argument schemes.

Douglas Walton (1996) presents a list of 25 argumentation schemes for
“presumptive reasoning” that play a role when argumentation is subject to rebuttal
if relevant contrary evidence becomes available (p. 17). He formulates for most of
the schemes critical questions pointing at possibilities for rebuttal. Walton’s list of
argumentation schemes is heterogeneous and eclectic: It includes schemes taken
from Hastings (1962), Perelman and Olbrechts-Tyteca (1969), and other theorists
and includes also fallacious forms of argumentation. In Walton et al. (2008), this list
is expanded to 25 schemes, including again fallacious kinds of reasoning. The
expanded list is organized under four general headings: (1) schemes for argument
from analogy, classification, and precedent; (2) knowledge-related, practical, and
other schemes; (3) arguments from generally accepted opinions, commitment, and
character; and (4) causal schemes. Some first attempts have been made to formalize
these argumentation schemes, and the possibilities of implementing them in com-
puter systems are also explored.*’

1.3.4 Argumentation Structures as Logical or Functional Entities

If it remains unclear how exactly the reasons advanced in defending a standpoint
relate to each other in supporting the standpoint at issue, it cannot be determined
whether the argumentation as a whole constitutes a satisfactory defense of the
standpoint. For this reason it is necessary to lay bare the argumentation structure
that characterizes the “external organization” of the argumentation.

“SFor a more detailed overview of the study of argument schemes, see Garssen (2001);
for attempts at formalization and the computational implications, see Walton et al. (2008,
Chaps. 11, “Argumentation and Artificial Intelligence” and 12, “Research in Related Disciplines
and Non-Anglophone Areas”).
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In argumentation theory, various ways of combining reasons have been distin-
guished that characterize the different kinds of argumentation structures that can
be instrumental in defending a standpoint.

Although argumentation theorists agree that it belongs to their task to distinguish
between various kinds of argumentation structures, they do not fully agree on the
rationale for making the distinctions. Different terminological conventions have
been developed for naming the various combinations of reasons, and the divisions
are not always exactly the same. Part of the explanation is that in distinguishing
between argumentation structures, not all argumentation theorists start from the
same perspective. Some argumentation theorists start from a logical perspective on
the way in which combinations of reasons manifest themselves in the argumenta-
tion resulting from the reasoning process underlying the argumentation. Other
argumentation theorists opt for a pragmatic perspective and concentrate on the
various kinds of functions that the combinations of reasons fulfill in the argumen-
tative process in which they come into being. This means that, in analyzing the
argumentation structure, logic-oriented theorists are out to diagram the logical
patterns while pragmatically oriented theorists diagram the functions of the reasons
that are advanced in the argumentative exchange.*

Formal and informal logicians opt as a rule for a logical or logico-epistemic
perspective. Their aim is to map how a combination of premises constituting an
argumentation lends logical or logico-epistemic support to a conclusion. Starting in
1973 with Stephen Thomas (1986), they have made a distinction between linked
argumentation (“reasoning”), in which the reasons (“premises”) that are combined
provide interdependent support for the standpoint (“‘conclusion”) that is defended,
and convergent argumentation, in which the reasons that are combined support the
standpoint independently.*’ They often associate linked argumentation with
“deductive” reasoning and convergent argumentation with “inductive” reasoning
(Govier 199248; Fisher 2004),49 although some scholars deviate from this pattern
(Pinto and Blair 1993). Next to linked and convergent reasoning, informal logicians
usually also distinguish serial argumentation. In this kind of reasoning, a reason
advanced in support of a conclusion is, in its turn, supported by another reason (and
this process may repeat itself).

The perspective chosen in the pragma-dialectical approach in analyzing the
structure of argumentation is, as might be expected, pragmatic and dialectical.
Pragma-dialecticians try to capture in their analysis the ways in which the various
reasons put forward in an argumentation function as responses to doubt or criticism

46 This characterization of the difference between the two approaches of argumentation structure is
based on exchanges we have had with J. Anthony Blair (personal communication).

7 Reasons support a standpoint independently if the unacceptability of any of them does not affect
the argumentative strength of any of the others.

48 Remarkably, Govier (1992) considers also analogies as linked.

“9In deductive reasoning the premises need to be taken together to constitute a “defense” of the
conclusion, whereas in inductive reasoning, each of the premises plays its own role in making the
conclusion more or less probable.
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from actual or projected interlocutors.’® Frans van Eemeren and Rob Grootendorst
(1992a) start from the “basic” argumentation structure of a single argumentation,
consisting of one explicit “reason” (consisting, as a rule, of a premise and an
unexpressed bridging premise) in favor of a standpoint. In their view, “complex”
argumentation consisting of more reasons can, analytically, always be broken down
into certain combinations of single argumentations, each of the reasons involved in
these single argumentations being in a particular way related to the others and the
standpoint that is being defended. In multiple argumentation, the constituent single
argumentations are, in principle, alternative defenses of the same standpoint aimed
at responding to different kinds of critical responses. In coordinative(ly compound)
argumentation, the constituent single argumentations constitute one joint defense of
the standpoint, because they are interdependent and are, in principle, all necessary
for responding conclusively to the other party’s (expressed or anticipated) critical
response.” In subordinative(ly compound) argumentation, the defense takes place
by putting forward (single or complex) argumentation to support a premise of the
argumentation advanced, because a critical response is expressed or anticipated
regarding that premise. Francisca Snoeck Henkemans (1992) gives a detailed
account of how exactly each of the pragma-dialectical argumentation structures
plays a part in actual argumentative exchanges.>>

Although the concepts were not yet fully developed, argumentation structures
similar to the modern argumentation structures we just discussed were in nascent
form already present in both the classical rhetorical tradition and the eighteenth-
century Enlightenment rhetoric. The logical approach, in which argumentation
structures refer to relationships among premises within different inference types, is
prominent in the work of the Enlightenment rhetoricians (e.g., Campbell 1991). The
functional approach, in which the requirements of the burden of proof that the arguer
has to meet determine the argumentation structure, can be found in both traditions
(e.g., stasis theory and Whately 1963, p. 112). Although it does not go back to that
long ago, the modern convention to represent the structure of argumentation by
means of a diagram was followed already by Monroe Beardsley (1950), who

30 Because in the pragma-dialectical theory of argumentation it depends on the doubt and criticism
arguers respond to, and the way in which they deal with this doubt and criticism, what the structure
of their argumentation will be, this approach can be seen as a sequel of the functional approach
chosen in the theory of stasis (and continued in the theory of debate).

5! Within coordinative argumentation put forward to meet criticism concerning the sufficiency of
the reasons advanced in defense of a standpoint, a distinction can be made between a “direct”
defense, in which the arguer attempts to meet the criticism by adding so many more reasons that
together they should suffice, and an “indirect” defense, in which the arguer adds one or more
reasons in order to refute counterarguments. In agreement with a suggestion made by Blair and
Pinto in an unpublished manuscript, Snoeck Henkemans (1992) calls the argumentation in the first
case cumulative and in the second case complementary.

52 Although the various kinds of argumentation structures distinguished in pragma-dialectics are to
some extent similar to those distinguished in informal logic, the differences in conceptualization
complicate a one-to-one translation of the terminologies of pragma-dialectics and informal logic
into each other.
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numbered the relevant statements in an argumentation and used arrows to indicate
support relationships.> In addition, Beardsley introduced part of the terminology that
informal logicians use to refer to the different argumentation structures.

James Freeman’s (1991) approach to argumentation structure is different from
that of other informal logicians, because it is based on Toulmin’s (2003) theoretical
model of argumentation. This procedural model should provide “a rationale for
distinguishing different types of argumentative elements and structural
configurations” (Freeman 1991, p. 37). According to Freeman, in the basic dialec-
tical situation, the “challenger” of the “respondent” (or “proponent”) who has
expressed a standpoint (“claim”) can ask three types of “basic dialectical” or
“argument generating” questions: “acceptability” questions, “relevance” questions,
and “ground adequacy” questions. Each of these (dialectical) questions calls for a
specific elaboration of the argument by the respondent, and each of these specific
elaborations results in a different type of argumentation structure.

In his contribution to the study of argumentation structure, Walton (1996) aims to
develop more refined guidelines for identifying convergent and linked argumentation
and to rescue and refine the technique of argument diagramming. He proclaims to
have taken a pragma-dialectical approach (p. xiv) and to use methods similar to those
of Freeman (1991) and Snoeck Henkemans (1992). Walton adopts a functional
perspective on the distinction between linked and convergent argumentation, “mean-
ing that it relates to how the premises of an argument function together in supporting
the conclusion in a context of dialogue” (Walton 1996, p. 177). In his opinion, the
reason why it is in many cases difficult or even impossible to determine categorically
whether an argumentation consisting of more reasons is convergent or linked is that
“there just isn’t enough evidence given to enable us to determine how the argument is
being used in the given context” (1996, p. 178). Although this observation is correct,
the way in which the reasons advanced in an argumentation hang together and
support the standpoint that is defended is in practice often clearly indicated by the
use of connecting expressions such as “apart from X, Y (convergent argumentation),
“Y, moreover X” (linked argumentation), and “for, because Y, X (serial argumenta-
tion). In other cases, the content of the arguments sometimes makes clear what the
most likely structure of the argumentation is. Otherwise, again, pragmatic informa-
tion of every kind needs to be explored and put to good use.”*

1.3.5 Fallacies as Contaminators of Argumentative Discourse

In argumentative discourse, the difference of opinion at issue will not be resolved
satisfactorily if contaminators of the argumentative exchange enter the discourse

33 As Blair pointed out to us (personal communication), the American legal theorist Wigmore
(1931) introduced argument diagramming already in 1913, long before Beardsley.

S“For a more detailed overview of the study of argumentation structures, see Snoeck
Henkemans (2001).
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that are not detected. Such contaminators, which may be so treacherous that they go
unobserved in the argumentative exchange, are known as fallacies. Finding ways to
detect fallacies is one of the central tasks argumentation theorists are faced with.

In argumentation theory, adequate approaches to the definition of the various
kinds of fallacies and appropriate methods for their identification in real-life
argumentative practices are to be developed. Virtually every normative theory of
argumentation therefore includes a treatment of the fallacies. The degree to which a
theory of argumentation makes it possible to give an adequate treatment of the
fallacies can even be considered as a litmus test of the quality of the theory.

The theoretical study of fallacies started with Aristotle, who treats them thor-
oughly the Topics, and more in particular in the Sophistical Refutations, and also
makes valuable observations concerning fallacies in the Prior Analytics and the
Rhetoric. Characteristically, Aristotle places the fallacies in the context of a dialec-
tic in which one person attacks a thesis and another person defends it. He divides the
false refutations that can be used in a dialectical context into those that are
dependent on language and those independent of language — a distinction that
proves not to be without problems. Aristotle’s view of fallacies as cases of seem-
ingly valid reasoning that are in fact invalid has remained authoritative for a long
time. However, later authors often ignored the dialectical context of the definition.

The most striking addition to the fallacies in Aristotle’s list consists of the
fallacies known as the ad fallacies, such as the argumentum ad hominem, a category
of arguments first distinguished in 1690 by John Locke (1961). Later the approach
to the fallacies in logic textbooks shifts from the Aristotelian dialectical perspective
to the perspective of a monologue. Fallacy theory then deals with errors in
reasoning instead of deceptive maneuvers made by a party who tries to outwit the
other party.”” In 1970, Charles Hamblin observes in his influential monograph
Fallacies such uniformity in contemporary treatments of the fallacies that he speaks
of the Standard Treatment: “the typical or average account as it appears in the
typical short chapter or appendix of the average modern textbook” (p. 12).
According to the standard definition of a fallacy going with the Standard Treatment,
a fallacy is an argument that seems valid but is not valid. A great many of the
fallacies treated in the textbooks however are not in agreement with this definition.
Hamblin’s monograph not only gives a devastating diagnosis of the shortcomings
of the Standard Treatment but has also, and in the first place, been a great source of
inspiration to argumentation theorists wanting to deal with the fallacies.

Post-Hamblin attempts to create a better alternative to the Standard Treatment
differ considerably in their approaches, objectives, methods, and emphases.
Inspired by Hamblin’s (1970) own contribution to the theory of fallacies, cast in
the mold of a system of rules called formal dialectics, Jaakko Hintikka (1987), for
one, argues in a dialectical vein that the Aristotelian fallacies should not be

35 Because some of the fallacies on Aristotle’s list are intrinsically linked with the dialogue
situation, one of the consequences of abandoning the context of debate is that the reason why a
particular fallacy should be regarded as a fallacy may have become obscure.
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primarily viewed as wrong inferences but as interrogative mistakes in question
dialogues. John Biro and Harvey Siegel’s (1992, 1995, 2006), still embryonic,
epistemic approach represents a different view of the fallacies as failed attempts
to expand our knowledge. Rather than proposing another theoretical approach,
Maurice Finocchiaro (1987) makes the methodological recommendation to opt
for a middle course between abstract theoretical considerations and data-oriented
empirical observations. Hansen and Robert Pinto (Eds., 1995) honor Hamblin by
presenting a representative collection of essays on post-Hamblin approaches to the
theorizing about fallacies. Their collection shows the active involvement of various
contemporary informal logicians and other argumentation theorists in determining
the conditions under which a specific argumentative move should count as a fallacy.

Another important contribution to the theoretical study of the fallacies is made
by John Woods and Walton (1989). Their remedy for the Standard Treatment is
dealing with the various kinds of fallacies by calling on more sophisticated modern
logics than just syllogistic, propositional, and predicate logics. Woods and Walton
take the view that the fallacy itself should determine how it might be dealt with
theoretically. Common methodological starting points of their approach are that
fallacies can be usefully analyzed with the help of the theoretical concepts and
vocabulary of logical systems, including dialectical systems, and that a successful
analysis of a fallacy will in most cases have features that qualify that analysis as
formal in some sense. Woods and Walton draw in their analyses upon Hamblin’s
concepts of “commitment stores” and “retraction,” which makes their approach not
only formally oriented but also dialectical. In their view, it makes no more sense to
suppose that the rather different phenomena for historical reasons endowed with the
name fallacy must all be given a common analysis than it does to suppose that all
diseases should be given the same diagnosis and treatment. Another typical feature
of the Woods-Walton approach is therefore that it is pluralistic.”®

In formal dialectic, another approach with a distinct view of the fallacies, a
theory of argumentation is envisaged as a finite set of production rules for rational
arguments (Barth and Krabbe 1982). Only (and all) arguments that can be generated
by these rules are rational arguments. Fallacies can then be analyzed as argumenta-
tive moves that cannot be generated by the rules. The pragma-dialectical theory of
argumentation set out in Argumentation, Communication, and Fallacies, although
it links up with formal dialectics, starts from the conviction that the fallacies are
best understood as wrong moves in the communication process of argumentative
discourse (van Eemeren and Grootendorst 1992a). This means that the logical
concern with validity keeps its place, but the single-minded preoccupation with
the logical aspects of arguments should be abandoned. Rather than considering the
fallacies as belonging to an unstructured list of nominal categories inherited from
the past, as happens in the Standard Treatment, or considering all fallacies to
be violations of one and the same (validity) norm, as happens in deductivist

6 Since the late 1980s, Woods and Walton have gone their separate ways, developing different
views regarding the fallacies. See, for instance, Walton (1992b) and Woods (2004).
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logico-centric approaches, the pragma-dialectical approach recognizes a functional
plurality of norms. The treacherous character of the fallacies is explained by viewing
them as derailments of “strategic maneuvering” (that are often hard to detect) in
which the boundaries of reasonableness are overstepped (van Eemeren 2010).

Independently of Woods, from the 1980s onward, Walton has made a significant
contribution of his own to the theoretical study of the fallacies. In Informal
Fallacies (Walton 1987), he tackles the problems involved in analyzing fallacies.
In this endeavor, he not only makes formal logic subservient to dialectic but also
turns to pragmatics in a very broad sense. Along these lines, Walton has continued
to publish an astounding number of books devoted to the fallacies (and to other
problem areas of argumentation theory). Some of these books deal with theoretical
issues; others are specifically devoted to a particular fallacy. Among the latter is, for
instance, Begging the Question: Circular Reasoning as a Tactic of Argumentation
(Walton 1991), in which a pragmatic approach to dialogues is developed that leads
to a theory of circular reasoning as an informal fallacy. Circular reasoning is in this
approach analyzed as an attempt to evade the burden of proof by blocking the
dialogue and depriving the opponent of the opportunity to ask critical questions. In
Slippery Slope arguments (Walton 1992a), Walton discusses the problems involved
in the assessment of slippery slope arguments. In Commitment in Dialogue,
co-authored by Erik Krabbe (Walton and Krabbe 1995), Walton’s approach has
taken a new turn by involving the empirical context of the type of dialogue in which
argumentative discourse takes place explicitly in his theorizing about the
fallacies.””’

1.4  Different Theoretical Approaches to Argumentation

Argumentation theory has a long history that goes back to Antiquity. In combina-
tion with ancient syllogistic logic (at the time known as analytic), ancient dialectic
and rhetoric — nowadays generally known as classical dialectic and rhetoric — are
the forbears of modern argumentation theory. Not only do these disciplines deal
with distinct aspects of argumentation in reasoning, discussion, and public address,
but also do they provide insights that are still relevant today.

Although we often speak of classical dialectic and rhetoric as if each of them
constituted a unified whole, in Greek and Roman Antiquity and the postclassical
period, various scholars have made contributions to the development of these
disciplines and their views were by no means always in harmony. In order to be
accurate, we must in fact indicate more precisely to which views exactly we are
referring to. Do we, for instance, refer to Plato’s dialectic or to dialectic as it was
defined by Aristotle, to the rhetoric of the sophists, or to the rhetoric of Hermagoras
of Temnos? Also when we speak of syllogistic logic, we have to clarify whether we
mean the logic proposed by Aristotle or, for instance, to syllogistic logic as

57 For a more detailed overview of the study of fallacies, see van Eemeren (2001).
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practiced by nineteenth-century logicians. In this introductory chapter, we have to
be brief and we will concentrate exclusively on the influential logic, dialectic, and
rhetoric of Aristotle.™®

Central to Aristotle’s logic is the distinction between form and substance. Rather
than giving a particularistic analysis of the strengths and weaknesses of individual
arguments, Aristotle’s logic identifies argument patterns that can lead from
statements already known to be true to other statements whose truth is yet to be
established. These patterns apply universally, so that any content could be
substituted for any other content with the same result. The development of modern
symbolic logic is a direct response to the concern for formally representing the
inferential structure of seemingly acceptable or unacceptable arguments. From
Aristotle’s logic, the study of argumentation has taken a tradition of analyzing the
form of argumentative inference independently of its content.

The Aristotelian concept of dialectic is best understood as the art of inquiry
through critical discussion.”® Dialectic is a way of putting ideas to a critical test by
attempting to expose contradictions in a position and eliminate them: One party
puts forward a claim and then provides answers to the other party who acts as a
skeptical questioner. While the paradigm case of Aristotle’s dialectic is the question
and answer technique of the Socratic dialogues, a similar pattern of assertion and
assent may also be employed in other kinds of dialogue. In a dialogue that is
dialectical in the Aristotelian sense, the adequacy of any particular claim is sup-
posed to be cooperatively assessed by eliciting premises that might serve as
commonly accepted starting points, then drawing out implications from those
starting points, and determining their compatibility with the claim in question.
Where contradictions emerge, revised claims might be put forward to avoid such
problems. This method of regimented opposition amounts to a pragmatic applica-
tion of logic, a collaborative method of putting logic into use so as to move from
conjecture and opinion to more secure belief.

Aristotle’s rhetoric deals with the principles of effective persuasion leading to
assent or consensus. It bears little resemblance to modern-day persuasion theories
heavily oriented to the analysis of attitude formation and attitude change but largely
indifferent to the problem of the invention of persuasive messages (Eagly and
Chaiken 1993; O’Keefe 2002). In Aristotle’s rhetoric, the emphasis was on the
production of effective argumentation for an audience when the subject matter does
not lend itself to a logical demonstration of certainty. When it comes to logical
demonstration, the syllogism was the most prominent form; the enthymeme,
thought of as an incomplete syllogism whose premises are acceptable to the
audience, was its rhetorical counterpart. Enthymemes were usually only partially
expressed syllogisms, their logic supposedly being completed by the audience.

38 Our brief sketch of Aristotelian logic, dialectic, and rhetoric is largely based on van Eemeren
et al. (2010). See Chap. 2, “Classical Backgrounds” for a more elaborate treatment.

59 This does not exclude that persuasion can also be a goal.
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In modern times, argumentation theory is in our view often too easily identified
exclusively with either “doing logic” or “doing dialectic” or “doing rhetoric.” In the
first case, argumentation theory is viewed as just a special part or branch of formal
logic. This view is not per se illegitimate but it restricts the scope and range of
argumentation theory in ways that are neither necessary nor desirable. Implicitness,
for instance, is then a possibility readily abstracted from, so that unexpressed
elements are not systematically taken into consideration and certainly not situated
in the context of communication. The attention will then concentrate on decontex-
tualized standard forms of linking premises and conclusions and the emphasis will
be on those expressions (“logical constants”) that have a special meaning to
logicians.®’

Similar observations can be made against viewing argumentation theory as
merely doing dialectic or rhetoric.’' In the case of doing just dialectic, there is a
considerable risk that all kinds of relevant contextual and situational factors will be
left out of consideration. In the case of doing rhetoric, this danger does not exist, but
then there is a considerable risk that the critical dimension of argumentation will not
be explored to the full. We therefore think that argumentation theory can best be
viewed as an interdisciplinary study in its own right with logical, dialectical, and
rhetorical dimensions that are to be nourished by the combined efforts of
philosophers, logicians, linguists, discourse analysts, communication scientists,
rhetoricians, psychologists, lawyers, and all others who have something to contrib-
ute that is theoretically pertinent.

As yet, there is no unitary theory of argumentation that encompasses the logical,
dialectical, and rhetorical dimensions of argumentation and is universally accepted.
The current state of the art in argumentation theory is characterized by the coexis-
tence of a variety of theoretical perspectives and approaches, which differ consid-
erably from each other in conceptualization, scope, and theoretical refinement.
Some argumentation theorists have a goal that is primarily (and sometimes even
exclusively) descriptive, especially those theorists having a background in linguis-
tics, discourse analysis, and rhetoric. They are interested, for instance, in finding out
how in argumentative discourse speakers and writers try to convince or persuade
others by making use of certain linguistic devices or by using other means to
influence their audience or readership. Other argumentation theorists, often inspired
by logic, philosophy, or insights from law, study argumentation primarily for
normative purposes. They are interested in developing soundness criteria that
argumentation must satisfy in order to qualify as rational or reasonable. They
examine, for instance, the epistemic function argumentation fulfills or the fallacies
that may occur in argumentative discourse. Although in argumentation theory the

0 According to Berger (1977, p. 3), logicians usually define arguments in the first place as lists of
sentences, one of which is regarded as the conclusion and the rest as the base for that conclusion.
Argumentation theorists claim that there is more to argumentation.

61 Schiappa (2002), for one, confesses that he identifies argumentation theory with doing rhetoric
and that he finds it hard to differentiate between the two.
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two extremes of these lines of research are indeed represented, most argumentation
theorists seem to recognize that argumentation research has a descriptive as well as
a normative dimension, so that in argumentation theory both interests must be
combined.

Although this is not always explicitly acknowledged, it is clear that most modern
approaches to argumentation are strongly affected by the perspectives on argumen-
tation developed in Antiquity. Both the dialectical perspective (which nowadays
usually incorporates the logical dimension) and the rhetorical perspective are
represented prominently. Approaches to argumentation that are dialectically ori-
ented tend to focus primarily on the quality of argumentation in defending
standpoints in regulated critical dialogues. They put an emphasis on guarding the
reasonableness of argumentation by regimentation. It is noteworthy that in the
rhetorically oriented approaches to argumentation, putting an emphasis on factors
influencing the effectiveness of argumentation effectiveness is usually viewed
rather as a “right to acceptance” speakers or writers are, as it were, entitled to on
the basis of the qualities of their argumentation than in terms of actual persuasive
effects. Research that is indeed aimed at examining the actual effectiveness of
argumentation is usually called persuasion research. In practice, persuasion
research generally amounts to quantitative empirical testing of the ways in which
argumentation (and other means of persuasion)®” may lead to changes of attitude in
the recipients.

In modern argumentation theory, a remarkable revival has taken place of both
dialectic and rhetoric. Unlike in Aristotle’s approach, however, there is a wide
conceptual gap between the two perspectives on argumentation, going together
with a communicative gap between their protagonists. This double gap is probably
a consequence of the separation between the two perspectives that took place in the
sixteenth and seventeenth century and resulted in an ideological division of two
mutually isolated paradigms generally seen as contradictory. In recent times, some
argumentation scholars have come to the conclusion that the dialectical and rhetor-
ical views on argumentation are not per se incompatible.®® They may even comple-
ment each other, so that the sharp division requires weakening. It has even been
argued that re-establishing the link between dialectic and rhetoric will enrich the
analysis and evaluation of argumentative discourse.** According to this view,
combining the different kinds of insights gained by taking the two perspectives
leads to a better and more complete understanding of argumentative discourse.

As an introduction to our discussion in the following chapters of the various
theoretical approaches to argumentation that are currently prominent, we shall

52 An important impetus to the empirical study of argumentation in persuasion research is given by
Daniel O’Keefe. He tested experimentally the recognition of argumentative moves and used more
recently “meta-analysis” to check the validity of certain theoretical claims made by argumentation
theorists (O’Keefe 2006).

83 See, for instance, the essays concerning the relationship between the two perspectives collected
in Dialectic and Rhetoric (van Eemeren and Houtlosser, Eds., 2002).

54 See van Eemeren (2010) and the literature discussed in Chapter 3 of that monograph.
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now give a brief overview of these approaches, paying some attention in our
discussion to the way they deal in their outlooks with the classical heritage.
Before turning to theoretical approaches that were developed more recently, we
first turn to two “neoclassical” approaches developed in the 1950s, which are
known as the Toulmin model and the new rhetoric. Both approaches are aimed at
developing an argumentation theory which is to counterbalance in dealing with
argumentation the formal approach that modern logic provides for dealing with
analytic reasoning.

In The Uses of Argument, first published in 1958, Toulmin (2003) reacted against
the then dominant logical view that argumentation is just another specimen of
the reasoning that the formal approach is qualified to deal with. As an
alternative, Toulmin (2003) presented a model of the “procedural form” of argu-
mentation. This model aims to capture the functional elements (or steps) that can be
distinguished in the defense of a standpoint by means of argumentation. The
procedural form of argumentation is, according to Toulmin, “field-independent,”
meaning that the steps that are taken — as they are represented in the model — are
always the same, irrespective of the subject that is being discussed. It is noteworthy
that Toulmin’s model of the argumentative procedure is in fact conceptually
equivalent to the extended syllogism known in Roman-Hellenistic rhetoric as
epicheirema.

In judging the validity of argumentation, Toulmin gives the term validity a
different meaning than it has in formal logic. In his view, the validity of argumen-
tation is primarily determined by the degree to which the (usually implicit) warrant
that connects the data advanced in the argumentation with the claim at issue is
acceptable — or, if challenged, can be made acceptable by a backing. What kind of
backing may be required in a particular case depends on the field to which the
standpoint at issue belongs. In justifying an ethical claim, for instance, a different
kind of backing will be required than in justifying a legal claim. This means that the
criteria used in evaluating the validity of argumentation are in Toulmin’s view
“field-dependent.” Thus, Toulmin puts the validity criteria for argumentation in an
empirical and historical context.

In their monograph The New Rhetoric, also first published in 1958, Perelman and
Olbrechts-Tyteca (1969) regard argumentation — in line with classical rhetoric — as
sound if it adduces or reinforces assent among the audience to the standpoint at
issue. The soundness of argumentation is in the new rhetoric measured against its
effectiveness with the target group. This target group may be a “particular”
audience addressed by the speaker or writer that consists of a specific person or a
group of people, but it can also be the “universal” audience, the kind of (real or
imagined) audience that, in the arguer’s view, embodies reasonableness.

Besides an overview of the elements of agreement that can in argumentation
serve as points of departure (facts, truths, presumptions, values, value hierarchies,
and topoi®), Perelman and Olbrechts-Tyteca provide an overview of argument

55 Perelman and Olbrechts-Tyteca use the Latin equivalent loci.
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schemes that can be used in the layout of argumentation to convince or persuade an
audience. The argument schemes they distinguish remain for the most part close to
the classical topical tradition. They hold that argumentation can have a quasi-
logical (or quasi-mathematical) argument scheme but also an argument scheme
that is based on the structure of reality or an argument scheme that structures
reality. Apart from argumentative techniques of “association,” in which these
argument schemes can be employed, Perelman and Olbrechts-Tyteca also distin-
guish an argumentative technique of ‘“dissociation.” Dissociation divides an
existing conceptual unity (e.g., “vanity”) into two separate conceptual unities
(e.g., the original concept of “being vain” and the new concept of “loving beautiful
clothes”).

In spite of the obvious differences between Toulmin’s approach to argumenta-
tion and that of Perelman and Olbrechts-Tyteca, there are also some striking
commonalities. Starting from a philosophical background and an interest in the
justification of views by argumentative discourse, both emphasize that values play a
part in argumentation, both reject formal logic as a theoretical tool for dealing with
argumentation, and both turn to juridical procedures for finding an alternative
model. A theoretical connection between the Toulmin model and Perelman and
Olbrechts-Tyteca’s new rhetoric could even be made by viewing the various points
of departure distinguished in the new rhetoric as representing different types of data
in the Toulmin model and its argument schemes as different types of warrants or
backings.

In addition, both approaches are imbued with notions and distinctions that can
already be found in classical rhetoric. This applies not only to the similarity
between Toulmin’s model and the Ciceronian epichereima but also to that between
the role of warrants and backings and that of the classical fopoi. In the case of the
new rhetoric, the crucial role of the audience in the classification of the starting
points is strikingly similar to the way in which it is envisaged in classical rhetoric.
Moreover, the types of argumentation covered by the argument scheme based on
the structure of reality are for the most part reminiscent of those treated in
Aristotle’s Topics. In addition, the distinction between this argument scheme and
that of structuring reality runs parallel with the classical distinction between
rhetorical syllogisms and rhetorical induction. All in all, the general goals of the
new rhetoric agree well with those of classical rhetoric, albeit that the classical
rhetorical systems tended to be primarily used as heuristics.

Of all the approaches to argumentation that have been developed more recently,
formal dialectic, coined and instigated by Hamblin (1970), remains closest to
formal logic, albeit logic in a dialectical garb. The scholars responsible for the
revival of dialectic in the second part of the twentieth century treat argumentation
as part of a formal discussion procedure for resolving a difference of opinion by
testing the tenability of the “thesis” at issue against challenges. Apart from the ideas
about formal dialectic articulated by Hamblin, in designing such a procedure, they
make use of the “dialogue logic” of the Erlangen School (Lorenzen and Lorenz
1978) but also from insights advanced by Rupert Crawshay-Williams (1957) and
Arne Nass (1966). The most complete proposal was presented by Else Barth and
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Erik Krabbe (1982) in From Axiom to Dialogue. Their formal dialectic describes
systems for determining by means of a regimented dialogue game between the
proponent and the opponent of the thesis whether the proponent’s thesis can be
maintained given the premises allowed as “concessions” by the opponent. By
skillfully exploiting the opponent’s concessions, the proponent attempts to bring
the opponent in a position of self-contradiction. If the proponent succeeds, the
thesis has been successfully defended ex concessis.

Building on the proposals for a dialogue logic made by the Erlangen School,
Barth and Krabbe’s formal dialectic offers a translation of formal logical systems
into formal rules of dialogue. In Commitment in dialogue, Walton and Krabbe
(1995) integrate the proposals of the Erlangen School with the more permissive
kind of dialogues promoted in the dialectical systems proposed by Hamblin (1970).
After having provided a classification of the main types of dialogue, they discuss
the conditions under which commitments should be maintained or may be retracted
in argumentation without violating any of the rules of the type of dialogue
concerned. In Walton and Krabbe’s approach, commitments are defined in such a
way that arguers can retract their commitments in some cases, but not in others.
Formal and dialectical approaches related to this approach can be found in some
of the proposals made by the formal and informal logicians we are now going
to discuss.

Out of dissatisfaction with the treatment of argumentation in logical textbooks,
and inspired by the Toulmin model and to a much lesser extent the new rhetoric, a
group of Canadian and American philosophers have propagated since the 1970s an
approach to argumentation that is known as informal logic. The label informal logic
refers to a collection of logic-oriented normative approaches to the study of
reasoning in ordinary language which remain closer to the practice of argumenta-
tion than is usually the case in formal logic. Informal logicians aim in the first place
at developing adequate norms for interpreting, assessing, and construing argumen-
tation. Since 1978, the journal Informal Logic,%® started and edited by Anthony
Blair and Ralph Johnson, has been the speaking voice of informal logic and the
connected educational reform movement dedicated to “critical thinking.”

In Logical Self-Defense, Johnson and Blair (2006) have indicated what they have
in mind when they speak of an informal logical alternative to formal logic. In this
textbook they explain that the premises of an argument have to meet the criteria of
“acceptability,” “relevance,” and “sufficiency.” In the case of acceptability, the
question is whether the premises that are used in an argument are true, probable, or
in some other way trustworthy. In the case of relevance, the question is whether
there is a pertinent substantial relation between the premises and the conclusion of
the argument. In the case of sufficiency, the question is whether the premises
provide enough evidence for the conclusion. Other informal logicians have
adopted these three criteria, albeit sometimes under slightly different names (e.g.,
Govier 1987).

56 At first named Informal Logic Newsletter.
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In Acceptable Premises, Freeman (2005) provides, from an epistemological
perspective on informal logic, the first comprehensive theory of premise accept-
ability. Generally, however, informal logicians remain in the first place interested in
the premise-conclusion relations in arguments (Walton 1989). Most of them main-
tain that argumentation should be valid in some logical sense, but generally they do
not stick to the formal criterion of deductive validity. In their studies of the
fallacies, which are collected in Fallacies, Woods and Walton (1989) opt for a
logical approach that is formal in a broader sense. In their view, each fallacy
requires its own theoretical treatment, which leads them to applying a variety of
logical systems in their theoretical treatment of the fallacies.

Johnson (2000) also takes an approach that is predominantly logical, but in
Manifest Rationality he complements this approach with a “dialectical tier.” In
Finocchiaro’s contributions to informal logic, too, the logical and the dialectical
approaches are combined, albeit that the emphasis is more strongly on the dialecti-
cal dimension, and historical and empirical dimensions are added (e.g., Finocchiaro
2005). Some other informal logicians are searching in other directions for appro-
priate alternatives. Often the Toulmin model is their first source (e.g., Freeman
1991). The rhetorical perspective and the views Perelman and Olbrechts-Tyteca’s
advanced in their new rhetoric have received less attention from informal logicians.
A notable exception is Christopher Tindale, who turns in Acts of Arguing (1999),
and in Rhetorical Argumentation (2004), emphatically to rhetorical insights.

In modern times, the study of rhetoric has fared considerably better in the United
States than in Europe. Not only has classical rhetoric from the nineteenth century
onward been represented in the academic curriculum, but also has the development
of modern rhetorical approaches been more prolific. At first sight, Kenneth Burke’s
(1966) influential twentieth-century definition of rhetoric as “the use of words by
human agents to form attitudes or to induce actions in other human agents” comes
close to the traditional definitions concentrating on “persuasion.” A change, how-
ever, is that Burke views persuasion as a result of “identification.” To him,
identification is a requirement of persuasion. Still, the argumentative view which
connects rhetoric with the ability to find the appropriate means of persuasion
remains predominant and is by many considered as paradigmatic.

In the last decades of the twentieth century, the image that rhetoric had acquired
of being irrational and even anti-rational has been revised. Paying tribute to
Perelman and Olbrechts-Tyteca’s new rhetoric, in various countries various
scholars have argued for a rehabilitation of the rhetorical approach. In spite of the
unlimited extension in the United States in the 1960s of the scope of rhetoric to Big
Rhetoric “to the point that everything, or virtually everything, can be described as
‘rhetorical’” (Swearingen and Schiappa 2009, p. 2), Joseph Wenzel (1987)
emphasized the rational qualities of rhetoric. In France, Olivier Reboul (1990)
argued at about the same time for giving rhetoric its rightful position in the study
of argumentation beside dialectic. He saw rhetoric and dialectic as different
disciplines, which display some overlap. Rhetoric applies dialectic to public
discussions, while dialectic is at the same time part of rhetoric because it provides
rhetoric with intellectual tools. In Germany, Josef Kopperschmidt (1989) argued
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that, viewed from a historical perspective, rhetoric is the central concern of argu-
mentation theorists.

Although all of them may be described as rhetoricians in the broad sense, the
American scholars from the field of (speech) communication who are currently
engaged in argumentation theory do not share a clearly articulated joint perspective.
Their most obvious common feature is a concern with the connection between
claims and the people engaged in some kind of argumentative practice. David
Zarefsky (1995) defines this common characteristic as “the practice of justifying
decisions under conditions of uncertainty.” This view of argumentation as a prac-
tice contrasts sharply with the analytic view of argumentation as a logical structure.
It was inspired by the American debate tradition, which started in colleges and
universities in the late nineteenth century. In the early and middle years of the
twentieth century, connections were made with classical rhetorical theory, which
led to a debate tradition dominated by the paradigm of “stock issues.”

An influential departure from this tradition was Douglas Ehninger and Wayne
Brockriede’s (1963) book Decision by Debate. Making use of the Toulmin model,
Ehninger and Brockriede present a debate as a fundamentally cooperative rather
than competitive instrument for making critical decisions. This view led in the late
1970s and early 1980s to the proposal of several paradigms or models of debate, the
traditional “stock-issues model” taking its place among the alternatives. The debate
tradition has had an enormous influence on American argumentation studies. Even
Dale Hample’s (2005) Arguing, which deals for the most part with argument
production, can be seen as one of its descendants.

More or less outside the immediate debate tradition, there has always been a
considerable group of scholars in the United States who continued to approach
argumentation from the perspective of classical rhetoric, taking account of insights
from the new rhetoric in the process. Among them are, next to Zarefsky (2006,
2009), Michael Leff (2003) and Edward Schiappa (2002), each of whom has also
contributed profound historical rhetorical analyses. Jeanne Fahnestock (1999,
2009) dealt theoretically with rhetorical figures and stylistics in a way that is
relevant to the analysis of argumentation in science. A separate trend affecting
argumentation studies in American communication research that needs to be
mentioned is the revival of “practical philosophy,” which harks back to the classical
concept of phronesis — practical wisdom in a given case.

In the United States, Second World War studies on persuasion and attitude change
gave a significant boost to the social science approach to communication, which
seeks to produce general and testable statements about communication rather than
shed light on significant individual cases. This approach promotes descriptive and
empirical research rather than normative reflection. In the 1970s, the social approach
was brought to bear on argumentation studies by a group of scholars united by their
commitment to “constructivism.” Defining argumentation as an interaction of people
who maintain what they construe to be incompatible claims, Charles Willard (1983)
started to develop a constructivist theory of argumentation. Lloyd Bitzer (1968) was
among the scholars who came to see the enthymeme as a communicative act and
considered rhetorical proof as a joint creation of speaker and listener.
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Concentrating on the public features of communicative acts, Sally Jackson and
Scott Jacobs (1982) initiated a research program for studying argumentation in
informal conversations. Their joint research is aimed at understanding the
reasoning processes by which individuals actually make inferences and resolve
disputes in ordinary conversation. A related empirical angle in American argumen-
tation research consists in the study of argument in natural settings, such as school
board meetings, counseling sessions, and public relations campaigns, to produce
“grounded theory” — a theory of the specific case.

A Toulminian concept that has strongly influenced American argumentation
scholarship is the notion of “field.” In Human Understanding, Toulmin (1972)
describes fields as ‘“rational enterprises,” which he equates with intellectual
disciplines, and explores how the nature of reasoning differs from field to field.
This treatment led to vigorous discussion about what defines a “field of argu-
ment:” subject matter, general perspective, worldview, or the arguer’s purpose —
to mention just a few of the possibilities. The concept of fields of argument
encouraged recognition that the soundness of arguments is not something univer-
sal and necessary, but context-specific and contingent. The renewed interest in
fields was another step in resituating the study of argument within the rhetorical
tradition. Instead of asking whether an argument is sound, the questions became
“Sound for whom?” and “Sound in what context?” The core idea is that the
grounds for knowledge claims lie in the epistemic practices and states of consen-
sus in knowledge domains.

In the late 1960s, Robert Scott (1967) contributed further to the emerging belief
that truth is relative to the context of argument and to audience by promoting
studies of the sorts of knowledge that are rhetorically constructed and how arguing
produces knowledge. Instead of the term fields, Thomas Goodnight preferred the
term spheres, referring to “the grounds upon which arguments are built and the
authorities to which arguers appeal” (1982, p. 216). Goodnight uses “argument” to
mean interaction based on dissensus, so that the grounds of arguments lie in doubts
and uncertainties. In a similar vein as Jiirgen Habermas (1984), Goodnight
distinguishes between three spheres of argument: the “personal” (or “private”)
sphere, the “public” sphere, and the “technical” sphere. This triad stresses
differences between arguments whose relevance is confined to the arguers them-
selves, arguments that are meaningful for people in general, and arguments whose
pertinence extends to a specialized or limited community (Goodnight 2012).

Another force that has shaped the nature of argumentation studies in communi-
cation research in the United States in the past decades is social and cultural
critique. The intellectual underpinning of argument-as-critique is “postmodernism”
in one of its many varieties. The most extreme variety of this perspective is the
denial that there can be any such thing as communal standards or norms for
argumentation and the claim that what passes for such a standard is always socially
constructed. If it is only the interests of the powerful in a group or society that define
the communal standards, the goal of argument-as-critique is to expose this practice
and suggest alternatives that bring those who were excluded or marginalized into
the process of deliberation.
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Meanwhile, starting in the 1970s, in Europe a descriptive approach has been
developed in which argumentation is viewed as a linguistic phenomenon in the
sense that it not only manifests itself in language use but is even inherent in most
language use. In a number of publications (almost exclusively in French), the
protagonists of this approach, Oswald Ducrot and Jean-Claude Anscombre, have
presented a linguistic analysis to show that almost all verbal utterances lead the
listener or reader — often implicitly — to certain conclusions, so that their meaning is
crucially argumentative. In L’argumentation dans la langue (Anscombre and
Ducrot 1983), they refer to the theoretical position they adopt as radical
argumentativism.

The approach Ducrot developed in collaboration with Anscombre is
characterized by a strong interest in words that can serve as argumentative
“operators” or “connectors,” giving linguistic utterances a specific argumentative
force and argumentative direction (e.g., “only,” “no less than,” “but,” “even,”
“still,” “because,” “s0”). A word such as “but,” for instance, determines, indepen-
dently of the content of what is said, the direction of the conclusion that is
suggested. Whatever conclusion a specific context allows to be drawn, the presence
of the word “but” causes this conclusion to be the opposite of, and also stronger
than, the conclusion to be drawn from the part of the sentence preceding “but.” An
explicit connection with rhetoric is that the opposite standpoint suggested by “but”
selects an “argumentative principle” that is different from the argumentative prin-
ciple that is operative in the preceding part of the sentence. Anscombre (1994)
observes that the argumentative principles that are at issue here are on a par with the
topoi from classical rhetoric. In the context in which “but” is used, the fopos
suggested after “but” has a bigger argumentative force than the fopos suggested
earlier; the argumentative force suggested earlier is, as it were, put aside —
“overruled” — by the argumentative force suggested later. The topos suggested
after “but” therefore determines the argumentative direction of the sentence. In
“Paul is handsome, but he is gay,” for example, when said to a woman considering
trying to get Paul as a partner, the use of “but” leads to the implicit conclusion “It is
no use going after Paul.”

It has become a tradition among a substantial group of European researchers,
based primarily in the French-speaking world, to approach argumentation from a
descriptive linguistic angle. Some of them continue the approach started by Ducrot
and Anscombre. Others, such as Christian Plantin (1996) and Marianne Doury
(1997), build on this approach but are also — and often more strongly — influenced
by conversation analysis and discourse analysis. Another productive approach mainly
discussed in French is natural logic as envisaged by Jean-Blaise Grize (1982) and his
collaborators in Neuchatel (Borel et al. 1983). Natural logic is not so much linguisti-
cally oriented but psychologically and epistemologically. Its protagonists are in the
first place influenced by insights developed by Piaget concerning the stages of
development that can be distinguished in the thinking of children and in particular
by his general concept of an “action scheme” (Piaget and Beth 1961, p. 251).

Other researchers based in Switzerland, stemming from an Italian background,
such as Eddo Rigotti (2009), Andrea Rocci (2009), and Sara Greco Morasso (2011),

9
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favor a linguistic approach but allow also for normativity. They combine their
linguistic approach with insights from other approaches, such as pragma-dialectics.

The pragma-dialectical theory of argumentation developed in Amsterdam by
Frans van Eemeren and Rob Grootendorst combines a dialectical and a rhetorical
perspective on argumentation and is both normative and descriptive. The research
team was later extended with Agneés van Rees, Francisca Snoeck Henkemans, Peter
Houtlosser, Eveline Feteris, Bart Garssen, and others. As van Eemeren and
Grootendorst (1984) explain in Speech Acts in Argumentative Discussions,
pragma-dialecticians view argumentation as part of a discourse aimed at resolving
a difference of opinion on the merits by methodically testing the acceptability of the
standpoints at issue. The dialectical dimension of the approach is inspired by
normative insights from critical rationalism and formal dialectics, and the prag-
matic dimension by descriptive insights from speech act theory, Gricean pragmat-
ics, and discourse analysis. In order to be able to combine the dialectical and the
pragmatic dimensions systematically, pragma-dialecticians start from four
meta-theoretical points of departure. The first is that in argumentative discourse,
communication takes place functionally through speech act performances
(functionalization of the research object). The second is that the ways in which
positions with regard to the other party’s standpoints and criticisms and defenses of
standpoints are conveyed can be accounted for by extending the speech act per-
spective socially to the level of interaction (socialization). The third is that the
commitments acquired in argumentative discourse can be externalized by
identifying the communicative and interactional obligations created by the speech
acts performed (externalization). The fourth is that a dialectical regimentation of
argumentative discourse can be achieved by designing an ideal model for a
regulated exchange of speech acts in a critical discussion (dialectification).

The various stages argumentative discourse must pass through to resolve a difference
of opinion on the merits by a critical exchange of speech acts are in the pragma-
dialectical theory laid down in an ideal model of a critical discussion. Viewed analyti-
cally, there should be a “confrontation stage,” in which the difference of opinion comes
about, an “opening stage” in which the procedural and material point of departure of the
discussion is determined, an “argumentation stage” in which the standpoints at issue are
defended against any criticism that is advanced, and a “concluding stage” in which it is
determined what the result of the discussion is. The model of a critical discussion also
defines the nature and the distribution of the speech acts that have a constructive role to
fulfill in the various stages of the resolution process. In addition, the standards of
reasonableness authorizing the performance of particular speech acts in the various
stages of a critical discussion are laid down in a set of dialectical rules for critical
discussion. These rules range from the Freedom Rule in the confrontation stage,
prohibiting either party from preventing the other party from expressing any position
this party wishes to take, to the Concluding Rule in the concluding stage, prohibiting
either party from misrepresenting the result of the discussion (van Eemeren and
Grootendorst 2004). Any violation of any of the rules for critical discussion, in whatever
stage it occurs, amounts to making an argumentative move that is an impediment to the
resolution of a difference of opinion on the merits and is therefore fallacious in this
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sense. In this way, the use of the term fallacy is systematically connected with the rules
for critical discussion (van Eemeren and Grootendorst 1992a).%”

Because in argumentative reality argumentative discourse generally diverges for
various reasons from the ideal of a critical discussion, pragma-dialecticians hold that
in the analysis of the discourse, a reconstruction is required to achieve an analytic
overview of all those, and only those, speech acts that play a potential part in
resolving a difference of opinion on the merits. In Reconstructing Argumentative
Discourse, van Eemeren et al. (1993) emphasize that the reconstruction should be
guided by the theoretical model of a critical discussion and should be faithful to the
commitments that may be ascribed to the arguers on the basis of empirical
observations concerning their contributions to the discourse. By means of qualitative
and quantitative empirical research, more insight has been gained into potential clues
for identifying particular argumentative moves (van Eemeren et al. 2007). Because
the reconstruction of argumentative discourse as well as its evaluation can be more
pertinent, more precise, and also better accounted for if, next to the maintenance of
dialectical reasonableness, the simultaneous pursuit of rhetorical effectiveness is
taken into account, van Eemeren and Houtlosser (2002b) developed the notion of
strategic maneuvering. This notion makes it possible to integrate relevant rhetorical
insights systematically in a pragma-dialectical analysis and evaluation of argumenta-
tive discourse as it manifests itself in the various kinds of “communicative activity
types” that can be distinguished in argumentative reality (van Eemeren 2010).

1.5 Overview of the Contents of this Study

Depending on the perspective on argumentative discourse and the angle of
approach chosen as the theoretical point of departure the problems involved in
the analysis, evaluation and production of argumentative discourse are dealt with
rather differently in argumentation theory. ®® The state of the art in argumentation

57 The extent to which the rules for critical discussion are capable of dealing with the defective
argumentative moves traditionally designated as fallacies is viewed as a test of their “problem-
solving validity.” For experimental empirical research of the “intersubjective acceptability” of the
rules for critical discussion that lends them “conventional validity,” see van Eemeren et al. (2009).

%8 The infrastructure of the field of argumentation theory in terms of academic associations,
journals, and book series reflects to some extent the existing division in theoretical perspectives.
The American Forensic Association (AFA), which is associated with the National Communication
Association, and its journal Argumentation & Advocacy concentrate on argumentation, communi-
cation, and debate. The Ontario Society for the Study of Argumentation (OSSA), the Association
for Informal Logic and Critical Thinking (AILACT), and the electronic journal Informal Logic
focus on informal logic. The International Society for the Study of Argumentation (ISSA), the
journals Argumentation and Journal of Argumentation in Context, and the accompanying book
series Argumentation Library and Argumentation in Context aim to cover the whole spectrum of
argumentation theory. Other international journals relevant to argumentation theory are Philoso-
phy and Rhetoric, Logique et Analyse, Argument and Computation, Controversia, Pragmatics and
Cognition, Argument and Computation, and Cogency.
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theory can therefore best be described by providing a survey of the various
theoretical perspectives and approaches, with an emphasis on those perspectives
and approaches that are most elaborate and most influential. This is exactly what we
shall do in the following chapters.

In our survey, we first discuss the historical background in the logical, dialecti-
cal, and rhetorical theories developed in Antiquity that all modern theoretical
approaches to argumentation have in common. We next complement our sketch
of their theoretical background with a discussion of some postclassical
developments, in particular in the middle of the twentieth century, which are to
some extent constitutive for the current state of the art in the field. Special attention
will be given to Toulmin’s model of argumentation and Perelman and Olbrechts-
Tyteca’s new rhetoric, because they have played a pivotal role in stimulating the
present revival of argumentation theory as a discipline. Then we turn to the various
prominent theoretical approaches that determine together the current state of affairs
in argumentation theory.

The differences between the theoretical approaches that can be distinguished in
argumentation theory depend on the disciplinary backgrounds of the theorists
concerned and the philosophies of reasonableness underlying their approach. More
in particular, they depend on the specific views these theorists have of the definition
and role of the rational judge who judges reasonably. Some theorists see this judge in
a purely descriptive fashion as the actual audience to which the argumentation is
addressed, while others view the judge normatively as an abstract representation of
reasonableness that is to be defined analytically. Still others take a middle position,
regarding the two conceptions of reasonableness as complementary or thinking that
they are connected, or ought to be connected, with each other. It is usually the
disciplinary background of the theorists that determines whether their objective is
primarily to gain a better understanding of argumentation or whether they are out to
realize diagnostic and therapeutic purposes. This disciplinary background determines
in general also whether they will opt for a formal, pragmatic, or some other kind of
substantiation of their empirically or analytically based definitions of the validity
standards a reasonable judge is supposed to use in judging the point of departure and
layout of argumentation. In principle, even the terminology used by the argumenta-
tion theorists to refer to their self-chosen standard of reasonableness is determined by
their disciplinary background: logical validity, pragmatic validity, soundness, appro-
priateness, and correctness (or some other fitting denominator).

Every fully fledged theoretical approach to argumentation that can be distin-
guished in argumentation theory represents in fact a particular specification of what
it means for a rational judge to judge reasonably and provides a definition of
(crucial aspects of) the favored type of validity.®” For our present purposes, it is

%1t is the argumentation theorists’ task to specify the criteria a rational judge needs to apply in
evaluating argumentation. As no one holds the monopoly for the use of the term valid or any of its
equivalents, they can give these terms the meaning they think to agree best with their theoretical
approach.
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important to note that the rational judge who judges reasonably can take various
shapes and is represented by, or projected in, various kinds of (concrete or abstract)
audiences. In describing the theoretical approaches to argumentation prevailing in
argumentation theory, we shall pay attention not only to the conception of reason-
ableness these approaches give substance to but also to their logical, dialectical, or
rhetorical pedigree, their descriptive or normative ambition, and the components of
the general research program of argumentation theory they concentrate on. In our
discussion of the various approaches, we shall as a rule stick to the terminology
used by the protagonists of these approaches. In cases in which the terminology or
the meaning given to certain terms deviates from the way in which they are
introduced in this introductory chapter, we shall note this and give a translation
when this seems helpful.

The Handbook of Argumentation Theory is meant to be a tool assisting students
in finding their way in argumentation theory. After this general introduction of the
field, the remaining chapters will therefore be devoted to providing a more detailed
overview of the current state of the art by discussing the most prominent theoretical
approaches to argumentation. We start with treatments of the classical backgrounds
of argumentation theory in Antiquity and its postclassical backgrounds in modern
times. Next we explain the “neoclassical” approaches of Toulmin and Perelman and
Olbrechts-Tyteca, which stimulated the revival of argumentation theory after the
Second World War. The discussion of the “Toulmin model” and the “new rhetoric”
is followed by a treatment of the more recent formal dialectical approaches,
informal logic, American communication and rhetoric, the linguistically oriented
approaches, pragma-dialectics, and argumentation and artificial intelligence. To
conclude our overview, we pay attention to some research traditions which are
close to argumentation theory but not part of it and to the development of argumen-
tation theory in parts of the world where English is not the main language of
publication. To further assist students of argumentation, we have supplemented
our alphabetical bibliography of all publications referred to with a classified
bibliography listing systematically the literature pertaining to the various theoreti-
cal approaches.

In Chap. 2, “Classical Backgrounds”, we provide an overview of the classical
backgrounds of argumentation theory in Antiquity. The historical roots of argu-
mentation theory in Aristotelian dialectic and fallacy theory, classical syllogistic
and propositional logic, and Greek and Roman-Hellenistic rhetoric are illustrated
by discussing insights from Zeno, the Sophists, Plato, Isocrates, Aristotle, the
Stoics, Hermagoras of Temnos, Cicero, Quintilian, Boethius, and others that are
still relevant to present-day argumentation theory. We conclude the chapter with a
short description of the development of dialectic, logic, and rhetoric in the Middle
Ages and the Renaissance and their influence on present-day argumentation theory.

In Chap. 3, “Post-classical Backgrounds”, we discuss some postclassical
backgrounds of argumentation theory. First, we illustrate by means of an example
the difference between a logician’s abstract way of dealing with argument and
reasoning and the interests of an argumentation theorist. Then we continue giving a
survey of the different conceptions of validity in logic: both the semantic


http://dx.doi.org/10.1007/978-90-481-9473-5_2
http://dx.doi.org/10.1007/978-90-481-9473-5_3

42 1 Argumentation Theory

conceptions and the syntactic ones, here represented by natural deduction (the
pragmatic ones are treated in Chap. 6, “Formal Dialectical Approaches”). Next
we discuss the history of the study of fallacies by going into the reception of the
Aristotelian heritage in the study of fallacies and explaining the traditional views of
some notorious fallacies originating in theoretical observations by Locke and
Whately. We also discuss the so-called Standard Treatment and Hamblin’s criti-
cism of it. After that we move on to three important forerunners or pioneers of
modern argumentation theory by discussing Crawshay-Williams’s analysis of con-
troversy, Nass’s insights concerning the clarification of discussions, and Barth’s
dual approach to logical validity.

In Chap. 4, “Toulmin’s Model of Argumentation”, we concentrate on Toulmin’s
model for argumentation analysis. Together with Perelman and Olbrechts-Tyteca’s
new rhetoric, this model set the stage for the development of argumentation theory
in the next 50 years. In our explanation of the Toulmin model, we discuss
Toulmin’s ideas concerning analytical and substantial reasoning, concerning the
relation between the form of argumentation and validity, and concerning field-
invariance and field-dependency. In discussing the reception of the model, we not
only mention various applications of Toumin’s model but also pay attention to the
ways in which the model has influenced further theorizing in argumentation theory.

In Chap. 5, “The New Rhetoric”, we concentrate on the new rhetoric developed by
Perelman and Olbrechts-Tyteca. We first introduce the authors and describe their
intellectual background as well as the general characteristics of their theory. Then we
explain the notion of “audience” that is at the heart of the new rhetoric. After a
treatment of the points of departure for argumentation, we turn to the central part of
the theory by discussing Perelman and Olbrechts-Tyteca’s taxonomy of argument
schemes. The chapter is completed with a discussion of the way in which insights
from the new rhetoric have been adopted by other argumentation scholars as they
applied them in their analyses of (specific types of) argumentative discourse or
integrated them in their own approaches and by a discussion of criticisms that the
new rhetoric has received.

In Chap. 6, “Formal Dialectical Approaches”, the formal dialectical approaches
to argumentation are at issue, starting with the logical propaedeutic of the Erlangen
School. We then discuss some related contributions by Hintikka and by Nicholas
Rescher and — more elaborately — Barth and Krabbe’s systems of formal dialectics.
We briefly treat Hamblin’s formal dialectic, some of Jim Mackenzie’s dialectical
procedures, Woods and Walton’s formal treatment of the fallacies, and Walton and
Krabbe’s integration of different approaches into one system. At the end of this
chapter, we briefly explain the semiformal method of profiles of dialogue.

In Chap. 7, “Informal Logic”, our survey of the present state of affairs in argumen-
tation theory starts with an exposition of the (re)emergence of informal logic. In
discussing the main issues taken on by informal logicians, we focus on Blair and
Johnson’s joint and individual contributions, Finocchiaro’s historical and empirical
approach, Trudy Govier’s critical analysis of key concepts in informal logic, the
epistemological approaches of Robert Pinto and others, Freeman’s Toulminian
approach to argument(ation) structure and work on argument acceptability, and
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Walton’s views on argument(ation) schemes and dialogue types. In addition, we
discuss some specific contributions to informal logic, namely, those of Hansen,
David Hitchcock, and Tindale.

In Chap. 8, “Communication Studies and Rhetoric”, we focus on contemporary
developments in argumentation theory that have taken place in the study of
communication and rhetoric in the United States. We start our overview with a
discussion of the role of argumentation in the debate tradition in which the study of
argumentation in communication studies developed. Then we pay attention to the
starting points for theorizing about argumentation which constitute answers to
the questions of what argumentation is, in what ways it manifests itself, and how
the study of argumentation relates to logic, dialectic, and rhetoric. Next we turn to
two major research traditions: historical-political analysis of argumentative
discourses known as “rhetorical criticism” and the study of characteristics of
argumentation from the perspective of rhetorical theory. Starting from the Toulmin
view of context-dependency, we concentrate next on two important notions: “argu-
ment fields” and “spheres of argumentation.” After this, “normative pragmatics” is
discussed, in which the norms playing a part in actual argumentative discourse are
studied with the help of Gricean and other pragmatic insights. The chapter
is concluded by paying attention to argumentation in persuasion research and
argumentation in interpersonal communication.

In Chap. 9, “Linguistic Approaches”, several language-oriented approaches to
argumentation are discussed mainly stemming from argumentation theorists pub-
lishing not primarily in English, to begin with Grize’s psychological and epistemo-
logical natural logic developed in Switzerland. Then the focus is on the French
linguists Ducrot and Anscombre. Attention is paid to their radical argumentativism
and to their ideas concerning polyphony. Next the contributions of the French
argumentation theorists Plantin and Doury and the Israeli researcher Amossy
relating to conversation analysis and discourse analysis are discussed. Finally we
go into the primarily semantic-pragmatic approach to argumentation developed in
the Italian-speaking part of Switzerland by Rigotti, Rocci, and Greco Morasso.

In Chap. 10, “The Pragma-Dialectical Theory of Argumentation”, we discuss the
pragma-dialectical approach developed in the Netherlands by van Eemeren and
Grootendorst. The model for critical discussion is introduced and the rules for
critical discussion. The pragma-dialectical method for reconstructing argumenta-
tive discourse and the treatment of the fallacies are also discussed. Van Eemeren,
Houtlosser, and Snoeck Henkemans’s study of argumentative indicators and van
Eemeren, Garssen, and Meuffels’s experimental research concerning the conven-
tional validity of the discussion rules are given their due, just as van Eemeren and
Houtlosser’s introduction of rhetorical insights into the theory with the help of the
concept of strategic maneuvering. In discussing the contextualization of the analy-
sis and evaluation of argumentative discourse by differentiating between various
more or less institutionalized communicative activity types, attention is paid to the
contributions to the study argumentation in the legal domain by Feteris and others
and those of other pragma-dialecticians with regard to argumentation in the politi-
cal, the medical, and the academic domain.
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In Chap. 11, “Argumentation and Artificial Intelligence”, we concentrate on the
implementation of insights from argumentation theory in the field of computer
science and artificial intelligence, which has become a research interest in its own
right. Among the topics we discuss are non-monotonic logic and defeasible
reasoning but also case-based reasoning and reasoning with legal rules. Specific
attention is paid to argument attack studied as an abstract formal relation, an
approach that has become very influential. A notion from argumentation theory
that is frequently used in a digital context is that of argument schemes. We therefore
explain how it is interpreted and implemented. A central notion from the digital
context itself that is exploited in putting insights from argumentation theory to good
use is that of dialogue protocols. We explain what this notion involves and in what
ways it can be instrumental in argumentation theory. The treatment of argument
structure in artificial intelligence is discussed, also in connection with software that
can support argumentation.

In Chap. 12, “Research in Related Disciplines and Non-Anglophone Areas”, we
discuss developments which have taken place, more or less independently, outside
the research traditions treated in the earlier chapters. First, attention is paid to
research in some disciplines and research programs that connect with argumenta-
tion theory and may even have some overlap with it: critical discourse analysis,
historical controversy analysis, persuasion research and related quantitative
research projects, and studies stemming from relevance theory which promote an
argumentative turn in cognitive psychology. Next, we concentrate on developments
in argumentation research that have taken place in non-Anglophone parts of the
world, in which research results are often published in other languages than
English. Concentrating on contributions which have not yet been discussed in
other chapters, we give an overview of argumentation research in the Nordic
countries; in German-speaking, Dutch-speaking, French-speaking, and Italian-
speaking areas; in Eastern Europe; in Russia and other parts of the former USSR;
in Spanish-speaking and Portuguese-speaking areas; in Israel; in the Arab world; in
Japan; and in China.
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2.1 Dialectic, Logic, and Rhetoric

A great many of the theoretical concepts as well as a large part of the terminology
used in present-day approaches to argumentation are adopted from or inspired by
the classical disciplines of dialectic, logic, and rhetoric. In this chapter, we shall
discuss the origins as well as the further development of these disciplines in
antiquity, i.e., in the period stretching from the fifth century BC up until the seventh
century AD.

In Sect. 2.2, we discuss the beginnings of dialectic, logic, and rhetoric in ancient
Greece. As far as dialectic and logic are concerned, we shall concentrate on the
contributions made by Zeno of Elea in his paradoxes and those made by Plato in his
dialogues. Regarding the beginnings of rhetoric, we shall pay attention to the
contributions of the sophists as well as the views manifest in the teachings of
Isocrates of Athens and in the anonymous Rhetoric to Alexander.

The next three sections are devoted to classical dialectic. In Sect. 2.3, we discuss
Aristotle’s conception of dialectic as put forward in his Topics. After a reconstruc-
tion of Aristotle’s views on the structure and goals of dialectical debates, we shall
turn to the central notion of a fopos and discuss some of Aristotle’s instructions on
the proper conduct of a debate. Our discussion of Aristotle’s dialectic continues in
Sect. 2.4 with a description of his list of fallacies as put forward in the Sophistical
Refutations. In Sect. 2.5, the last section on classical dialectic, we present a
reconstruction of the contributions of Cicero and Boethius to the theory of topics.

In the two subsequent sections, we shall elaborate on the ancient roots of two
important logical theories of argumentation. In Sect. 2.6, we expound Aristotle’s
highly influential theory of the syllogism, a forerunner of predicate logic. In
Sect. 2.7, we call attention to the relatively unfamiliar but intriguing notions
developed in Stoic logic, a forerunner of propositional logic.

The next two sections will be devoted to classical rhetoric. Since Aristotle is the
first to systematically reflect on the phenomenon of persuasion, we shall first give
an exposition of his contributions to the art of rhetoric. This is done in Sect. 2.8.
After Aristotle, rhetoric slowly developed into a teachable system of instructions
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for the production of a persuasive speech. Various classical authors have
contributed to the system, but instead of discussing their contributions one by
one, we demonstrate in Sect. 2.9 the subordinate doctrines developed within the
discipline by using as our organizational principle the so-called canons or tasks of
the speaker, i.e., the consecutive tasks a speaker will have to accomplish in
preparing the actual performance of a speech. In dealing with the various tasks
and doctrines, we shall mention the most important classical authors involved in
their development.

Finally, in Sect. 2.10, we briefly sketch the further development of the
disciplines in the Middle Ages and the Renaissance and conclude the chapter
with a brief survey of the relationships between the ancient disciplines of logic,
dialectic, and rhetoric and present-day argumentation theory as discussed in this
handbook. As an aid to the reader, a chronological table of ancient authors and
works has been attached to the last section.

2.2 Beginnings of Dialectic, Logic, and Rhetoric

The ancient Greeks often accounted for the existence of the various arts employed
by mankind by attributing the invention of such an art to a god, a hero, or a person
that had lived in the past. As far as dialectic and rhetoric are concerned, Diogenes
Laertius (third century AD) in Lives of eminent philosophers' — one of the most
important sources for the history of Greek philosophy — has Aristotle mention Zeno
of Elea as the inventor of dialectic and Empedocles of Agrigentum as the inventor
of rhetoric. Diogenes Laertius does not provide any information on who invented
logic, probably because logic at the time was not considered a discipline of its own
separate from dialectic: with the Stoics and in the later ancient tradition, the term
dialektiké includes logic.

Taking other sources into account, it appears that attributions of this kind are not
always in agreement with one another. As far as dialectic is concerned, Aristotle
mentions Zeno, Socrates, and Plato as inventors of this art and also claims that he
himself is the first to give a theoretical account of it. As far as rhetoric is concerned,
there is the story, also adhered to by Aristotle, that two lawyers from Sicily, Corax
and Tisias, invented it.

The attributions being as discrepant as they are, one important difference
between the beginnings of dialectic and that of rhetoric stands out: dialectic
developed within contexts of private gatherings where philosophers discussed the
nature of reality and mankind, while rhetoric developed within contexts of the

'See Diogenes Laertius (1925). The work was written in Greek and has several titles in Greek and
in Latin, for instance, in Greek, Bioi kai gnémai tén en philosophiai eudokimésantén (Lives and
opinions of the eminent philosophers), or simply Bioi philosophdn (Lives of philosophers), and in
Latin, Vitae philosophorum (Lives of philosophers). In references we shall use the abbreviation
“LP.”
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public life where citizens delivered speeches regarding judicial and political issues
in front of a judging audience.

In this section, we first provide an overview of the beginnings of dialectic and
logic as they are manifest in the paradoxes of Zeno and the dialogues of Plato.
Reflecting the fact that, at the time of their early development, no clear distinction
was drawn between dialectic and logic, in the present description of their
beginnings, we treat these disciplines as one. Next, we provide an overview of
the beginnings of rhetoric as they are manifest in the teachings of the sophists,
Isocrates of Athens, and the anonymous Rhetoric to Alexander.”

2.2.1 The Beginnings of Dialectic and Logic

Zeno of Elea (probably about 490-430 BC) is famous for having left us a number of
paradoxes. These have not come down to us directly but via the work of others who
have reported on them. From what can be reconstructed from these reports, it
appears that Zeno in some of these paradoxes employs a method of refutation
that consists in deriving from a standpoint to be refuted two consequences that
contradict one another. In later writings on dialectic and logic, this method is
described as the argumentative technique of reductio ad absurdum or reductio ad
impossibile.

An example of such a report can be found in Plato’s dialogue Parmenides. In one
of the passages of this dialogue, Socrates and Zeno discuss the latter’s attempt to
defend the monistic ontology that “being is one,” put forward by Zeno’s teacher,
Parmenides of Elea (floruit about 500 BC), against attacks by other philosophers
who propagated the pluralistic ontology that “being is many’”:

[Socrates:] “Zeno, what do you mean by this: if things are many, they must then be both like
and unlike, but that is impossible, because unlike things can’t be like or like things unlike?
That’s what you say, isn’t it?”

“It is,” said Zeno.

“If it’s impossible for unlike things to be like and like things unlike, isn’t it then also
impossible for them to be many? Because, if they were many, they would have incompati-
ble properties. Is this the point of your arguments — simply to maintain, in opposition to
everything that is commonly said, that things are not many? And do you suppose that each
of your arguments is proof for this position, so that you think you give as many proofs that
things are not many as your book has arguments? Is that what you’re saying — or do I
misunderstand?”” (Plato 1997, Parmenides 127e—128a)

Following on Zeno’s affirmative response to this question, Socrates accuses him
of having presented his view on the nature of reality as an original one, whereas in
fact it is the same one as his teacher Parmenides held. According to Socrates, to
show that reality does not consist of many things is the same as to show that reality

2 The subsection on the beginnings of dialectic and logic draws on Kneale and Kneale (1962) and
Wagemans (2009). The subsection on the beginnings of rhetoric draws on Kennedy (2001) and
Pernot (2005).
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consists of only one thing. Zeno then denies the accusation and explains the aim of
his philosophical work in more detail:

[Zeno:] “The truth is that the book comes to the defense of Parmenides’ argument against
those who try to make fun of it by claiming that, if it is one, many absurdities and self-
contradictions result from that argument. Accordingly, my book speaks against those who
assert the many and pays them back in kind with something for good measure, since it aims
to make clear that their hypothesis, if it is many, would, if someone examined the matter
thoroughly, suffer consequences even more absurd than those suffered by the hypothesis of
its being one.” (Plato 1997, Parmenides 128c—d)

Whereas Socrates suggests that Zeno is aiming at proving the standpoint that
reality is one (demonstratio per impossibile), Zeno himself explains that he is only
aiming at showing that the standpoint that reality is many leads to absurdity
(reductio ad absurdum) and impossibility (reductio ad impossibile).

This and other reports of Zeno’s paradoxes indicate that he was famous for
employing the argumentative technique of reductio in order to refute a standpoint.
From later developments in dialectic — especially from Plato’s specimens, in his
early dialogues, of debates featuring “Socratic refutation” or “elenchus” (Greek:
elegchos) and from the dialectical procedure that underlies Aristotle’s Topics and
Sophistical refutations — it becomes clear that this way of refuting a standpoint is
central to the discipline. It may therefore be assumed that it is for Zeno’s excellence
in using the argumentative technique of the reductio that later authors endowed him
with the status of being the “inventor” of dialectic.’

Whereas Zeno employed an argumentative technique that can only retrospec-
tively be labeled as “dialectical,” Plato was the first one to explicitly use the term
dialectic as a technical term. In general, throughout his dialogues, he presents
dialectic as the outstanding “method” of philosophizing, i.e., as a way of finding
and expounding philosophical truths by means of conducting discussions. Most
scholars agree that Plato gives three different accounts of what this method entails.
In some of the dialogues generally labeled as the “early” dialogues — esp. in the
Apology, Lesser Hippias, Euthyphro, Laches, Lysis, Charmides, Protagoras, and
Gorgias — dialectic takes the form of the “Socratic refutation debate.” In some of
the “middle” dialogues — esp. in the Meno, Phaedo, Republic, and Parmenides —
dialectic takes the form of the “method of hypothesizing.” And finally, in some of
the “late” dialogues — esp. in the Phaedrus, Sophist, Statesman, and Philebus —
dialectic takes the form of the “method of collection and division.”* Below, we
shall briefly describe these three different forms of dialectic as they manifest
themselves in the dialogues just mentioned.

The Socratic refutation debate is a type of debate prominent in Plato’s early
dialogues in which Socrates (as the Questioner) aims to refute the standpoint of his

3 See Diogenes Laertius, Lives of eminent philosophers VIII, 57; 1X, 25, and Sextus Empiricus,
Against the logicians 1 (= Adversus mathematicos VII), 6-8.

*For a critical account of the chronological grouping of Plato’s dialogues see Plato (1997, pp. xii—
xviii) and Kraut (1992).
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interlocutor (the Answerer). Prototypically, Socrates introduces the subject of the
debate by asking an opening question. By responding to the question, the interloc-
utor takes up a standpoint with regard to the subject at issue. Socrates then asks a
number of follow-up questions. By responding to these questions with “Yes” or
“No,” the interlocutor commits himself to a number of concessions. At the end of
the debate, Socrates then tries to refute the standpoint of the interlocutor on the
basis of the concessions that are made. The refutation can be direct, in which case
Socrates derives from the concessions a standpoint that is the opposite of the
interlocutor’s answer to the opening question, or indirect, in which case he shows
that the interlocutor’s set of opinions, consisting of the standpoint and the
concessions, is internally inconsistent.

The Socratic refutation debate has a striking resemblance with another type
of debate occurring in Plato’s early dialogues, the so-called eristic debate as the
sophists practiced it. As in the Socratic refutation debate, the aim of the Questioner in
an eristic debate is to refute the standpoint of the Answerer on the basis of
the concessions made. In the examples Plato provides of this type of debate, the
Questioner realizes his aim by making use of ambiguous terms. Having elicited a
concession in which a certain term has a specific meaning, the Questioner at the end
of the debate derives a conclusion in which the term has a different meaning.

A passage in the Euthydemus, in which Plato describes Socrates’ response to a
question containing such an ambiguous term, makes it clear that the procedural
problem that impedes the Answerer to properly defend his thesis in an eristic debate
is that he is only allowed to say “Yes” or “No” and does not have the right to ask for
a clarification of the terms used by the Questioner:

[Euthydemus:] And do you know by means of that by which you have knowledge, or by
means of something else?

[Socrates:] By means of that by which you have knowledge. I suppose you mean the soul, or
isn’t this what you have in mind?

Aren’t you ashamed, Socrates, he said, to be asking a question of your own when you ought
to be answering?

Very well, said I, but how am I to act? I will do just what you tell me. Now whenever [ don’t
understand your question, do you want me to answer just the same, without inquiring
further about it?

You surely grasp something of what I say, don’t you? he said.

Yes, I do, said 1.

Then answer in terms of what you understand.

Well then, I said, if you ask a question with one thing in mind and I understand it with
another and then answer in terms of the latter, will you be satisfied if I answer nothing to the
purpose?

I shall be satisfied, he said, although I don’t suppose you will.

Then I’'m certainly not going to answer, said I, until I understand the question.

You are evading a question you understand all along, he said, because you keep talking
nonsense and are practically senile.

I realized he was angry with me for making distinctions in his phrases, because he wanted to
surround me with words and so hunt me down. (Plato 1997, Euthydemus 295b—d)

If the Answerer had been allowed to ask for clarification of the meaning of terms
used in the question at issue, he would have been able to avoid being refuted in an
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unreasonable manner. By revealing an underlying mechanism of the eristic debate,
Plato criticizes the sophists for exploiting the rules of the game of the elenchus in
order to win the debate at the cost of philosophical reasonableness.

In his middle dialogues, Plato describes a second form of dialectic, the so-called
method of hypothesizing. While the aim of the Socratic refutation debate is to find out
whether a standpoint is tenable in the light of certain concessions made, the aim of the
method of hypothesizing is to actually show that a standpoint is tenable. The method is
derived from mathematical practice. First, the discussants derive from the standpoint —
the “hypothesis” — certain other points of view that follow from it, the “consequences.”
Then, in case the set of consequences is internally consistent, the hypothesis is accepted,
and in case the set of consequences is internally inconsistent, the hypothesis is aban-
doned. In the latter case, the discussants may finally arrive at an acceptable standpoint by
modifying the initial hypothesis in such a way that the set of consequences derived from
the adapted hypothesis does comply with the condition of being internally consistent.

In search of a method that arrives at the ultimate philosophical truth, Plato in the
Republic defines dialectic as a method that leads the discussants to an understanding
of an “unhypothesized” first principle called “the idea of the Good”:

[...] whenever someone tries through argument and apart from all sense perceptions to find
the being itself of each thing and doesn’t give up until he grasps the good itself with
understanding itself, he reaches the end of the intelligible, just as the other reached the end
of the visible.

Absolutely.

And what about this journey? Don’t you call it dialectic?

I do. (Plato 1997, Republic 532a-b)

Because this form of dialectic, according to Plato, enables the discussants to
reach the highest possible philosophical knowledge, in his educational program for
the future ruler of the state, he places dialectic “at the top of the other subjects like a
coping stone” (Plato 1997, Republic 534e).

In his late dialogues, Plato describes a form of dialectic that is rather different
from the Socratic refutation debate as well as from the method of hypothesizing.
This form of dialectic is called the method of collection and division, and it is aimed
at arriving at a philosophically adequate definition of a certain term. Although
nowhere in the dialogues Plato gives a clear description of the method of collection
and division, the method can be reconstructed as consisting of two parts. In the first
part — the collection — the term that is to be defined is brought together with related
terms in order to decide which of the collected terms is the most comprehensive. In
the second part of the method — the division — the most comprehensive term is
divided into species and subspecies until the discussants have arrived at the term
that is to be defined. In the Sophist Plato gives an example of such a division.
Starting from the comprehensive term expertise, the subsequent divisions of the
term are aimed at finding a definition of the term angling.” The debate resembles

SGill (2012, Chaps. 5-6) provides an elaborate account of this and many other divisions in Plato’s
Sophist and Statesman.
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other forms of dialectic in that there is a Questioner and an Answerer, but in this
case the Questioner does not aim at refuting the standpoint of the Answerer but
expounds his own views on the matter in a didactical way:

VISITOR: If every expertise falls under acquisition or production, Theaetetus, which one
shall we put angling in?

THEAETETUS: Acquisition, obviously.

VISITOR: Aren’t there two types of expertise in acquisition? Is one type mutually willing
exchange, through gifts and wages and purchase? And would the other type, which brings
things into one’s possession by actions or words, be expertise in taking possession?
THEAETETUS: It seems so, anyway, given what we’ve said.

VISITOR: Well then, shouldn’t we cut possession-taking in two?

THEAETETUS: How?

VISITOR: The part that’s done openly we label combat, and the part that’s secret we call
hunting.

THEAETETUS: Yes.

(Plato 1997, Sophist 219d—e)

At the end of the discussion, the definition is given by summing up in the right
order all the species and subspecies that link the term to be defined with the most
comprehensive term.

Enabling the discussants to find definitions of things in terms of genus-species
relationships, the method of collection and division can be characterized as a method
that is aimed at gaining philosophical knowledge about the interrelations of the
“ideas” or “forms.” Since the quality of the knowledge thus arrived at strongly
depends on the skills of the interlocutors in dividing the terms in the correct manner,
Aristotle criticized the method for not being deductive in the strict sense (Prior
Analytics 46a31-37 and Posterior analytics 91b12-27). Following up on this criti-
cism, Aristotle in his own writings uses the term dialectic to designate the art of
debate rather than the ultimate method for reaching philosophical or scientific truth.

Of the three different forms of dialectical discussions described in Plato’s dialogues,
the Socratic refutation debate probably reflects the philosophical debates as they were
conducted in Plato’s school — the Academy. Aristotle, who studied and taught in the
Academy for a period of 20 years, claims to be the first to provide a theoretical account
of this type of dialectical discussions, which we will discuss in Sects. 2.3 and 2.4. Later,
Cicero and Boethius elaborate on an important part of Aristotle’s account, the doctrine
of the “topics.” We will discuss these later developments in Sect. 2.5.

2.2.2 The Beginnings of Rhetoric
Like the beginnings of dialectic and logic, those of rhetoric are not clearly marked.

Ancient sources attribute the “invention” of rhetoric to figures as different as the
Sicilian lawyers Corax and Tisias and the philosopher Empedocles.® There is some

$See Cicero, Brutus 4648, and Diogenes Laertius, Lives of eminent philosophers VIII,
57, respectively.
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evidence that already in the fifth century certain handbooks on the composition and
the presentation of an effective speech (technai logon) were in circulation. Both
Plato (Phaedrus, 266d-267d) and Aristotle (Rhetoric 1.1, 1354a11-1355a20, and
I1.13, 1414a37-b7) give a critical account of these handbooks, from which it can
be learned that they may have contained examples and/or instructions regarding the
parts of a speech, the use of stylistic devices, and the use of emotion as a means of
persuasion. Other citations by Plato (Phaedrus, 273a—b) and Aristotle (Rhetoric
11.24, 1402a17-20) indicate that the handbooks may also have contained
illustrations of logical means of persuasion, in particular of the argument from
probability (eikos).

Around the same time, a number of thinkers, generally referred to as the
sophists, started to manifest themselves as teachers of rhetoric.” Among the most
famous of them are Protagoras of Abdera, Gorgias of Leontini, Prodicus of Ceos,
and Hippias of Elis. Although the sophists are referred to as a group, they operated
individually. Travelling from city to city, they presented an educational program
intended to prepare young people for a future role in public life. Their teaching
concentrated on skills regarding the composition and presentation of an effective
speech. It did not take place by means of presenting the rules of the art but rather by
means of providing the students with model speeches (epideixeis, singular:
epideixis) for them to imitate. Among the surviving model speeches are The
encomium of Helen and The defence of Palamedes, both written by Gorgias, and
the Tetralogies, attributed to Antiphon of Rhamnus (ca. 480-411 BC).®

One of the underlying assumptions of the teaching of the sophists is the relativ-
istic idea that there are always two sides to every issue and that ultimate truth is not
to be found.” Another important assumption is the idea that in order to persuade, the
speaker does not necessarily have to be an expert on the subject. Plato criticizes this
idea in his Gorgias, in a passage where Socrates denies the rhetoric of the sophist
Gorgias the status of a true art and describes it as a form of “flattery” that is
comparable to “pastry baking’:

Pastry baking has put on the mask of medicine, and pretends to know the foods that are best
for the body, so that if a pastry baker and a doctor had to compete in front of children, or in
front of men just as foolish as children, to determine which of the two, the doctor or the
pastry baker, had expert knowledge of good food and bad, the doctor would die of
starvation. [...] So pastry baking, as I say, is the flattery that wears the mask of medicine
[...] what pastry baking is to medicine, oratory is to justice [...] You’ve now heard what I
say oratory is. It’s the counterpart in the soul to pastry baking, its counterpart in the body.
(Plato 1997, Gorgias 464d-465d)

7 According to Schiappa (1990), there is no such thing as the rhetoric of the sophists, since the term
is not attested in any texts prior to Plato (e.g., Gorgias 449c), who may have first coined the term in
a polemic sense.

8 Antiphon of Rhamnus (in Attica), also known as Antiphon the Orator, may or may not have been
the same person as the one known as Antiphon the Sophist.

°On the sophistic idea of arguing on both sides of the issue, see, for instance, Mendelson (2002)
and Tindale (2010).



60 2 Classical Backgrounds

The upshot of Plato’s critique of the rhetoric of the sophists is that it teaches
speakers to persuade by telling the audience what is pleasant rather than what is the
best thing to do. Within the context of political or deliberative debates, this may
lead to making wrong decisions. In Plato’s view, a speaker should not try to gain or
maintain political power by deceiving the audience in this way but should promote
the general interest by sincerely trying to convince the audience of the best decision
to take. Rather than acting like a cook who presents his audience with tasty but
unhealthy dishes, the speaker should act like a physician, providing his audience
with a bitter but healthy medicine.

Plato at the end of the Gorgias (503a—b) preludes on the development of a type
of rhetoric that avoids the pitfalls of sophistic rhetoric. In the Phaedrus, he
expounds the conditions for such a philosophically legitimate type of rhetoric.'”
As the following passage shows, this type of rhetoric presupposes the type of
dialectic called the method of collection and division as a method for teaching or
persuading one’s audience of the truth in an effective way:

First, you must know the truth concerning everything you are speaking or writing about;
you must learn how to define each thing in itself; and, having defined it, you must know
how to divide it into kinds until you reach something indivisible. Second, you must
understand the nature of the soul, along the same lines; you must determine which kind
of speech is appropriate to each kind of soul, prepare and arrange your speech accordingly,
and offer a complex and elaborate speech to a complex soul and a simple speech to a simple
one. Then and only then, will you be able to use speech artfully, to the extent that its nature
allows it to be used that way, either in order to teach or in order to persuade. This is the
whole point of the argument we have been making. (Plato 1997, Phaedrus 277b—c)

Distinct from this philosophically legitimate type of rhetoric, Isocrates of Athens
(436-338 BC) developed an educational program that resembled that of the sophists in
being intended to teach students how to successfully operate in public life. However,
for several reasons, Isocrates is not considered a sophist. First of all, unlike most
sophists, he did not travel around but taught in a school he had opened in Athens.
Second, Isocrates supposedly never delivered a speech himself, since he was better as
a writer of speeches than as a presenter of them. Twenty-one of these written model
speeches have survived. Third, his teaching of rhetorical skills was embedded in a
larger educational program that also consisted of ethics and political philosophy. And
fourth, most importantly, he taught his students rhetoric not only by providing model
speeches for them to imitate but also by explaining to them the principles of the art. An
example of the latter can be found in a passage in which Isocrates, for the first time in
the history of rhetoric, mentions invention, arrangement, and style, which were later
incorporated into rhetorical teaching as the three most important of the five “tasks of
the speaker” (officia oratoris) or “canons of rhetoric”:

But to choose from these elements [out of which we make and compose all discourses]
those which should be employed for each subject, to join them together, to arrange them

For a commentary on the Phaedrus that has a strong emphasis on the rhetorical contents of the
dialogue, see Yunis (Ed., 2011).
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properly, and also, not to miss what the occasion demands but appropriately to adorn the
whole speech with striking thoughts and cloth it in flowing and melodious phrase — these
things, I hold, require much study and are the task of a vigorous and imaginative mind.
(Isocrates 1929, Against the sophists 13, 16—17)

A final important contribution to the early development of rhetoric is a handbook
that came down to us as the Rhetoric to Alexander, written somewhere around
34 BC. Since it starts with a letter in which Aristotle dedicates the work to
Alexander the Great, some have assumed that Aristotle wrote it. However,
Quintilian (Oratorical education 111.4.9) seems to identify Anaximenes of
Lampsacus (ca. 380-320 BC) as the writer of the treatise.

Unlike other handbooks, the Rhetoric to Alexander does not only contain models
or examples for imitation but also more or less systematically organized collections
of rules (or instructions) pertaining to different types of speech. Starting from the
distinction between deliberative, epideictic, and juridical speeches (the three basic
genres), the author distinguishes seven types of speech: exhortation, dissuasion,
praise, blame, accusation, defense, and investigation.'' Having presented the sub-
ject matters specific to each of these types (1-6), the author gives a general analysis
of arguments (7—17), strategic maneuvers (18-20), and style (21-28). The work is
concluded with an overview of the structures specific to each of the seven types of
speech (29-37).

As we have explained, the contributions of the sophists, Plato, Isocrates, and
those in the Rhetoric to Alexander are to be seen as the start of the development of
rhetoric as a coherent and didactically effective set of instructions for the produc-
tion and delivery of a persuasive speech. The first author to systematically reflect on
these instructions was Aristotle, whose Rhetoric we shall discuss in Sect. 2.8. In the
centuries after the fourth century BC, Greek and Roman writers modified and
extended the rhetorical instructions, resulting into what is now commonly referred
to as the system of classical rhetoric, which we shall discuss in Sect. 2.9.

2.3  Aristotle’s Theory of Dialectic

As we already mentioned, students and teachers in Plato’s Academy took part in
philosophical debates that were closely related to Socratic refutation debates.
Aristotle (384-322 BC), who studied and taught in the Academy for a period of
20 years, was the first to write extensively on the aims, structure, rules, and
strategies of such debates. His handbook of philosophical debates, known as the
Topics (Topica),'? consists of eight books. The Topics together with the single book

' The distinction between the three basic genres is often thought to be a later intrusion devised in
order to assimilate the work to Aristotelian standard theory. Quintilian (Oratorial education
111.4.9) seems to attribute to the author only two basic genres: juridical (iudiciale) and deliberative
(contionale).

2 An English translation can be found in Aristotle (1984, Vol. 1).
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Sophistical refutations (Sophistici elenchi)'® — a supplementary volume that is
sometimes catalogued as its ninth book — can be regarded as the first extensive
work on dialectic (including logic). The work was obviously inspired by Plato’s
rendering of the Socratic refutation debates in his early dialogues, but these
dialogues do not yet constitute a treatise about dialectic. Aristotle himself claimed,
at the end of Sophistical refutations (in a passage that also refers to the Topics), that,
in contrast to the situation in rhetoric, his dialectical investigations had to start from
scratch:

[...] as far as our inquiry is concerned, it is not the case that some work had been done
before, while some had not; rather, there was nothing at all. (Aristotle 2012, Soph. ref.
34, 183b34-36)

In one sense of the word dialectical, all debates, being conversations, are
dialectical. However, Aristotle’s inquiries pertain to a specific type of debate,
between a Questioner and an Answerer, whom the Questioner tries to refute.
Unfortunately, no learner’s guide to these debates has been left to us. Aristotle
just assumes that his audience or readership is familiar with the basics. We shall
therefore first give a reconstruction of the way in which such debates may be
supposed to have proceeded.'

2.3.1 The Dialectical Procedure

Basically the Athenian philosophical debate (henceforth, dialectical debate) is a
regimented version of the Socratic refutation debate we discussed in the preceding
section. There are two participants, each of whom has a different role to play: the
Questioner (erdton, punthanomenos) and the Answerer (apokrinomenos,
erdtémenos, érotémenos). Generally, the debate takes place in front of an audience.
In what, in a pragma-dialectical vein, may be called the opening stage of the debate,
it is first determined which participant will play which role. The Questioner then
proposes an issue (probléma) for debate by putting forward a propositional ques-
tion: a question which offers a choice between two contradictory propositions, such
as “Is the universe infinite or not?” or “Is virtue teachable or not?”” The Answerer
selects either the positive or the negative answer as his thesis. The contradictory of
the Answerer’s thesis counts as the thesis of the Questioner. This concludes the
opening stage.

The primary aim of the Questioner is to construct a refutation (elegchos) of the
Answerer, i.e., a deductive argument or deduction (sullogismos) consisting of
(at least two) premises and a conclusion that is to contradict the thesis of the

'3 An English translation can be found in Aristotle (1984, Vol. 1) and in Aristotle (2012).

14 Our reconstruction of the academic dialectical discussion (or debate) is based on Moraux (1968),
Slomkowski (1997), and the summaries in Krabbe (2012a) and in Hasper and Krabbe’s introduc-
tion to the Dutch translation of Sophistical Refutations (Aristoteles 2014).
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Answerer, and therefore to be identical to the Questioner’s own thesis. The notion
of a deduction is defined as follows:

Now a deduction is an argument in which, certain things being laid down, something other
than these necessarily comes about through them (Aristotle 1984, Vol. 1, Topics 1.1,
100a25-27)

With respect to its linguistic structures, this notion of deduction is clearly
not limited to what we would now call “syllogisms.” But, in other respects,
Aristotle’s notion of a deductive argument is more restricted than contemporary
notions of deduction. For one thing, according to the Aristotelian view, there is
no such thing as an invalid deduction. What we would be inclined to call by that
name would simply be no deduction at all (though it could still be an argument
(logos)). Further, the Aristotelian notion does not admit deductive arguments in
which there are not at least two premises, or in which the conclusion is equal to one
of the premises or in which one of the premises is not needed to obtain the
conclusion.

Notice that it is not upon the Answerer to construct a refutation of the Questioner
or, what comes to the same, to defend his thesis by argument: only the Questioner is
to argue. The primary aim of the Answerer is to uphold his thesis, i.e., to avoid
being refuted.

In order to construct a refutation, the Questioner is to obtain premises/
propositions (protaseis, singular: protasis) that allow him to deduce his thesis. It
is not upon the Questioner to decide which premises he may use, because the
Answerer first needs to agree with any premise the Questioner proposes. To obtain
such an agreement from the Answerer, the Questioner uses again propositional
questions (called protaseis as well), which are however formulated in a way slightly
different than that used for introducing the issue for debate, for instance: “Has the
universe come to be?” or “Is virtue knowledge?” If the Answerer answers such a
question either affirmatively or negatively, he has granted a premise.'” But the
Answerer is not in all circumstances obliged to give immediately either a positive or
a negative answer: he is allowed to first ask for clarification of the question, or he
may object to it, for instance, because the question contains an ambiguity that must
first be resolved.

Now it may seem that the Answerer could always win the debate by simply
objecting to any premise the Questioner might ask for. But this he cannot do, since
in dialectical debates, unless they are degenerated into eristic debates, the audience
expects the discussants to display reasonable behavior and to cooperate to some
extent in their common enterprise (koinon ergon) of producing good arguments.
Therefore, an Answerer refusing to concede acceptable (plausible, reputable)
premises (endoxa, singular: endoxon) would be frowned upon by the audience

'S The two distinct functions of questions that introduce an issue (problémata) and questions that
ask to concede a premise (protaseis) were curiously interchanged by Kneale and Kneale (1962,
pp- 34-35) and also by van Eemeren et al. (1996, p. 38), but this was corrected in the Dutch
translation. See Slomkowski (1997, p. 21, Note 60).
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and might even make a fool of himself.'® An Answerer who persistently uses such
tactics would be showing himself ill-tempered (duskolos), which is certainly no
compliment. Answering by conceding the opposite of what the Questioner wants
him to concede would make matters even worse because if the premise asked for is
true, the opposite must be false and if this premise is acceptable, the opposite must
be unacceptable. Thus, the ill-tempered Answerer would weaken his position by
getting entangled in falsehoods and implausibilities. All the same, it is not easy for
the Questioner to find acceptable premises to support his own thesis. Facilitating
this task was precisely one of Aristotle’s main purposes when he wrote the Topics.
A large part of the Topics is devoted to the description of about 300 fopoi (Rubinelli
2009, p. 29), which may, according to some scholars, be compared to what
nowadays are known as argument (or argumentation) schemes.

In some cases, considerations of acceptability and pressure from the audience
will be enough to make the Answerer willing to concede a certain premise
(suggested by a topos), but often it is necessary to argue for the premise. Since
the argument for the premise may be again deductive, it may be necessary to argue
in a sub-deduction for a premise needed for the ultimate deduction of the
Questioner’s thesis and again to argue for premises of these sub-deductions, and
so on. This makes the dialectical procedure of debate a recursive one. But, though
the ultimate argument for the Questioner’s thesis is supposedly required to be
deductive, not all arguments of which the Questioner may avail himself to obtain
premises need to be so. It is also permitted to argue for premises in a non-deductive
way: induction (epagdge) can be used to get a universal premise admitted and
arguments from likeness (homoiotés) to go directly from case to case, skipping the
establishment of a universal.

The first of these non-deductive ways of arguing for premises, induction, is
defined as follows:

[...] induction is a passage from particulars to universals, e.g. the argument that supposing
the skilled pilot is the most effective, and likewise the skilled charioteer, then in general
the skilled man is the best at his particular task. (Aristotle 1984, Vol. 1, Topics 1.12,
105a13-16)

When the particular cases that function as the premises of the induction have
been admitted, the Answerer is expected to also admit the universal conclusion — in
the example above: “For each task a man skilled in that task is best at that task.” The
only escape would be to object not to a premise but to the induction itself by
presenting a counterexample — in the example above, a particular task such that

16 Propositions are acceptable (endoxos) if they are “accepted by everyone or by the majority or by
the wise —i.e., by all, or by the majority, or by the most notable and reputable (endoxois) of them”
(Aristotle 1984, Vol. 1, Topics 1.1, 100b21-23). As the quote shows, this word applies not only to
propositions but also to people. In Topics VIIL5 and VIII.6, Aristotle proposes, for the Answerer,
some refined rules with respect to the acceptability of premises, which take into account that
premises must be more plausible than the conclusion that is drawn from them. See
Wilodarczyk (2000).
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people skilled in that task are not the best in it. If the Answerer admits the particular
cases and fails to present a counterexample, but still refuses to admit the universal
conclusion, he would appear to be “ill-tempered.”"”

About the second non-deductive way of arguing for premises, making use of
arguments from likeness, Aristotle says:

Moreover, try to secure admissions by means of likeness; for such admissions are plausible,
and the universal involved is less patent; e.g. that as knowledge and ignorance of contraries
is the same, so too perception of contraries is the same; or vice versa, that since the
perception is the same, so is the knowledge also. This argument resembles induction, but
is not the same thing; for in induction it is the universal whose admission is secured from
the particulars, whereas in arguments from likeness, what is secured is not the universal
under which all the like cases fall. (Aristotle 1984, Vol. 1, Topics VIII.1, 156b10-17)

After having obtained the premises of his ultimate deduction (the final step in his
refutatory argument), the Questioner proceeds to deduce his conclusion. He then
claims to have refuted the thesis of the Answerer by having deduced its contradic-
tory. To this the Answerer may still object by trying to show that the alleged
refutation is fallacious on some account (see the discussion of Aristotle’s theory
of fallacies in the next section).

How does a dialectical debate end? If the Questioner has succeeded in
constructing an unobjectionable refutation, we may say that the Questioner has
won and the Answerer has lost. If the debate ends for some reason or other before
the Questioner has succeeded, the Answerer has won and the Questioner has lost.
There are some indications that these debates had a fixed time limit.'® However,
winning or losing in this way does not give the whole picture: it is also important
how one has won or lost. And this depends on the quality of one’s contribution to
the debate relative to the difficulty of one’s task (Moraux 1968, pp. 285-286).

2.3.2 Goals of Dialectical Debates and of Other Types of Dialogue:
Their Argumentative Character

Aristotle is not very explicit about the goals served by dialectical debates. The goal
of a kind of activity should not be confused with the aims of the participants as they
pursue the activity. In dialectical debates, the aim of either party is to win the debate
and to do so in an impeccable way. But by this observation, the question why people
would enter into such altercations at all is not answered.

At the start of Topics VIILS, Aristotle distinguishes three types of dialogue by
their different goals: (1) the truly dialectical debate, which is concerned with
training (gumnasia), with critical examination (peira), or with inquiry (skepsis);
(2) the didactic discussion, concerned with teaching; and (3) the competitive

17 See Topics VIILS.

18 Topics VIII.10, 161a9—12 and Soph. ref. 33, 183a21-26, and also Topics VIIIL.2, 158a25-26. See
also Moraux (1968, p. 285).
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(eristic, contentious) type of debate in which winning is the only concern. Else-
where, Aristotle distinguishes four domains of argument that are characteristic of
these types of dialogue (though the connection need not be exclusive)'?:

In discussions there are four domains of argument: didactic, dialectical, critical and eristic.
Those arguments are didactic that deduce on the basis of the principles appropriate to the
discipline in question and not on the basis of the views of the answerer (for the student
should rely on them). Those arguments are dialectical that, on the basis of acceptable views,
constitute a deduction of a contradictory. Those arguments are critically examining that are
based on views of the answerer or on things that must be known by anyone who purports to
have scientific knowledge [...]. And those arguments are eristic that, based on points that
appear acceptable without being so, constitute a deduction or appear to constitute a
deduction.?” (Aristotle 2012, Soph. ref. 2, 165a38-b8)

The (critical) examination dialogue (peirastic) is concerned with the critical
examination (peiras), by the Questioner, of a (would-be) expert (the Answerer).
Is the expert really knowledgeable about the things he claims to know? Aristotle
sometimes speaks about the examination dialogue as a separate type of dialogue but
mostly subsumes it under dialectical debate. The examination dialogue starts from a
difference of opinion about the question whether the Answerer is knowledgeable in
a certain field and uses arguments to resolve the difference and therefore constitutes
a kind of argumentative discussion.?! Also, the eristic debate, though it is focused
on letting people wrangle rather than on obtaining a resolution, is an argumentative
activity in as far as it starts from a difference of opinion and uses arguments. It is a
type of debate that is dangerously close to the dialectical debate, since in a
dialectical debate eristic moves always threaten to slip in. On the other hand,
didactic discussion, which is concerned with the presentation of demonstrations
(proofs) by a teacher to his students, constitutes a primarily informative kind of
discussion.

In Topics 1.2, Aristotle briefly discusses the ways his treatise can be of use; doing
so he also throws light on the goals of dialectical debates:

Next in order after the foregoing, we must say for how many and for what purposes the
treatise is useful. They are three — intellectual training, casual encounters, and the philo-
sophical sciences. That it is useful as a training is obvious on the face of it. The possession
of a plan of inquiry will enable us more easily to argue about the subject proposed. For
purposes of casual encounters, it is useful because when we have counted up the opinions

'°1n the passage here cited, we interpret didactic arguments as arguments characteristic of didactic
discussions. Similarly, we interpret dialectical arguments as arguments characteristic of truly
dialectical debate; critically examining arguments as arguments characteristic of critical examina-
tion dialogues (peirastic), a subtype of dialectical debate; and eristic arguments as arguments
characteristic of eristic debate. Wolf (2010) provides an analysis of Aristotelian “argumentation
forms” based on three criteria and yielding seven different forms.

20 Here one may add: “or merely appear to deduce a conclusion from acceptable premises.” See
Topics 1.1, 100b23-25.

2n the rare case that neither the Questioner nor the Answerer holds that the Answerer is or is not
knowledgeable in the field, but both try to find out what is the case, there is no difference of opinion.
Consequently, the critical examination would not be argumentative, but still a kind of test.
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held by most people, we shall meet them on the ground not of other people’s convictions
but of their own, shifting the ground of any argument that they appear to us to state
unsoundly. For the study of the philosophical sciences it is useful, because the ability to
puzzle on both sides of a subject will make us detect more easily the truth and error about
the several points that arise. It has a further use in relation to the principles used in the
several sciences. For it is impossible to discuss them at all from the principles proper to the
particular science in hand, seeing that the principles are primitive in relation to everything
else: it is through reputable opinions about them that these have to be discussed, and this
task belongs properly, or most appropriately, to dialectic; for dialectic is a process
of criticism wherein lies the path to the principles of all inquiries. (Aristotle 1984,
Vol. 1, Topics 1.2, 101a25-b4)

The first kind of use mentioned in this passage is training (gumnasia). It was also
mentioned in Topics VIILS (see above). Practicing dialectical debating will make
people more adept at constructing and criticizing arguments.

The second kind of use mentioned occurs in casual encounters (enteuxeis). The
description given presents us with a kind of mirror image of the examination
dialogues: just like the latter, dialectical debates in such casual encounters take
place between an expert and a layman, but now the expert is the Questioner, who
tries to correct the layman and to convince him of the truth of something by arguing
from the latter’s own convictions rather than from scientific principles, which
would be beyond him.?* The passage does not mention the use of dialectical debates
in other kinds of encounters, such as encounters leading to an examination dialogue
or encounters with scholars from a competing philosophical school who need to be
answered and could be enticed into taking a position in a dialectical debate. In each
case of this second kind of use, there will be a difference of opinion and a use of
arguments, and so the discussion will be argumentative.

The third kind of use regards the study of the philosophical sciences (hai kata
philosophian epistémai). This use corresponds to the earlier mentioned goal of
inquiry (skepsis). When discussants together investigate a scientific problem, they
do not necessarily have a difference of opinion, and therefore a discussion of this
type is probative and explorative rather than argumentative. But since the
participants may at any time take distinct positions about some issue, it is likely
to have embedded argumentative parts. There are actually two kinds of use to be
considered under this head. First, by dialectical debates, one may find out what
counts for and what against a particular thesis and thus discover the truth about
something. Second, dialectical debates may offer a way to (or a way to examine) the
first principles of science.”

We may conclude that dialectical debates are of use in various ways and that
discussions following their rules are often, though not always, argumentative, so
that the study of these debates is a part of argumentation theory concerned with a
special context of argumentation.

22 This interpretation is corroborated by a passage in Aristotle’s Rhetoric (Rhet. 1.1, 1355a24-29),
which contains a reference to the Topics.

23 The interpretation of the last point is very uncertain.
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2.3.3 The Topoi

Whereas Book I of the Topics introduces fundamental concepts and instruments for
the dialectical debate and Book VIII gives strategic advice for debaters, Books II
through VII, the so-called middle books, are devoted to the description and discus-
sion of topoi. The core meaning of the Greek word fopos (plural: topoi) is “place,”
but in the context of dialectic and rhetoric, it has a technical meaning, which is in
English sometimes conveyed by the Greek word fopos and sometimes by the term
topic. There has been much debate among experts about what precisely a topos is
supposed to be.** Yet it seems clear that the function of fopoi is to help in the
construction of arguments. Since it is not immediately clear how “places” would
help in constructing arguments, the technical use of the word may be supposed to
involve some metaphor. Most likely it derives from the mnemonic art, a
memorizing technique in which data to be remembered are, in one’s mind, stored
at determinate locations (fopoi) in a mental representation of a complex and
ramified site.”® Rubinelli (2009, p. 13) suggests a link with a fourth century military
use of the term fopos, mentioned by Ritodk (1975, pp. 112, 114), in which it denotes
a location from which power can be deployed. Indeed, one could say that, similarly,
a topos in argumentation would be a point of view from which to construct an
argument attacking one’s opponent.

Using another metaphor, Brunschwig, in his introduction to his translation of the
Topics, characterizes a topos as une machine a faire des prémisses a partir d’une
conclusion donnée [a machine to produce premises starting from a given conclu-
sion] (Aristote 1967, p. xxxix), since the function of a topos is, given a certain
conclusion to be reached, to enable the Questioner to find premises from which this
conclusion can be deduced. Just as a machine consists of a number of parts, a topos
consists of a number of distinct elements.*®

In his Rhetoric, Aristotle characterizes a fopos as “something under which many
enthymemes fall” (Rhetoric 11.26, 1403a19, as translated by Slomkowski 1997, p. 43).
Since enthymeme (enthuméma) is what in rhetoric corresponds to deduction
(sullogismos) in dialectic, we may presume him to hold that a fopos in dialectic can
be characterized as something under which many deductions fall.>” This characteri-
zation stresses the generality of fopoi: a lot of deductions exemplify one and the same
topos. In this respect, topoi resemble contemporary argument(ation) schemes. Indeed
the system of fopoi may be looked upon as an ancient system of argument schemes.®

24 See, for instance, de Pater (1965, 1968), Brunschwig in Aristote (1967, 2007), Sainati (1968),
Slomkowski (1997), Smith in Aristotle (1997), and Rubinelli (2009).

25 See Solmsen (1929, pp. 171-175).

26 Rubinelli (2009, p- 20) distinguishes six “elements that can occur in the description of a topos™:
applicability requirements, name, instruction, law, example, and purpose.

?7See Slomkowski (1997, p. 45).

28 For rhetoric, the relation between topoi and argument(ation) schemes has been analyzed by
Braet (2005).
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The central part of a fopos is a general law (a universal proposition) that can be
used in many similar deductions. One may propose that this law be identified with
the topos itself, but then, of course, it must still be explained how this law figures in
the search for (other) premises.” Another important part of a fopos is an instruction
telling the Questioner that if the conclusion to be reached has certain features, he
should investigate whether the prerequisites are fulfilled for deducing the given
conclusion by means of the general law provided by the ropos.”® Below, we give
some examples with comments:

(1) A topos from contrary terms>': Again, if there be posited an accident which has a
contrary, look and see if that which admits of the accident will admit of its contrary as well;
for the same thing admits of contraries. [Take, for example, the case that] he [the Answerer]
has asserted that the faculty of desire is ignorant [an accident]. For if it were capable of
ignorance, it would be capable of knowledge [the contrary accident] as well: and this does
not seem to be so — I mean that the faculty of desire is capable of knowledge. For purposes,
then, of overthrowing a view you should proceed as we have said; but for purposes of
establishing one, though the rule [fopos] will not help you to assert that the accident actually
belongs, it will help you to assert that it may possibly belong. For having proved that the
thing in question will not admit of the contrary, we shall have proved that the accident
neither belongs nor can possibly belong; while on the other hand, if we prove that the
contrary belongs, or that the thing is capable of the contrary, we shall not indeed as yet have
proved that the accident asserted does belong as well; our proof will merely have gone to
this point, that it is possible for it to belong. (Aristotle 1984, Vol. 1, Topics 11.7, 113a33-35
and 113b3-14)

The description of this topos starts with an instruction giving strategic advice
to the Questioner: if the Answerer’s thesis predicates an accident P of a subject
S (“S is (accidentally) P”), then the Questioner is to check that P has a contrary
(say Q) and to investigate whether S could also be Q. The instruction is
followed by the general law (“the same thing admits of contraries”), which provides
also the justification for giving this kind of strategic advice. Next there follow two
examples (of which we quoted the second) and some more detailed discussion of
the way this topos can be applied. This order — first the instruction and then the law
followed by examples and further comment — is the usual one in the Topics, but, as
we shall see, not all these elements are always present. The law can be formulated
as follows:

If P and Q are contrary accidents, and if S is P or S can be P, then S can be Q.

2% According to Slomkowski, a fopos is a universal proposition that functions as a premise in a
deduction (a hypothetical syllogism) (Slomkowski 1997, p. 67).

30 These two parts of a fopos correspond to what de Pater calls proposition/formule probative
(proposition de preuve) and regle/formule de recherche (1965, pp. 115-117; 1968, p. 166).

I This ropos served as the first example of a fopos in de Pater (1968, pp. 164—165), and the
example about ignorance in the quotation was analyzed by de Pater in the concluding section of his
paper (pp. 185-188).

32 An accident may or may not belong to its subject (Topics 102b6-7). It is one of the four
“predicables” Aristotle distinguishes in the beginning of the Topics. See example (5).
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This law (which is presumed to be acceptable and therefore to be admitted by
the Answerer) can be used as a major premise to deduce either “S is not-P” or “S
cannot be P,” but only if the minor premise “S cannot be Q” will also be
admitted by the Answerer. As Aristotle notices, it can also be used to
construct a deduction for “S can be Q” if the Answerer admits either “S is P” or
“Scanbe P.”

(2) A topos from contradictory terms: [...] you should look among the contradictories of
your terms, reversing the order of their sequence, both when demolishing and when
establishing a view; and you should grasp this by means of induction. E.g. if man is an
animal, what is not an animal is not a man; and likewise also in other instances of
contradictories. For here the sequence is reversed; for animal follows upon man, but
not-animal does not follow upon not-man, but the reverse — not-man upon not-animal. In
all cases, therefore, a claim of this sort should be made, (e.g.) that if the honourable is
pleasant, what is not pleasant is not honourable, while if the latter is not so, neither is the
former. Likewise, also, if what is not pleasant is not honourable, then what is honourable is
pleasant. (Aristotle 1984, Vol. 1, Topics 11.8, 113b15-24)

The general law of this topos, which is not stated by Aristotle, but indicated by
the examples, can be formulated as follows>>:
A is B if and only if not-B is not-A.

This law (or the relevant part of it: either “If A is B, then not-B is not-A” or
the converse implication) can be used as a major premise to construct
deductions for “A is B” and for “not-B is not-A” (as well as for their negations),
but, again, only if the corresponding minor premise will be admitted by the
Answerer. For instance, if the conclusion to be reached is “A is B” (e.g., “What
is honorable is pleasant”), the minor premise needed would be “not-B is not-A”
(““What is not pleasant is not honorable”). If this minor premise will be admitted
by the Answerer as an acceptable premise, the Questioner may complete his
deduction. The instruction provided by this topos (which is expressed
rather concisely) tells the Questioner to investigate if a suitable minor of this
kind is available.

(3) A topos from greater and lesser degree: [...] see whether a greater degree of
the predicate follows a greater degree of the subject: e.g. if pleasure is good, see
whether also a greater pleasure is a greater good; and if to do a wrong is evil, see
whether also to do a greater wrong is a greater evil. Now this rule [fopos] is of use for
both purposes; for if an increase of the accident follows an increase of the subject, as we
have said, clearly the accident belongs; while if it does not follow, the accident does
not belong. You should establish this by induction. (Aristotle 1984, Vol. 1, Topics 11.10,
114b38-115a6)

Here the general law states that “if an increase of the accident follows an
increase of the subject [...] the accident belongs; while if it does not follow, the
accident does not belong.” It can be formulated as follows:

3 See Slomkowski (1997, pp. 141-142).
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A is B if and only if a greater degree of A is a greater degree of B.

Given an appropriate minor premise, this law can be used to construct
deductions “for both purposes,” i.e., for obtaining “A is B” or “a greater degree of
A is a greater degree of B” and for obtaining their negations.

(4) Another ropos from greater and lesser degree: [...] if one predicate is attributed to two
subjects, then supposing it does not belong to the subject to which it is the more likely to
belong, neither does it belong where it is less likely to belong; while if it does belong where
it is less likely to belong, then it belongs as well where it is more likely. (Aristotle 1984,
Vol. 1, Topics 11.10, 115a6-8)

The general law of this topos can be rendered as
If it is more likely that A is B than that C is B, then if A is not-B, C is not-B, and if
CisB,AisB.™*

There is no instruction or example accompanying this fopos, but it is not hard to
see what the Questioner should investigate.

(5) A topos from the division of a genus into species: Again, if no differentia belonging to
the genus is predicated of the given species, neither will the genus be predicated of it; e.g. of
soul neither odd nor even is predicated; neither therefore is number. (Aristotle 1984, Vol.
1, Topics 1V.2, 123al11-14)

This topos depends upon the theory of predicables, which tells us there are
four ways a predicate B can be predicated of a subject A. If A is B, B can be
predicated of A (1) as A’s definition, which gives the essence of A (“Man is by
definition arational animal”); (2) as (2a) A’s genus (“Man has animal as genus”),
which gives only part of the essence, or (2b) A’s differentia® specifying A within
its genus (“Man has rationality as differentia”), which also gives only part of the
essence; (3) as a property”® of A, which does not give (a part of) the essence of
A but nevertheless characterizes A by being coextensive with it so that A also
belongs to B (“Man has the property of being a featherless biped”); (4) in other
cases as an accident.”’ The general law of this fopos can now be formulated as
follows>®:

If genus G is divided into species by exactly the differentiae D,. . ., D, and for each

D; (1 <i<n) S isnot-D;, then G is not the genus of S.

34 This formulation follows Aristotle’s text. An equivalent, but simpler, formulation would be as
follows: if it is more likely that A is B than that C is B, then if C is B, A is B.

33 Differentia is not counted as a separate predicable, but treated under genus.

35 This term has a technical meaning in this context.

37 The theory of predicables is explained by Aristotle in Topics 1.5-8. The global structure of the
Topics is based on the predicables: Books II and III deal with ropoi concerned with accident, Book
IV with those concerned with genus, Book V with those concerned with property, and Books VI
and VII with those concerned with definition.

38 See Brunschwig’s analysis in Aristote (1967, p. XLII).
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Again there is no further instruction, but there is a brief example in the
passage cited. We may supplement the example by the supposition that the
thesis of the Answerer is that number (G) is the genus of soul (§). Numbers,
however, can be divided into odd numbers (D;) and even numbers (D,). But soul
is not odd, nor is it even. Getting these three premises admitted will enable
the Questioner to refute the Answerer by means of the general law provided by
the topos.

2.3.4 Debate Instructions>®

Having provided a list of fopoi enabling the Questioner to find the premises he
needs to construct the final deduction of his thesis, Aristotle in book VIII of the
Topics gives some instructions on how to proceed in the actual debate.*” The need
for giving these instructions follows from the observation that unlike someone who
merely thinks for himself, someone who acts as a Questioner in a dialectical debate
will have to obtain the premises needed for his conclusion from the Answerer, who
is assumed to be reluctant to concede premises that clearly lead to the refutation of
his thesis:

Any one who intends to frame questions must, first of all, select the ground from which he
should make his attack; secondly, he must frame them and arrange them one by one to
himself; thirdly and lastly, he must proceed actually to put them to the other party. Now so
far as the selection of his ground is concerned the problem is one alike for the philosopher
and the dialectician; but how to go on to arrange his points and frame his questions concerns
the dialectician only; for in every problem of that kind a reference to another party is
involved. Not so with the philosopher, and the man who is investigating by himself: the
premisses of his reasoning, although true and familiar, may be refused by the answerer
because they lie too near the original statement and so he foresees what will follow if he
grants them; but for this the philosopher does not care. (Aristotle 1984, Vol. 1, Topics
VIIL1, 155b4-14)

Aristotle advises the Questioner to conceal as carefully as possible in what way
and from what premises he will draw his conclusion. This general strategy of
concealment (krupsis) entails tactics concerning the invention, the arrangement,
and the formulation of the questions.

As to the invention, Aristotle advises the Questioner not to restrict himself to
asking for concessions upon which the deduction of the conclusion is based — the
so-called necessary premises (hai anagkaiai (protaseis)) — but to also ask for
concessions that do not directly contribute to the refutation of the Answerer’s
thesis. Of these there are four kinds: premises for induction, premises for adding

39 This subsection is based on Krabbe (2009) and Wagemans (2009).

4OWe do not want to suggest that Aristotle wrote the books of the Topics in this order; it may well
have been the other way round.
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weight or ornament to the argument, premises specifically for concealment, and
premises for clarification (Topics VIII.1, 155b20-24, 157a6—13).

As to the arrangement of the questions in an actual debate, Aristotle then
advises the Questioner not to ask all of the necessary premises right in the
beginning of the debate but rather to keep these at a distance by asking for
“more remote” concessions, from which the necessary premises can be derived
in a later stage (Topics VIII.1, 155b29-30, 156b27-30). Nor should one ask to be
granted, one after the other, the premises leading together to one and the same
(intermediate) conclusion, but one should mix them with premises for another
conclusion in order to confuse the Answerer as to which conclusions one tries to
deduce (Topics VIII.1, 156a23-26). Aristotle also advises to take into account the
propensity of most Answerers to deny a proposed premise at the beginning of the
debate and to more easily admit things later. For this reason, the Questioner
should ask for the most important premises at the end of the debate. However,
as he remarks, with some Answerers, namely, those that are ill-tempered
(duskulos) or think themselves to be smart (drimus), it is the other way round:
since they get more and more reluctant to concede anything, the Questioner
should ask for the most important premises at the beginning of the debate (Topics
VIII.1, 156b30-157al).

As to the formulation of the questions, Aristotle notes that the Answerer will
probably be less hesitant to concede a premise (1) when the question regarding that
premise is formulated in terms of likeness, (2) when the Questioner has increased
his credibility by mentioning now and then an objection to his own thesis, and
(3) when the Questioner remarks, in addition to asking a question, that a certain
answer is commonly accepted (Topics VIII.1, 156b10-23). According to Aristotle,
it may also help when the Questioner hides what concession he would like to obtain
(the proposed premise or its contradictory) or how important a specific answer is in
view of the construction of the final deduction (Topics VIII.1, 156b4-9). As to the
conclusion of this final deduction, which is the opposite of the thesis the Answerer
tries to uphold, Aristotle urges the Questioner not to put forward the conclusion in
the form of a question, in order not to give the Answerer the possibility of escaping
from being refuted:

The conclusion should not be put in the form of a question; otherwise if he rejects it, it looks
as if the deduction has failed. For often, even if it is not put as a question but advanced as a
consequence, people deny it, and then those who do not see what follows from the previous
admissions do not realize that those who deny it have been refuted; when, then, the one man
merely asks it as a question without even saying that it follows, and the other denies it, it
looks altogether as if the deduction has failed. (Aristotle 1984, Vol. 1, Topics VIIL2,
158a7-13)

Some of these tactics are also listed in Sophistical refutations 15, together with
some others, such as that you should go fast in order to prevent people from seeing
where you are heading and that you should try to incense the Answerer so as to
make him less attentive. Perhaps these latter tactics are only meant for purely
competitive (contentious, eristic) discussions — which Aristotle does not really
champion, but into which truly dialectical discussions may degenerate — but the
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ones listed in Topics VIII.1 seem rather intended for a kind of dialectic interchange
of which Aristotle approves.

That Aristotle recommends these tactics does not mean that in dialectic anything
goes: the truly dialectical debate, where there is a common aim in view, remains
distinct from the merely competitive (contentious, eristic) kind of debate:

The principle that a man who hinders the common business is a bad partner, clearly applies
to an argument as well; for in arguments as well there is a common aim in view except with
mere contestants, for these cannot both reach the same goal; for more than one cannot win.
It makes no difference whether he effects this as answerer or as questioner; for both he who
asks contentious questions is a bad dialectician, and also he who in answering fails to grant
the obvious answer or to accept whatever question the questioner wishes to put. (Aristotle
1984, Vol. 1, Topics VIIL.11, 161a37-b5)

Having given instructions about how the Questioner may further his aim in a
dialectical debate, Aristotle gives (in the Chaps. 5-8 of Book VIII of the Topics) a
number of instructions about what kind of things the Answerer is obliged to grant in
order to operate in a correct manner. Here he is at first more focused upon the
“common business” (koinon ergon) of the discussants to produce good arguments
than on the particular aim of the Answerer of upholding his thesis. Thus, he
instructs the Answerer not to concede a premise that fails to be more acceptable
than the conclusion to be reached by the Questioner, for if he would do so, this
would deteriorate the quality of the argument the Questioner is going to construct
(Topics VIIL5).*' Since these instructions actually require the Answerer to assist
the Questioner in constructing a good argument, and thus to contribute to his own
refutation by a good argument, they can be interpreted as rules that the Answerer
has to comply with in order for the dialectical debate to be carried on as a
maximally cooperative and non-eristic pursuit.

Some of the instructions for the Answerer, however, seem to be intended as
tactical advice for the Answerer to accomplish his aim — opposed to the aim of the
Questioner — of maintaining his thesis and avoiding refutation, albeit in a truly
dialectical (i.e., a noncontentious, non-eristic) way.42 For instance, Aristotle urges
the Answerer to make use of his right to ask for clarification in case he does not
understand the question and to withdraw concessions made earlier in the debate in
case he did not notice, at the time it was asked, that the question contained an
ambiguity (Topics VIIL.7). Further, Aristotle advises the Answerer to prepare for an
upcoming debate by exploring the ways in which the thesis he wishes to defend can
be attacked (Topics VIIL.9). By doing so, the Answerer may find out how to oppose
the premises from which the Questioner in the actual debate will try to deduce the
opposite thesis.

Once the Questioner has obtained his premises, the Answerer may still attempt
to prevent the Questioner from drawing a conclusion. In Chap. VIIL.10 of the

*!' A good argument must, according to Aristotle, have premises that are more acceptable and more
familiar than its conclusion (Wlodarczyk 2000, p. 156).

2 Aristotle discusses tactics for the Answerer also in Sophistical refutations 17.
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Topics, Aristotle mentions four ways in which the Answerer may try to do so:
(1) He may try to do so by “demolishing the point on which the falsity that comes
about depends” (Aristotle 1984, Vol. 1, Topics VIIL.10, 161a2), namely, by
showing why the reasoning would be fallacious (this is called giving a solution).*?
(2) He may try to do so by “stating an objection directed against the questioner”
(ibidem, 161a2-3), namely, by, though not giving a solution, making it impossible
for the Questioner to continue with the argument. (3) Further “one may object to the
questions asked” (ibidem, 161a5), namely, by pointing out that as yet no conclusion
follows (whereas a conclusion might follow with an additional premise): in this
case, the Questioner may continue. (4) “The fourth and worst kind of objection is
that which is directed to the time allowed for discussion; for some people bring
objections of a kind which would take longer to answer than the length of the
discussion in hand” (ibidem, 161a9—12). Aristotle seems to favor the first of these
possibilities: “There are then, as we said, four ways of making objections; but of
them the first alone is a solution: the others are just hindrances and stumbling-
blocks to prevent the conclusions” (ibidem, 161a13-5).

There is an obvious tension in Aristotle’s instructions for the Questioner and the
Answerer mentioned above. Sometimes these instructions seem to set a standard of
reasonable and cooperative behavior; at other times they propound quite unrea-
sonable and competitive tactics that are more appropriate for eristic wrangling
than for a philosophical enterprise. Since Aristotle distinguishes between truly
dialectical and eristic discussions, and considers those discussants that are unco-
operative and contentious in their behavior as “bad dialecticians,” one may wonder
why he chose to admit so much contentiousness in his truly dialectical debates. The
bottom line, however, is that some contentious (competitive) elements are
unavoidable:

Those [propositions, protaseis] which are used to conceal the conclusion serve a conten-
tious purpose; but inasmuch as an undertaking of this sort is always conducted against
another person, we are obliged to employ them as well. (Aristotle 1984, Vol. 1, Topics
VIIL.1, 155b26-28)

How much contentiousness you need may depend on the circumstances of the
debate and on the character of your opponent (who may only be thinking of himself
as smart or could be highly ill-tempered). But in a debate you need to apply some
contentious tactics, just because you are not the only person involved. As a good
dialectician, you would not use more contentious means than necessary, so as not to
become yourself the one who spoils the debate.

If the Questioner commits a fallacy when pretending to draw a conclusion
from certain premises, the Answerer will not behave contentiously at all if he uses
the first of the four ways mentioned above of trying to prevent the Questioner
from drawing a conclusion, by giving a solution. To expose the fallacy
would indeed be a matter of justified self-defense and would at the same time

43 For the concept of solution (lusis), see the end of Sect. 2.4.
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contribute to the quality of the debate. Aristotle elaborates on this kind of
situation by presenting a list of fallacies and discussing their solutions.

24  Aristotle’s Theory of Fallacies

Aristotle was the first to make a systematic study of fallacies. He devoted a whole
volume to the subject, Sophistical refutations,** the core of which consists of a list
of thirteen types of sophistical refutation with explanations, examples (we counted
131 of them), and solutions. Another list of nine types can be found in
Rhetoric 1124 (see Sect. 2.8).* Since Sophistical refutations is closely related
to the Topics, Aristotle’s theory of fallacies as presented in Sophistical refutations
is part and parcel of his theory of dialectic, and the fallacies he discusses must be
interpreted in a dialectical context.*®

2.4.1 Aristotle’s Concept of Fallacy

What concept of fallacy does Aristotle have? He speaks of incorrect argument
(pseudés logos), paralogism (paralogismos), sophistical/eristic deduction
(sophistikos/eristikos sullogismos), sophistical refutation (sophistikos elegchos),
eristic argument (eristikos logos), etc. These terms are not synonymous, but neither
are the distinctions between them always clear. In Topics VIII.12, however, we are
told that an argument can be incorrect (pseudés) on four accounts:

(1) Inconclusiveness (eristic deductions,*’ yielding sophistical refutations): the
argument merely seems to reach a conclusion. Most fallacies of Aristotle’s
list of 13 belong to this group.

(2) Irrelevant conclusion (which also yields sophistical refutations): the argument
reaches a conclusion, but not the conclusion required in the circumstances.*®
For instance, if a thesis 7T is to be refuted, the conclusion is similar to, but not
identical to, a denial of 7. Or the argument correctly derives an impossibility
from T and some other conceded premises, but is mistaken in blaming 7 for it,

* Greek: Sophistikoi elegchoi, Latin: Sophistici elenchi; also used as a title is On sophistical
refutations (Greek: Peri ton sophistikon elegchén, Latin: De sophisticis elenchis).

45 Besides, Aristotle discusses the fallacy of begging the question in Topics VIIL11, 161b11-18,
and VIII.13, 162b31-163al3, and also in Prior Analytics 1.24 and 11.16 and in Posterior analytics
1.3 (on circular proof). The fallacy of non-cause he also discusses in Prior Analytics 11.17.

4 There is some discussion about the proper extent of a dialectical (versus a more logical)
interpretation of the fallacies in Sophistical refutations (Hintikka 1987, 1997; Woods and Hansen
1997).

7 Aristotle seems to have only deductive arguments in mind here. Notice that these eristic
deductions are actually no deductions at all; as little as sophistical refutations are refutations.

“8 Presumably, an incorrect argument of type (2) seems to reach the required conclusion.
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English Greek Latin
A. Dependent on the expression/ para tén lexin in dictione

(the use of) language

1. Homonymy or equivocation homoénumia aequivocatio

2. Amphiboly amphibolia amphibologia

3. Composition or combination sunthesis compositio
(of words)

4. Division (of words) diairesis divisio

5. Accent or intonation prosoidia accentus

6. Form of expression or figure of
speech

schéma lexeds

figura dictionis

B. Independent of the expression/
(the use of) language

exo tés lexeos

extra dictionem

7. Accident

para to sumbebékos

fallacia accidentis

8. Secundum quid

para to péi kai haplos

secundum quid et
simpliciter

9. Ignoratio elenchi or
ignorance/misconception of
refutation

para tén tou
elegchou agnoian

ignoratio elenchi

10. Consequent or consequence

para to hepomenon

fallacia consequentis

11. Begging the question

para to to en archéi
aiteisthai (lambanein)

petitio principii

12. Non-cause (as cause) or false
cause

para to mé aition hos
aition tithenai

non causa ut/pro
causa

13. Many questions

para to ta pleié
erotémata hen poiein

secundum plures
interrogationes ut
unam

Fig. 2.1 Auistotle’s list of fallacies

so that the impossible conclusion is irrelevant. These fallacies correspond to
examples of secundum quid (or of ignoratio elenchi) and of non-cause on

Aristotle’s list (see Fig. 2.1).

(3) Wrong method (another kind of eristic deduction®): the argument reaches a
relevant conclusion, but by a wrong method, seeming to be using the right
method. This group comprises (a) arguments that seem to be in accordance with
a scientific discipline, but are not, for instance, arguments that merely seem to
constitute a medical (or a geometrical) argument but actually use concepts or
principles that are foreign to the discipline (see Soph. ref. 11), and
(b) arguments that merely seem to be dialectical, for instance, because some
of their premises merely seem to be acceptable.

9 Eristic deductions in this group are indeed deductions.
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(4) False premise: even if an argument reaches a relevant conclusion by the
right method, there could be one or more false premises (the concept of
being in accordance with a scientific discipline is not to be understood as
excluding all error, and of course “acceptable premises” could be false).
Examples are false proofs in geometry in which one uses geometrical methods
but draws a wrong line somewhere.

Incorrect argument appears to be Aristotle’s most general term in this context.
The incorrect arguments of groups (1), (2), and (4) are also called paralogisms.so It
may also be seen that eristic or sophistical arguments or refutations comprise
groups (1), (2), and (3) and thus overlap with the paralogisms.”' Most of the exposé
in Sophistical refutations deals with the fallacies of groups (1) and (2) (Aristotle’s
list). In this chapter, we shall limit ourselves to a brief discussion of these
fallacies.’

2.4.2 Aristotle’s List

The items on Aristotle’s list are types of sophistical refutation: they seem to be
refutations, but are not really refutations. A refutation (elegchos), in this context, is
a deductive argument from conceded premises that concludes to the contradictory
of the thesis of the Answerer in a dialectical exchange. A deductive argument or
deduction (sullogismos) is defined as in the Topics: not only must the premises
necessitate the conclusion, but also none of them may be superfluous and all of
them must be different from the conclusion. An alleged refutation then may either
be based on a non-deductive argument (which seems to be deductive) or have a
wrong conclusion (which seems to be the required conclusion) or have a premise of
the wrong kind (which premise, however, seems alright). This division assigns each
sophistical refutation to either group (1), (2), or (3b) above. Aristotle, however,

30For group (3), evidence that Aristotle would call them paralogisms is scanty.
5!'See Topics 1.1, Soph. ref. 8 and 11.

52 For more information about Aristotle’s list and the further contents of Sophistical refutations,
we refer to Hamblin (1970, Chap. 2). For a brief exposition, see Woods (1999). The reader may
also consult the handbook article on Aristotle’s early logic by Woods and Irvine (2004, esp. Sect.
12). A brief summary of Sophistical refutations can be found in Krabbe (2012). There are also
useful introductions by translators (into other languages than English): Dorion (Aristote 1995),
Fait (Aristotele 2007), and Hasper and Krabbe (Aristoteles 2014). Schreiber (2003) dedicated a
critical monograph to Aristotle’s list, with detailed discussions of the separate fallacies, in which
Schreiber reconstructs (and corrects) the Aristotelian system by showing how each fallacy arises
from false presuppositions about language or ontology. Hasper (2013) proposes a reconstruction of
Aristotle’s completeness claim (in Soph. ref. 8) for his list of fallacies by analyzing the dialectical
task of achieving a refutation into a limited number of dialectical acts, like using statements, citing
statements, asking questions, and drawing inferences, which each involve some correctness
conditions. See on the concept of a sophistical refutation also Botting (2012).
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classifies the sophistical refutations in a different way: those that depend on the
“use of language” (lexis) and those that do not. Distinctive for the fallacies of
the first group seems to be that their deceptive character is due to matters of
formulation. According to Hamblin, they result from the imperfections of natural
language:

What does distinguish the refutations dependent on language is that they all arise from the
fact that language is an imperfect instrument for the expression of thoughts: the others
could, in theory, arise even in a perfect language. (Hamblin 1970, p. 81)

According to Aristotle, it can be shown by induction and by deduction that there
are exactly six kinds of sophistical refutations that belong to this group (Soph. ref.
4, 165b27-30). Besides, there are seven kinds that do not depend on the way
language is used. These 13 types of fallacy are listed in Fig. 2.1, together with
their Greek and Latin names.

The fallacies that depend on the use of language arise because one utterance
can carry more than one message. Consequently, the Questioner’s conclusion
may only seem to have been deduced from the propositions granted by the
Answerer — if the Questioner interprets the Answerer’s utterances in a way different
than the Answerer does — or only seem to be the contradictory of the Answerer’s
thesis. Such discrepancies may be brought about on two accounts’:
either (a) because an utterance corresponds to two (or more) different sentences
(fallacies of composition, division, and accent) or (b) because — even though the
utterance may correspond to only one sentence — this sentence is ambiguous
(fallacies of equivocation, amphiboly, and form of expression) (Soph.
ref. 6, 168a23-28). The fallacies may originate at the level of morphemes, of
words, or of sentences.

(1) Equivocation. This is a type of fallacy of group (b), originating at the level of
words. By using an ambiguous term in a question, the question itself will
become ambiguous, and the Answerer may grant the premise asked for taking
the question in one sense, whereas the Questioner uses it in another sense as he
deduces his conclusion. If the ambiguous term occurs in the theses of the
Answerer and of the Questioner, it may be that it has a different sense in each
thesis, so that there is no real contradiction.

(2) Amphiboly. If a sentence contains no ambiguous words, it may still be an
ambiguous sentence because it allows two ways of being parsed. The fallacy
of amphiboly is the corresponding fallacy of group (b) originating at the level
of sentences.

(3) Composition. The fallacies of composition (or combination) and division
in Sophistical refutations are markedly different from their contemporary
namesakes, which are fallacies of reasoning from parts to wholes and

33 Such classificatory insights must constitute the deductive proof (showing that there are exactly
six kinds of sophistical refutation dependent on the use of language) that, as we saw, Aristotle
alludes to in Soph. ref. 4, 165b27-30.
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vice versa.’* Here they are fallacies dependent on the use of language and
concern the groupings of words. For instance, in an utterance of “[he is] being
able to walk while sitting” (Aristotle 2012, Soph. ref. 4, 166a23-24), words
can be grouped either as “[he is] ((being able to (walk))(while sitting))”
(divided reading: “while sitting” is placed at the same level as “being able
to”) or as “[he is] (being able to ((walk) (while sitting)))” (composed reading:
“while sitting” is brought into the scope of “being able to”). Aristotle consid-
ered these two readings not as readings of an ambiguous sentence but as two
different sentences. Therefore, the fallacies of composition and division are
fallacies of group (a) and must be distinguished from the fallacy of amphiboly —
even though they all originate at the level of sentences. In the present example,
the divided reading is unproblematic, whereas the composed reading is absurd
and can be misused by the Questioner. A Questioner’s shifting from the divided
to the composed reading, then, constitutes the fallacy of composition.

(4) Division. Conversely, a Questioner’s shifting from the composed to the
divided reading constitutes the fallacy of division. So here the composed
reading will be unproblematic and the divided reading will be absurd.

(5) Accent. Ancient Greek was a tone language and the accents of words were
tones, not stresses: a difference of pitch could suffice to distinguish two words.
In some cases, two words that were indistinguishable when written, or sloppily
pronounced, could be distinguished by their different accents, if pronounced
correctly. Consequently, if an utterance of a sentence S would contain such a
word, the utterance could sometimes be taken to correspond also to another
sentence S’, and thus to carry two distinct messages: S and S’. If the Ques-
tioner takes advantage of this fact by shifting from one message to the other
one, he will commit the fallacy of accent, which is a fallacy of group (a),
originating at the level of words.

(6) Form of expression. This is the only fallacy originating at the level of
morphemes. According to Aristotle, it is a fallacy of ambiguity (group (b)).
But whereas in fallacies of equivocation and amphiboly there are — from
the point of view of linguistics — two legitimate readings involved, examples
of the fallacy of form of expression usually display a legitimate and an
illegitimate reading. Ancient Greek has many morphemes that allow one
to infer that a designated entity belongs to a specific category (e.g., the category
of individuals, of qualities, of quantities, of actions, of affections (states of
being affected), etc.). For instance, verbs with active endings denote actions,
and verbs with a passive ending denote affections. There are, however, many
exceptions, so that interpretations based on such features can yield an illegiti-
mate reading. Furthermore, the general inclination to regard each entity as an
individual makes people misinterpret phrases referring to entities of other
categories as referring to individuals. Take the following example:

54 Examples of the contemporary fallacies of composition and division are, however, found in the
Rhetoric (see Sect. 2.8).
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“If what someone has he later does not have, he has lost it. For someone who has lost
one die alone, will not have ten dice.” (Aristotle 2012, Soph. ref. 22, 178a29-31)

This tersely expressed example may be reconstructed as follows:

If someone no longer has what he once had, do we say that he has lost it?
Yes, thus we may define what it means to lose something.

Suppose, John has ten dice and loses just one of them. In that case, wouldn’t
John no longer have ten dice, whereas he once had them?

Exactly.

So, according to our definition, John would have lost ten dice?

Certainly.

But we supposed he lost just one of them!

Good grief! (Adapted from Krabbe 2012, p. 246)

The fallacy hinges on misinterpreting “ten dice” as an individual instead of
a quantity. Since “what” and “it” in the premise “If someone no longer has
what he once had, he has lost it” refer to the category of individuals,
substituting the term “ten dice” for them requires this term to be interpreted
as denoting an individual.>

The six fallacies discussed thus far are those that depend on the use of
language. We now turn to the fallacies that are independent of the use of
language.

(7) Accident. This is a fallacy of deduction. If it is granted that some entity x has
property y (y is called an accident’® of x) and y has property z, one would
commit this fallacy if one pretended to deduce from these premises that x has
property z. For instance, if Coriscus (x) is a man (y) and man (y) is different
from Coriscus (z), it does not follow that Coriscus (x) is different from
Coriscus (z). Similarly, from the premises x has property y and x has property
z, one cannot deduce that y has property z. For instance, if Socrates (x) is a man
(y) and Socrates (x) is different from Coriscus (z), it does not follow that man
(y) is different from Coriscus ().

Another example of the fallacy of accident™® can be found in Plato’s
Euthydemus. The speakers are the eristic debater Dionysodorus (D) and a
spectator named Ctesippus (C):

35 Another way to analyse this case is to say that “what” and “it” are misinterpreted as referring
also to quantities (Krabbe 2012, pp. 246-247). According to Krabbe (2012, p. 247, see also 1998),
“the fallacy of form of expression, which may at first seem a bit outlandish, can be connected with
the twentieth century discussion about Russell’s and Wittgenstein’s distinction between the
apparent and the real logical form of a sentence and Ryle’s concept of a systematically misleading
expression [...].”

56 The meaning of accident varies, but here it may stand for just any property predicated without
further specification of the mode of predication. The term property is here used nontechnically: it
does not refer to the predicable so called.

57 See Soph. ref. 5, 166b28-36. The point is not that “man is different from Coriscus” would not be
true but that, even if it is true, it does not follow from the premises.

38 Aristotle alludes to it in Soph. ref. 24, 179a34-35.
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D: You will admit all this [among other things that Ctesippus’ father is a dog], if you
answer my questions. Tell me, have you got a dog?

: Yes, and a brute of one too.

: And has he got puppies?

: Yes indeed, and they are just like him.

: And so the dog is their father?

: Yes, I saw him mounting the bitch myself.

: Well then: isn’t the dog yours?

: Certainly.

: Then since he is a father and is yours, the dog turns out to be your father, and you are
the brother of the puppies, aren’t you? [Quickly to keep the other from cutting in:]
Just answer me one more small question: Do you beat this dog of yours?

C (laughing): Heavens yes, since I can’t beat you!

D: Then do you beat your own father?

(Adapted from Plato 1997, Euthydemus 298d—e)

lvRolvNoNvEoNvie

The fallacy is committed when D says: “[...] since he is a father and is
yours, the dog turns out to be your father [...]” With some effort, it can be
reconstructed in terms of the schemas given above: this dog (x) is this father
(y) and this dog (x) is yours (z), therefore (fallacy of accident) this father (y) is
yours (z); in other words, this father is your father and (since this dog is this
father), by a second fallacy of accident, this dog is your father.

(8) Secundum quid. The phrase secundum quid translates the Greek péi

(in a certain respect, with a qualification), but as can be seen from Fig. 2.1,
the full name of the fallacy is longer. It can be rendered as the “fallacy of
saying things with or without adding a qualification.” If, for instance, the
Answerer has granted that a black man is white of teeth, he is held to have
admitted that a black man is both white and nonwhite.’”® But it is
incorrect to omit the qualification “of teeth.” Adding a qualification can also
be incorrect: “[. . .] illness is bad, but not getting rid of illness” (Aristotle 2012,
Soph. ref. 25, 180b20-21). Here “getting rid of x” is a qualification that is
incorrectly added if one assumes that who admits that illness is bad has also
admitted that getting rid of illness is bad. The fallacy may not only lead to a
deduction that only seems to be based upon the premises admitted by the
Answerer but also to one that only seems to yield the contradictory of the
thesis of the Answerer.

In the later tradition, the designation secundum quid has shifted its meaning
so as to denote illicit reasoning from instances to universal propositions, also
known as hasty generalization. It is an example of a fallacy label that has been
kept in use, while its contents changed beyond recognition.®

(9) Ignoratio elenchi. The phrase translates the Greek rou elegchou agnoia (igno-

rance of refutation). It is the fallacy of presenting an argument that seems to be
a refutation of the Answerer’s thesis but actually violates one of the conditions
of the definition of refutation (which include those of deduction). Most

3 See Soph. ref. 5, 167a7-9.
SOWoods (1993) points out how the new meaning can be tied to the old meaning.
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(10)

examples Aristotle adduces here are similar to those that illustrate secundum
quid. For instance:

Some people, omitting one of the things mentioned, appear to give a refutation, for
example, the argument that the same thing is the double and not the double. For two
is the double of one, but not the double of three. Or if the same thing is the double
and not the double of the same thing, but not in the same respect — double in length,
but not double in width. Or if it is the double and not the double of the same thing, in
the same respect and in the same way, but not at the same time; because of that it is
an apparent refutation. (Aristotle 2012, Soph. ref. 5, 167a28-34)

The given characterization of ignoratio elenchi permits Aristotle to reduce
(in Soph. ref. 6) all other sophistical refutations of his list to special cases of
this fallacy by linking them to specific conditions of the definition of refuta-
tion. A similar analysis brings him (in Soph. ref. 8) to claim completeness for
his list (which no longer includes ignoratio elenchi)®":

Thus we should know on how many grounds fallacies come about, for they could not
depend on more; they will all depend on those mentioned. (Aristotle 2012, Soph. ref.
8, 170a9-11)

In the later tradition, the designation ignoratio elenchi has shifted its

meaning so as to denote arguments with an irrelevant conclusion (those of
group (2) of the incorrect arguments described in Topics VIII.12). This
modern notion extends beyond a context of refutation in a dialectical discus-
sion between a Questioner and an Answerer. On the other hand, it does not
encompass all kinds of sophistical refutation.
Consequent. The fallacy of consequent is, according to Aristotle, a subspecies
of the fallacy of accident. It comprises not just the fallacy of asserting the
consequent but also denying the antecedent, universally generalized versions
of these two fallacies, and in general any conversion of the relation of
consequence. Examples are:

[...] since the soil’s being drenched follows upon it having rained, we take it that if
the soil is drenched, it has rained. But that is not necessary. And in rhetoric, sign-
proofs are based on the consequences. For, wanting to show that someone is an
adulterer, they seize on the consequence: that he is nicely dressed or that he is seen
roaming around at night. However, these things apply to many people while the
accusation does not. Similarly with deductive arguments, for example, the argument
of Melissus that the universe is unlimited, having secured that the universe has not
come to be (for nothing can come to be from what is not) and that what comes to be
comes to be from a beginning; now, if the universe has not come to be, it does not

8! The word fallacies (paralogismoi) in the completeness claim obviously refers to the sophistical
refutations and not to proofs with a false premise in science — group (4) in Topics VIII.12 (see
above). The definition of refutation implied in Aristotle’s sketch of a completeness proof (Soph.
ref. 8, 169b40-170al1) seems to be a refined version of that given in Soph. ref. 1 (Hasper 2013).
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have a beginning either, so that it is unlimited. However, this does not necessarily
follow. For it is not the case that if everything that comes to be has a beginning, then
also everything that has a beginning has come to be, just as it is not true that if
someone who has a fever is hot, then also someone who is hot must have a fever.
(Aristotle 2012, Soph. ref. 5, 167b6-20)

(11) Begging the question. The definition of deduction does not allow any premise
to be identical to the conclusion. Aristotle does not give any examples in
Sophistical refutations, but from a discussion in Topics VIII.13, it is clear that
begging the question is not limited to the case of a premise being identical, or
equivalent by substitution of synonyms, to the conclusion. It may also be that
there is some other relation of equivalence, or that the premise expresses a
special case of what the conclusion universally asserts, or conversely that the
conclusion expresses a special case of what the premise universally asserts, or
that the premise asserts a conjunctive part of the conclusion. Not all of these
cases would nowadays be deemed fallacious.

(12) Non-cause. The name of this fallacy does not refer to physical causality but to
logical grounds. It refers to a fallacious use of a reductio ad absurdum (or ad
impossibile)62 argument in which (1) an impossibility is derived from a
number of conceded premises, but (2) the wrong premise is blamed for
yielding the impossibility and consequently denied.®® This may occur when
the impossible conclusion does not depend at all on the premise blamed and
denied, as in the following example:

... soul and life are not the same. For if coming to be is the contrary of passing away,
then also a form of coming to be will be the contrary of a form of passing away. But
death is a form of passing away and contrary to life, so that life is a coming to be and
to live is to come to be. That, however, is impossible. Therefore soul and life are not
the same. Surely this has not been deduced, for the impossibility follows even if one
does not say that life is the same as soul, but only that life is the contrary of death,
which is a form of passing away, and that coming to be is the contrary of passing
away. (Aristotle 2012, Soph. ref. 5, 167b27-34)

The premise to blame is probably that life (instead of birth) is contrary to
death.

(13) Many questions. The Questioner is to obtain his premises by asking the
Answerer to either affirm or deny certain propositions. These propositions
are each to ascribe one attribute to one thing (“Does S have attribute P?”’) and
not several attributes to one thing (“Does S have attributes P and Q?”) or one

52 Some authors distinguish between reductio ad absurdum and reductio ad impossibile, but there
is no uniform way in which they make this distinction. Yet it makes a difference whether the
absurdity reached by the reductio is a logical contradiction or something merely accepted as false
or extremely implausible. Aristotle (2012, Soph. ref. 5, 167b23) says that the fallacy of non-cause
occurs “in deductions of an impossibility” (en tois eis to adunaton sullogismois).

3 To blame one specific premise, it must of course be assumed that the other premises — as well as
the impossibility of the conclusion — are beyond suspicion and that the deduction is impeccable.
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attribute to more than one thing (“Do S and T have attribute P?”) (Soph. ref.
30, 181a36-39). The latter two kinds of question are improper and a refutation
that depends on them would be sophistical. So would a refutation depending
on the following question:

... concerning things of which some are good and others are not, ‘Are all of them
good or not good?’ (Aristotle 2012, Soph. ref. 5, 168a7-8)

2.4.3 Solutions of Fallacies

The second half of Sophistical refutations is concerned with tactics for the
Answerer. Aristotle concentrates in particular on the question of how the Answerer
should react when confronted with a sophistical refutation. Ideally, the Answerer
should provide a solution on the spot, i.e., he should point out the fallacy and
provide an explanation of what went wrong — Aristotle realizes that this may be
difficult in the heat of the debate (Soph. ref. 18, 177a6-8).

There is a strict concept of solution, solution directed at the argument (pros fon
logon), and also a more relaxed concept, solution directed at the Questioner or at the
person (pros ton erdtonta, pros ton anthrépon). According to the strict concept of
solution, there is for each case a unique theoretically grounded solution (Soph. ref.
24, 179b18, 23-24). Further, “arguments depending on the same point have
the same solution” (Aristotle 2012, Soph. ref. 20, 177b31-32), and a true solution
must be such that if the denial of the solution of an argument is added to the
premises, the resulting argument becomes unsolvable (Soph. ref. 22, 178b16-21).%*
According to the more relaxed concept, showing the conclusion to be false
without pinpointing and blaming any particular premise can be a solution
(Soph. ref. 18, 176b40). Also there may sometimes be more than one solution
(Soph. ref. 30, 181b19).

The concept of a solution directed at the person rather than at the argument is,
according to Nuchelmans (1993), one of the four Aristotelian roots of the argumen-
tum ad hominem, which is nowadays mostly regarded as a kind of fallacy.®> As we
saw, in Aristotle, the ad hominem solutions need not be fallacious but constitute
inferior tactics for defusing fallacies.

54 For instance, if the fallacy is brought about by the ambiguity of some term 7, adding the premise
that ¢ has always the same meaning makes the argument unsolvable (except, of course, by
demolishing this very premise).

65 The other three roots are (1) Aristotle’s criticism, in Rhetoric 1.1, of conceptions of rhetoric “that
one-sidedly concentrate on features which lie outside the actual case,” such as “the person of the
disputant” (Nuchelmans 1993, p. 43); (2) Aristotle’s remarks about arguments starting from what
is admitted by one’s opponent, such as the critical examination (peirastic) arguments mentioned in
Soph. ref. 2; and (3) proofs relative to a particular person that can, for instance, be used against
someone denying the law of noncontradiction, as in Aristotle’s Metaphysics 1X.5.
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2.5 Cicero and Boethius on Topics (Loci)

After Aristotle, the tradition of dialectic continued in commentaries on the Topics
and Sophistical refutations as well as in contributions of a more original charac-
ter.°® Several heads of the Peripatetic school founded by Aristotle showed an
interest in dialectic. Among them are Theophrastus of Eresus (ca. 371-287 BC)
and Strato of Lampsacus (ca. 335-269 BC), of which philosophers we do not
possess any specific writings on dialectic, and Alexander of Aphrodisias ( floruit
AD 200), whose commentary on the Topics, entitled In Aristotelis Topicorum libros
octo commentaria [Commentaries on the eight books of Aristotle’s Topics], has
been of considerable influence on later scholars and who presumably also wrote a
commentary on Aristotle’s Sophistic refutations.

The most important works on dialectic after Aristotle have, however, been
written by two Roman scholars. The first one is Cicero (106-43 BC), who was
born in Arpinum (in Latium) and later went to Rome, where he became a successful
lawyer and politician. He was murdered, after having been declared an enemy of the
state, by his political rivals Mark Antony and Octavian (Augustus). His head and
hands were nailed to the rostra, the place in Rome where he used to deliver his
speeches. A great many of his works — speeches, philosophical and rhetorical
works, and letters — have survived.

The second scholar who has written influential works on dialectic is Boethius
(ca. 480—ca. 525). Boethius was born in Rome and reached the rank of consul in
510. After a successful career in public life under the protection of King Theodoric
the Ostrogoth, he was later suspected by the King of conspiracy and put to death.
Apart from the famous Consolation of philosophy, Boethius wrote treatises on
theology, mathematics, music, and logic. As to the latter subject, he also produced
translations of and commentaries on most of Aristotle’s works on logic, on
Porphyry’s Isagoge [Introduction], which is an introduction to Aristotle’s
Categories, and on Cicero’s Topica [Topics]. Boethius has had an enormous impact
on medieval philosophy.

Given the importance of the notion of a topic (Greek: fopos, Latin: locus) in the
dialectical as well as the rhetorical tradition, we will now discuss Cicero’s and
Boethius’ views on the topics in more detail. Cicero mentions the term /ocus in an
unfinished treatise, entitled De inventione [On invention]. He discusses Aristotle’s
topics at greater length in De oratore [On the orator] as well as in his Topica. In our
description of Cicero’s view on the loci, we shall focus on the latter two works.
Boethius wrote two treatises on the subject. The first one is a fairly elementary work
entitled In Ciceronis Topica [On Cicero’s Topics], which is a commentary on
Cicero’s last treatise about the subject. The second one is a concise but more
advanced study entitled De topicis differentiis or De differentiis topicis
[On topical distinctions]. In our description of Boethius’ view on the loci, we
shall focus on the latter work.

56 This section is based on Rubinelli (2009) and Stump’s essays on the text in Boethius (1978).
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2.5.1 Cicero’s View of Loci

In Cicero’s treatise De oratore, loci are defined as “the dwelling places of
all arguments” (II, 162). As to the application of loci, it is noted that the
speaker may use them to find arguments in a wide variety of contexts: “But
Aristotle, whom I admire most of all, laid out certain loci from which all argumen-
tation may be found, not just for discussions among philosophers, but also for the
kind of speech we use in court cases” (II, 152). In the same treatise, Cicero provides
a list of loci consisting of two main types: those “derived from the essential nature
of the matter at hand” and those “taken from outside” (II, 163—173). The first main
type is further divided into four subtypes, whereas the second main type remains
unspecified. Since the list in De oratore is almost identical to the one Cicero
provides in his Topica, we will continue our discussion with a reconstruction of
his view on the loci as they are presented in the latter work.

Unlike De oratore, Cicero’s Topica is specifically dedicated to the loci. The
Topica can be characterized as a manual for finding arguments. It consists of a
general introduction of the subject, a concise treatment of the /oci, a more elaborate
treatment of the same /oci, an explanation of different types of questions in juridical
disputes, and an explanation of the application of the /oci in relation to these types of
question as well as in relation to the rhetorical doctrines of finding the appropriate
reaction to an accusation (status theory) and the parts of a speech (partes orationis).

The fact that the /oci are treated twice — first concisely and then more elaborately —
has led scholars to think that Cicero wrote the work in a hurry and did not pay
much attention to its composition. This impression is reinforced by the fact that
some parts of the Topica seem to be taken from earlier writings. The concise
treatment of the loci is a somewhat extended version of his treatment of the same
subject in De oratore, and the explanation of different types of questions is
adumbrated in De oratore 111, 111ff. as well as in Cicero’s Partitiones oratoriae
[Arrangements of rhetoric], 61ff.

The Topica is dedicated to the jurist Trebatius, to whom Cicero in the beginning
of the work explains how loci are of help in finding arguments as well as judging
them. Since the passage is of historical as well as terminological interest, we quote
it in full:

Every systematic treatment of argumentation has two branches, one concerned with invention
of arguments and the other with judgement of their validity; Aristotle was the founder of both
in my opinion. The Stoics have worked in only one of the two fields. That is to say, they have
followed diligently the ways of judgement by means of the science which they call dialektiké
(dialectic), but they have totally neglected the art which is called topiké (topics), an art which
is both more useful and certainly prior in order of nature. For my part, I shall begin with the
earlier, since both are useful in the highest degree, and I intend to follow up both, if I have
leisure. A comparison may help: It is easy to find things that are hidden if the hiding place is
pointed out and marked; similarly if we wish to track down some argument we ought to know
the places or topics: for that is the name given by Aristotle to the “regions”, as it were, from
which arguments are drawn. Accordingly, we may define a topic as the region of an
argument, and an argument as a course of reasoning which firmly establishes a matter
about which there is some doubt. (Cicero 2006, Topica 6-8)
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drawn from the subject as a whole

drawn from the parts of the subject
internal loci

drawn from the etymology of the subject

loci . .
oct drawn from things somehow related to the subject

external loci drawn from external circumstances

Fig. 2.2 Cicero’s basic classification of loci

As to the loci themselves, Cicero makes a basic distinction between “internal”
and “external” loci. The internal loci are “inherent in the very nature of the subject
under discussion” (Cicero 2006, Topica 8). They include four different classes:
(1) those that are drawn from the subject as a whole; (2) those that are drawn from
the parts of the subject; (3) those that are drawn from the etymology of the subject;
and (4) those that are drawn from things somehow related to the subject. The
external loci are “brought in from outside” the subject. They pertain to arguments
from external circumstances, i.e., arguments “that are removed and widely
separated from the subject” (Cicero 2006, Topica 8; Fig. 2.2).

Most of the examples that Cicero gives of these different types of loci are taken
from the field of law. The locus drawn from the subject as a whole is specified as
definitio (definition); it is similar to what is nowadays called “argumentation from
definition.” Cicero provides the following example: “The civil law is a system of equity
established between members of the same state for the purpose of securing to each his
property rights; the knowledge of this system of equity is useful; therefore the science
of civil law is useful” (Cicero 2006, Topica 9). Our reconstruction of Cicero’s example
below makes clear how the locus of definition may be used in order to construct an
argument for defending the standpoint “The science of civil law is useful:”

1. Standpoint The science of civil law is useful

2. Reason The knowledge of the system of equity established between members of
the same state for the purpose of securing to each his property rights is
useful

3. Premise linking (I) The civil law is defined as a system of equity established between

and (2) members of the same state for the purpose of securing to each his property
rights

The locus drawn from the parts of the subject is specified as partium enumeratio
(listing the parts). This locus may be used to construct arguments that are based on
the division of a whole into its parts. Cicero’s example is as follows: “So-and-so is
not a free man unless he has been set free by entry in the census roll, or by touching
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with the rod, or by will. None of these conditions has been fulfilled, therefore he is
not free” (Cicero 2006, Topica 10). In this case, the locus drawn from the parts of
the subject is used in order to construct an argument for defending the standpoint
that a certain person is not a free man:

1. Standpoint So-and-so is not a free man

2. Reason So-and-so has not been set free by entry in the census roll, nor by touching
with the rod, nor by will

3. Premise linking Only if so-and-so has been set free by entry in the census roll, or by

(1) and (2) touching with the rod, or by will, will he be a free man

The locus drawn from the etymology of the subject is specified as notatio
(meaning). Cicero provides the following example: “Since the law provides that
an assiduus (tax-payer or freeholder) shall be vindex (representative) for an
assiduus, it provides that a rich man be representative for a rich man; for that is
the meaning of assiduus, it being derived, as Aelius says, from aere dando (paying
money)” (Cicero 2006, Topica 10).°” The argumentation in this example serves to
support the standpoint that a representative for the defendant ought to be a rich man.
Since in the days of Cicero the meaning of assiduus as “rich man” turned obsolete,
the argumentation includes the mentioning of the etymology of the term as put
forward by an authority. The example can be reconstructed as follows:

1. Standpoint A representative for the defendant ought to be a rich man

2. Reasons (2a) The defendant is a rich man and (2b) the law provides that a
representative for a rich man ought to be a rich man

3. Reason supporting The law provides that a representative for an assiduus ought to be an

2b) assiduus

4. Premise linking (3) The meaning of assiduus is “rich man”

and (2b)

5. Reason supporting (4) The meaning of assiduus is derived from aere dando (paying money)
6. Reason supporting (5) Aelius says so

The last type of internal /oci, those drawn from things somehow related to the
subject, is further divided into 15 subtypes.®® We will discuss two of these subtypes

%7 The etymology given by Aelius linking assiduus with aere dando (more precisely with qui
assem dat) is mistaken. Nevertheless, one of the meanings of assiduus is “resident” (ad + sedeo)
and therefore “wealthy and subject to taxation.”

8 Their names are ex coniugatis (from conjugates), a genere (from the genus), a forma generis
(from the form of the genus), a similitudine (from similitude), a differentia (from difference), ex
contrario (from the contrary), ab adiunctis (from adjuncts), ab antecedentibus (from antecedents),
a consequentibus (from consequences), a repugnantibus (from opposites/contradictions/incompat-
ibilities), ab efficientibus rebus (from causes/producing things), ab effectis (from effects), ex
comparatione maiorum (from comparison with something bigger), ex comparatione minorum
(from comparison with something smaller), and ex comparatione parium (from comparison with
something equal).
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in more detail: those two for which Cicero does not only provide the name but also
its law, i.e., “the principle which provides the inferential strength” (Rubinelli 2009,
p. 128).

The first one is the locus a genere (argumentation from the genus). Cicero gives
the following example: “Since all the silver was bequeathed to the wife, the coin
which was left in the house must also have been bequeathed. For the species is
never separated from its genus, as long as it keeps its proper name; coin keeps the
name of silver; therefore it seems to have been included in the legacy” (Cicero
2006, Topica 13). The reconstruction below clarifies the argumentative function of
all the elements mentioned in the example including the sentence “the species is
never separated from its genus, as long as it keeps its proper name,” which is the law
associated with this topic:

1. Standpoint The coin (nummus/argentum) which was left in the house must have
been bequeathed to the wife

2. Reason All the silver (argentum) was bequeathed to the wife

3. Premise linking (2) The coin (nummus/argentum) belongs to all the silver (argentum)

and (1)

4. Reason supporting (3) Coin (nummusf/argentum) keeps the name of silver (argentum)

5. Premise linking (4) The species is never dissociated from the genus as long as it keeps its
and (3) proper name

The second subtype is the locus ex comparatione (argumentation from compari-
son). For this subtype, Cicero provides three examples, each of which includes a
description of the law associated with the locus at issue. We discuss the third one,
which resembles what in pragma-dialectics is called “similarity argumentation” or
“argumentation based on a comparison.” Cicero specifies this particular topic as the
locus ex comparatione parium (argumentation from the comparison of equals). He
gives the following example: “What is valid in one of two equal cases should be
valid in the other; for example: Since use and warranty run for two years in the case
of a farm, the same should be true of a (city) house” (Cicero 2006, Topica 23). Like
with the former locus we discussed, the law of the present locus can be
reconstructed as a linking premise, be it that in this case the law operates on a
different level in the argumentation:

1. Standpoint Use and warranty of a city house should run for two years
2. Reason Use and warranty of a farm run for two years
3. Premise linking (2) and (1) What is valid in one of two equal cases should be valid in the other

Unlike the internal /oci, which are divided into four subtypes, the external /oci
are not further divided into subtypes. From Cicero’s description, it follows that they
can be used to construct what nowadays would be called “argumentation from
authority”: “Extrinsic arguments depend principally on authority [...] Since
Publius Scaevola has said that the ambitus of a house is only that space which is
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covered by a roof put up to protect a party wall, from which roof water flows into
the home of the man who has put up the roof, this seems to be the meaning of
ambitus” (Cicero 2006, Topica 24). Since Cicero does not provide a law for the
locus corresponding to argumentation from authority, the reconstruction of this
example only contains the standpoint and the reason given in its defense:

1. Standpoint The ambitus of a house is only that space which is covered by a roof put up to
protect a party wall, from which roof water flows into the home of the man who
has put up the roof

2. Reason Publius Scaevola has said so

As to the application of the internal and external /oci, Cicero remarks that they
are not all equally suitable in all situations. In some cases, particular /oci are more
appropriate than others. In the remaining sections of his Topica, Cicero provides an
explanation of their application by relating the use of the various loci to other
aspects of the composition of a speech, such as the type of question the speaker
addresses, the type of speech he is giving, the type of standpoint he is defending,
and the different parts of the speech.

2.5.2 Boethius’ View of Loci

Of the two works Boethius devoted to loci, In Ciceronis Topica and De topicis
differentiis, the latter is meant to be his definitive treatment. We therefore concen-
trate our discussion of his view on loci on De topicis differentiis. The treatment
consists of an introduction with definitions and discussions of key terms (Book 1),
an exposition of the views on dialectical /loci of the fourth century orator and
philosopher Themistius (Book II), an exposition of Cicero’s view on dialectical
loci with a comparison and reconciliation of the divisions of the two authors (Book
III), and an explanation of rhetorical /oci followed by a comparison of dialectical
and rhetorical loci and a discussion of the nature of rhetoric (Book IV).

It is noteworthy that Boethius defines an argument as something that is
supposed to change the doxastic attitude of the addressee towards the standpoint:
“An argument is a reason (ratio) producing belief regarding a matter [that is] in
doubt” (Boethius 1978, 1174D). This definition indicates that Boethius’ treatise is
intended to be a manual for the production of belief in the context of dialectical
disputations and rhetorical speeches rather than a manual for the production of
valid arguments in the context of logical proofs or philosophy. Because loci are
generalizations of reasons on the basis of which the arguer may find the concrete
reasons needed for the defense of his standpoint, they play an important role in
disputations and speeches. The function of /loci is reflected in Boethius’ definition
of a topic: “A topic is the seat of an argument, or that from which one draws an
argument appropriate to the question under consideration” (Boethius 1978,
1174D).
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Boethius distinguishes between two types of loci: a locus of the first type he calls
a “maximal proposition” (maxima propositio) and a locus of the second type a
“difference of maximal propositions” (differentia). These notions are difficult to
interpret. In the following, we provide a separate reconstruction of both of them and
clarify their respective functions (if any) in finding and justifying arguments.

By a locus of the first type — the maximal proposition — Boethius means a locus
in the sense of a self-evident truth that may function as a justification of something
that is in doubt:

There are some propositions which not only are known per se but also have nothing more
fundamental by which they are demonstrated, and these are called maximal and principal
[propositions]. And there are others for which the first and maximal propositions provide
belief. (Boethius 1978, 1185A)

This definition leaves open two different interpretations. On the one hand,
Boethius may have thought of a maximal proposition as a self-evident truth in the
sense of a first principle or axiom from which other propositions can be derived. On
the other hand, he can have meant a self-evident truth in the sense of a justificatory
principle underlying the link between a given reason (premise) and the standpoint
(conclusion) this argument is to support.

From the examples of maximal propositions Boethius provides, it becomes
clear that the second interpretation is the most appropriate. For instance, when the
standpoint “The Moors do not have weapons” is defended by the reason
“They lack iron,” he mentions as the maximal proposition “Where the matter is
lacking, what is made (efficitur) from the matter is also lacking” (Boethius 1978,
1189C-D). The following reconstruction shows that in this example, the maximal
proposition functions as a justification of the implicit link between the reason and
the standpoint, which can be expressed as “If the Moors lack iron, then they lack
weapons:”

1. Standpoint The Moors do not have weapons

2. Reason They lack iron

3. Implicit premise linking (2) (If the Moors lack iron, then they lack weapons)

and (1)

4. Maximal proposition Where the matter is lacking, what is made from the matter is
supporting (3) also lacking

Apart from an implicit link, a maximal proposition may also justify an explicit
link between a reason and a standpoint. Take the following example, where the
standpoint “The art of medicine is advantageous” is defended by the reasons “It is
advantageous to drive out disease and minister to health and heal wounds” and “If it
is advantageous to drive out disease and minister to health and heal wounds, then
the art of medicine is advantageous.” Boethius mentions in this case as the maximal
proposition: “What inheres in the individual parts must inhere the whole” (Boethius
1978, 1188D). The following reconstruction shows that the argumentative function
of the maximal proposition in this example is the same as that in the preceding
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example, namely, to support the conditional premise that validates the passage from
its antecedent to its consequent in a modus ponendo ponens:

1. Standpoint The art of medicine is advantageous

2. Reason It is advantageous to drive out disease and minister to health and heal
wounds

3. Explicit premise linking If it is advantageous to drive out disease and minister to health and

(1) and (2) heal wounds, then the art of medicine is advantageous

4. Maximal proposition ‘What inheres in the individual parts must inhere in the whole

supporting (3)

In sum, what Boethius calls a maximal proposition can be reconstructed as some
kind of generalization of the implicit or explicit link between the reason and the
standpoint. As such, the generalization can be used as a heuristic tool for finding a
reason in defense of the standpoint. But it can also, when made explicit, function as
a “principle” that does not need any further justification and therefore will eventu-
ally produce a state of belief with respect to the standpoint on the side of the other
party.

The second type of locus Boethius distinguishes is the difference of maximal
propositions (differentia). The terminology is confusing, since loci of this type are
used as labels for species of loci of the first type: the maximal propositions. the
distinction may find its rationale in the fact that it relates to the two distinct types of
use of the loci: the “differences” are suitable only for heuristic purposes, i.e., for
finding a reason for a given standpoint, whereas the maximal propositions are
primarily suitable for justificatory purposes, i.e., for justifying the link between
the reason and the standpoint (though they may also be used for heuristic purposes).

Boethius in De topicis differentiis distinguishes between intrinsic, extrinsic, and
intermediate differences: “All Topics, that is Differentiae of maximal propositions,
must be drawn from the terms in the question, namely, the subject and the predicate,
or be taken from without, or be situated as intermediates between the [previous]
two” (Boethius 1978, 1186D). The intrinsic differences are those taken from the
subject or predicate of the question, i.e., the standpoint that is doubted. An example
is the difference called from material cause, of which the maximal proposition we
discussed above, “Where the matter is lacking, what is made from the matter is also
lacking,” is an instantiation.

A specimen of the extrinsic differences not taken from the terms of the stand-
point is the difference called from similar cases. An instantiation is the maximal
proposition “if something inheres in a way similar [to the thing asked about] and is
not a property, neither can the thing asked about be a property” (Boethius 1978,
1190D). This maximal proposition functions as the linking premise in the following
example: “The way four-leggedness inheres in a horse is similar to the way
two-leggedness inheres in a man; but four-leggedness is not a property of the
horse; therefore, two-leggedness is not a property of man” (Boethius 1978,
1190C-D). The classification of this difference as “extrinsic” is in fact somewhat
unclear, since the maximal propositions that can be derived from it do relate to the
terms of the standpoint at issue: the way in which something is predicated of the
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subject in the reason is the same as the way in which something is predicated of the
subject in the standpoint. The same holds for the other differences in this group. The
only difference that can be called “extrinsic” in an emphatic sense is the difference
from judgment, from which an argument from authority can be derived: in this case,
a complete proposition is argued to be true because someone says it is true.

Finally, the intermediate differences are those that in one way have to do with
the terms of the standpoint at issue and in another way not. An example is the
difference that is called from conjugates. An instantiation of this is the maximal
proposition “if a just [man] is good, justice is also good” (Boethius 1978, 1192C).
Topics of this kind are called “intermediate” since they imply a “certain small
change” of the terms involved (Boethius 1978, 1192C).

Like the loci in the sense of maximal propositions, the loci in the sense of
differences can be used to find reasons for a given standpoint. The heuristic
procedure for this can be described as follows. In order, for example, to defend
the standpoint “The Moors do not have weapons,” the arguer might use the intrinsic
difference called “from material cause” to find the maximal proposition “Where the
matter is lacking, what is made from the matter is also lacking.” This maximal
proposition then enables him to construct the reason “The Moors lack iron.” Unlike
the loci in the sense of maximal propositions, [oci in the sense of differences are not
to be viewed as premises justifying the link between a reason and a standpoint.
They are labels that express the genera of maximal propositions and can therefore
only function as a heuristic tool for the arguer to come up with a maximal proposi-
tion that fits the situation at issue.

2.6 Aristotle’s Syllogistic

In the preceding sections, we saw logical issues — such as the structure of the
reductio ad absurdum, the definition of deductive argument (syllogismos), and the
various fallacies of deduction — crop up in a dialectical and argumentative context.
The further development of logic, making it into an instrument that can be applied
for the analysis and evaluation of arguments, was at first undertaken by Aristotle
himself and its most famous result was Aristotle’s theory of syllogistic, to which we
shall now turn. The principal exposition of this theory is to be found in his Prior
Analytics.%® For illustrative purposes, we have chosen to treat the small but crucial
non-modal part of his theory that is now known as the theory of the assertoric (and
categorical) syllogism (AnPr’®1.4-=7).”" A much greater part of the Prior Analytics

% An English translation of this work is found in Aristotle (1984, Vol. 1).
7 In references “AnPr” (Analytica Priora) stands for the Prior Analytics.
" Here assertoric stands for the non-modal character of the theory (the lack of qualifications such
as “necessarily” and “possibly” as parts of premises and conclusions in its argument forms), and
the term categorical is used to characterize the theory as a part of what is now known as predicate
logic, in contrast with hypothetical (hypothetical syllogisms forming a part of propositional logic).
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has been devoted to modal logic (AnPr 1.8-22), but the assertoric syllogisms
form the kernel and most influential part of Aristotle’s logic.”> According to
Russell, “any person in the present day who wishes to learn logic will be wasting
his time if he reads Aristotle or any of his disciples” (1961, Chap. 22, p. 212), but
we think that by studying this central part of Aristotle’s logic, the reader will have
an easy access to a number of logical concepts and get acquainted with the very idea
of a logical theory. This holds alike for students of logic and of argumentation
theory.”?

We met the Greek term syllogismos in Sects. 2.3 and 2.4, when we dealt with the
Topics and Sophistical refutations, and we there translated it by “deduction” or
“deductive argument.” The definition of syllogismos used in these two works
reappears almost verbatim in the Prior Analytics (AnPr 1.1, 24b18-20), yet in
practice the term is used in a much more restricted way, so that in the present
context, it will be better to translate it by “syllogism.” The restrictions are due to
Aristotle’s specification of the kinds of statements that may appear as premises or
conclusions of syllogisms. His theory applies only to arguments that consist of
statements that are, or can be reformulated as, statements of these kinds.

2.6.1 The Language of Syllogistic

In order to give precise expression to his theory of the syllogism, Aristotle in
De interpretatione (On interpretation)’* and in the Prior Analytics analyzes and
regiments a part of the Greek language so as to be able to unambiguously express all
statements that figure in arguments to which the theory is to apply. Even though
he did not define a formal language, in the way of contemporary logicians,
the standard formulations he introduces for different types of statements serve the
same purpose. Thus, Aristotle was a pioneer of formal logic. At the same time, it
must be understood that his formalization of arguments was not meant to replace
the use of natural language in arguments but to give a clear expression to its
interpretation.

72 Aristotle’s modal syllogistic has been widely regarded as incoherent. For a recent attempt to
give a coherent account of it, see Malink (2006, 2013).

73 Our exposition must be very brief. The reader who wants to know more about Aristotelian
syllogistic may consult Aristotle’s text but also, for instance, Smith (1995), for a short introduction
to Aristotle’s logic; Kneale and Kneale (1962), for a longer historical exposition; Boger (2004), for
a lengthy essay on the assertoric syllogism; and Corcoran (1974), for a modern interpretation
which “restores Aristotle’s reputation as a logician of consummate imagination and skill” (p. 85).
Barnes (1995) contains a section with suggestions for reading (pp. 287-293, esp. p. 291) as well as
an extensive bibliography (Barnes et al. 1995) mentioning (under III H) various modern
interpretations of syllogistic, starting with that by Lukasiewicz (1957).

74 An English translation of this work is found in Aristotle (1984, Vol. 1).
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In the Prior Analytics, Aristotle introduces the following types of statements:

A proposition,” then, is a statement affirming or denying something of something; and this
is either universal or particular or indefinite. By universal I mean a statement that some-
thing belongs to all or none of something; by particular that it belongs to some or not to
some’® or not to all; by indefinite that it does or does not belong, without any mark of being
universal or particular, e.g. ‘contraries are subjects of the same science’, or ‘pleasure is not
good.” (Aristotle 1984, Vol. 1, AnPr 1.1, 24a16-22)

Since each statement must be either affirmative (“affirming something”) or
negative (‘“denying something”) and each statement must be either universal or
particular or indefinite, this gives us six types of statements.’’ This is not to say that
Aristotle was not aware of any other type of statements. For instance, he was clearly
aware of singular statements, i.e., statements with singular terms, such as “Socrates
is white.””® It only means that other types of statements play no role in the theory.
Yet, Aristotle was ambitious about the scope of application of the theory, for he
seems to argue that, upon analysis, all deductive reasoning and all proof can be
reduced to syllogisms in the narrower sense of his theory (Smith 1995, pp. 42-43),
so that the restriction to six types of statements would be no real limitation.””

Of the six types of statements, the two types (affirmative and negative) of
indefinite statements are scantily treated. Mostly, they are said to behave like the
corresponding particular statements.*® Leaving them out of consideration, we have
in Fig. 2.3 just four types of statements left, which are commonly known as
categorical ™'

Figure 2.3 regiments a part of the English language in a way that parallels
Aristotle’s regimentation of a part of the Greek language. Examples of categorical
statements are obtained by substituting distinct®>general terms (countable nouns in

5 The Greek word protasis, which in a dialectical context is sometimes translated as “premise”
and sometimes as “proposition,” must here be translated in the latter way.

76 “Not to some” must be read as “to some not,” meaning the same as “not to all.”

""The same six types were introduced in De Int. 8. In references “De Int.” stands for De
interpretatione.

"®See De Int. 7.

7% Smith refers to AnPr 1.23 and AnPr 1.32-44. See also Kneale and Kneale (1962, p. 44). Of
course, there will be some more types of statements in the theory if modality is taken into account.
But, in any case, the reduction seems not to have been completed, for Aristotle admits that certain
kinds of deduction cannot be reduced to his syllogisms (hypothetical syllogisms and reductio ad
impossibile arguments, AnPr 1.44).

80To be on the safe side, when arguing from certain premises to a conclusion, indefinite premises
should count as particular and an indefinite conclusion as universal.

81 The letters A and I were in medieval times chosen to label the two types of affirmative
statements: they are the first two vowels of the Latin word affirmo (I affirm). Similarly, the letters
E and O, which are the vowels of nego (I deny), were chosen to label the two types of negative
statements.

82 Generally, Aristotle avoided self-predication (“Every S is an S,” etc.); see Corcoran (1974,
p- 99).
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Affirmative Negative
Universal | A-statements E-statements

Form: Every Sis a P Form: No Sisa P

Symbolized: SaP Symbolized: SeP

Example: Every swan is a predator | Example: No swan is a predator

Particular | I-statements O-statements
Form: Some S'is a P Form: Some S'is not a P
Symbolized: SiP Symbolized: SoP

Example: Some swan is a predator Example: Some swan is not a predator

Fig. 2.3 Four types of categorical statements: the square of opposition

the singular or equivalent phrases™) for P and S in one of the statement forms. The
term substituted for S is the subject (term) and the term substituted for P is the
predicate (term) of the statement that results. Aristotle’s regimented statements
allow for more variation in the form of expression than we have introduced in
the English counterpart, where we have stipulated just one statement form for
each type of categorical statement. Also, in the statement forms he uses
most often, the order of subject and predicate is P—S instead of our S—P, as in “P
is predicated of (or: belongs to) every S.” Consequently, some scholars write “PaS,”
“PeS,” etc., where we have “SaP,” “SeP,” etc. (e.g., Smith 1995; Boger 2004).
Anyhow, no such rendering was Aristotle’s.

Aristotle explains that O-statements are the denials of the corresponding
A-statements, and vice versa, so that “Every S is a P” and “Some S is not a P”
form a pair of contradictories (of which, necessarily, one is true and the other false).
Similarly for I- and E-statements, “Some S is a P”” and “No S is a P” are contradic-
tories (De Int. 7, 17b16-20). The relation between A-statements and the
corresponding E-statements is a different one. According to Aristotle, they are
contraries: “Every S is a P” and “No S is a P,” he says, cannot both be true (but
they could both be false) (De Int. 7, 17b20-23). Further it is clear that according to
Aristotle, the universal statements are logically stronger than the corresponding
particular statements: “Every S is a P”” implies “Some S is a P,” and “No S is a P”
implies “Some S is not a P.”%*

Each of these logical relations between categorical statements seems plausible
when taken by itself, but unfortunately the unconditional acceptance of them all has
the implausible consequence that for no general term S, the set of all §’s can be
empty. For suppose the set of all S’s to be empty, and let P be any other general

8 For example, swan, predator, animal, stone, human being, featherless biped, white object, man
who knew too much.

8 That an A-statement implies the corresponding I-statement follows from the conversion rules for
these statements, introduced in AnPr 1.2 (see below). One may also reason that if “Every S is a P”
is true, its contrary “No S is P” must be false, and hence the denial of the latter, “Some S is a P,”
must be true. Analogously to this second way of reasoning, one may show that an E-statement
implies the corresponding O-statement.
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term, then “Some S is a P’ will obviously be false. Since “Every S is a P”” implies
“Some S is a P,” “Every S is a P” will also be false. Because “Some S is not a P’ is
the denial of “Every § is a P,” “Some S is not a P” must then be true and,
consequently, the set of all S’s will not be empty, against our supposition.

This means that if we wish to keep the relations between categorical sentences
claimed to hold by Aristotle, we must restrict the language of syllogistic to general
terms that apply to at least one individual (nonempty terms). This is sometimes
called ablanket assumption of existential import. It is perfectly possible to go
without such an assumption, but then one will get a different logic, not Aristotle’s
theory of syllogistic.

Before we turn to reasoning in the language of syllogistic, a further remark must
be made about the semantics of the categorical statements. We may assume that
with each general term, there is associated a concept as well as a (nonempty) set of
objects that fall under the concept. The first is, in contemporary philosophy of
language, often denoted as the intension (with an “s”) of the term and the other as its
extension. Both are part of the term’s meaning. Thus, corresponding to the term
“swan,” there is the concept of a swan, as its intension, and the set of all swans, as its
extension. Though there is no reason to suppose that intensions are unimportant (for
Aristotle or for us), it is easier, in order to grasp Aristotle’s logic, to take an
extensional point of view, that is, to take only the extensions of terms into account.
Therefore, we interpret “Every S is a P” as saying that the set of all S’s is a subset of
the set of all P’s (there is no S that is not a P) and “No S is a P” as saying that the set
of all §’s and the set of all P’s have no element in common. Further we interpret
“Some S is a P” as the denial of “No S is a P and hence as saying that the set of all
S’s and the set of all P’s have at least one common element. Finally, we interpret
“Some S is not a P” as the denial of “Every S is a P”” and hence as saying that there is
at least one element in the set of all §’s that is not an element of the set of all P’s.®

2.6.2 Deductions by Rules of Conversion

Before discussing syllogisms (taking the term in a restrictive sense), Aristotle
discusses the rules of conversion (AnPr 1.2). These allow one to derive one
categorical sentence from another one while interchanging the two terms. A
categorical statement to which such a rule applies is said to be convertible.
E- and I-statements are convertible: “No B is a C” is a consequence of “No C is a
B,” whereas “Some B is a C” is a consequence of “Some C is a B.” A-statements are
only partially convertible, i.e., “Some B is a C” is a consequence of “Every C is a
B,” but “Every B is a C” does not necessarily follow. E-statements are not only
convertible but also partially convertible: “Some B is not a C” is a consequence of
“No C is a B.” O-statements, however, are not convertible at all.

85For other interpretations of the language of syllogistic, see Kneale and Kneale (1962,
pp. 64-66).
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2,6.3 Deductions in the Figures

The core part of Aristotle’s theory of arguments in the language of syllogistic is
concerned with the question in which cases two categorical premises (satisfying
certain conditions) yield, by virtue of their form,*® a categorical conclusion (and
which conclusion this is). Equivalently, one could say that Aristotle studies
arguments in the so-called syllogistic figures. These figures will be explained
shortly. At present it suffices to know that an argument in the figures is an argument
(1) with two premises and a conclusion, each of them in the language of syllogistic,
(2) using precisely three distinct general terms such that (3) each pair of statements
has one term in common. The question is then, which of the arguments in the figures
are, by virtue of their form,*” syllogisms?*®

The term occurring in both premises is called the middle term. The other two
terms are known as the extremes. Each of the extremes occurs both in one of
the premises and in the conclusion. One of them is called the major term and the
premise in which it occurs is called the major premise, and the other is called the
minor term and occurs in what is called the minor premise. Aristotle’s definitions of
“major” and “minor” are somewhat problematic and ad hoc. In the later tradition
(sixth century), which we shall here follow, the major term has been defined as the
predicate term of the conclusion and the minor term as the subject term of the
conclusion.® Here is an example of an argument in the figures that is also valid, i.e.,
a syllogism®’:

86 The form of a pair of categorical premises is determined by establishing which of the four types
of categorical statements (A, E, I, O) each premise represents and which cases of repeated
occurrence of the same general term can be found in the pair of premises. Aristotle’s question is
not aiming at conclusions that follow by virtue of the meaning of the general terms.

87 Similarly as in the case of pairs of categorical premises, the form of an argument is determined
by establishing which of the four types of categorical statements (A, E, I, O) each premise or
conclusion represents and which cases of repeated occurrence of the same general term can be
found in the argument. Again, the question is not aiming at conclusions that follow by virtue of the
meaning of the general terms.

8 Or, one could say: which of the arguments in the figures are, by virtue of their form, valid. Here
it must be remembered that Aristotle’s definition of the syllogism (containing his idea of validity)
differs from the modern approach in that according to Aristotle’s definition, syllogisms may not be
circular or contain superfluous premises. It can be checked that two-premise arguments in the
language of syllogistic that are not in the figures but are valid (in the modern sense of not admitting
a counterexample) by virtue of their form, either have a superfluous premise (e.g., by repeating the
other premise in the conclusion) or have inconsistent premises (and are valid merely on that
account). The first two are not syllogisms, and, presumably, those that are merely valid on the
ground of having inconsistent premises should not be counted as syllogisms either, so that all bona
fide two-premise syllogisms must be found among those in the figures.

89 See Kneale and Kneale (1962, pp. 68-72).

0 Aristotle used to formulate syllogisms not as three separate sentences — as we do here — but as
one conditional sentence. For the present example, a “more Aristotelian” formulation would be “If
predator belongs to no swan and swan belongs to some birds, then to some birds, predator does not
belong (or, predator does not belong to all birds).”
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(1) No swan is a predator.
(2) Some bird is a swan.
Therefore: (3) Some bird is not a predator.

Example 1. A syllogism in the figures

In the argument of Example 1, (1) and (2) are the premises and (3) is the
conclusion; “swan” is the middle term, and “predator” and “bird” are the extremes,
“predator” being the major term and “bird” being the minor term; (1) is the major
premise and (2) the minor premise. The argument form of our example can be
rendered as follows:
(1) No Sisa P.
(2) Some B is an S.
Therefore: (3) Some B is not a P.

This form can be symbolized as
(1) SeP
(2) BiS
Therefore: (3) BoP

In such symbolic versions, the lower case letters “a,” “e,” “i,” and “0” indicate in
an obvious way the type of categorical statement. An example of an argument in the
figures that is not a syllogism is
(1) Every swan is an animal.
(2) Every swan is a bird.
Therefore: (3) Every bird is an animal.

Example 2. An invalid argument in the figures

In Example 2, “swan” is again the middle term, and “animal” and “bird” are the
extremes; “animal” is the major term and “bird” the minor term. The form of this
argument can be rendered as follows:

(1) Every S is an A.
(2) Every Sis a B.
Therefore: (3) Every B is an A.

The invalidity of this form of argument can be shown by providing a counterex-
ample (in the sense of an argument displaying this form with true premises and a
false conclusion): substituting “swan” for S, “bird” for A, and “animal” for B will
give us the true premises “Every swan is a bird” and “Every swan is an animal” but
the false conclusion “Every animal is a bird.”

To organize this part of his research, Aristotle distinguishes three figures,
according to the role of the middle term in the premises. In each premise the middle
term must be either the subject term or the predicate term (it cannot be both). For
two premises, this gives three possibilities: either the middle term functions as the
subject term in one premise and as the predicate term in the other (first figure), or it
functions twice as the predicate term (second figure), or twice as the subject term
(third figure). For each figure, Aristotle investigates which combinations of
premises yield syllogisms. When treating the first figure, Aristotle at first
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Fig. 2.4 The four syllogistic I I I v

figures Major premise M-P |P-M |M-P | P-M
Minor premise S-M |S-M |M-S | M-S
Conclusion S-pP |S-P |S-P |S-P

(AnPr 1.4) restricts himself to arguments in which the predicate term of the
conclusion (the major term) is also the predicate term of the premise in which it
occurs (the major premise), as is the case in Examples 1 and 2. Thus, he skips
syllogisms of forms in which the major term (P) is the subject term of the major
premise, whereas the minor term is the predicate of the minor premise, such as:
(I) No P is an M.

(2) Every M is an S.

Therefore: (3) Some S is not a P.

That does not mean that Aristotle is unaware of these syllogisms; with one
understandable exception, all kinds of such syllogisms are covered by the Prior
Analytics (AnPr 1.7,29a19-27 and AnPr 11.1, 53a3-12). The exception is a kind of
syllogism in which the conclusion is weaker than the strongest possible conclusion
that can be deduced from the premises. Aristotle never deigns to mention such kinds
of syllogism. In the later tradition, those first figure argument forms in which the
major term is the subject term of the major premise were transposed to a separate
fourth figure, giving us the neat system of figures shown in Fig. 2.4:

Example 1 above belongs to the first figure and the invalid Example 2 to the
third.”' The argument form (or mood) of Example 1 is nowadays denoted as “EIO-
I,” where the three capital letters indicate the types of categorical statements used
(in the order: major premise, minor premise, conclusion) and the Roman numeral
indicates the figure (in this case the first figure). This mood is also called by a
scholastic name: Ferio.””

Each statement occurring in an argument in the figures can belong to any of the
four types of categorical statements, giving us 4 x 4 x 4 =64 moods in each figure,
256 in total. In 24 of these (6 in each figure), the conclusion follows necessarily
from the premises, provided, of course, that the blanket assumption of existential
import is fulfilled. If existential import is not assumed, this number drops to 15; of
these 15 one finds 4 in each of the first three figures and 3 in the fourth figure. As
said above, Aristotle does not discuss syllogisms with a weaker conclusion than
would be possible. There are five moods that display this feature, but Aristotle
recognizes all other moods; so Aristotle recognizes 19 kinds of syllogism in the
figures. Since the fourth figure syllogisms are treated rather on the side, the alleged
number of Aristotle’s kinds of syllogisms in the figures gets often reduced to 14.%*

! That an argument belongs to a syllogistic figure does not imply that it is a syllogism.
2 Notice that the vowels in such a name correspond with the types of categorical statements.

93 Remember that the fourth figure contains one form with a weaker conclusion than would be
possible, which we already subtracted.
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2.6.4 Proving Validity

For each syllogism of the second or third figure (and also for cases that later came to
belong to the fourth figure), Aristotle provides a proof (at a metalevel®*) showing
why its conclusion necessarily follows from the premises. For first figure syllogisms
(exempting those that came to belong to the fourth figure), no such proof is needed:
first figure syllogisms are called perfect, meaning that they “need nothing other than
what has been stated to make the necessity evident” (Aristotle 1984, Vol. 1, AnPr
1.1, 24b22-24). As an example of a proof, we quote Aristotle’s proof for syllogisms
in the mood EIO-II, also called Festino:
(1) No N is an M.
(2) Some O is an M.
Therefore: (3) Some O is not an N.

Aristotle writes:

... if M belongs to no N, but to some O, it is necessary that N does not belong to some O.
For since the negative is convertible, N will belong to no M; but M was admitted to belong
to some O: therefore N will not belong to some O; for a deduction is found by means of the
first figure. (Aristotle 1984, Vol. 1, AnPr 1.5, 27a32-36)

Using our formats for categorical statements, we may write this proof as follows:
(1) No N is an M (premise).
(2) Some O is an M (premise).
(3) No M is an N (from (1) by conversion of E-statements).
(4) Some O is an M ((2) repeated).95
(5) Some O is not an N (from (3) and (4) by the perfect mood EIO-I (Ferio)).
The proof is one based on the rules of conversion and the perfect (first figure)
syllogisms by simply chaining these procedures (this is called a direct proof °°). But
not all syllogisms can be proved in this way: sometimes an indirect proof, i.e., one
by reductio ad impossibile, must be given. In these proofs, the denial of the
conclusion is supposed to hold, together with the premises; then, by chaining
perfect syllogisms and applications of conversion rules, one derives a pair of
contradictories. This shows that not all assumptions can be true and hence that if
the original premises are true, the denial of the original conclusion must be false and
consequently the conclusion itself must be true. To illustrate this procedure, we
quote an example that applies the perfect mood AAA-I, also called Barbara, to

94 At a metalevel, since Aristotle’s proofs show that some argument form is a syllogism. But if
general terms are substituted for variables, the proofs can also be read, at the level of the language
of syllogistic, as showing the truth of their conclusions in that language.

i Repetition is used to make the application of Ferio at the next line more perspicuous.

%€ Aristotle’s term for direct in this context is deiktikos (ostensive, probative).
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obtain a proof for syllogisms of the mood AOO-II, also called Baroco. Barbara and
Baroco can be rendered as follows:
(1) Every M is a P.
(2) Every S is an M.
Therefore: (3) Every S is a P (AAA-I, Barbara).
(1) Every N is an M.
(2) Some O is not an M.
Therefore: (3) Some O is not an N (AOO-II, Baroco).
Aristotle writes:

Again if M belongs to every N, but not to some O, it is necessary that N does not belong to
some O; for if N belongs to every O, and M is predicated also of every N, M must belong to
every O; but we assumed that M does not belong to some O. (Aristotle 1984, Vol. 1, AnPr
1.5, 27a36-b1)

In our format:
(1) Every N is an M (premise).
(2) Some O is not an M (premise).
(3) Suppose: Every O is an N (denial of the conclusion to be reached).
(4) (while supposing (3)) Every N is an M ((1) repeated).
(5) (while supposing (3)) Every O is an N ((3) repeated).
(6) (while supposing (3)) Every O is an M (from (4) and (5) by Barbara).
(7) (while supposing (3)) Some O is not an M ((2) repeated).
Here Aristotle’s proof stops, leaving the rest to the reader: since (6) and (7) form
a pair of contradictories, supposition (3) must be false (assuming that (1) and (2) are
true) and its denial “Some O is not an N’ must be true.

2.6.5 Aristotle’s Method of Contrasted Instances

In logic, showing that certain forms of argument are invalid is as important as
showing that forms are valid. Above, when proving the invalidity of the argument
form of Example 2, we saw how this can be done by means of a counterexample.
Aristotle selected counterexamples in a very efficient way, called the “method of
contrasting instances.””’

To show, for example, that in the first figure from a pair of premises of the form
“Every M is a P. No S is M”’ no conclusion S—P (P being the major term and S the
minor) follows, instead of working through four counterexamples (one for each
categorical statement form), it suffices to present two contrasted instances, that is,
two ways of substituting terms for P, M, and S, both of which yield true premises,
but such that one of them makes “Every S is a P’ true, whereas the other makes “No
S is a P” true. The first one provides counterexamples that exclude the two negative

7 See Kneale and Kneale (1962, pp. 75-76).
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conclusions, and the second one does the same for the two affirmative ones.”®
In Aristotle’s words (the order of terms is P, M, S),

... if the first term belongs to all the middle, but the middle to none of the last term, there
will be no deduction in respect of the extremes; for nothing necessary follows from the
terms being so related; for it is possible that the first should belong either to all or to none of
the last, so that neither a particular nor a universal conclusion is necessary. But if there is no
necessary consequence, there cannot be a deduction by means of these propositions. As an
example of a universal affirmative relation between the extremes we may take the terms
animal, man, horse; of a universal negative relation, the terms animal, man, stone.
(Aristotle 1984, Vol. 1, AnPr 1.4, 26a2-9)

The first assignment of terms is P: animal, M: man, S: horse. This gives us the
true premises: “Every man is an animal” and “No horse is a man” but also “Every
horse is an animal” is true, so that both “No horse is an animal” and “Some horse is
not an animal” are false, giving us the counterexamples needed to show that no
negative conclusion S—P follows.

The second assignment of terms is P: animal, M: man, S: stone. This gives us
again true premises: “Every man is an animal” and “No stone is a man,” but also
“No stone is an animal” is true, so that both “Every stone is an animal” and “Some
stone is an animal” are false, giving us the counterexamples needed to show that no
affirmative conclusion S—P follows.

2.6.6 The Completeness of Syllogistic

Aristotle reduces all syllogisms in the second and third figures to those in the first
figure, that is, he shows them to be syllogisms by a direct or indirect proof using
only first figure syllogisms and the conversion rules. A further reduction, in which
of the first figure syllogisms only those of the moods AAA-I (Barbara) and EAE-I
(Celarent) were used, was also effected by Aristotle. This does not answer the
question whether Barbara and Celarent and the conversion rules suffice to give
direct or indirect proofs for each syllogism in the language of syllogistic no matter
the number of premises. Aristotle claims at least so much, when he announces an
even more encompassing reduction:

It is clear from what has been said that the deductions in these figures are made perfect by
means of the universal deductions in the first figure [Barbara and Celarent] and are reduced
to them. That every deduction without qualification can be so treated, will be clear

%8 The method does not work to exclude a conclusion of the form “Some P is not an §” in which
P is the minor term. “Some P is not an S actually follows from the pair of premises here given as
an example. However, the method works to exclude the other three conclusions of the form P—S, in
which P is the minor. So the method may be used to reject seven invalid forms using only two
assignments of terms to variables.
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presently, when it has been proved that every deduction is formed through one or other of
these figures. (Aristotle 1984, Vol. 1, AnPr 1.23, 40b17-22)

The attempt at a proof in AnPr 1.23 is, however, incomplete and in other respects
wanting (Corcoran 1974, pp. 120-122). Nevertheless, it has been proven that the
question can be answered in the affirmative (Corcoran 1972). This means that as a
system for formal (direct and indirect) deduction within the language of syllogistic,
the system consisting of Barbara, Celarent, a rule for repetition, and conversion
rules — for I-conversion, E-conversion, and partial A-conversion — is indeed
complete.

2.7  Stoic Logic

Stoic philosophy is mainly known for its ideas about ethics and the conduct of
one’s life, but these ideas were from the beginning supported by the study of
logic (including philosophy of language and epistemology) and physics (natural
science). In logic, the Stoics continued the tradition of the Megarian school
(founded ca. 400 BC by Euclides of Megara), which stood in opposition to
Aristotle and the school of Aristotle’s successors: the Peripatetic school. This
antagonism was inherited by the Stoic school founded in Athens circa 300 BC
by Zeno of Citium, who had been educated in the Megarian tradition by
Diodorus Cronus and Stilpo. Thus, for the logical approach to arguments, the
Megarians and the Stoics, in particular the Old Stoic school (ca. 300—ca. 130 BC),
provide us with a second classical background, besides, and apart from, the
Aristotelian one.

However, the outlines of this second background are much harder to discern: in
contrast to the Aristotelian corpus, no Megarian or Stoic works on logic have come
down to us. That is not to say that no such works were written. Diogenes Laertius
mentions in his Lives and opinions of eminent philosophers” that Chrysippus (circa
280-206 BC), the third head of the Stoic school, wrote 705 books, 311 of them
about logic (O’Toole and Jennings 2004, p. 413). Even if one takes into account that
it takes usually several ancient “books” to make a work that would nowadays be
published as one volume, this is a considerable amount. Unfortunately, we have
none of these books (whether on logic or not). We even do not have any of the
numerous books called Introduction to Logic (Eisagdgé dialektiké) that Stoic
authors were wont to write as much as contemporary logic professors. We must
do with descriptions, explanations, summaries of points of view, and some
quotations by other ancient authors — writing centuries later — who were not always
knowledgeable about logic and often opposed to, or even prejudiced against, the
Stoics.

Our main sources are the works of the skeptic physician Sextus Empiricus
(circa AD 200) — who wrote Outlines of Pyrrhonism'® and Against the

99 See Sect. 2.2, Note 1.
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mathematicians'®" — and the abovementioned popular work by Diogenes Laertius.
They are supplemented by important information from a number of other
authors, such as Alexander of Aphrodisias, Pseudo-Apuleius, Aulus Gellius,
Boethius, Cicero, Galen, Origen, and Philoponus.

Sextus Empiricus is a serious author, but as a skeptic he is ill-disposed towards
Stoicism. Diogenes Laertius is notoriously untrustworthy, but less so in the case of
Stoic logic, since he could avail himself of the writings of Diocles Magnes (i.e.,
Diocles of Magnesia, first century BC), “who seems to have had a fair knowledge of
Stoic logic” (Mates 1961, p. 9). Since, generally, these sources are insufficient to
assign particular views to particular Stoic philosophers, we must assign the views
we reconstruct from this material indiscriminately to the early Stoic philosophers
(of whom Chrysippus was the most important one), running the risk that we so
obtain a set of views that was held by nobody in its entirety (Mates 1961, p. 8). Yet,
from these sources, scarce as they may be, the picture arises of a highly original and
sophisticated approach to logic that could be appreciated only after the develop-
ment of logic starting with Boole and Frege had made it possible for Lukasiewicz in
1935 to attempt a new reading of the old texts (Lukasiewicz 1967).

In this section, we can only briefly sketch the Stoics’ philosophy of language,
which underlies their logic, the logical operators that they introduced, and their
formal system of syllogistic.'®” It then will become clear that it is really to be
regretted that the Peripatetics and the Stoics were so little disposed to cooperate,
for their approaches are apparently complimentary. To put it briefly, the Peripatetics
had developed a kind of predicate logic (Aristotle’s syllogistic) and the Stoics a kind
of propositional logic. To be fair, it must be said that the Peripatetics, too, worked on
a kind of propositional logic: there are some remarks of Aristotle pointing in that
direction, and we know that his pupil and collaborator Theophrastus developed a
theory of “hypothetical syllogisms” (Kneale and Kneale 1962, pp. 96-100, 105ff).
Unfortunately, instead of joining their efforts to the profit of both of them, the two
schools stayed apart, each developing its own logical terminology. When in late
antiquity their terminologies merged, the creative period for logic was over and the
merging of terminologies was confusing rather than profitable.

190 Greek title: Purrhoneioi Hupotupdseis, abbreviated as “PH” (Sextus Empiricus 1933-1949).

%I For this collection of writings (Sextus Empiricus 1933-1949, TI-1V), various Greek and
English titles are used, either for the whole or for a part: Against the mathematicians (Greek:
Pros mathématikous), Against the professors, Against the dogmatists, Against the logicians, etc.,
but most often the Latin title is used: Adversus mathematicos, abbreviated as “AM.” The Books AM
VII and VIII are Books I and II, respectively, of Against the logicians (Sextus Empiricus
1933-1949, 1I).

192 This section draws mainly on the monograph by Mates (1961), the briefer exposition by Kneale
and Kneale (1962), the longer and more recent one by O’Toole and Jennings (2004), and —
especially for the interpretation of the formal system — on Bobzien (1996) and Hitchcock
(2002d, 2005b).
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2.7.1 Signs and Their Signification

The Stoics divided philosophy into logic (dialektiké), physics, and ethics. Of these
fields, ethics, in which it is investigated how one can lead a virtuous, harmonious,
and happy life, was their main concern. But the achievement of a good life required
insight into the natural course of events (physics) and of the ways in which such
knowledge can be obtained (logic, in a broad sense: including philosophy of
language and epistemology).

The Stoics were materialists: not only the objects of the external world but also
each person’s mental presentations (phantasiai) were thought of as corporeal
entities. Some of our presentations are rational (phantasiai logikai), which means
that their content can be expressed in words. These words are again corporeal: as
sounds or written characters, they are part of the physical world; however, the
content or meaning expressed by these words was considered to be incorporeal and
therefore not said to exist (huparchein) as corporeal entities exist but to subsist
(huphistasthai/paruphistasthai).'®® The ontological distinction is similar to the one
drawn by Alexius Meinong between existieren (exist) and bestehen (subsist)
(O’Toole and Jennings 2004, p. 463).

With respect to horses, for instance, the following four kinds of entities may be
distinguished:

1. Actual horses in the external world

2. Rational presentations of horses in the minds of individuals
3. Occurrences of the word “horse” (voiced or written)

4. The content of 2 or the meaning of 3

Of these, the first three would be corporeal and exist, whereas the last one would
be incorporeal and merely subsist. The Stoic technical term for entities of the last
kind was lekton (plural: lekta), a term that can be literally rendered as “what has
been said,” or “what can be said,” or more freely translated as “what is meant.” “It is
what the Barbarians do not understand when they hear Greek words spoken,”
though nothing prevents them from hearing the spoken sounds.'®* Hearing the
word hippos, they will be unable to attach a meaning to it and consequently fail
to form a rational presentation of a horse, though they may be perfectly familiar
with actual horses.

The lekta divide into two kinds: the complete lekta, which are contents
expressed by sentences, and the deficient /ekta, which are contents expressed by
parts of sentences, especially grammatical predicates.'”® Complete lekra are again
divided into various kinds, corresponding to different kinds of sentences, of which
they are the incorporeal contents, and to different kinds of speech act: propositions

103 Other subsisting incorporeal entities were void, place, and time, whereas fictional entities may
have belonged to yet another order of being (O’Toole and Jennings 2004, p. 461).

194 Mates (1961, p. 11), paraphrasing Sextus Empiricus, AM VIIL12.

105 We cannot here enter into the debate about whether the grammatical subject also expresses an
incomplete /ekton (see O’Toole and Jennings 2004, pp. 450-456).
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(axiémata), questions, injunctions, prayers, curses, oaths, etc. (O’Toole and
Jennings 2004, p. 443). Just as an interrogative sentence expresses a question and
can be used to ask a question, a declarative sentence expresses a proposition and can
be used to make a statement. The Stoics defined what they called an axiéma (which
we here render by proposition) as “a complete lekton, assertoric by itself.”'°® Their
conception has — like all conceptions of propositions — its peculiarities. First, the
name should not confuse us: an axiéma is not the same as what we would call an
axiom (though axioms are propositions), for a proposition does not need to be true,
let alone function as a starting point of a system of deductions. The point is that it is
the kind of lekton that can sensibly, and in a primary sense, be evaluated as true or
as false.'”’ By contrast, it makes no sense to say of questions, injunctions, etc., that
they are true or that they are false. Propositions are expressed by declarative
sentences (rather than by interrogative sentences or imperative sentences, etc.).
Being lekta they are incorporeal.

Thus far the characteristics of the Stoic proposition seem rather similar to those
of contemporary notions of proposition, such as Frege’s notion of thought
(Gedanke), but there are also remarkable differences. One thing is that Stoic
propositions are tensed, whereas we would rather think of tense as a property of
sentences. From a Fregean perspective, one would say that “Tomorrow will be
John’s birthday” expresses the same proposition today as “Today is John’s birth-
day” will express tomorrow and “Yesterday was John’s birthday” will express the
day after tomorrow. But these three sentences would express different Stoic
propositions, because tense is a property of these propositions as well as of the
sentences by which they are expressed. A consequence of their being tensed is that
propositions can also change their truth-values: each of the three propositions
expressed above is true only on one day of the year.

Even more striking is that Stoic propositions may sometimes be destroyed. For
example, “This man is dead” — where “this man” refers to a particular person named
“Dion” — expresses a Stoic proposition, which however ceases to subsist when Dion
dies and “this man” can no longer refer to him. Therefore, the proposition that this
man is dead can never be true (for to have a truth-value a proposition must subsist).
It is, however, admitted that the proposition that Dion is dead can be true. This latter
proposition must therefore count as a different Stoic proposition (Kneale and
Kneale 1962, pp. 154-155).

These features move the Stoic propositions very far from the unworldly
propositions that inhabit a Fregean or Popperian third realm of being, with which
they are often compared. Scholars differ about this comparison. Kneale and Kneale
(1962, p. 156) argue that both kinds of propositions are similar also in that they

196 Aulus Gellius, Noctes Atticae XV1.8, translation by Mates (1961, pp. 27-28). The definition
can also be found in Sextus Empiricus, PH 11.104, and in Diogenes Laertius, LP VIIL.65.

197 The word axiéma is clearly derived from the verb axiousthai, in the sense of “to be asserted/
claimed” (O’Toole and Jennings 2004, p. 443) or perhaps in the sense of “to be evaluated” (as true
or false).
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“exist in some sense whether we think of them or not.” But Nuchelmans (1973,
pp. 85-87) argues against this. This may not be the place to pronounce on such
discussions, but despite these difficulties, it may be clear that the Stoic conception
of proposition provides an important background for the notion of “propositional
content” figuring in contemporary argumentation theory.

2.7.2 Simple and Complex Propositions

The Stoics divided the propositions into complex and simple ones, according to
whether or not a proposition was constructed from propositions (or from one
proposition taken several times) by means of a connective (sundesmos) (Sextus
Empiricus, AM VIIL.93-95). Evidently, they spoke of the construction of
propositions in much the same way as one would speak of the constructions of
the declarative sentences by which they are expressed.

Understandably, since a negation does not connect propositions, they did not
include negation among the connectives, and therefore negations of simple
propositions were again simple propositions. A proposition was supposed to be
equivalent to its own double negation (Diogenes Laertius, LP VII.69). Presumably,
then, negating turned true propositions into false ones and vice versa. Those simple
propositions that were not negations could still be negative in other ways: their
subject could be (equivalent to) “no one” or “nothing,” or their predicate could be
privative (like “unkind™).'® Another way of classifying simple propositions is by
the nature of their subject: besides being negative (“no one” or “nothing”), the
subject could be (1) a demonstrative phrase in the nominative case (“This man is
walking”), where the speaker points at a particular person, or (2) indefinite (“Some-
one is walking”), or (3) a noun in the nominative case (“Dion is walking”). A simple
proposition of the first type is true if and only if the predicate belongs to the object
indicated by the demonstrative phrase. A proposition of the second type is true if
and only if some corresponding proposition with a demonstrative subject is true.'®”

Kneale and Kneale (1962, p. 146) remark that there is no simple Stoic proposi-
tion that concurs with Aristotle’s universal affirmative statement (“Every human is
a rational mortal animal”) and present evidence that the Stoics may have analyzed
the universal affirmative as a generalized conditional (“If anything is a man, it is a
rational mortal animal”). In that case universal affirmative sentences would express
complex propositions.

198 These ways of being negative can all be combined: “It is not the case that no one is unkind.”
199 5ee Kneale and Kneale (1962, pp. 145-147), O’Toole and Jennings (2004, pp. 465-466),
Sextus Empiricus, AM VIIL.96-100, and Diogenes Laertius, LP VII.69-70. A proposition of the
third kind is certainly true if a corresponding proposition of the first kind is true, but that cannot be
the whole story, since “Dion is dead” can be true while it is impossible to refer to Dion by a
demonstrative (Kneale and Kneale 1962, pp. 126-127, 154-155).
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Complex propositions were distinguished according to their principal connec-
tive.!1° Diogenes Laertius lists seven kinds (LP VII.71-73). The most important of
them are:

1. Conditionals, for instance: “If it is day then it is light.”
2. Conjunctions, for instance: “Both it is day and it is light.”
3. Disjunctions, for instance: “Either it is day or it is night.”'"!

Conjunctions and disjunctions are not necessarily restricted to two components
but may in fact have any number of components connected by repeated occurrences
of “and” or “or” respectively, for instance “It is light, and it is day, and Dion runs,
and Socrates walks, and....”

The semantics of conditionals was much debated among the Megarians and the
Stoics. Among the proposals discussed, that of Zeno’s contemporary Philo of
Megara amounts to the truth conditions of what is now known as material implica-
tion: a conditional proposition “If A then B” is true if and only if it is not the case
that A is true and B false. Diodorus Cronus (one of Zeno’s teachers), on the other
hand, held a conditional “If A then B” to be true if and only if at no time A would be
true, whereas B would be false. This presupposes that propositions can have truth-
values related to times, so that we can write the Diodorean conditional as “For all
times ¢, if A at ¢, then B at t.”

The most common view among the Stoics (often ascribed to Chrysippus),
however, seems to have been that in a true conditional, there must be some more
intimate connection between the antecedent (A) and the consequent (B), so that in
circumstances in which the antecedent were true, the consequent also had to be true
(O’Toole and Jennings 2004, pp. 484—489). Thus, a conditional “If A then B” was
said to be true if and only if the contradictory of B (¢B) was “in conflict” with A. The
notion of conflict involved here implies that A and cB cannot both be true, but that is
not to say that A and cB must be logically inconsistent: it may be that A and cB
cannot both be true for physical reasons. Further, to count as conflicting, A and cB
must be distinct, and it must be excluded that they cannot both be true merely
because one of them is necessarily false (Hitchcock 2002d, pp. 10-11)."'* In this
section, we shall from now on suppose that Stoic conditionals are interpreted in
this way.

The Stoic semantics for conjunctions is in agreement with contemporary classi-
cal logic: a conjunction is true if and only if each of its conjuncts (the propositions
that are connected to construct the conjunction) is true. Together with negation,

19 The principal connective is the (occurrence of a) connective that governs the entire proposition,
not just a part of it.

""Examples of the other kinds are the following: “Since it is day, it is light” (inferential),
“Because it is day, it is light” (causal), “It is rather day than night” (indicating greater degree),
and “It is not so much night as day” (indicating lesser degree). See Kneale and Kneale (1962,
pp. 147-148).

"2 No proposition conflicts with itself, not even a proposition that is logically false. Consequently,
for each proposition A, the conditional “If A, cA” will be false (since ccA =A). Clearly the Stoic
logic of conditionals is not classical: rather it is a connexive logic (Wansing 2010).
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conjunction yields the full power of expression of contemporary classical proposi-
tional logic, which is not to say that the Stoics were in possession of that logic.

About the Stoic semantics for disjunction, the sources differ, but it seems likely
that a disjunction was thought to be true if and only if it consisted of a sequence
(without repetitions) of connected propositions (its disjuncts), such that distinct
disjuncts wegi: in conflict, whereas one of the disjuncts was true (Hitchcock 2002d,
pp. 12—14).'"

2.7.3 Arguments

According to the Stoics, an argument (logos) is a system composed of premises and
a conclusion (Diogenes Laertius, LP VII.45). Obviously, premises and conclusion
must be propositions. Yet arguments are not complex propositions, since the
propositions out of which they are composed are not connected by connectives. It
is not excluded that the conclusion is identical to a premise, but it is generally
excluded that there is only one premise (or none).’ 14

An argument is valid (sunaktikos, perantikos) if and only if the contradictory of
its conclusion conflicts with the conjunction of its premises (Diogenes Laertius, LP
VIL.77). Given the most common Stoic semantics for conditional propositions, this
led the Stoics to the following principle of conditionalization: an argument will be
valid precisely when the conditional proposition whose antecedent is a conjunction
composed of all the argument’s premises and whose consequent is equal to the
argument’s conclusion (the so-called associated conditional) will be true (Sextus
Empiricus, PH II.137).115

An argument is said to be true (aléthés) if and only if it is valid and all its
premises are true (as well as its conclusion). An argument is demonstrative
(apodeiktikos) if and only if it is valid, and true, and leads from pre-evident
premises to a non-evident conclusion. Finally, an argument is a proof (apodeixis)
if it is valid, true, and demonstrative and moreover conducts us to the discovery of
its conclusion (and, for instance, not merely to an acceptance of the conclusion on
the basis of an argument from authority) (Sextus Empiricus, PH 11.138-143).

113 We agree with Hitchcock (2002d, p. 14), who assumes “that a disjunction is true if and only if
one disjunct is true and each disjunct conflicts with each other disjunct” (the “quasi-connexive”
account). Syntactically, a disjunct may be repeated in the sequence, but then, of course, the
disjunction is false (since no proposition conflicts with itself).

14 However, Antipater of Tarsus, who was head of the Stoic school around 150 BC, “asserted that
arguments with a single premiss can be constructed” (Sextus Empiricus, 1933-1949, 11, Against
the logicians 11(= AM VIII).443).

'3 The principle of conditionalization expressed in this passage of Sextus Empiricus is rendered as
follows by Mates: “Some arguments are valid and some are not valid: valid, whenever the
conditional whose antecedent is the conjunction of the premises and whose consequent is the
conclusion, is true” (1961, p. 110).
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2.7.4 The Stoic Formal System

Some of the valid arguments were called syllogistic. These were the so-called
undemonstrated arguments (anapodeiktoi)''® and those arguments that were
reduced to the undemonstrated arguments (Diogenes Laertius, LP VIIL.78). The
terms undemonstrated and reduced refer to the formal system the Stoics devel-
oped to show that arguments of certain kinds were valid. Evidently, the system
was not intended to capture all valid arguments. For one thing, it was restricted to
propositional logic (negations, conditionals, conjunctions, and disjunctions), but
even within that realm, the system seems to have been incomplete. It is hard to
tell whether it was really incomplete, for only part of the system has come down
to us.'’

Reductions in the Stoic formal system started from a given argument that had
to be shown to be a syllogism. By application of a reduction rule, called a
thema,''® this argument was replaced by (one or two) other arguments.
Arguments introduced by a reduction rule had either to belong to the one of the
five types (listed below) of undemonstrated arguments, which needed no further
reduction, or to be further reduced by a reduction rule. The reduction was
completed as soon as all arguments that had turned up, but were not further
reduced, belonged to the undemonstrated arguments. In that case the argument
from which the reduction had started had been shown to be a syllogism. The
undemonstrated arguments were obviously valid, and the themata took care of the
validity of the other arguments in the reduction.

A completed reduction can also be read as a deduction, with the undemonstrated
arguments as axioms, the reversals of the reduction rules as deduction rules, and the
given argument as its conclusion. But notice that it would be a meta-deduction,
consisting not of propositions but of arguments.'"”

The five types of undemonstrated arguments have come down to us as short
descriptions. More than one argument form may be covered by a description, and
the descriptions may admit more arguments than the argument forms here

"6 Singular: anapodeiktos. The word is used here in a way unrelated to the term demonstrative
(apodeiktikos) above. It can be translated as “undemonstrated” or as “indemonstrable.” We follow
Mates (1961) and Hitchcock (2002d, 2005b) in translating it in the first way. As we shall see, some
anapodeiktoi can be demonstrated in the Stoic formal system, e.g., those of the second type can be
reduced to those of the first type, and vice versa. So we take anapodeiktos to mean:
undemonstrated because not in need of demonstration (see Diogenes Laertius, LP VIIL.79).

""" Moreover, there is uncertainty about the interpretation of “conflict” and hence about the scope
of “validity.” Can an argument with a superfluous premise be valid? Probably not, since Sextus
Empiricus denies it (AM VII1.429, 431), but this is not immediately obvious from the definition of
validity in terms of conflict stated above (Diogenes Laertius, LP VIL77).

Y8 plural: themata.

91 this respect, the Stoic formal system resembles a sequent calculus or a tableaux system in
contemporary logic.
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shown.'?® We shall here present the descriptions of the types and for each type just
one of the argument forms covered by the description. In the argument forms, the
Stoics used ordinals as propositional variables, where we use capitals. Premises will
be separated from the conclusion by a slash. The descriptions within quotation
marks we took from Bobzien (1996, p. 136), substituting “‘undemonstrated argu-
ment” for “indemonstrable” and introducing some minor changes:

(1) “A first undemonstrated argument is an argument that is composed of a conditional and
its antecedent (as its premises), having the consequent of the conditional as conclu-
sion.” (Sextus Empiricus, AM VIIL.224, Diogenes Laertius, LP VII.80)

Argument scheme: If A then B, A/B.

In the later tradition, this mode of reasoning became known as modus ponendo
ponens (the mood that affirms (B) by affirming (A)) or simply as modus ponens.

(2) “A second undemonstrated argument is an argument that is composed of a conditional
and the contradictory of its consequent as premises, having the contradictory of its
antecedent as conclusion.” (Sextus Empiricus, AM VIIL.225, Diogenes Laertius, LP

VIL.80)
Argument scheme: If A then B, Not-B/Not-A.

In the later tradition, this mode of reasoning became known as modus tollendo
tollens (the mood that denies (A) by denying (B)) or simply as modus tollens.

It will be no surprise that the Stoics, who explicitly recognized arguments
following the patterns of modus ponens and modus tollens as valid, were also
aware of the fallaciousness of arguments following the patterns of denying the
antecedent (Sextus Empiricus, AM VIII.432-433, Diogenes Laertius, LP VIL.78)
and affirming the consequent (Sextus Empiricus, PH 11.147-149). Such arguments
were said to be invalid because of their being put forward in a bad form.

(3) “A third undemonstrated argument is an argument that is composed of a negated
conjunction and one of its conjuncts (as premises), having the contradictory of the
remaining conjunct as conclusion.” (Sextus Empiricus, AM VIIL.226, Diogenes

Laertius, LP VII.80)
Argument scheme: Not both A and B, A/Not-B.

In the later tradition, this mode of reasoning, as well as the one that follows, was
at times referred to as modus ponendo tollens (the mood that denies (B) by affirming

(A)).

(4) “A fourth undemonstrated argument is an argument that is composed of a disjunction
and one of its disjuncts (as premises), having the contradictory of the remaining
disjunct as conclusion.” (Diogenes Laertius, LP VIL.81)

Argument scheme: Either A or B, A/Not-B.

129 For instance, the second type of undemonstrated arguments includes also the instances of the
form “If not-A then not-B, B/A,” etc. Also, conjuncts must be treated as equals, so that the third
type includes also the instances of the form “Both A and B, B/Not-A,” similarly for disjuncts.
Moreover, on the basis of other texts, the descriptions may be expanded to cover conjunctions and
disjunctions with respectively more than two conjuncts or more than two disjuncts (Hitchcock
2002d, pp. 24-28).
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In the later tradition, this mode of reasoning, as well as the preceding one, was at
times referred to as modus ponendo tollens (the mood that denies (B) by affirming

(A)).

(5) “A fifth undemonstrated argument is an argument that is composed of a disjunction and
the contradictory one of its disjuncts (as premises), having the remaining disjunct as
conclusion.” (Diogenes Laertius, LP VIIL.81)

Argument scheme: Either A or B, Not-A/B.

In the later tradition, this mode of reasoning was at times referred to as modus
tollendo ponens (the mood that affirms (B) by denying (A)).

Thus, we have a pretty good survey of what the undemonstrated arguments were.
As to the themata (the rules that were used to reduce arguments to other arguments
and ultimately to the undemonstrated argument), we are not so fortunate. Presum-
ably, there were four themata, but we have only versions of the first and the third
thema (the latter in two quite different versions). We also know that the second and
fourth thema were similar to the third one.'?" Further, there are some arguments that
we know to have been syllogisms and many that we may presume not to have been
syllogisms. This situation invites attempts at reconstructing the Stoic system from
its remains. Hitchcock (2002d, p. 3) lists ten earlier reconstructions, among them
one by himself, before proposing a new one. We shall not try to add to this list, but
just close off our survey of the Stoic system by describing versions of the first and of
the third thema and then present two examples of reductions in which only these
themata are used.

The first thema allows one to reduce a given argument with a premise P and a
conclusion C to another argument, with as conclusion the contradictory of P (cP)
and with the same premises, except that P has to be replaced by the contradictory of
C (cO):

Thema I: Argument X, P/C reduces to argument X, cC/cP.

Here “X” stands for the other premises.

The version of the third thema that we shall use in the examples allows one to
reduce a given argument to two other arguments in the following way:

Thema 3: Argument X, P/C reduces to arguments X/Q and Q, P/C.

Since the reversals of reduction rules are deduction rules (for deducing
arguments from arguments), the themata can also be formulated as follows
(which is indeed the way in which they usually are formulated):

Thema I: From a valid argument X, P/C, one obtains a valid argument X,
cClcP.'*
Thema 3: From arguments X/Q and Q, P/C, one obtains a valid argument X,

P/C.

121 Together, the last three themata did about the work of a cut rule in a sequent calculus.
122 Recall that ccA =A.
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As our first example of a reduction in the Stoic system for propositional logic,
we shall start from an argument put forward by the skeptic philosopher
Aenesidemus: “If the things apparent appear in like manner to all those in similar
condition (A), and the signs are things apparent (S), the signs appear in like manner
to all those in similar condition (L ); and the things apparent appear in like manner to
all those in similar condition; but the signs do not appear in like manner to all those
in a similar condition; therefore the signs are not things apparent” (Sextus
Empiricus, 1933-1949, 11, Against the logicians II(=AM VIII).234). It is possible
to write down the reduction of precisely this argument, but it is easier to do so for its
argument form'%’:

1. If both A and S then L, A, Not-L/Not-S

Argument 1 reduces by Thema 3 to

1.1 If both A and S then L, not-L/Not both A and S (undemonstrated of type two)
and

1.2 A, Not both A and S/Not-S (undemonstrated of type three).

The reduction has been completed. Being reduced to two undemonstrated
arguments, the initial argument has been shown to be valid and even to be a
syllogism.

Our second example is a little more complicated.'** We only give the argument
forms:

1. If both if A then B and C then D, If D then E, Not-E, C/Not if A then B.

Argument 1 reduces by Thema I to

2. If both if A then B and C then D, If D then E, If A then B, C/E.

Argument 2 reduces by Thema 3 to

2.1. If both if A then B and C then D, If A then B, C/D

and

2.2 D, If D then E/E (undemonstrated of type 1).

Argument 2.1 reduces by Thema 3 to

2.2.1 If A then B, C/Both if A then B and C

and

2.2.2 Both if A then B and C, If both if A then B and C then D/D (undemonstrated of
type 1).

Argument 2.2.1 reduces by Thema I to

2.2.1.1 If A then B, Not both if A then B and C/Not-C (undemonstrated of

type 3).

Since all the unreduced arguments belong to the undemonstrated arguments, the
reduction of the initial argument has been completed. This shows the argument to
be valid and syllogistic.

123 This reduction (or analysis) is provided by Sextus Empiricus, AM VIIL.235-236. Although we
only show the forms, we continue to speak of “arguments.”

124 See Bobzien (1996, p. 161, n. 54) and Hitchcock (2002d, p. 58, S14).
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Even though it remains unclear which arguments the Stoic system was intended to
yield, and whether it did do so, we can still admire the ingenuity and the rigor applied
to its construction and recognize its contribution to the study of arguments.'*

2.8 Aristotle’s Rhetoric

In Sect. 2.2 we mentioned several key figures in the early development of
rhetoric. Some of them are credited with the “invention” of rhetoric (Corax, Tisias,
and Empedocles), others are known to have taught rhetoric (the sophists and
Isocrates), and again others are known to have criticized and further developed the
discipline (the handbook writers, Plato, and the anonymous writer of the Rhetoric to
Alexander). Although these authors have formulated useful insights regarding the
phenomenon of persuasion, Aristotle was not satisfied with their approach, which in
his eye was too restricted (Rhet. 1.1, 1354a11-18). His Rhetoric contains a new
definition of rhetoric, criticisms of the teachings of his predecessors, as well as
expositions of important rhetorical concepts. In this section, we shall discuss the
main insights Aristotle developed.'*

2.8.1 The Definition of Rhetoric

According to Aristotle, the art of rhetoric resembles the art of dialectic in that it is
not restricted to any particular domain of subjects (as the sciences are in Aristotle’s
view), but can be generally applied. Like other arts, it cannot guarantee success, but
enables one to see what are real and what are merely apparent means of persuasion
(Rhetoric 1.1, 1355b7-17).

Unlike his predecessors, who defined rhetoric as the “art of words” or as the
“worker of persuasion” (Gorgias’s definition as described by Plato 1997, Gorgias
453a), Aristotle defines rhetoric as follows'?’:

Rhetoric may be defined as the faculty of observing in any given case the available means
of persuasion. This is not a function of any other art. Every other art can instruct or persuade

125 According to Hitchcock, who proposes a new reconstruction of the system, it is “surprisingly
difficult” to find argument forms with only propositional variables and the logical operators of the
system that are valid, but cannot be shown to be valid within the system. “The difficulty is
surprising because the system at first glance has glaring deficiencies.” Further he deems it
noteworthy that the system “allows one to prove the validity of those arguments with formally
valid moods [argument forms] expressible in the system which we are inclined to use in real
reasoning and argument” (2002d, pp. 67-68).

126 This section draws on Kennedy (2001) and Rapp (2010). See Rapp (2002) for a translation of
Aristotle’s Rhetoric into German with detailed commentary, including discussions of secondary
literature.

127 See also Aristotle’s definition in Topics V1.12, 149b26-27 of the rhetorician as someone who is
able to see the available means of persuasion in any given case.



2.8 Aristotle’s Rhetoric 117

about its own particular subject-matter; for instance, medicine about what is healthy and
unhealthy, geometry about the properties of magnitudes, arithmetic about numbers, and the
same is true of the other arts and sciences. But rhetoric we look upon as the power of
observing the means of persuasion on almost any subject presented to us; and that is why we
say that, in its technical character, it is not concerned with any special or definite class of
subjects. (Aristotle 1984, Vol. 2, Rhet. 1.2, 1355b26-35)

Starting from this definition, Aristotle discusses in Book I and II the finding of
the material for a speech, which he calls thought (dianoia). In Book III, he discusses
the wording of a speech, called style (lexis), the ordering of the different parts of the
speech, called arrangement (taxis), and — to a very limited extent — the actual
performance of the speech, called delivery (hupokrisis). These concepts are adopted
by later authors under the heading of the tasks of the speaker (rhétoros erga or
oratoris opera), i.e., a list of the subsequent procedural steps the speaker has to
accomplish in order to produce a persuasive speech. Eventually this list comprised
five items: (1) the invention (heuresis or inventio), (2) the arrangement (faxis or
dispositio), (3) the wording (lexis or elocutio), (4) the memorizing (mnémé or
memoria), and (5) the performance (hupokrisis or actio) of the speech. In the
Rhetoric, Aristotle’s main focus is on the first task of the speaker: the invention
of arguments. Books I and II are entirely dedicated to this topic. Some scholars even
believe that Book III, which is dedicated to other tasks, was originally a separate
work, which was only later combined with Books I and II.

2.8.2 The Modes of Persuasion

As far as the invention of the contents of the speech is concerned, Aristotle makes
several distinctions that were later canonized in the system of classical rhetoric (see
Sect. 2.9). Among them is a basic distinction between modes of persuasion.
According to Aristotle, some of the means of persuasion are nontechnical, i.e.,
they are not part of the art of rhetoric: they are not construed by the speaker but
already present at the outset. He mentions as examples evidence provided by
witnesses, evidence given by slaves under torture, and evidence provided by written
contracts. Other means of persuasion are technical in the sense that they belong to
the art of rhetoric because they are supplied by the speaker in the context of the
process of persuading an audience of the acceptability of a certain standpoint with
regard to the question at issue (Rhet. 1.2, 1355b35-39).

On the basis of the observation that a speech involves a speaker, a subject, and an
audience (Rhet. 1.3, 1358a36-b2), Aristotle distinguishes three technical means
(or “modes”) of persuasion:

Of the modes of persuasion furnished by the spoken word there are three kinds. The first
kind depends on the personal character of the speaker; the second on putting the audience
into a certain frame of mind; the third on the proof, or apparent proof, provided by the
words of the speech itself. (Aristotle 1984, Vol. 2, Rhet. 1.2, 1356a1-4)

Interestingly, Aristotle provides a psychological explanation of the persuasive
effect of the first two technical modes of persuasion. The effectiveness of the ethical
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mode of persuasion, when the speaker tries to achieve persuasion by presenting
himself as a trustworthy person, is based on the psychological fact that “we believe
good men more fully and more readily than others: this is true generally whatever
the question is, and absolutely true where exact certainty is impossible and opinions
are divided” (Aristotle 1984, Vol. 2, Rhet. 1.2, 1356a6-8). When he returns to this
means of persuasion in Book II of the Rhetoric, Aristotle remarks that “there are
three things which inspire confidence in the orator’s own character — the three,
namely, that induce us to believe a thing apart from any proof of it: good sense
(phronésis), excellence (areté), and goodwill (eunoia)” (Aristotle 1984, Vol.
2, Rhet. 11.1, 1378a6-8).

The effectiveness of the pathetical mode of persuasion, when the speaker tries to
achieve persuasion by stirring the emotions of the audience, is based on the
psychological fact that “our judgements when we are pleased and friendly are not
the same as when we are pained and hostile” (Aristotle 1984, Vol. 2, Rhet. 1.2,
1356a15-16). For this reason, Aristotle provides in Rhet. 11.2—17 several definitions
of emotions. Knowledge of these matters enables the speaker to highlight those
aspects of the subject at issue that evoke in the audience the emotions relevant for
the promotion of his case.

Although Aristotle says in Book I that the personal character of the speaker “may
almost be called the most effective means of persuasion” (Aristotle 1984, Vol.
2, Rhet. 1.2, 1356a13), his subsequent treatment of the various modes of persuasion
focuses on the logical ones. Taking the distinction between deduction and induction
made in the Topics and Analytics as a starting point, Aristotle divides in the
Rhetoric (1.2) the logical means of persuasion into enthymemes (enthuméemata)
and examples (paradeigmata). In enthymemes something is proven in a deductive
way by making use of signs (sémeia) or probabilities (eikota); in examples some-
thing is proven in an inductive way. Aristotle observes that in the rhetorical context
of a speaker addressing an audience, the deduction employed in the enthymeme
does not have to be complete. The members of the audience will usually be able to
add the missing parts with the help of their background knowledge regarding the
issue at hand: “The enthymeme must consist of few propositions, fewer often than
those which make up a primary deduction. For if any of these propositions is a
familiar fact, there is no need even to mention it; the hearer adds it himself”
(Aristotle 1984, Vol. 2, Rhetoric 1.2, 1357a16-19). As to the use of signs, Aristotle
makes a distinction between using non-necessary signs, which make a refutable
argument, and using necessary signs (tekméria), which make an irrefutable one.

Aristotle’s distinctions regarding the technical means of persuasion that are
available to the speaker are summarized in Fig. 2.5.

2.8.3 The Three Genres

Another important distinction made by Aristotle and adopted by most authors is the
distinction (in Rhet. 1.3) between three genres (gené, singular: genos) of speeches
(or “genres of rhetoric”). Aristotle provides the following rationale for the
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Fig. 2.5 Auristotle’s distinctions regarding the means (or modes) of persuasion

distinction. When listening to a speech, the audience may either judge whether the
standpoint defended by the speaker is made acceptable or observe the rhetorical
qualities of the speaker. In the former case, the question at issue may either pertain
to acts performed in the past or to acts to be performed in the future. It follows from
these considerations that there are three genres of speeches to be dealt with: (1) the
deliberative genre (genos sumbouleutikon), in case the audience judges the accept-
ability of the speaker’s qualification of a future act as (dis)advantageous; (2) the
judicial genre (genos dikanikon), in case the audience judges the acceptability of
the speaker’s qualification of a past act as just or unjust; and (3) the exhibiting genre
(genos epideiktikon), in case the audience observes the rhetorical qualities of the
speaker who puts forward a non-controversial standpoint about someone or some-
thing to be either praised or blamed. The three genres and their characteristics are
summarized in Fig. 2.6.

2.8.4 Rhetorical Topoi

As happens in the Topics, the Rhetoric provides descriptions of fopoi that may help
the speaker in finding arguments for specific standpoints (see Sect. 2.3). Making use
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Genre Function of the audience Subject Subgenres
Deliberative judge (dis)advantageousness of | exhortation and
future acts dissuasion
Judicial judge justness of past acts prosecution and
defence
Exhibiting observer honourability of persons | praise and blame
or events

Fig. 2.6 Aristotle’s description of the three genres of speech

of the distinction regarding the genres of speech, Aristotle distinguishes in the
Rhetoric between common topoi (koinoi topoi), which can be used to construct
enthymemes in all genres, and special topoi (idia), which are based on propositions
that belong to sciences relevant to specific genres of speech.

In Rhetoric 11.23, Aristotle presents a list of 28 common topoi. As in the Topics,
each description of a topos usually consists of the following elements (not all of
which are always present): the name of the topos, a general law, instructions for the
arguer, some examples, and some further comments. Although the topics men-
tioned in the Rhetoric overlap with those that can be found in the Topics, the list is
not just a shorter version of the material provided in the Topics; it is a selection of
those topics that are particularly useful for speakers who are preparing a speech
(of any genre). According to Braet, “Aristotle did not arrive at his dialectical topics
in the same way as his rhetorical topoi: the former seem to have been devised
deductively and the latter inductively, from rhetorical practice,” and this is “one of
the reasons that the topics from the Rhetoric, with all the causal types which do not
appear in the Topics, is closer to today’s argumentation schemes” (2005, p. 67)."'*

According to Braet, the common fopoi mentioned in the Rhetoric can be
classified according to the themes they pertain to: opposition, comparison, classifi-
cation, induction,129 authority, and causality (Braet 2007, pp. 168—171). For each
theme, Aristotle gives one or more fopoi that help the arguer to construct
enthymemes that are suitable to persuade the audience.

2.8.5 Rhetorical Fallacies

After having listed the common topoi, Aristotle presents in Rhetoric 11.24 ten topoi
of merely apparent enthymemes or — as we would say — ten (or nine) types of
fallacies. This list, which supposedly originated in rhetorical practice, is at some
points markedly different from the list included in Sophistical refutations. Only
three of the thirteen types of fallacies treated in Sophistical refutations return, as far
as we can tell, unchanged: equivocation, secundum quid, and consequent. Five

128 On the sources and background of the list of topoi in Rhetoric II, 23, see Rambourg (2011).

129 Notice that examples (rhetorical inductions) are here reckoned to be among the enthymemes
(rhetorical deductions).
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types of fallacies have been altered, often preserving no more than the name
(composition, division, form of expression, accident, and non-cause), whereas
five other types do not return at all: amphiboly, accent, ignoratio elenchi, begging
the question, and many questions. Figure 2.7 gives a survey. Of the first two items in
the survey, which are commonly counted as subtypes of one type of fallacy,
Aristotle says that they are fallacies dependent on the use of language (para tén
lexin).

2.8.6 Other Contributions

Aristotle’s contributions regarding other tasks of the speaker are less extensive and
influential than the contributions regarding the invention mentioned above. As to
the arrangement, he discusses in Rhet. I11.13—19 the parts of a speech, of which he
considers the standpoint and the arguments to be the most important. As to the
wording of a speech, which he discusses in Rhet. II1.1-12, Aristotle emphasizes the
importance of “clarity” and provides accounts of the “simile” and the “metaphor”
(Rhet. 111.2-4, 1I1.10-11).

29 The System of Classical Rhetoric

Unlike classical dialectic and logic, for which disciplines Aristotle provided the
most significant contributions, classical rhetoric has many fathers. From the fifth
century BC until the second century AD, various Greek and Roman writers
contributed to the development of a systematic set of prescriptions on how to
effectively deliver a persuasive speech. Quintilian’s Oratorical education (Latin:
Institutio oratoria), written approximately AD 150, is generally viewed as the most
elaborate summary of this system of classical rhetoric.'>°

The system of classical rhetoric has various components, most of which can be
described as subordinate doctrines addressing specific aspects of the production
process of a speech.’”’ Among these components are a doctrine of the subsequent
tasks of the speaker (rhétoros erga; officia oratoris or oratoris opera), a doctrine of
the different speech genres or genres of rhetoric (gené tou logou or tés rhetorikés
genéleidé; genera causarum or rhetorices genera), a typology of possible responses
to an accusation (stasis theory; status theory), a doctrine of the parts of a speech
(logou meré; orationis partes), and many other more or less systematized sets of
rhetorical instructions. Since these subordinate doctrines are interrelated, the

130 For detailed expositions of the system of rhetoric, see Lausberg (1998), Fuhrmann (2008),
Martin (1974), and, from a historical perspective, Kennedy (1994, 2001) and Pernot (2005).

31 Throughout our discussion of the components of the system, we will mostly use the English
name of the component at issue (followed at the first mentioning by (1) the Greek name and/or
(2) the Latin name, in parentheses).
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English Greek Translation Characterization Comparison with
Sophistical
Refutations
1. Form of para to schéma | based on the using a style of different
expression tés lexeds form of language that makes
expression one think that there
really is an
enthymeme
2. Equivocation | para tén based on exploiting same
homénumian equivocation ambiguities
3. Composition to diéirémenon | arguing while assuming that what | different

conditions

and division suntithenta composing what | holds for the whole
legein é to is divided or and what holds for
sugkeimenon while dividing the parts is the same
diairounta what is
composed
4. Exaggeration | deindsei constructing or using verbal not in Sophistical
kataskeuazein é | demolishing (an | violence and Refutations
anaskeuazein argument) by emotion, a kind of
exaggeration non sequitur
5. From sign to ek sémeiou from a sign reasoning from a a special case of
non-necessary sign | consequent
to what it is
supposed to be a
sign of
6. Accident dia to through what is | basing one’s different
sumbebékos accidental reasoning on
accidental effects
7. Consequence | para to based on the confusing necessary | same
hepomenon consequent and sufficient

8. Post hoc ergo
propter hoc

para to anaition
hés aition

based on taking
what is not the
cause as the
cause

taking temporal
order as sufficient
for causation

different from
non-cause

9. Secundum
quid (time and
manner)

para tén
elleipsin tou
pote kai pos

based on the
omission of the
when and the
how

neglecting the
difference between
propositions that
hold without
qualification and
those that refer to a
specific time or
manner

special cases of
secundum quid

10. Secundum
quid (other
cases)

para to haplés
kai mé haplés,
alla ti

based on holding
without
qualification and
not so, but
holding for a
particular case

neglecting other
qualifications, or the
lack thereof, that
propositions may
need in order to
hold

other cases of
Secundum quid

Fig. 2.7 The fallacies in the Rhetoric
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tasks subordinate doctrines
invention of the standpoint - speech genres (gené tou logou or tés rhetorikés
(noésis; intellectio) gené; genera causarum ot rhetorices genera)

- degrees of defensibility (causarum genera)
- status theory

of the arguments - modes of persuasion
(heuresis; inventio) - topics (topoi; loci)
arrangement - parts of a speech (logou meré; orationis partes)

(taxis; dispositio or sometimes ordo)

wording - virtues (virtutes) of style
(lexis; elocutio) - kinds of style (genera dicendi)
- embellishments (ornatus): tropes and figures

memorization - the art of memory (mnemonics)
(mnemé; memoria)

performance - the art of gestures
(hupokrisis; actio or pronunciatio) - the art of facial expressions
- the art of voice intonations

Fig. 2.8 Overview of the various components of the system of classical rhetoric

system of classical rhetoric can be expounded in various ways. One could, for
instance, first explain of which parts a speech consists and then explain for each part
of the speech what type of persuasive means the speaker should employ. Most
rhetoricians have taken either the doctrine of the tasks of the speaker or the doctrine
of the parts of a speech as the organizational principle for their didactical exposition
of the various components of the system. In our description, we will follow the
former organizational principle. The other main components of the system of
classical rhetoric can be subsumed under the various tasks of the speaker as
shown in Fig. 2.8.

2.9.1 Invention

The first task a speaker has to accomplish is called the invention (inventio), i.e., the
invention of the contents of the speech. This task comprises the invention and
analysis of the standpoint, sometimes conceived as a subtask called the noésis or
intellectio, as well as the invention of the arguments supporting the standpoint, the
inventio proper.

As to the intellectio, several theories have been developed to classify the
standpoints at issue in a speech. One of them is the doctrine of the various speech
genres (genera causarum or rhetorices genera) exemplified by the seven types of
speeches in the Rhetorica ad Alexandrum discussed in Sect. 2.2 as also in
Aristotle’s distinction between the judicial genre (genos dikanikon; genus
iudiciale), the deliberative genre (genos sumbouleutikon; genus deliberativum),
and the exhibiting genre (genos epideiktikon; genus demonstrativum), discussed
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in Sect. 2.8. Another example is the doctrine of the degrees of defensibility of the
standpoint. This doctrine is, confusingly, also referred to as causarum genera. This
time, however, causa refers not to the speech but to the standpoint, specifically to
the standpoint as it is judged by the audience prior to the delivery of the speech. If
the speaker intends to defend a standpoint that corresponds with the audience’s
judgment or prejudice about the issue at stake, the standpoint belongs to the
honorable genre (honestum genus). If the standpoint challenges the audience’s
sense of justice or truth, it belongs to the doubtful or wavering genre (dubium or
anceps genus). And if it shocks the audience’s sense of justice or truth, it belongs to
the shocking genre (turpe or admirabile genus). Apart from these three basic
classifications, some rhetoricians distinguish the petty genre (humile genus) for
standpoints that are completely in accordance with the opinion of the audience and
the complex genre (obscurum genus) for standpoints that exceed the cognitive
capacities of the audience. The relevance of the doctrine of the degrees of defensi-
bility is based on the fact that the different types of standpoint require different
rhetorical strategies to achieve an optimal persuasive effect. For instance, if the
standpoint belongs to the shocking genre, the speaker is advised to state the
standpoint he wishes to defend not too bluntly at the beginning of the speech, but
to introduce it by a detour (insinuatio).

Another important contribution to the intellectio stems from Hermagoras of
Temnos (second century BC), who wrote a handbook on rhetoric that contains a
theory on the determination of the standpoint at issue — the so-called status (Greek:
stasis) theory. Although the handbook is now lost, the theory can be reconstructed
from later reports by Cicero, Quintilian, and others.'* The status theory is different
in nature than the theories just mentioned. Whereas the theory of speech genres
qualifies the standpoint in terms of the temporal aspects of its propositional content,
and the theory of the degrees of defensibility does so in terms of the audience’s
initial doxastic attitude towards the subject matter, the status theory qualifies the
standpoint in terms of the kind of difference of opinion that arises from the
confrontation between two parties in a legal dispute. The theory takes as a starting
point that the speech under consideration is a response to an accusation made by the
other party. Possible responses to such an accusation are divided into four main
categories: (1) denial, (2) redefinition, (3) justification or exoneration, and (4) rais-
ing doubt with regard to the legitimacy of the judge.

Depending on the response chosen, the status is the main question the judge will
have to answer. In the case of a denial of the accusation, the difference of opinion
between the accuser and the defendant concerns the facts. This response generates
the status coniecturalis, which means that the judge will, for instance, have to
answer the question: “Did he kill someone?” In the case of a redefinition of the
accusation, the difference of opinion between the accuser and the defendant
concerns the juridical qualification of the facts. This response generates the status
definitionis, which means that the judge will, for instance, have to answer the

132 Woerther (2012) provides a new edition of the reports of Hermagoras’s work.
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question: “Is the killing to be qualified as murder or as manslaughter?” In the case
of a justification of the deed, the difference of opinion between the accuser and the
defendant concerns the justifiability of the deed. This response generates the status
qualitatis, which means that the judge will, for instance, have to answer the
question: “Was the killing justifiable?” The last possible response distinguished
within this system is raising doubt with regard to the legitimacy of the judge. This
response generates the status translationis, which is of a somewhat different nature
than the other ones because it concerns the issue (mostly preliminary in modern
law) as to whether the case is brought up in front of the right court.

Although the status theory is especially suitable for judicial speeches, it may be
applied — after the necessary adaptations — for the determination of the standpoint of
deliberative and exhibiting speeches as well. After Hermagoras, the status theory
has been extended and refined by other authors. This applies especially to the status
qualitatis, which describes the ways in which the accused may justify his deeds.
The most important extension of the status theory is the one proposed by
Hermogenes of Tarsus ( floruit ca. AD 161-180), who describes in his Peri stasedn
[On issues] fourteen different options of choosing a standpoint.

Once the speaker has decided upon the standpoint he is going to defend in his
speech, he moves on to the task of finding what to say to get the audience to accept
the standpoint — the inventio proper. The first systematic theory of invention was
developed by Aristotle, whose distinction between ethical, logical, and pathetical
modes of persuasion we discussed in Sect. 2.8. As to the logical means of persua-
sion, most rhetoricians take over Aristotle’s distinction between the example
(paradeigma; exemplum or inductio) and the enthymeme or rhetorical syllogism
(enthyméma; argumentum or ratiocinatio). However, the anonymous Rhetorica ad
Herennium (ca. 85 BC)'*? contains an important addition to these types of logical
means of persuasion, called the epicheireme (epicheiréma). In this work, the
epicheireme is conceived as a combination of the two means just mentioned,
involving five elements: the thesis to be defended (propositio), a reason (ratio), a
subordinate argument in support of the reason (rationis confirmatio), a further
elaboration of the reason (exornatio), and the quintessence of the argumentation
(complexio), which may take the form of a résumé (enumeratio) or a conclusion
(conclusio) (Rhetorica ad Herennium 11.28).

The basic structure of the epicheireme has been adapted by later authors. Some
of them do not deem all five elements equally important, or even necessary, for an
argumentation to be called an “epicheireme.” Others redefine an epicheireme as an
extended syllogism, adding in their examples subordinate arguments for one or both
of the premises involved. According to Cicero (De inventione 1.67), for instance,
the epicheireme consists of the major premise (which is called proposition,
although it is not the same as the thesis to be defended), a subordinate argument
in support of the major premise (propositionis adprobatio), the minor premise

3 . . . [
133 Sometimes ascribed to Quintus Cornificius.
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(adsumptio), a subordinate argument for the minor premise (adsumptionis
adprobatio), and the conclusion (complexio).

As to the ethical and pathetical means of persuasion, most later rhetoricians
follow Aristotle’s definitions. Others took over Cicero’s redefinition in De oratore
of these modes as two different forms of emotional appeal. According to Cicero, the
ethical means of persuasion make use of the long-term emotion of trust, while the
pathetical means rely on short-term emotions like anger.

A second important theory of invention is that of the fopoi (loci). Aristotle’s
distinction of common and specific topoi was extended and refined by later writers,
most notably by Cicero and Boethius (see Sect. 2.5). Whereas some scholars
interpret the theory of topoi solely as a theory of the various ways in which an
argument may justify a standpoint, others state that it is also a theory of the way in
which a speaker may find the appropriate arguments for defending his standpoint.
As we explained earlier in this chapter, these interpretations are complementary
rather than excluding each other. Depending on their formulation, most of the topoi
may be attributed a heuristic as well as a justificatory function.

Some of the fopoi are general in the sense that the speaker can use them in all
speech genres. Others are specific in the sense of being especially suitable for the
construction of arguments in a judicial, political, or exhibiting speech. For example,
since political decisions are taken by evaluating the arguments for or against a
proposed action or policy, the list of topoi for political speeches consists of typical
ways in which such an action can be defended or criticized. The speaker in favor of
the action may emphasize that the action is just or legal, that it is expedient or gives
pleasure, or that the proposed action is possible, necessary, or easy to perform.

2.9.2 Arrangement

The second task a speaker has to accomplish is called arrangement (dispositio), i.e.,
the arrangement of the speech. Apart from the contents of the speech, rhetoricians
deemed it important in what order the standpoint, the reasons, and the other
utterances in support of it are presented to the audience. Their advice on this
issue slowly developed into a standard theory of the parts of a speech (meré tou
logou; partes orationis). From a didactical point of view, the theory provides an
ideal framework for the explanation of other rhetorical instructions. In our discus-
sion below, we will mention for each main part the most important rhetorical
instructions that relate to it.

The first part, the introduction (prooimion; exordium, prooemium or princip-
ium), is divided into several subparts. The speaker should present an exposition of
the problem and the relevant information at hand (diégésis; narratio).134 Also, he
should present his standpoint with regard to the problem (prothesis; propositio).

134 Often rhetoricians treat the first subpart of the introduction as a separate part of the speech (pars
orationis).
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Finally, he should provide the audience an overview of the remaining elements of
the speech (prokataskeué; partitio or divisio). The main functions of the first part of
the speech are to catch the audience’s attention, to make the audience understand
the fopos at issue, and to win the audience’s goodwill. As to the exposition of the
problem and the relevant information at hand, the speaker is advised to present
them in a clear, succinct, and plausible manner.

In the second part, the middle part or the proof (pisteis or agdnes; argumentatio),
the speaker should present his arguments. Most rhetoricians divide this part of the
speech into a subpart containing the arguments in favor of the standpoint of the
speaker (pistis or apodeixis; confirmatio or probatio) and a subpart containing
the arguments against the standpoint of the speaker’s opponent (lusis; refutatio,
confutatio, or reprehensio).

In the third and last part of the speech, the epilogue or conclusion (epilogos;
peroratio, conclusio or epilogus), the speaker is advised to restate the standpoint as
well as the main arguments (anakephalaidsis; recapitulatio or enumeratio). The
function of the last part of the speech is to enhance the audience’s acceptance of the
speaker’s standpoint regarding the issue at hand by appealing to the audience’s
cognitive as well as emotional capacities.

Rhetoricians disagree about the necessity as well as the relative importance of
the parts of the speech mentioned above. According to Aristotle, the propositio
and the argumentatio are the only necessary components of a speech (Rhet.
II1.13). Others mark the propositio as optional, or add a digression (digressio)
between the first and the second part. Also, rhetoricians disagree about the
relation between the theory of the modes of persuasion and that of the parts of a
speech. Some propagate the idea that the speaker should employ ethical means in
the beginning of the speech, logical means in the middle, and pathetical means at
the end. Others are of the opinion that there is no preferred position for the various
modes of persuasion and that the speaker should employ all three of them
throughout the whole speech.

The task of arrangement (dispositio) does not only comprise the ordering of the
main parts of the speech but also the ordering of the elements within the main parts.
The most important of these internal orderings is that of the arguments. According
to some rhetoricians, the speaker should place the arguments in an order of
increasing strength or in an order of decreasing strength. Others advice to place
the weaker argument in the middle and the stronger arguments in the beginning and
at the end. This is called the Nestorian order or the Homeric disposition (Quintilian,
Oratorical education V.12.14), named after the Homeric hero and commander
Nestor, to whom people attribute the invention of the battlefield strategy of placing
the weaker parts of the army in the middle.'*

135 In Iliad 4.297-9, Nestor arranges his troops in that order: “And first he arrayed the horsemen
with horses and chariots, and behind them the foot-soldiers, many and valiant, to be a bulwark of
battle. But the weaklings he drove into the midst.” See also Perelman (1982, p. 148).
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29.3 Wording

The third task a speaker has to accomplish is called the wording (elocutio), i.e., the
putting into words of the speech as conceived. Aristotle’s remarks regarding this
task had less influence on later authors than those regarding the tasks we have
discussed. It was his student Theophrastus who developed a doctrine of the virtues
(virtutes) of style that was much later canonized in the system of classical rhetoric.
Important later writers on the virtues of style include Dionysius of Halicarnassus
(Aloruit 30 BC), who wrote several works on the subject, and Hermogenes of
Tarsus, whom we already met as an author on status theory. Hermogenes
distinguishes in his Peri idedon [On ideas, or: On types of style] seven main
categories of virtues of style. Most rhetoricians, however, distinguish only four
main categories. The first one is grammatical correctness (hellénismos; latinitas),
which is sometimes set apart as a grammatical rather than a rhetorical virtue. The
other three are clarity (perspicuitas), embellishment (ornatus), and aptness (aptum
or decorum). Of the instructions regarding these virtues, those concerning the
embellishment are the most elaborate. They often comprise descriptions of tropes
(tropoi; tropi), such as metaphor, hyperbole, and litotes, as well as figures ( figurae),
such as repetition, ellipsis, anastrophe, and oxymoron.

Theophrastus was possibly also the first one to develop a theory on the kinds of
style (genera dicendi). In later works, such as the anonymous Rhetorica ad
Herennium and Cicero’s Brutus and Orator, a threefold typology was developed,
consisting of a “simple” style (genus subtile), a “middle” style (genus medium), and
a “grand” style (genus grande). In Demetrius’ De elocutione (probably first century
BC), an alternative typology is described, consisting of an “elevated” style
(megaloprepés), a “plain” style (ischnos), an “elegant” style (glaphuros), and a
“forceful” style (deinos). The description of the properties of these types of style
can be interpreted as a summary of the rhetorical instructions concerning the virtue
of aptness.'*°

2.9.4 Memorization

The fourth task the speaker has to accomplish is called memorization (memoria), i.
e., the committing to memory of all the elements of the speech. The relevance of
this task stems from the fact that in antiquity it was not allowed to let someone else
like a lawyer present a juridical speech on your behalf in front of the jury; also it
was technically impossible, or at least ineffective, to read a political speech in front
of an assembly. Having completed the previous three tasks, the speaker should
therefore learn by heart not only the contents of the speech but also its order as well

136 For a systematic description of the various tropes, figures, and kinds of style, see, for instance,
Lausberg (1998).
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as its wording. For doing so, he could make use of the prescriptions from the “art of
memory” or mnemonics. The basic idea of the memorization method is that the
speaker should establish symbolic or otherwise meaningful relations between the
contents of his speech and a number of objects he imagines to be placed in a
familiar space, e.g., his house. By taking, when delivering his speech, a specific
imaginary walk through the house and meeting in it the objects in the order they are
placed, the speaker recalls the content as well as the wording of his speech.'?’
Mnemonics slowly developed into an art of its own and was less and less considered
to be a proper part of the system of rhetoric.'*®

2.9.5 Performance

The fifth and last task the speaker has to accomplish is called performance (actio),
i.e., the actual delivery of the speech. Under this heading, rhetoricians collected
their advice concerning the nonverbal aspects of delivering a speech, like the use of
facial expressions, the voice, and the hands. Like in the case of memorization, later
a great many rhetoricians no longer considered this task to constitute a basic part of
rhetoric. Some parts of it slowly developed into an art of their own, like the art of
facial expressions and the art of gestures.

2.10 The Classical Heritage

After having presented the emergence and development of the classical disciplines
of dialectic, logic, and rhetoric in antiquity, we will briefly sketch how they relate to
later developments in the Middle Ages, the Renaissance, the modern period, and in
present-day argumentation theory.

2.10.1 Dialectic and Logic

During late antiquity, the disciplines of dialectic and logic more and more con-
verged up to the point where they finally merged in the Middle Ages. The main goal
of scholars representing the combined discipline, which was mostly referred to as
dialectic, was to preserve the insights regarding the validity of reasoning that were
developed in antiquity.'* Medieval scholars wrote commentaries on Aristotle’s,

37In Sect. 2.3, we mentioned that the term fopos may also have its origin in this mnemonic
technique.

138 For a discussion of the art of memory, see Yates (1966).
139 See Stump (1989) for the place of dialectic in the development of medieval logic.
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Cicero’s, and Boethius’ works on the topics and on Aristotle’s treatment of the
fallacies."* In teaching, dialectic (now including logic) was considered part of the
trivium: the three of the seven liberal arts that were related to language (grammar,
dialectic, and rhetoric).141 The idea behind the trivium and the didactical order of
the teaching is that students should first learn how to use language in a correct
manner (grammar), then how to reason in a valid manner (dialectic), and finally
how to adapt and embellish their reasoning when communicating it to an audience
(rhetoric).

In the Middle Ages, dialectical debates evolved into specific types of logical
games: the tradition of the obligationes and disputationes."** In the Renaissance,
humanist scholars, such as Ramus and Agricola, revived the tradition of dialectic in
the Aristotelian sense, i.e., as the art of conducting a discussion rather than as the art
of reasoning.'*

In the nineteenth century, the discipline of logic transformed into a purely formal
discipline, in which reasoning was studied without taking the context of a discus-
sion into account. In philosophical writings of this period, the term dialectic mainly
refers to the processes of transformation in ideas, history, and society, as described
by Fichte, Hegel, and Marx. In the twentieth century, different interpretations of
Aristotle’s theory of fallacies as being either a logical or a dialectical approach are
reflected in the modern approaches to fallacies. In most twentieth-century
textbooks, fallacies are conceived as mistakes in reasoning rather than as unreason-
able discussion moves and thus as an object of study for logic rather than dialectic.
Moreover, throughout the intervening centuries, Aristotle’s original list of fallacies
in On sophistical refutations scholars had been subjected to all kinds of changes,
extensions, and reinterpretations. Sometimes the result was that the ancient and the
modern version of a particular type of fallacy had no more in common with each
other than the label. By the mid-twentieth century, the study of fallacies was in a
sorry state,'**

Charles Hamblin observed this negative state of affairs in his influential
book Fallacies (1970), in which he discusses Aristotle’s list and surveys the
history of the study of fallacies since Aristotle. Hamblin surveyed and severely
criticized treatment of the fallacies in the introductory logic textbooks of his day

140 See Green-Pedersen (1984) for an extensive overview and discussion of medieval works on the
topics; Butterworth (1977) for Averroes’s commentary on Aristotle’s Topics; Ebbesen (1981) for a
study of post-Aristotelian and medieval commentaries on Aristotle’s Sophistical refutations; and
Ebbesen (1993), Green-Pedersen (1987), and Pinborg (1969) for the theory of loci in the
Middle Ages.

“I'The other four liberal arts, which constituted the quadrivium, were arithmetic, geometry,
astronomy, and music (harmonics).

142 See, for instance, Dutilh Novaes (2005), Spade (1982), Stump (1982), Yrjonsuuri (1993), and
Yrjonsuuri (Ed., 2001).

!43 Developments in Medieval and Renaissance dialectic are discussed in Mack (1993), Spranzi
(2011), Moss and Wallace (2003), and Ong (1958).

144 For the state of affairs in the so-called Standard Treatment, see Sect. 3.5 of this volume.
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(see Sects. 3.5 and 3.6 of this volume).'*> According to Hamblin, Aristotle’s theory
of fallacies is part and parcel of his theory of dialectic, and the fallacies Aristotle
discusses must be interpreted in a dialectical context. Thus, Hamblin inspired
fallacy theorists to return to the classical heritage and take a dialectically oriented
approach. See the discussions of the dialectical view of Nass in Sect. 3.8, the
formal dialectical approaches in Chap. 6, “Formal Dialectical Approaches”, the
dialectical elements in informal logic in Chap. 7, “Informal Logic”, the pragma-
dialectical theory of argumentation in Chap. 10, and the dialectical approaches in
the study of argumentation and artificial intelligence in Chap. 11, “Argumentation
and Artificial Intelligence”.

Apart from the notion of a “fallacy,” several other notions developed within the
ancient dialectical tradition still play an important role in contemporary approaches
to argumentation. This holds, for instance, for the notion of a topos as a description
of the relation between the reason advanced in support of a standpoint and the
standpoint. This notion seems to come close to what n present-day argumentation
theory is referred to as an “argument scheme” (or “argumentation scheme”).
Influential approaches to argument(ation) schemes are discussed in Chap. 5, “The
New Rhetoric” on the new rhetoric, Chap. 7, “Informal Logic” on informal logic,
Chap. 10, “The Pragma-Dialectical Theory of Argumentation” on pragma-
dialectics, and Chap. 11, “Argumentation and Artificial Intelligence” on argumen-
tation and artificial intelligence.

Several of the main present-day approaches to argumentation may even be
characterized as being dialectical. This goes for formal dialectics, in which the
tools of formal logic are extended by developing formal models of a discussion
(see Chap. 6, “Formal Dialectical Approaches”). In the analysis and evaluation of
argumentative texts in informal logic, a dialectical perspective often plays an impor-
tant role, in particular in the contributions made by Finocchiaro and by Walton (see
Chap. 7, “Informal Logic”). And in pragma-dialectics, an ideal model of a critical
discussion is developed based on a combination of dialectical insights and pragmatic
insights (see Chap. 10, “The Pragma-Dialectical Theory of Argumentation”).

2.10.2 Rhetoric

The system of classical rhetoric depicted in Sect. 2.9 was taught in schools since
late antiquity. In the Middle Ages, rhetoric was part of the frivium. During the
Renaissance and the early modern period, the emphasis within the teaching of
rhetoric shifted gradually from inventio to elocutio, in particular after inventio had
been included in dialectic. In line with this development, the domain of application

145 The uniformity Hamblin observed in the way the fallacies are treated in the textbooks led him to
dub this chapter “The Standard Treatment.” However, the uniformity in the textbooks is not as
striking as Hamblin suggests. See Hansen (2002). For differences within the standard treatment in
dealing with the argumentum ad hominem, see van Eemeren and Grootendorst (1993, pp. 54-57).
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LOGIC and DIALECTIC

RHETORIC

5t century BC

ZENO OF ELEA (probably ca. 490-430
BC)
Paradoxes (Antinomies)

CorAX, TisIAs (ca. 460 BC)

EMPEDOCLES OF AGRIGENTUM
(ca. 490-430 BC)

THE “HANDBOOK WRITERS” (see Plato,

Phaedrus, 266d-276d)

SOPHISTS

GORGIAS (ca. 485-380 BC)
The encomium of Helen
The defence of Palamedes

PROTAGORAS (ca. 485-410 BC)
Counterarguments

ANTIPHON OF RHAMNUS (?)
(ca. 475-411 BC)
Tetralogies

4t century BC

PLATO (ca. 427-347 BC)
(I) Socratic refutation debate
Apology, Hippias minor,
Euthyphro, Laches, Lysis,
Charmides, Protagoras, Gorgias
(IT) Method of hypothesizing
Meno, Phaedo, Republic,
Parmenides
(IIT) Method of collection and
division
Phaedrus, Sophist, Statesman,
Philebus

ARISTOTLE (384-322 BC)
Categories
On interpretation
Prior analytics
Posterior analytics
Topics
Sophistical refutations
Metaphysics

PERIPATETICS
THEOPHRASTUS OF ERESUS
(ca. 371-286 BC)

STRATO OF LAMPSACUS
(ca. 335-269 BC)

MEGARIANS
EUCLIDES OF MEGARA
(ca. 430-360 BC)
STILPO OF MEGARA
(ca. 370-290 BC)
DIODORUS CRONUS
(died ca. 284 BC)

ISOCRATES (436-338 BC)
The panegyric
Against the sophists
An exchange (Antidosis)

PLATO (ca. 427-347 BC)
Gorgias
Phaedrus

ARISTOTLE (384-322 BC)
Collection of arts (now lost)
Rhetoric (ca. 335 BC)

ANAXIMENES OF LAMPSACUS (?)
(ca. 380-320 BC)
Rhetoric to Alexander (ca. 340 BC)

THEOPHRASTUS (ca. 371-286 BC)
On style

Fig. 2.9 (continued)
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3" century BC

MEGARIANS (CONT.)
PHILO OF MEGARA (floruit 300 BC)

STOA
ZENO OF CITIUM (ca. 335-264 BC)
CHRYSIPPUS OF SOLI (ca. 280-206 BC)

2™ century BC

STOA (CONT.)
ANTIPATER OF TARSUS (ca. 150 BC)

HERMAGORAS OF TEMNOS
Art of rhetoric (ca. 135 BC)

1%t century BC

MARrcus TuLLius CICERO (106-43
BC)
Topica (44 BC)
DIOCLES OF MAGNESIA (ca. 40 BC)
Survey of the philosophers

QUINTUS CORNIFICIUS (floruit 69 BC)
possibly author of:
Rhetoric for Herennius (ca. 85 BC)

Marcus TuLLius CICERO (106-43 BC)
On invention (ca. 89 BC)
On the best kind of orator (56 BC)
About the orator (55 BC)
Divisions of rhetoric (? ca. 53 BC)
On the best way of saying things
(46 BC)
Brutus (46 BC)
The orator (46 BC)

DEMETRIUS (?) (13'century BC or AD)
On style (13'century BC or AD)

DioNysIUS OF HALICARNASSUS (floruit
30 BC)

Aboutancient orators

About Thucydides

Literary epistles

On literary composition

On imitation

The art of rhetoric (?)

1% century

QUINTILIAN (ca. 40-ca. 96)
On the causes of spoiled rhetoric
Oratorial education (ca. 94)

2™ century

Ps.-APULEIUS
On interpretation

GALEN OF PERGAMUM (ca. 129-199)
Introduction to dialectic

AuLus GELLIUS (ca. 130-180)
Attic nights

SExTUS EMPIRICUS (ca. 200)
Outlines of Pyrrhonism
Against the mathematicians

ALEXANDER OF APHRODISIAS
(floruit 200)
Commentaries on the eight
books of Aristotle’s Topics
Commentary on Book I of
Aristotle’s Prior Analytics

HERMOGENES OF TARSUS (floruit 170)
Preparatory exercises (?)
On issuesOn invention (?)
On ideas (On types of style)
On the method of forcefulness (?)

Fig. 2.9 (continued)
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3" century DIOGENES LAERTIUS (ca. 3rd cent.)
Lives of eminent philosophers

ORIGEN (ca. 185-253)
Against Celsus

PORPHYRY
Introduction

4th_gth century | ANICTUS MANLIUS SEVERINUS
BOETHIUS (ca.480-525)
Introduction to categorical
syllogisms
On the hypothetical syllogism
JOHN PHILOPONUS (490-570)

Commentaries on Aristotle’s
Prior analytics

Fig. 2.9 Chronological table of classical authors and works

of the set of instructions that constitutes the classical system of rhetoric moved
away from the production and evaluation of argumentative discourse to literary
criticism.'*

In the second part of the twentieth century, the interest in the use of classical
rhetorical insights in studying argumentation returned, including the uses of such
insights for the purposes of inventio. This interest is notable in Toulmin’s approach
to argumentation, which is discussed in Chap. 4, “Toulmin’s Model of Argumenta
tion” of this volume, and much more explicitly in Perelman and Olbrechts-Tyteca’s
new rhetoric, discussed in Chap. 5, “The New Rhetoric”, for which the system of
classical rhetoric was the major source of inspiration. Much earlier, however,
American communication and rhetoric scholars had already put insights from
classical rhetoric to good use in their (often case-based) studies of argumentative
discourse. Their contributions are discussed in Chap. 8, “Communication Studies
and Rhetoric”. In informal logic, exceptionally, Tindale draws attention to the
possibilities of using classical rhetoric in the theorizing (see Sect. 7.11).

2.10.3 Classical Works

To close this chapter, we provide a chronological list of the classical authors we
discussed or mentioned and their relevant works (Fig. 2.9). For bibliographical
information about the translations we quoted from or about the secondary literature
we used, see the “References”.

146 See McKeon (1987), Miller et al. (Eds., 1973), and Murphy (2001) for the development of
rhetoric in the Middle Ages; see Mack (Ed., 1994), Mack (2011), Murphy (Ed., 1983), and Seigel
(1968) for the development of rhetoric in the Renaissance.
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3.1 Postclassical Contributions to Argumentation Theory

Analytic, dialectic, and rhetoric, as developed in antiquity, still provide an important
background to contemporary studies of argumentation. Having discussed the major
classical backgrounds of argumentation theory in Chap. 2, “Classical Backgrounds”,
in this chapter, we now turn to some historical contributions of a more recent date.
Until the 1950s, the field of argumentation was to a large extent dominated by
modern logic. As a result, the study of argumentation was often identified with “doing
logic.” But this identification was too rash. In Sect. 3.2, we shall, as a preliminary,
illustrate the differences between matters of interest from an abstract logical point of
view and matters that are of interest for argumentation theorists. Nevertheless,
some developments in logic form part of the background of argumentation theory.
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In Sects. 2.6 and 2.7, we have, therefore, discussed two chapters of ancient logic. We
shall now, in Sect. 3.3, continue our discussion of the logical background with a focus
on the crucial concept of validity (of arguments). Since this concept has been defined
in many different ways, we shall present and discuss not just one but a number of
concepts of validity that developed within the (philosophy of) logic and that are
relevant for argumentation theory. These will include both formal and nonformal
concepts, some of them based on semantic notions (related to various notions of what
constitutes a counterexample) and others on syntactic or pragmatic notions.

The study of fallacies, the stereotypes of unsound argumentation, is another
important background to modern argumentation theory. In Sects. 2.4 and 2.8, we
discussed Aristotle’s important contributions to this study. Over the years,
Aristotle’s original list of fallacies has been reinterpreted and extended by a great
many authors. The most important extension is the addition of the so-called “ad
fallacies” — a category of arguments introduced by John Locke. His and other
traditional approaches to fallacy theory are discussed in Sect. 3.4. Hamblin
(1970), who described the history of the study of fallacies, baptized the treatment
of the fallacies generally adopted in the (logical) textbooks of his time the standard
treatment. This standard treatment of fallacies, which was severely criticized
by Hamblin, we shall discuss in Sect. 3.5. Hamblin’s criticism and the reactions
it provoked from modern fallacy theorists will subsequently be discussed in
Sect. 3.6.

In the 1950s, some philosophers gave new impulses to the study of argumenta-
tion. None of them envisaged an absolute break with the classical tradition: they
rather attempted to create new perspectives. This applies to Stephen Toulmin and
to Chaim Perelman and Lucie Olbrechts-Tyteca, whose approaches will be
discussed in Chaps. 4, “Toulmin’s Model of Argumentation” and 5, “The New
Rhetoric”, respectively, but also to Rupert Crawshay-Williams and to Arne Ness.
The latter two authors published their works in the 1940s and 1950s. Their
contributions to argumentation theory are less familiar than those of Perelman
and Toulmin, but by no means less fundamental. Their ideas evolved indepen-
dently, but reveal on closer inspection a considerable degree of kinship. Both
authors are equally concerned with the lucidity of argumentative discussions, and
both aim for clarification of the positions taken up in a discussion aimed at
resolving a difference of opinion — a clarification to be achieved by a more
adequate degree of preciseness of expression.

Neass considers it a precondition for a rational exchange of ideas that the
participants in a discussion make clear what exactly is being discussed.
Crawshay-Williams opts for a comparable method by emphasizing the need for
establishing the exact purpose of the statement that is being discussed. Both allocate
a major function to a negotiated agreement about the language usage in discussion
because they assume that differences of opinion can only be resolved when the
interlocutors can reach an agreement on the criteria that are to be applied in testing
the disputed opinion. They consider it part of the task of the argumentation theorist,
or someone similarly interested, to suggest possible criteria of this kind.
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Though neither Crawshay-Williams nor Neass offers a fully fledged theory of
argumentation, both of them have made an original contribution to the development
of such a theory. That is why in this chapter, we will discuss a number of salient
points from the works of these philosophers. Crawshay-Williams’s approach will
be treated in Sect. 3.7, Na&ss’s contribution in Sect. 3.8.

Finally, in Sect. 3.9, we shall return to logical validity, not to discuss again the
technicalities of its definition but to investigate the reasons for preferring one
logical system or principle to another (a problem in the philosophy of logic). In
that section, we shall briefly discuss the two concepts of validity (objective validity
and intersubjective validity) that Else Barth, inspired by the ideas of Naess and
Crawshay-Williams, put forward, which are as important for the theory of argu-
mentation as for the philosophy of logic. In Barth’s view, ultimately, any useful
concept of validity must not only be acceptable to its users (intersubjectively valid)
but also have proved its mettle as a sensible solution to problems of logic or the use
of language (objectively valid).

3.2 Argumentation and Logic

The study of argumentation is, by outsiders, often too easily identified with “doing
logic.” In order to illustrate some of the differences between the problems argu-
mentation theorists are interested in and those primarily studied in logic, let us take
as our point of departure the following dialogue in colloquial speech:

Dale: Mary said she was going to get beef or cod. Do you know what we’re eating tonight?
Sally: No, but if she’s already done the shopping, it’ll be in the fridge.

Dale: Well, she rang me about her essay, and she told me then that she’s already done the
shopping because she wanted to go on working this afternoon.

Sally: 'l have a quick look in the fridge. It’s stacked full. But I can’t smell fish, anyway.
Dale: O.K., shall we get some mushrooms to go with the beef?

In this conversation, Dale deduces from what Sally says and does (looking in the
refrigerator), and from what Mary told him, that there is beef in the refrigerator.
Because Mary has done the shopping and is in the habit of putting the shopping in
the refrigerator, Sally and Dale both deduce that the shopping is in the refrigerator.
Looking into the refrigerator, Sally does not smell any fish. Both Sally and Dale
apparently deduce that there is no fish in the refrigerator. Moreover, Dale concludes
that Mary has bought beef because she was going to get beef or cod and has not
bought cod. Although Dale does not really state this conclusion, it will be clear to
Sally that he has drawn this conclusion. It is presupposed in his question “shall we
get some mushrooms to go with the beef?”

Although Dale and Sally reach their conclusions through reasoning, they do not
engage in argumentation. Their conclusions are arrived at by way of (implicit)
deduction. No standpoint is defended by either of them, neither explicitly nor
implicitly. At this point, a first and crucial difference between the primary
interests of argumentation theorists and those of contemporary logicians is to be
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mentioned. Argumentation theorists study the way in which people take up
standpoints and defend these standpoints vis-a-vis their opponents, whereas
logicians tend to concentrate on the question whether a conclusion follows from
given premises.

Other differences are connected with the present setup of logic as a study of
“formal” reasoning patterns. These differences can be illustrated by slightly
modifying our example, so that it will involve not just reasoning but argumentation.
Let us assume that Dale, in his last turn, concludes the conversation as follows:

Dale: O.K., as I see it, it is beef tonight, since it was either that or cod and there is no fish.
Shall we get some mushrooms to go with the beef?

In this modified example, Dale concludes that “it is beef tonight,” and the
reasoning is the same as both Dale and Sally used in the unmodified example, but
now Dale defends this conclusion as a standpoint vis-a-vis Sally by giving an
argument. From the point of view of logic, it makes no difference whether or not
a piece of reasoning is used to defend a standpoint vis-a-vis someone else, but from
the point of view of argumentation theory, this makes a great difference.

When studying reasoning, modern logicians generally confine themselves to the
“logical (in)validity” — and often just the “formal (in)validity” — of arguments,
disregarding the actual reasoning processes, their communicative and interactional
purposes, and the contextual surroundings in which they take place." Although
abstracting from the actual discourse has been highly beneficial to the development
of logic, it has been detrimental to the study of argument as envisaged by argumen-
tation theorists. Restricting the study of argument to matters of logical validity — or
even just to the formal patterns of reasoning — leads to the exclusion of many
important problems of reasoned discourse that are vital to argumentation theorists.
Consequently, the study of argumentative discourse as an attempt to justify
(or refute) a standpoint before a rational judge (see Sect. 1.1) cannot be fully
dealt with. On the basis of the modified example, it can be shown which methodo-
logical abstraction steps are made in formal logic when a logician transforms actual
argumentative discourse into a logical reasoning pattern.”

The first step in the abstraction process makes the study of argument indepen-
dent of the situation in which the arguments happen to occur, of the participants
involved, and even of people in general. Departing from the literal wording of the
conversation or text, a discourse is reconstructed as a set of sentences. Every piece
of reasoning or argument is regarded as a context-free and impersonal linking
of premises and a conclusion. On the basis of “intuitive” insights, implicit

! Concepts of logical validity will be discussed in Sect. 3.3. There, it will be seen that there is a
variety of such concepts, not all of them “formal.” In this section, however, we shall focus on the
logician’s concern with formal validity.

2 This exposition of abstraction steps in formal logic is to a large extent based on Nuchelmans
(1976, pp. 173-180).
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elements (such as missing premises) are made explicit. What remains to be
studied is the connection between the opinion expressed in the conclusion and the
justifying propositions that are expressed in the premises.” In the case of Dale’s
argument, this would result in something like the following:

Argument 1
It was either beef or cod and there is no fish. If there is no fish, we are not going to eat cod.
Therefore, it is beef tonight.

Another part of both Dale’s and Sally’s reasoning can be rendered as follows:

Argument 2
If Mary did the shopping, then they will be in the fridge. Mary did the shopping. Therefore,
the shopping is in the refrigerator.

The second abstraction step makes the study of argument independent of the
actual wording of the premises and the conclusion. It involves presenting the
argument in a standard form. Different wordings of the same information are
eliminated so that expressional variants of sentences are formulated in a uniform
manner. Expressions having a special meaning to logicians (logical constants)
become more prominent. This concerns, for instance, words that link the sentences
to one another such as “or,” “and,” “if. .. then,” and the word “no(t),” which also
appears in the example. To avoid ambiguity of scope, as we shall do here, the
logical constant “or” may be written as “either. . . or,” the logical constant “and” as
“both. .. and,” and the logical constant “no(t)” as “it is not the case that....” In
addition, the indicators premise and conclusion are added. This produces the
following arguments in standard form:

Argument 1

Premise I: Both either we are going to eat beef or we are going to eat cod and it is not the
case that there is fish.

Premise 2: 1f it is not the case that there is fish, then it is not the case that we are going to
eat cod.

Conclusion: We are going to eat beef.

Argument 2
Premise 1: If Mary did the shopping, then the shopping is in the refrigerator.

Premise 2: Mary did the shopping.
Conclusion: The shopping is in the refrigerator.

The third abstraction step makes the study of arguments practically independent
of being expressed in a particular natural language such as English. In this step,

3 This abstraction step is illustrated in definitions of “argument” in logic textbooks. Berger (1977,
p- 3) notices that logicians usually define arguments as lists of sentences, one of which is regarded
as the conclusion and the rest as the basis for that conclusion. This raises the question who is
regarding the premises as the basis for the conclusion. Some authors (e.g., Mates 1972, p.5) avoid
that problem by omitting from the definition of “argument” any claim or supposition that the
premises support the conclusion, so that the question can no longer be asked.
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all individual sentences not containing a logical constant (atomic sentences) will
be abbreviated. Since it is now immaterial how these sentences were worded in
English (or any other language), they may be replaced by arbitrary (capital)
letters (A, B, C, etc.), as long as the same proposition is everywhere represented
by the same letter, and different propositions are represented by different
letters. The meanings assigned to these letters are given in a “key list,” which
could be replaced by a key list in some other language. Logicians call these
“abbreviations” sentential or propositional constants, or constants for short. They
are nonlogical constants.* In our example, this abstraction step would lead to the
following notation:

Key List

B: We are going to eat beef.

C: We are going to eat cod.

F: There is fish.

S: Mary did the shopping.

R: The shopping is in the refrigerator.
Argument 1

Premise 1: Both either B or C and not F
Premise 2: If not F, then not C
Conclusion: B

Argument 2

Premise I: If S, then R

Premise 2: S

Conclusion: R

In the fourth abstraction step, the study of argument is made fully independent
from the formulations of logical constants in natural language. The logical
constants, which up till now were expressed in English, are in this step replaced
by special symbols of a logical language. These symbols have a standardized and
technically specified meaning. The last reminders of ordinary language in our
example are thus removed. The meanings of the logical constants of the logical
language we are using here are laid down in propositional logic, the kind of logic
that deals with logical constants of this type.> In the language of propositional logic,
the logical constants we used are symbolized as V (“either ... or”), A (“both ...
and”), — (“if ... then”), and — (“not”).6 Using the symbol “.".” to indicate the
conclusion, the arguments in our example can be translated in the following way:

“That the nonlogical constants we use are sentential (propositional) constants is because the
examples we have chosen are suitable to be studied in sentential (propositional) logic. For other
kinds of logic, different types of nonlogical constants are used.

5 There are several kinds of propositional logic, and in different systems of propositional logic, the
meaning of the constants may be different. For the roots of propositional logic in Stoic logic, see
Sect. 2.7 of this volume.

SOther (systems of) symbols for these logical constants are also current. See Bonevac
(1987, p. 43).
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Argument 1
BVCOAN—F
~F—~-C
S.B
Argument 2
S—R

S

"R

The logical constants appearing in these examples are V (disjunction), N\ (con-
junction), — (conditional), and — (negation). The meanings of these logical
constants are much more sharply defined than those of their counterparts in ordinary
language. The definitions of logical constants may proceed in various ways, but we
shall here discuss only the “classical semantic approach,” in which the meanings of
the logical constants are related to the concept of truth-value.”

Starting from a binary concept of truth-value, sentences like “We are going to eat
beef” must be either true or false (and not both). A sentence constant “A” therefore
has two possible truth-values: “true” and “false.” Two occurrences of sentence
constants can be connected to each other with the help of logical constants such as
V (“or”) and — (“if ... then”); also a single sentence constant can be preceded by
the logical constant — (“not”). All these cases and the repetitions and combinations
of them result in new, compound sentences whose truth-value is determined by the
truth-values of their component sentences and the choice of logical constants used
in linking them.

The meanings of the logical constants of this type, i.e., the ways they influence
the truth-value of the sentence (or “proposition”) in which they occur, are in
classical propositional logic laid down in elementary “truth tables,” one for each
logical constant. An elementary truth table specifies the truth-value of a compound
sentence in terms of the truth-values of its immediate components. For instance, the
compound sentence A V B has the truth-value true when A or B (or both) have the
truth-value frue, and otherwise the truth-value false. Similarly, the truth-value of
the compound sentence — B (“We are not going to eat beef”) is false if the sentence
B (“We are going to eat beef”) is true, and #rue if the sentence B is false.

Translating expressions such as “either . .. or” and “if . . . then” into the language
of propositional logic involves an abstraction from various aspects of the ordinary
meaning of these words. In the definition of the “formal” logical constant —, for
instance, all sorts of information is ignored that the use of the wording “if . .. then”
normally provides. The meaning of the formal logical constant is confined to those
aspects of “if . .. then,” which are relevant to the possible truth-values of sentences
composed with its help. As a consequence, the translation of “if ... then” by — in
sentences like “If this man jumps from a tower, then he will fall to his death”

"There are also nonclassical semantic means, as well as syntactic (derivational) and pragmatic
(dialogical) ways, to determine the meaning of logical constants (see Sect. 3.3).
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inevitably leads to a reduction in meaning. It is, for instance, left out of the account
that there is a causal relation between the fall and the death.

Though this may not be immediately apparent due to the abbreviation of the
sentences by sentence constants, even after the fourth abstraction, the arguments
that are dealt with continue to be specific arguments about a specific topic.
Because it is not the logicians’ intention to deal with arguments by examining
them all separately, a further abstraction step is taken, which is crucial to logical
theory.

In the fifth abstraction step, the study of argument is made independent of the
propositional contents of premises and conclusion. Specific arguments about a
specific topic are viewed as instances or instantiations of argument forms consisting
of a constellation of sentence forms (which are still designated as premises and
conclusion). The focus of attention is in logic on the argument forms rather than the
individual arguments. In the notation of these argument forms, the letters A, B, C,
etc. no longer stand for specific sentences or propositions as given in a key list, but
are used as variables for which declarative sentences of any kind may be
substituted.® Because they are not sentences, the variables do not have any truth-
value; they only become true or false if sentences are assigned to them by a key list
(or if truth-values are assigned to them by an “interpretation function,” which may
be done ad libitum). This focus on argument forms means that individual arguments
are treated as ‘“‘substitution instances” (fillings) of certain abstract reasoning
patterns (“argument forms”).

As soon as these five steps of abstraction are taken, logicians can set out to
fulfill their general aim of distinguishing between valid and invalid argument forms
(and hence, indirectly, between formally valid and formally invalid arguments which
are substitution instances of these argument forms). An argument form is valid
(in propositional logic) if and only if none of its substitution instances constitutes a
substitutional counterexample to it, i.e., if and only if none of these substitution
instances is an argument with true premises and a false conclusion.” All (and only)
substitution instances of a valid argument form are formally valid arguments.'®

To test the validity of an argument, logicians determine whether the argument
concerned is a substitution instance of a valid argument form. One method used in
this endeavor amounts to a systematic search for a counterexample that will

8 One may prefer to use distinct letters (such as p and ¢) as variables to keep them apart from
constants, but that is not necessary as long as it is, at each occasion, clear how the letters are used.
In our example, it suffices to retract the key list given earlier.

° For different kinds of counterexample in connection with logical validity, see Sect. 3.3.

' Thus, if an argument is valid in propositional logic, it is impossible that its conclusion be false
whereas its premises are true. It is important to realize that this does not mean that the premises are
required to be true. A valid argument may very well have false premises. Valid arguments that do
have true premises are sometimes called “sound,” but generally the soundness of arguments is no
concern of logicians. On the other hand, logicians study many other types of validity besides those
relating to propositional logic. If an argument is not valid in propositional logic, it may still be
valid in some other logic, such as predicate logic; see below.
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disprove the validity of an “optimal argument form” of the given argument.'" If a
substitution instance of this form is found with true premises and a false conclusion,
then not only the argument form but also the argument itself is invalid
(in propositional logic). On the other hand, if no such substitution instance is
found, and the search was truly systematic and complete, then both the form and
the argument are valid. Methods that are systematic and complete for classical
propositional logic are, for instance, the method of truth tables, based on analysis by
means of the elementary truth tables for logical constants discussed above
(Wittgenstein 1922), and the method of semantic tableaux, also known as
“Beth tableaux” (Beth 1955), which is directly based on the search for a
counterexample.

The arguments we have used as our examples are substitution instances of
argument forms in which the logical constants V (disjunction), N\ (conjunction),
— (conditional), and — (negation) are used. In propositional logic, where the
validity of argument forms employing this type of logical constants is examined,
it is demonstrated that they are formally valid. The valid argument form of
argument 2 is called modus ponens and was already known by the Stoics
(see Sect. 2.7.4).

In order to examine the validity of argument forms employing other types of
logical constants than the ones we discussed, logical theories that go beyond
propositional logic are required. Arguments whose validity cannot be established
in propositional logic may prove to be valid in other logics. One such logic is
predicate logic, which deals with the use in arguments of logical constants known
as “quantifiers” such as “for every” and “for at least one.” Among other logics that
have so far been developed are modal logics, examining the logical behavior of
logical constants such as the words “necessarily” and “possibly”; deontic logic,
concentrating on logical constants such as “it is obligatory that” and “it is permis-
sible that”; epistemic logic, studying the logical behavior of logical constants like
“it is known that” and “it is believed that”; and tense logic, investigating the logical
effect of temporal references.

This brief account of the various ways in which logicians abstract from
argumentative reality in order to pursue their general aim of distinguishing
between valid and invalid argument forms should suffice to illustrate the differ-
ence with the kinds of problems argumentation theorists are interested in. It shows
how logicians, rather than studying argumentation as it naturally occurs in
everyday discourse, concentrate on abstract reasoning patterns formally
structured by logical constants. In this endeavor, a great many verbal, contextual,
situational, and other pragmatic factors that play a part in communication and
interaction processes are not taken into account, so that the problems of

' An optimal argument form of a given argument is found by a careful and thoroughgoing logical
analysis. In propositional logic, each sentential variable used should correspond to exactly one
atomic sentence and each atomic sentence to exactly one sentential variable (no logical constant
should be missed).
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argumentative discourse cannot be adequately dealt with. The study of argumen-
tation ought to contain more than the study of the canonical subject matter of logic
has to offer.

For the sake of clarity, it should be added that in drawing this conclusion we
neither say that the study of argumentation can do without any logic at all, nor that
exchanges between logicians and argumentation theorists would be unfruitful.
There are logicians of various types, one being more inclined than the other to
obey the call of argumentative practice. At any rate, there has already been a
tendency among logicians toward broadening their interests in phenomena of
argumentative discourse, which have escaped their attention for too long. At the
same time, various argumentation theorists attempt to include, in some form or
other, relevant aspects of logic in their theories. For the time being, in view of the
many complexities involved in studying argumentative discourse, it seems best to
aspire to a sensible division of labor and to regard the study of argumentation as a
discipline in its own right, nourished by the combined efforts of philosophers,
logicians, linguists, (speech) communication specialists, psychologists, lawyers,
and others.

3.3  Concepts of Logical Validity

The various concepts of logical validity (also deductive validity or simply valid-
ity)'? are of interest for the theory of argumentation in three ways. First, though
argumentation theory is by no means restricted to the study of deductive arguments,
the latter certainly form part of its subject matter, so that the notion or notions of
validity pertaining to such arguments should be taken into account. Second,
logical ideas about forms or schemata, about the structure of derivations, and
about interpersonal argument are closely related to similar notions that are promi-
nent in argumentation theory: argument schemes, argumentation structures, and
discussion models. Third, since logic was for centuries the main discipline devoted
to the study of arguments, the ideas developed in that discipline about which
arguments are good arguments will be of interest for present-day students of
arguments.

The kinds of validity distinguished in logic can be divided into semantic,
syntactic, and pragmatic concepts.'? Characteristic of semantic concepts of validity
is that they are concerned with truth and that they can be formulated in terms of the

12 The term logic in this section will be confined to deductive logic. Deductive logic is concerned
with the analysis and evaluation of deductive arguments: arguments which are claimed, or
supposed, to be deductively valid (in fact, this can be any argument). The possible meanings of
this validity claim, as developed in the history of modern logic, are the subject of this section.

13 Sometimes the term semantic is used in a much broader sense, covering also the syntactic and
pragmatic concepts of validity (because such systems, in a sense, give a meaning to logical
constants).
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notion of “counterexample.” In the preceding section, we briefly discussed an
example: the semantic concept of formal validity in classical propositional
logic. According to such concepts, the validity of arguments (in the restricted
sense of constellations consisting of premises and a conclusion'?) is based on the
impossibility of finding counterexamples. Syntactic notions, on the other
hand, define the validity of an argument in terms of the availability of proper
ways to stepwise deduce its conclusion, whereas pragmatic notions define validity
in terms of the availability of means to defend the conclusion against doubts or
challenges.

Semantic notions of validity come in two kinds. Some of them rest on the notion
of necessitation: an argument is valid if the premises necessitate the conclusion in
the sense that it is impossible for the premises to be true without the conclusion
being true — in other words, when no possible situation could count as a counterex-
ample. These notions may differ in their interpretation of “impossible.” Other
semantic notions, such as the one discussed in the preceding section, are formal
in the sense that they rest on semantic features of argument forms or schemas:
an argument is formally valid if and only if it instantiates a valid schema
(a valid argument form), and a schema is valid if and only if it does not admit a
counterexample.'® In the case of argument forms or schemas, a counterexample is
not a possible situation but an instantiation of a schema such that the premises come
out true and the conclusion comes out false.

An argument is derivationally valid (according to some specific syntactic
concept of validity) if its conclusion can be derived from its premises by
means of a specific set of rules of derivation (such as modus ponens and modus
tollens). It is dialogically valid (according to some specific pragmatic concept of
validity) if there is, in the context of a specific system of discussion rules, a winning
strategy for the proponent of the conclusion vis-a-vis any opponent admitting the
premises.

The various notions mentioned here will be discussed in more detail in this
volume: the semantic and derivational notions in this section and the dialogical
notion in Sects. 6.2 and 6.5.12.

3.3.1 Semantic Validity in Logic Textbooks
Textbooks of elementary logic of the twentieth century usually start from a neces-

sitation conception of validity (which is the easiest to grasp), but then soon turn to
the formal notion and devote most of their explanations to techniques of analysis

'“The term argument will in this section be used in this restricted sense.

15« Admitting no counterexample” can be taken to mean either that there is no counterexample or
that there cannot be a counterexample. However, for the kinds of argument forms pertaining to
logics that are commonly used, the two phrases amount to the same (if there can be a counterex-
ample, there is one), in particular if mathematical structures are allowed to provide
counterexamples.
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and evaluation connected with the latter notion. Thus, Irving Copi (1961) first
introduces the necessitation concept of validity as follows:

A deductive argument is valid when its premisses, if true, do provide conclusive evidence
for its conclusion, that is, when the premisses and conclusion are so related that it is
absolutely impossible for the premisses to be true unless the conclusion is true also.
(pp- 8-9)

Later on, he introduces the “method of refutation by logical analogy” (p. 253) to
establish the invalidity of arguments. This method is based on a formal conception
of validity:

To prove the invalidity of any argument it suffices to formulate another argument which:
(a) has the same form as the first, and (b) has true premises and a false conclusion. This
method is based upon the fact that validity and invalidity are purely formal characteristics
of arguments. . .. (Copi 1961, p. 254, original emphases in these quotes)'®

It is, however, not obvious that necessitation as a feature of arguments is a
“purely formal characteristic.” Benson Mates (1972), who seems to be aware of
this, introduces the necessitation concept as follows (he speaks of “sound”
arguments instead of “valid” ones):

...an argument is sound if and only if it is not possible for its premises to be true and its
conclusion false [...]. Another way of stating the same criterion is this: an argument is
sound if and only if every conceivable circumstance that would make the premises true
would also make the conclusion true. (p. 5)

But when he comes to discuss logical forms (argument forms), Mates remarks
that one can make a “division of sound arguments into those that are sound by virtue
of their logical form and those that are obtainable from such arguments by putting
synonyms for synonyms” (p. 15). For instance, the argument “Smith is a man that is
not married, therefore Smith is not married” is valid by virtue of its logical form
(“x is an A that is not B, therefore x is not B”). Putting the synonym “bachelor” for
“man that is not married,” we get the argument “Smith is a bachelor, therefore
Smith is not married,” which is valid, but not by virtue of its logical form (“xis a C,
therefore x is not B”) (cf. Mates, ibid.).

Thus, according to Mates, formally valid arguments form a subclass of those
arguments that are valid according to the necessitation concept of validity (the
“sound” arguments). Those arguments that can be obtained from formally valid
arguments by putting synonyms for synonyms are generally not formally valid, but
still valid according to the necessitation concept. It is, however, not obvious that all
valid arguments that are not formally valid are obtainable by putting synonyms for
synonyms in formally valid arguments, as Mates seems to imply.

1°0On the pages that follow, Copi refines his description of the method of refutation by logical
analogy.



3.3 Concepts of Logical Validity 153

3.3.2 Roots of the Two Semantic Conceptions

Whence did the textbooks inherit the necessitation conception and the
formal conception of validity? Both have their roots in Aristotle. As we saw in
Sect. 2.3.1, Aristotle defined valid deductive argument as follows:

Now a deduction is an argument in which, certain things being laid down, something other
than these necessarily comes about through them. (Aristotle 1984, vol. 1, Topics 1.1,
100a25-27)

It thus seems that valid deductive arguments must at least fulfill the necessitation
condition (“necessarily”’), besides some other conditions (plurality and
nonredundancy of premises, noncircularity).

Aristotle’s use of a formal concept of validity remains implicit, but is quite
obvious from his discussion of the syllogistic figures and in particular his use of
counterexamples when applying the method of contrasting instances (see Sect. 2.6).
The validity of arguments in such cases as Aristotle studied in his syllogistic can in
hindsight be seen to depend on the form of the argument and not on its matter (the
terms). Steps in the direction of making this formal view on validity explicit were
already taken by ancient commentators, especially Alexander of Aphrodisias ( flo-
ruit AD 200), who distinguished form and matter, as well as later by Peter Abelard
(1079-1142), whose perfect inferences were characterized as invariant under sub-
stitution of terms for terms. Besides other views, the formal view became more
prominent in the fourteenth-century treatises on the theory of consequence (Dutilh
Novaes 2012).

In the fourteenth century, the concepts that underlie our present ideas about
semantic validity were widely discussed by authors of different schools. By way of
example, we shall briefly report the classification of consequentiae, that is, of
(valid) arguments (or their associated conditionals'”), given by an author referred
to as “the Pseudo-Scot” or “Pseudo-Scotus.” '® According to Kneale and Kneale
(1962), his account is “the clearest account of the matter available in any medieval
author” (p. 278). Valid arguments, according to Pseudo-Scotus, are either formally
valid (consequentia formalis) or materially valid (consequentia materialis). The
first type of valid argument will remain valid if terms are replaced by other terms, as
long as we do not change the form of the argument and the way the terms are
distributed. To the form belong the logical constants (syncategoremata), such as
“and,” “or,” “not,” and “every”; the copula “is”’; and the number of premises. The
formally valid arguments are subdivided according to whether their premises are
categorical or hypothetical and then further into various moods.

17 The associated conditional of an argument is the conditional proposition whose antecedent is a
conjunction composed of all the argument’s premises and whose consequent is equal to the
argument’s conclusion.

" The account here given of a passage in Pseudo-Scotus’s “Questions on Aristotle’s Prior
Analytics: Question X” (see Pseudo-Scotus 2001) is based on its quotation and discussion by
Kneale and Kneale (1962, pp. 278ff). See also Dutilh Novaes (2012, pp. 22-23).
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Materially valid arguments are those valid arguments that are not formally valid.
They are subdivided into those that are simply valid (consequentia materialis bona
simpliciter) and those that are valid as for now (consequentia materialis bona ut
nunc). The difference between those two lies in the status of the missing premise by
which they can be reduced to a formally valid argument: in the first case, this must
be a necessary truth, in the second case a contingent truth. An example of a simply
valid argument is “Some human being is running, therefore some animal is run-
ning.” The premise that needed to be added to get a formally valid argument is the
sentence “All humans are animals,” which holds by virtue of the meanings of
“human being” and “animal.” Clearly then, simply valid arguments are (materially)
valid by virtue of the meanings of their terms and thus seen to conform to the
necessitation concept of validity. Consequently, there is not really a missing
premise in these cases. But this does not hold for the arguments that are merely
valid as for now. An example of such an argument is “Socrates is running.
Therefore, something white is running,” supposing that Socrates is white. These
arguments have a truly missing premise and do not satisfy the necessitation
concept, since the premises could be true and the conclusion false, only not in the
present circumstances.

3.3.3 Bolzano’s Generalization of Formal Validity

In the nineteenth century, the theologian, philosopher, mathematician, and logician
Bernard Bolzano (1781-1848) considerably refined and generalized the notion of
formal validity of the fourteenth-century logicians.'” One respect in which
Bolzano’s approach to logic differed from that of his medieval predecessors
concerns the concept of proposition. For the earlier logicians, a proposition was
mostly a declarative sentence (propositio), that is, a sentence expressing some
(objective) thought, but for Bolzano, a proposition is just this thought, the proposi-
tional content, whether or not it has been expressed by a declarative sentence or
been thought of in someone’s mind. Bolzano precedes Gottlob Frege (1848—1925)
in sharply distinguishing between what philosophers nowadays usually call a
proposition (Satz an sich, proposition in itself; Frege: Gedanke, thought) and a
sentence (ausgedriickter Satz, proposition which is expressed in words; Frege: Satz,
sentence) or a subjective thought (gedachter Satz, mental proposition; Frege:
Vorstellung, idea) of which a proposition can be the content (Bolzano 1837,
1972, §19).

However, in one respect, Bolzano’s propositions are very much like sentences:
they are both composed of parts. The ideas in themselves (Vorstellungen an sich)
out of which propositions are composed correspond pretty much to the constituents

1% This is not to say that he had been to any major extent influenced by them. According to Kneale
and Kneale (1962), “he seems to have known little of the achievements of medieval logicians”
(p- 359).
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of the sentences by which these propositions are expressed (Bolzano 1837, 1972,
§48).%° Thus, it is possible to think of some ideas as replaceable by other ideas
yielding a different proposition, just as the medieval logicians thought of terms in a
sentence as replaceable by other terms yielding a different sentence. This opens the
way to a reformulation of the concept of formal validity on the level of propositions
in Bolzano’s sense.

The arguments Bolzano considers consist of propositions that are premises (A, B,
C, D,...) and propositions that are conclusions (M, N, O,...). He then defines a
relation of deducibility (Ableitbarkeit)*' between the premises and the conclusion,
such that, if this relation holds, we would say that the different arguments with
premises A, B, C, D,... and one proposition selected from M, N, O,... as its
conclusion are all formally valid (in some sense). Typical for Bolzano is that
deducibility is defined relative to a selection of ideas (i, j,...) that are thought of
as replaceable parts occurring in one or more propositions of the argument.”> The
other ideas remain fixed. Deducibility is then defined as follows:

I say that propositions M, N, O,. .. are deducible from propositions A, B, C, D,. .. with
respect to variable parts 7, j,. . ., if every class of ideas whose substitution for 7, j,. . . makes
all of A, B, C, D,... true, also makes all of M, N, O,... true. Occasionally, since it is
customary, I shall say that propositions M, N, O,. .. follow, or can be inferred or derived,
from A, B, C, D,. .. (Bolzano 1972, §155 (2), p. 209)

Let us give some examples. Let the premises be “No human being is an angel”
and “Every psychiatrist is a human being,” and let the conclusions be “No psychia-
trist is an angel” and “No angel is a psychiatrist.” If we now set the variable parts to
be the ideas “human being,” “angel,” and “psychiatrist,” then with respect to these
parts, the conclusions will be deducible (in the sense provided by Bolzano) from the
premises. The same fact can be expressed by saying that the arguments “No human
being is an angel and every psychiatrist is a human being, therefore no psychiatrist
is an angel” and “No human being is an angel and every psychiatrist is a human
being, therefore no angel is a psychiatrist” are both formally valid. And this is so
because they are substitution instances of valid schemas, namely, “No H is an A and
every P is an H, therefore no P is an A” and “No H is an A and every P is an H,
therefore no A is a P,” respectively. This example may suffice to show that the
Aristotelian syllogisms make up part of the cases of deducibility as conceived by
Bolzano.

It is not the case, however, that formal validity and Bolzano’s deducibility come
down to the same thing for all arguments. If the only premise is “Socrates is a

2 Instead of writing Vorstellung an sich (idea in itself), Bolzano usually simply writes Vorstellung
(idea). Bolzano’s concept idea (in itself) is very different from Frege’s concept idea, which refers
to mental entities.

2! The choice of the term Ableitbarkeit (deducibility) for this relation is somewhat infelicitous,
since the relation is a semantic one and does not involve the syntactic notion of deduction.

220n the linguistic level, these ideas may correspond to the usual nonlogical terms, such as the
terms of a syllogism, but they may also correspond to other constituents.
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human being” and the only conclusion “Socrates is an animal,” then with respect to
“Socrates” as the only variable idea, the conclusion will be deducible (in Bolzano’s
sense) from the premise. With respect to “Socrates” and “animal” as the variable
ideas, however, the conclusion will no longer be deducible (in that sense) from the
premise. Though this argument (“Socrates is a human being, therefore Socrates is
an animal”) is certainly valid under the necessitation conception of validity, it is not
formally valid, since the schema “x is an H, therefore x is an A” is invalid as shown
by the counterexample “Socrates is a human being, therefore Socrates is a fish.”

Bolzano’s treatment of the formal concept of validity is perhaps the greatest
advance in this area after the Middle Ages. The care with which Bolzano defines his
concepts and develops his theory is remarkable, especially when one considers that
it precedes the age of logical formalization. Bolzano’s introduction of the selection
of a set of variable ideas certainly enriches the possibilities of defining concepts of
deducibility or validity, though not every selection will lead to equally interesting
results. Some selections yield logics that were extant in Bolzano’s time (such as
syllogistic logic) or were developed later (predicate logic); others may yield
interesting logics for special areas by keeping certain ideas fixed as if they were
logical constants.

3.3.4 Three Senses of Counterexample

Above, we saw that the two semantic conceptions of validity (the necessitation
conception and the formal conception) each had its own corresponding notion of
what constitutes a counterexample. Though both semantic concepts share the idea
that validity is somehow based on the absence of a counterexample, each of them
gives a different twist to this idea.

In the case of the necessitation concept of validity, there is no such thing as
substitution of terms for terms. When looking for a counterexample, one does not
effect changes in either the premises or the conclusion. Rather, leaving the argu-
ment unchanged, one imagines various situations (or possible worlds) to which its
premises and the conclusion could refer. One of these situations is the actual
situation. If, in the actual situation, the premises are true and the conclusion is
false, actuality constitutes a situational counterexample and the argument is invalid.
Otherwise, one may look for a counterexample among non-actual but possible
situations. If there is one such situation in which the premises are true and
the conclusion false, this also constitutes a situational counterexample, and the
argument will again be invalid. Presenting situational counterexamples to
one’s opponent’s arguments is an important strategy of real-life argumentation
(Krabbe 1996).

It might be helpful to illustrate this notion with an example. “John is 30 years old
today, therefore he will be 31 years old a year from now” is invalid, even if the
premise and the conclusion are actually true-because it may be objected that in
some possible situation John would have died before the year had passed. On the
other hand “John is 30 years today, therefore he was 29 years old a year ago” is
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valid (but not formally valid) because there is no possible situation that would
constitute a situational counterexample.

In the case of the formal conception of validity, one does not look for different
situations. Only the actual world counts. The idea is to investigate arguments
displaying the same argument form as a given argument to see whether one of
them could count as a counterexample against this form, i.e., has actually true
premises and a false conclusion. Presenting such counterexamples to one’s
opponent’s arguments is also an important strategy of real-life argumentation
(Woods and Hudak 1989).

But how can one find the argument form of an argument? Logicians after
Bolzano have not chosen to adopt his method of making the notion of formal
validity relative to a choice of variable constituents in the propositions making up
the argument. Rather, they make it relative to a choice of logical theory (e.g.,
syllogistic logic, propositional logic, predicate logic)> that is to provide a method
of analysis for finding an optimal argument form (relative to that theory).** To show
that an argument is formally valid in terms of some logical theory, one must present
an argument form (schema) that is valid in that theory, of which the argument is an
instantiation (a substitution instance). To show the formal invalidity of an argu-
ment, according to the theory, one must show that no such valid argument form
exists. For this, it suffices to show that an optimal argument form of the argument is
invalid according to the theory.

Thus, the issue of the validity of arguments shifts to the validity of their
argument forms. It is at this level that the notion of a counterexample is applied:
an argument form is valid if and only if it admits no counterexample. Clearly in
this context, the notion of counterexample is different from that of a
situational counterexample. It can be specified in two distinct ways: as a
substitutional counterexample or as an interpretational counterexample
(a counterinterpretation or countermodel). The first way is the one we briefly
mentioned above: a substitutional counterexample against an argument form
(schema) is an argument that is an instantiation of that form such that the
premises of the argument are true, whereas its conclusion is false. The second
way is the one of contemporary model-theoretical semantics, a branch of logic
that received its main impulse from Alfred Tarski (1901-1983). Though the
premises and the conclusion of an argument form do not possess truth-values —
they contain schematic letters as constituents which do not have a specific
linguistic meaning — they will get a truth-value as soon as meanings
(or the relevant parts of meanings) have been assigned to them by stipulation.
An assignment of (appropriate) meanings to schematic letters is called
an interpretation function or simply an interpretation or a model. An
interpretation of an argument form that makes every premise true and the

23 About the ins and outs of choosing a logical theory, see Sect. 3.9.

24 The notion of an optimal argument form depends on the selected theory. In Sect. 3.2, this notion
was explained with respect to propositional logic.
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conclusion false is an interpretational counterexample or countermodel against
that form.”>

Again, an example might be helpful. Above, we showed the invalidity (relative
to predicate logic) of the form “x is an H, therefore x is an A” by the substitutional
counterexample “Socrates is a human being, therefore Socrates is a fish.” A
corresponding interpretational counterexample would be an interpretation function
[ that assigns Socrates to x, the set of all human beings to H, and the set of all fish to
A. A common notation for this is I(x) = Socrates, I(H) = {xlx is a human being},
and I(A) = {xlx is a fish}.

It is clear that any substitutional counterexample can be rewritten as an
interpretational counterexample, since any given substitutional instance provides
us, for each variable, with the entity that the interpretation must assign to that
variable. In the example given above, it is clear from the substitutional counter-
example “Socrates is a human being, therefore Socrates is a fish” that, in the
corresponding interpretational counterexample, Socrates must be assigned to x.
The reverse is not always obvious because it is at least conceivable that some
interpretational counterexample assigns entities to some variables for which there
exist no words or descriptions in the language in which the substitutional coun-
terexample must be formulated.”® Anyhow, any argument that is formally valid
according to the interpretational method will be formally valid according to the
substitutional method and for many logical languages the reverse will hold
as well.

It may also be clear that any situational counterexample against an argument
must have structural features that can be mirrored by a structure in the realm of
actual entities (including mathematical entities) and thus yield an interpretational
counterexample to the form of that argument (no matter which acceptable logical
theory is used to determine the form). For instance, let the argument be “Some
swans are black, therefore some swans are white.” The possible situation in which
there are precisely two black swans, one black raven, and two white gulls
constitutes a situational counterexample: in this situation, the premise is true and
the conclusion is false. Using syllogistic logic, the form of the argument is “Some S
are B, therefore some S are W.” We must show that this form is invalid by mirroring
the structure of the imaginary counterexample by entities in the real world, that is,
we must find interpretations of S, B, and W so that the set of two S-things is
included in the set of three B-things and the latter set disjunct from the set of

%5 In the truth table method, the schematic letters are propositional variables, and the only relevant
part of the meaning of a sentence is its truth-value (true or false). An interpretation or model is then
an assignment of truth-values to the propositional variables.

26 For first-order languages, it is known that if there is any counterexample, there is always one that
can be expressed in the language of elementary arithmetic and therefore yields a substitutional
counterexample, so that both methods are equivalent (Quine 1970, pp. 53-55). See also
Tarski (2002).
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two W-things. Such an interpretation can easily be found (e.g., I(S) = {1, 2},
I(B) = {1, 2, 3}, (W) = {4,5}%).

Hence, any argument that is formally valid (according to some acceptable
logical theory) must also be situationally valid, that is, its premises must necessitate
the conclusion. When we discussed examples such as “Smith is a bachelor,
therefore Smith is not married” or “Socrates is a human being, therefore Socrates
is an animal,” we already saw that the reverse does not hold.

3.3.5 Syntactic Concepts of Validity

Syntactic as well as pragmatic concepts of validity do not involve the notion of
truth, but concentrate on the means for deducing or defending the conclusion of
an argument on the basis of its premises. Pragmatic concepts are based on
regulated systems of dialogue (formal dialectical systems) in which one party
(the Proponent) tries to let the other party (the Opponent) accept a thesis. The
Opponent tries to avoid this. An argument is then said to be dialogically valid
(relative to such a system of dialogue) if there is a winning strategy for the
Proponent of the argument’s conclusion vis-a-vis any Opponent who initially
admits the argument’s premises. Since formal dialectical systems are treated
extensively in Chap. 6, “Formal Dialectical Approaches”, we refer the reader
to that chapter, especially Sects. 6.2 and 6.5.12.

Syntactic concepts are also based on regulated systems, but these are
monological rather than dialogical: they consist of precise rules to derive
conclusions from premises in a step-by-step manner. Given such a derivational
system, an argument is said to be derivationally valid (relative to the system) if its
conclusion can be derived from its premises by the rules of the system.

Frege developed a derivational system for the express purpose to show that
arithmetic is reducible to logic (logicism). To achieve the logicistic ideal, it was
necessary to show that all arithmetic concepts can be defined in terms of logical
concepts and that all arithmetic truths can be derived from logical truths. For
this, it suffices to define the primitive concepts of arithmetic in logical terms
and to derive the axioms of arithmetic from logical axioms. These derivations
could not proceed in the way of informal mathematics, taking only intuitively
acceptable steps, because such steps could hide very well some arithmetic
assumptions, whereas the derivation should be based on logic only. Therefore,
Frege developed a logical axiom system (i.e., a system with a number of logical
axioms and very few and simple rules of derivation) that made it possible to
have proofs without gaps (Frege 1879), i.e., proofs in which no intermediate
steps are left out, but each step is justified by a logical rule of derivation of the
system.

2" Here, “{1,2}” stands for the set with precisely the numbers 1 and 2 as elements (members)
{1, 2, 3} for the set with precisely the numbers 1, 2, and 3 as elements, and so on.
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Logical axiom systems however do not correspond very well with the ways
people actually reason, even when they reason deductively. This is so because
many deductions contain hypothetical parts in which the reasoner assumes some
statement as a hypothesis in order to investigate which are its consequences. A
hypothetical part of reasoning depends upon its hypothesis. At a certain point,
however, the hypothesis is withdrawn, but at that point some other proposition
counts as established, which no longer depends on the hypothesis. For instance, in
a reductio ad absurdum reasoning, in order to refute some proposition P, one
assumes P as a hypothesis and then derives an absurdity from it. As soon as an
absurdity is reached, the hypothesis is withdrawn and the contradictory of
P counts as established (possibly relative to other hypotheses that have not yet
been withdrawn). Logical axiom systems lack the means to directly mirror such
procedures of reasoning.

Hypothetical reasoning, however, is part and parcel of so-called systems of
natural deduction. Consequently, these systems are much closer to actual reasoning,
which is often hypothetical, and therefore of greater interest for the study of
argumentation. The structures that derivations display in these systems are easily
seen to be analogous to the argumentation structures of argumentation theory,
especially when the latter incorporate hypothetical reasoning (e.g., Fisher 1988).
Systems of natural deduction were introduced in 1934 by Gerhard Gentzen
(1909-1945) (Gentzen 1934) and, independently, by Stanistaw Jaskowski (1906—
1965) (Jaskowski 1934).

To conclude this section, we give two examples of deductions that are amenable
to being analyzed in systems of natural deduction. Rather than a full system, we first
introduce just some rules of derivation (most of them taken from Gentzen or
Jaskowski). In each example, we shall first present the deduction informally and
after that two formal versions of it, one being in Gentzen’s style and one in
Jaskowski’s style of natural deduction.

The rules we shall use are the followingzgz

(MP) The rule of modus ponens: from a conditional proposition “If P, then Q" and its
antecedent P, we may derive its consequent Q.

(DS) The disjunctive syllogism: from a disjunction “Either P or Q" and the negation of one
of its disjuncts not-P (or not-Q), we may derive the other disjunct Q (respectively P).
(Con) The conjunction rule: from the propositions P and Q, we may derive their conjunc-
tion “Both P and Q.”

(Sep) The separation rule: from a conjunctive proposition “Both P and Q,” we may derive
P and we may derive Q.

Thus far, the rules did not refer to hypothetical derivations as do the following
two, more complex, rules:

8 The rules of derivation here presented are introduced for illustrative purposes. To our knowl-
edge, they do not constitute any extant system of natural deduction, though each of them occurs in
some such systems. For further instruction on extant systems of natural deduction, we refer the
reader to textbooks of logic.
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Fig. 3.1 .First example of a 1.(BVC)A—F (premise)
(Ji:zsdlii\zzl;pstyle natural ) F (premise)
3.-F (from 1 by Sep)
4.-C (from 2 and 3 by MP)
5.BvC (from 1 by Sep)
6.B (from 5 and 4 by DS)

(B v C) A~ F (premise)
Sep
(B v C) A~ F (premise) - F — — C (premise) - F
_ Sep MP
BvC -C

DS

B

Fig. 3.2 First example of a Gentzen-style natural deduction

(CP) The rule of conditional proof: if from the hypothesis P we have completed a
derivation of the conclusion Q, we may withdraw the hypothesis and posit the conditional
proposition “If P, then Q,” which then will be independent of the hypothesis P.*’

(RAA) The classical rule of reduction ad absurdum: if from the hypothesis not-P we
have completed a derivation of an explicit contradiction (“Both QO and not-Q” or “Both
not-Q and Q”), we may withdraw the hypothesis and posit the proposition P, which then
will be independent of the hypothesis not-P.

Our first example of a deduction is Dale’s argument of Sect. 3.2 (“argument 17).
The premises state that (1) both we are going to eat beef or cod and there is no fish
and (2) that if there is no fish, then we are not going to eat cod. From (1), it follows
that there is no fish; from this and (2), it follows that we are not going to eat cod.
From (1), it also follows that we are going to eat either beef or cod, and therefore
(since we are not going to eat cod) it may be concluded that we are going to eat beef.

In Fig. 3.1, we display a formal version of this simple piece of reasoning in a
Jaskowski style of natural deduction. It may be seen to follow closely the informal
version. We shall be using the same abbreviations as in the “Key List” of Sect. 3.2,
i.e., B, We are going to eat beef; C, We are going to eat cod; F, There is fish. Again
as in Sect. 3.2, ““Vv” stands for “either ... or...,” “A” for “both ... and ...,” “—"for
“if ... then ...,” and “—” for “it is not the case that....”

The corresponding Gentzen-style natural deduction displayed in Fig. 3.2 can be
seen to be somewhat further removed from the informal version because it lacks the
linear ordering of the propositions in the reasoning featured by the latter. But by writing

29 Note that, since this rule (and the next one) is complex and refers to hypothetical parts, we are
not dealing here with (part of) a “logical axiom system,” but with a natural deduction system.
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Fig. 3.3 Second example of 1.-F—>-C (premise)

a Jaskowski-style natural introduction of hypothesis 1

deduction 2.C (hypothesis 1)
....................... introduction of hypothesis 2
3.-F (hypothesis 2)
4.-C (from 1 and 3 by MP)
5.CA—C (from 2 and 4 by Con)
----------------------- withdrawal of hypothesis 2
6. F (from 3-5 by RAA)
----------------------- withdrawal of hypothesis 1
C—F (from 2-6 by CP)
— F — — C (premise) — F (hypothesis 2)
MP
C (hypothesis 1) -C
Con
CA—C

RAA (withdrawal of hypothesis 2)
F

CP (withdrawal of hypothesis 1)
C—>F

Fig. 3.4 Second example of a Gentzen-style natural deduction

the local premises for each step in the argument directly above the local conclusion,
the Gentzen version gives a better picture of the dependencies in the reasoning, much
in the way argumentation structures do in the analysis of argumentation.

In the second example, there is a single premise stating that (1) if there is no fish,
we are not going to eat cod. The conclusion to be reached is that if we are going to
eat cod, there must be some fish. To deduce this from the premise, suppose (2) we
are going to eat cod. Now we must show that in that case, there must be some fish.
To show this, suppose the contradictory, i.e., (3) there is no fish. Then it follows
from (1) and (3) that we are not going to eat cod. Hence, we get a contradiction: we
are and we are not going to eat cod. Therefore, the last supposition (there is no fish)
must be rejected, and we have shown that, in case (2) holds, it must be the case that
there is some fish. Since supposition (2) permits us to derive that there is some
fish, we may conclude that, if we are going to eat cod, there must be some fish.
Figure 3.3 shows how this deduction looks in a Jaskowski-style natural deduction,
and Fig. 3.4 displays the corresponding Gentzen format.



3.4 Traditional Approaches to Fallacies 163

Several logical notions discussed in this section have a counterpart in the theory
of argumentation. The notion of logical validity as the characteristic of good
argument corresponds to the various conditions of “soundness” or “adequacy”
that figure among argumentation scholars. In both cases, a distinction is made
between good and bad arguments. Logical argument schemes correspond to argu-
ment (or argumentation) schemes as they are used in argumentation theory. In both
cases, a way to start showing that an argument is good would be to show that it
instantiates a good scheme. For logic, this may suffice (according to the formal
conception of validity), but for argumentation theory, this is usually only a first step.
The structures of a logician’s natural deductions closely correspond to argumenta-
tion structures. They are excellently suited to analyze suppositional arguments, also
when the latter are part of an argument that is not claimed to be deductively valid.
We also saw that counterexamples of various kinds have a role to play in both logic
and argumentation theory.

3.4 Traditional Approaches to Fallacies

Aristotle’s concept of arguments that are incorrect because of their inconclusive-
ness, i.e., arguments that offer merely seemingly valid reasoning that is actually
invalid, has remained authoritative for a very long time as a standard definition of
fallacy.>® Authors who came after Aristotle often ignored the dialectical context of
the concept, however. They also overlooked the differences between their own
conception of deductively valid argument and Aristotle’s view of good deductive
reasoning. In Aristotle’s approach, in good deductive reasoning (sullogismos), a
conclusion not only follows necessarily from the premises but is also different from,
as well as based on, these premises. In most respects, however, for a long time, most
scholars only seemed to repeat Aristotle. In the Renaissance, some authors came to
the fore, such as the French dialectician Petrus Ramus (1515-1572), who dismissed
Aristotle’s views or even abandoned the study of fallacies altogether.

The Ramist British philosopher Francis Bacon (1561-1626) considers the study of
fallacies to be “excellently handled” by Aristotle. Nevertheless, he claimed in 1605 in
The Advancement of Learning (Bacon 1975) that there are more important fallacies,
such as errors of thought and “vain opinions” which are caused by false appearances
or idols. Among these fallacies are errors in communication caused by what Bacon
calls idols of the marketplace: “false appearances that are imposed upon words, which
are framed and applied according to conceit and capacities of the vulgar sort” (p. 134).

The Aristotelian list of fallacies is also continued to be used in Logic or the Art of
Thinking — the “Port-Royal Logic” from 1662 of the French scholars Antoine
Arnauld and Pierre Nicole (1865), who possibly worked together with Blaise
Pascal. In this first modern approach, the Aristotelian fallacies are discussed and
treated as sophisms of the scientific method. Next, fallacies are listed that can be

308ee Sect. 2.4.1, (1) Inconclusiveness.
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found in popular discourse, such as using the force of threats (not yet designated as
argumentum ad baculum) and drawing a general conclusion from an incomplete
induction. This division between fallacies associated with scientific discourse and
fallacies in public discourse replaces the Aristotelian language-dependent versus
language-independent distinction.

The most important addition to the fallacies of Aristotle’s list proposed in the
course of history consists of the fallacies known as the ad fallacies, a category of
arguments first distinguished in the seventeenth century by the philosopher John
Locke (1632—1704). The argumentum ad hominem (argument directed at the man)
is the most familiar of this category.

It is not quite clear what Locke (1961) had in mind when he discussed in 1690
the argumentum ad hominem in An Essay Concerning Human Understanding. In
the chapter “Of Reason,” he introduces three more types of ad arguments: ad
verecundiam, ad ignorantiam, and ad judicium.®' This gave him the reputation of
being the “inventor” of the category of the ad fallacies. Yet Locke does not
explicitly state that he considers any of the ad arguments to be fallacious:

[...] it may be worth our while a little to reflect on four sorts of arguments that men, in their
reasonings with others, do ordinarily make use of to prevail on their assent, or at least so to
awe them as to silence their opposition. (Essay IV, p. iii)

The argumentum ad hominem is characterized by Locke as follows:

A third way is to press a man with consequences drawn from his own principles or
concessions. This is already known under the name of argumentum ad hominem. (Essay
1V, p. iii)

The remark that the name argumentum ad hominem is already known reveals
that Locke does not assume that he was introducing anything new. His source for
this remark is not easy to trace. Hamblin (1970, pp. 161-162) claims that Locke is
referring to a Latin translation of a passage from Aristotle’s Sophistical Refutations
and to several medieval treatises in which the term appears (see also Nuchelmans
1993).

Locke’s definition of the argumentum ad hominem forms part of a long-standing
tradition according to which the ad hominem was regarded to consist of making use
of the other party’s concessions in one’s argument.’” In this view, arguing ad
hominem is indispensable for successful argumentation. Since the 1950s, however,
the term argumentum ad hominem is mostly used in a pejorative sense in

3! The argumentum ad judicium is certainly not fallacious but sets a standard for using proofs
drawn from the foundations of knowledge or probability.

32 Definitions of the argumentum ad hominem as an in principle acceptable kind of ex concessis
arguing can be found in the works of Whately (1836, III.15, pp. 195-197), Schopenhauer (1970,
p. 677), Johnstone Jr (1959, pp. 73, 81), and Perelman and Olbrechts-Tyteca (1969, pp. 110-114).
See van Eemeren and Grootendorst (1993). See also Hamblin (1970, p. 41, pp. 158-163) and
Finocchiaro (1974).
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argumentation theory.” It has become the general term for the fallacy of attacking
the other party’s person, either directly by depicting them as stupid, bad, or
unreliable (abusive variant) or indirectly by casting suspicion on their motives
(bias or circumstantial variant) or pointing out a contradiction in their words or
deeds (tu quoque — you too! — variant).**

The following example is a modern case of an argumentum ad hominem (of the
tu quoque variant) in the Lockean sense:

How can you say the Casinos in Las Vegas should be closed down? You’ve always said
everyone should be free to decide for himself what to do or not to do.

In the following text fragment, two other of the four sorts of arguments men-
tioned by Locke are used, first (in italics) the argumentum ad verecundiam
(awe-directed argument or argument of shame) and then (in italics) the argumentum
ad ignorantiam (ignorance-directed argument):

Of course Beethoven may have dictated that symphony to Rosemary Brown: In Playboy,
the famous authoress Elisabeth Kiibler-Ross recently explained that communication with
the dead is perfectly possible. Anyway, nobody has ever proved that dead composers don’t
manifest themselves in this way.

The argumentum ad verecundiam is generally described as a misplaced appeal to
authority. This does not quite conform to the literal meaning of verecundia (diffi-
dence, awe, shame, embarrassment, modesty), though it appears to be in line with
what Locke intended. For Locke, the argumentum ad verecundiam refers to cases in
which the speaker appeals to an authority and gives the impression that it would be
arrogant of listeners to set themselves up against this authority. It can be
reconstructed from Locke’s remarks that for him an argumentum ad ignorantiam
relates to the burden of proof in a debate. This type of argument occurs, according
to Locke, when an arguer requires the Opponent to either accept the argument he
has given as a defense of the standpoint or to come up with a better argument for the
opposite standpoint. Nowadays, the argumentum ad ignorantiam is generally
regarded as a fallacious appeal to ignorance or lack of proof (as in the Rosemary
Brown example above). On the basis of the observed fact that something has not
been proven to be the case, it is concluded that it is not the case — or the other way
around.

3 For the Aristotelian roots of the pejorative and the non-pejorative meanings of the term
argumentum ad hominem, see Nuchelmans (1993). See also Sect. 2.4.3, of this volume.

* A great many authors also use the term circumstantial ad hominem to refer indiscriminately to
all indirect ad hominem attacks (e.g., Copi 1961) or to refer to one of its variants: either the bias
variant (e.g., Rescher 1964) or the tu quoque variant (e.g., Walton 1985, 1998). Cf. Krabbe and
Walton (1994). Whately (1836, III.15, pp. 195-197) does not yet differentiate between different
types of ad hominem explicitly, but indicates that the argumentum ad hominem is often described
as “addressed to the peculiar circumstances, character, avowed opinions, or past conduct of the
individual.” He also gives a famous example of a tu quoque argument (known as “the sportsman’s
rejoinder”’) by means of which a sportsman accused of killing innocent animals defends himself by
asking “why do you feed on the flesh of the harmless sheep and ox?” (1836, III.15, p. 196n).
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An example of an argumentum ad hominem in the (non-Lockean) modern
pejorative sense is the following (in italics):

The argument that the state may not impose limitations on free speech and thus may not
contemplate any curtailment of the cable television explosion has only the appearance of
being sound. This reasoning is used by groups with a vested interest in the cable explosion
going ahead. It is therefore a false argument.

The ad hominem remark is not concerned with the facts of the matter and the
argument that was given. Instead, it addresses the motives and background of those
who have advanced an opinion. In the very general terms found in most modern
interpretations of an argumentum ad hominem, it is a fallacious indirect attack of
the bias variant on the person of one’s Opponent rather than on the opponent’s
arguments.

In his Elements of Logic, the logician and rhetorician Richard Whately
(1787-1863) aimed in 1826 to present an improved account of the fallacies from
a logical point of view. Defining a fallacy in the appendix as “any argument, or
apparent argument, which professes to be decisive of the matter at hand, while in
reality it is not,” he replaces the established definition with a wider one. Next to the
class of (syllogistic) logical fallacies (e.g., four terms as a violation of the rule that a
syllogism is a form of reasoning with no more than three terms), Whately
distinguishes in his tree of classification a broad class of nonlogical (or material)
fallacies, in which, according to him, “the Conclusion does follow from the
Premises” (1836, I11.4, p. 155, original emphasis). The latter category is subdivided
into fallacies that involve a wrongly assumed premise (petitio principii, false
premise) and those that involve an irrelevant conclusion (ignoratio elenchi), such
as the ad fallacies. Whately has had a strong influence on the textbook traditions in
both Britain and the United States (see Sect. 8.2 of this volume).

Whereas Whately holds that reasoning should conform to the rules of syllogism,
the British philosopher John Stuart Mill (1806—1873) propounds in 1843 in A
System of Logic, Ratiocinative and Inductive Logic: Being a Connected View of
the Principles of Evidence and the Methods of Scientific Investigation (Mill 1970) a
completely different view. He claims that only inductive inferences count as
reasoning. Although Mill did create a category of inductive fallacies, his views
and the empirical investigations ensuing from these views have not led to any
crucial innovations in the theory of fallacies.

3.5 The Standard Treatment of Fallacies

The account of fallacies given in a large number of introductory logic textbooks of
the 1950s and 1960s has been christened the Standard Treatment of Fallacies in
Charles Hamblin’s (1970) influential survey of the history of the study of fallacies
from Aristotle onward. An important characteristic of the standard treatment is the
shift from the Aristotelian dialectical perspective to a monological perspective. In
this modern account, fallacy theory deals with errors in reasoning instead of
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deceptive maneuvers made by a party who tries to outwit the other party in a critical
exchange. Because some of the fallacies on Aristotle’s list are intrinsically linked
with the dialogical situation, one of the consequences of abandoning the context of
critical debate is that in the standard treatment, the reason why a particular fallacy
should be regarded as a fallacy may become obscure.

A good example is, according to Hamblin (1970, pp. 73-74), the fallacy of many
questions in Aristotle’s Sophistical Refutations (Aristotle 1984, 2012), which
belongs to his category of language-independent fallacies.> Although in the con-
text of critical debate, it is clear why Aristotle regards a refutation based on many
questions as fallacious, in the context of monological reasoning, it is harder to pin
down what is wrong. Many questions hinges on the dialogical situation and this
fallacy can only be adequately analyzed in a dialectical approach. The fallacy of
many questions occurs when a question is asked that can only be answered by
answering at the same time some other question that is “concealed” in the original
question. In the type of debate discussed by Aristotle, the defender is allowed to
split up such questions into several questions (Soph. ref. 30, 181a36-37). According
to modern interpretations of many questions, the answer to the original question
presupposes a particular answer to one or more other (implicit) questions. By
(implicitly or explicitly) forcing the other party to answer more than one question
at a time, the fallacy of many questions is committed.”®

The following examples of many questions are nowadays commonly given as an
illustration:

(1) Are you still beating your wife?
(2) When did you stop beating your wife?

A person who answers question (1) as intended, with a simple “Yes” or “No,”
thereby admits being, or having been, in the habit of beating his wife. This is
because (1) contains the following presupposition:

(1a) You used to beat your wife.

The same presupposition is contained in question (2), but in that case there is
also a second presupposition:

(2a) You no longer beat your wife.

Asking questions of the many questions type can serve to pin down an opponent
who fails to spot the treacherous nature of such a question. Such questions are
considered incorrect ways of making opponents contradict themselves in a debate.
This incorrect use happens, for example, if the thesis that is being defended is that
the defender has never beaten his wife, and this thesis is at some point implicitly

3 See Sect. 2.4.2.

¥ Because it is precisely the way in which the question is framed that offers the possibility of
checkmating one’s adversary, it is not so obvious why exactly Aristotle classifies this wrong move
in the category of language-independent fallacies.
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contradicted through a “No” answer of the defender to question (1) of the attacker
(of course, the defender is in even deeper water if he answers “Yes”).

By addressing the dubious presupposition(s), the defender can avoid giving a
direct answer to the original question. In the case of question (2), this strategy might
lead to these replies:

(2°) I am still beating her.
(2”) I have never beaten her.

Answer (27) is the best way to parry question (2) if the discussion hinges on
whether the defender is or was in the habit of beating his wife. A direct answer, such
as “Last week,” would lead to an immediate and irrevocable defeat in the debate.
The wording of question (1) virtually forces the defender of the thesis to answer
“Yes” or “No” and thus to admit what the opponent tries to demonstrate: that the
defender is, or was, in the habit of beating his wife.

Instead of distinguishing language-dependent fallacies from language-
independent fallacies, as Aristotle did, in logic textbooks a distinction is often
made between fallacies of ambiguity or clearness and fallacies of relevance
(e.g., Copi 1972). The first category of fallacies is caused by lexical or grammatical
ambiguity (“Pleasing students can be trying”) or shifts of emphasis (“Why did
Adam eat the apple?” [rather than Eve]; “Why did Adam eat the apple?” [rather
than the orange]. This category corresponds more or less with Aristotle’s language-
dependent fallacies. Fallacies of relevance include the ad fallacies. They are
considered irrelevant because they offer no logical justification for the opinion
expressed; all the same, they may offer a rhetorically effective means to persuade
an audience. Alongside various reinterpretations of the Aristotelian fallacies of
secundum quid, accident,”” and many questions and the traditional fallacies of ad
hominem, ad verecundiam, and ad ignorantiam, the category of fallacies of
relevance includes false analogy and ethical (or ethotic) and pathetic fallacies
(parading one’s own qualities and playing on the sentiments of the audience,
respectively). Other fallacies of relevance, including begging the question,
follow below.

Begging the question, also known as petitio principii or circular reasoning,*®
means that the arguer assumes that what needs to be proven (the question at issue)
has already been shown to hold, so that simply rephrasing it is enough. A
well-known example is

God exists because the Bible says so, and the Bible is God’s word.

Ignoratio elenchi (ignorance of refutation) amounts, in the standard treatment
interpretation, to an argument that does not address the thesis that happens to be the

3 In the standard treatment, secundum quid is generally interpreted as an illicit inference from
particulars to a general statement (hasty generalization) and the fallacy of accident as the converse
inference (ignoring exceptional circumstances). See Hamblin (1970, pp. 26-31).

38 Some authors make distinctions between those concepts.
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point at issue, but some different matter. Thus, a person who contradicts that state-
controlled housing projects are a useful means of alleviating the housing shortage
may, for example, be opposed by advancing arguments for the thesis that there is a
serious shortage of houses. This, however, is not the point at issue.

A non sequitur (it does not follow) is a form of argumentation, similar to
ignoratio elenchi, in which both the arguments that are used and the conclusion
that is drawn may be correct in themselves, but the conclusion does not follow from
the arguments. The Dutch author Piet Grijs once gave this absurd example:

The devil painted the world. But he is not allowed to deduct the costs from his taxes. Then
his nephew appears, in the year 1982. His nephew has an affair with the prime minister, and
that is why the trees turn green again.

As the name suggests, post hoc ergo propter hoc (after this, therefore on account
of this) means that it is claimed that since some event is temporally followed
by another one, the former event caused the latter. This fallacy is committed,
for instance, when it is claimed that the rise in employment which has manifested
itself since the new government took office is the result of the new government’s
policies.

The argumentum ad baculum (argument of the stick) is an appeal to force that
amounts to resorting to the use of threats against an adversary who refuses to accept
one’s standpoint. The threat may involve physical force but also other measures.
Usually, such threats are issued indirectly, sometimes even preceded by an
emphatic assurance that no pressure is being put upon the listener or reader:

Of course, I leave it entirely to you to take your stand, but you must realize that we are your
best advertising client (and if you publish that article about our role in Nigeria you can
forget about keeping our business).

The argumentum ad misericordiam (pity argument) is a fallacy in which an
unjustified appeal is made to the audience’s compassion to further one’s own
interests:

If you don’t improve my grade for this course, I will lose my self-esteem and find it difficult
to continue with my life.

The argumentum ad populum (argument directed at the people), sometimes
referred to as “mob appeal” or as “snob appeal,” appeals to the prejudices of the
audience. This is, for instance, done by contrasting “we” (the speaker and his
audience) and “they” (those against whom the discourse is aimed). In persuading
some particular audience, the following might be an example:

There is nothing to be gained from these proposals: we socialists all know that the arms race
is carefully maintained by the arms manufacturers and that in the final analysis it’s just a
matter of lining the pockets of a crowd of unscrupulous shareholders.

Under the heading of argumentum ad populum the so-called bandwagon argu-
ment is sometimes included (Copi 1982, p. 105). In this type of argument, it is
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argued that a standpoint should be accepted because a large number of people think
it is acceptable.

The argumentum ad consequentiam (consequence-directed argument or wishful
thinking) is a fallacy in which a specific favorable or unfavorable light is cast on a
factual thesis by pointing out its possible desirable or undesirable consequences.
For example:

We may suppose no H-bombs will ever hit The Netherlands, for our country is so small that
nothing would remain of it. (From a Civil Defence pamphlet issued in the 1960s)

Or

God exists; otherwise, life would be without hope.

The slippery slope is a causal argument in which unsubstantiated speculation
about a sequence of consequences of a proposed course is carried to an extreme
outcome. The arguer committing this fallacy wrongly suggests that by taking the
proposed course, one will be going from bad to worse. In discussions about
legalizing abortion and euthanasia, this type of argument frequently occurs:

If we start making euthanasia legal, we will end up with gas chambers like in Nazi
Germany.

Straw man is the name of the fallacy of attributing a fictitious or distorted
standpoint to another party that makes it easier to attack that party’s standpoint.

Two fallacies that are by most authors of the standard treatment seen as a fallacy
of ambiguity are the fallacies of composition and division. The fallacy of composi-
tion arises when characteristics of the parts are also attributed to the whole to make
a standpoint concerning the whole acceptable. For example:

All the parts of the machine are light in weight; therefore, the machine is light in weight.
We use real butter, cream, and fresh lettuce, so our meals are delicious.

The fallacy of division is the converse:

The machine is heavy; therefore, all the parts of the machine are heavy.
The Catholic Church is rich; therefore, Catholics are rich.

These examples show that properties of the parts are not automatically transfer-
able to the whole, and vice versa. The words “light” and “heavy,” for instance, refer
to relative properties. As soon as there are enough light parts, they will make the
machine heavy (see van Eemeren and Garssen 2010).

3.6 Hamblin’s Criticisms of the Standard Treatment

In Fallacies, Hamblin (1970) speaks of the standard treatment because he observes
a remarkable uniformity in treatments of fallacies in prominent logic textbooks of
his time. The standard treatment is “the typical or average account as it appears in
the typical short chapter or appendix of the average modern textbook™ (1970, p. 12).
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Hamblin’s characterization is based on textbooks by Cohen and Nagel (1934/1964),
Black (1952), Oesterle (1952), Copi (1953), Schipper and Schuh (1960), and
Salmon (1963), but applies also to other textbooks, such as Beardsley (1950a),
Fearnside and Holther (1959), Carney and Scheer (1964), Rescher (1964), Kahane
(1969, 1971), Michalos (1970), Gutenplan and Tamny (1971), and Purtill (1972). It
should be added, however, that the unanimity among the textbooks is not as striking
as Hamblin suggests.””

Hamblin’s monograph, which also contains his own theoretical contribution to
the study of fallacies, is now a standard work on the subject. It is not only important
because of the excellent historical overview of the study of fallacies it provides but
also because of its diagnosis of the shortcomings of the standard treatment.*’
Hamblin’s criticisms are devastating:

[...] what we find in most cases, I think it should be admitted, is as debased, worn-out and
dogmatic a treatment as could be imagined — incredibly tradition-bound, yet lacking in
logic and historical sense alike, and almost without connection to anything else in modern
logic at all. (1970, p. 12)

This quotation illustrates Hamblin’s earlier lament:

We have no theory of fallacy at all, in the sense in which we have theories of correct
reasoning or inference. (1970, p. 11)

According to Hamblin, the shortcomings of the standard treatment already
reveal themselves in the standard definition of the term fallacy*':

A fallacious argument, as almost every account from Aristotle onwards tells you, is one that
seems to be valid but is not so. (1970, p. 12, original emphasis)

The problem with this definition is that most fallacies discussed in the standard
treatment do not fit in with it. In fact, only a few formal fallacies unproblematically
come under the definition.** This applies, for instance, to two cases of taking
a sufficient condition for a necessary condition or vice versa: affirming the
consequent (inferring from the premises “If A, then B” and “B” that “A”) and
denying the antecedent (inferring from the premises “If A, then B” and “not-A”
that “not-B”).

The mismatch between the definition and the fallacies that can be observed in
most other fallacies is sometimes due to the fact that there is no argument; in other

39 For differences within the standard treatment in the accounts of the argumentum ad hominem,
see van Eemeren and Grootendorst (1993, pp. 54-57).

*0Mackenzie (2011) argues that Hamblin’s book Fallacies was part of a much broader program.
According to him, Hamblin used the subject of fallacies “as an illustration of how otherwise
intractable questions about logic could be transformed by being considered in the context of
dialogue” (p. 262).

11t is, however, doubtful to what extent this definition was indeed commonly accepted. See
Hansen (2002b).

“2Even for formal fallacies, the definition is not completely unproblematic: it is then still left
unexplained why these fallacies seem to be valid.
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cases, the reason is that, according to modern interpretations, the argument is not
invalid at all. As an example of the former, Hamblin mentions the fallacy of many
questions; as an example of the latter, he refers to the fallacy of begging the
question (petitio principii, circular reasoning). With respect to the fallacy of many
questions, Hamblin writes:

[...] a man who asks a misleading question can hardly be said to have argued, validly
or invalidly, for anything at all. Where are his premises and what is his conclusion?
(1970, p. 39)

And with respect to the fallacy of begging the question, he says:

However, by far the most important controversy surrounding petitio principii concerns J. S.
Mill’s claim that all valid reasoning commits the fallacy. (1970, p. 35)*

This can be illustrated with an example:
It is my bicycle; therefore, it is my bicycle.

In a debate about whose bicycle it is, this argument is unlikely to have much effect,
since the premise only repeats the conclusion. But according to standard logic, the
argument as such is not invalid—because it instantiates a valid argument form:

A, therefore A

In still other cases, it would be grossly unilluminating (and missing the point) if
one ascribed the error to the mere invalidity of the argument, since the fallacious-
ness has to do, primarily, with the incorrectness of an unexpressed premise
(Hamblin 1970, p. 43). This is true for fallacies such as the argumentum ad
verecundiam and the argumentum ad populum (of the bandwagon type) but also
for the argumentum ad hominem. We can demonstrate this point by referring to an
earlier example of an argumentum ad verecundiam:

Of course Beethoven may have dictated that symphony to Rosemary Brown: in Playboy,
the famous authoress Elisabeth Kiibler-Ross recently explained that communication with
the dead is perfectly possible.

The fault here appears to have not so much to do with the form of the argument
as with the incorrectness of an unexpressed premise (see van Eemeren and
Grootendorst 1992a, pp. 60-72). If the unexpressed premises are made explicit,
the argument is not per se invalid:

(1) Elisabeth Kiibler-Ross has said that communication with the dead is possible.

(2) The statement that communication with the dead is possible belongs to the field of
occultism.

(3) Kiibler-Ross is an authority in the field of occultism; everything she says about it is true.

(4) If communication with the dead were possible, Beethoven’s dictating that symphony to
Rosemary Brown would be possible.

43 See also Hamblin (1970, p- 226). According to Woods (1999, pp. 317-323), this was actually not
Mill’s position.
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Therefore:

(5) It is possible that Beethoven dictated that symphony to Rosemary Brown.
This argument has the following form:

(1’) X says that C is possible.

(2’) The statement that C is possible is a statement of type O.
(3’) Everything X says about statements of type O is true.
(4’) If C were possible, S would be possible.

Therefore:
(5°) S is possible.

If an objection is made to the original argument, it is not so likely to
concern the form of the argument. It is more likely that its content causes
problems. Such an objection would, for example, be “It’s easy enough for
Kiibler-Ross to say things like that” or “Just how does that Kiibler-Ross person
know so much, then?”

Another example of missing the point by focusing on the validity of the
argument is Copi’s illustration of the abusive variant of the argumentum ad
hominem, a head-on personal attack in which the arguer portrays his opponent as
stupid, dishonest, or unreliable, thereby undermining the opponent’s credibility:

Bacon’s philosophy is untrustworthy because he was removed from his chancellorship for
dishonesty. (1972, p. 75)

In this example, there is indeed an argument, but its fallaciousness seems to be
lurking in the unacceptability of an unexpressed premise (why should a swindler not
have any interesting philosophical ideas?) rather than in the invalidity of the argument.
Many examples of the argumentum ad hominem are not even presented as arguments
which have the form of a premise-conclusion sequence. Granted, some of them could
be reconstructed as such without much difficulty, but others cannot. Take this example
from Schopenhauer’s (1970) “Eristische Dialektik,” written between 1818 and 1830:

Vertheidigt er [der Gegner] z.B. den Selbstmord, so schreit man gleich “warum héngst du
dich nicht auf?” [If, for instance, the opponent defends suicide, one yells immediately
“Why don’t you hang yourself?”’]. (1970, p. 685)

It is not immediately clear what a reconstruction of this case should look like:
(a) You are inconsistent because you defend suicide but you don’t hang yourself.
(b) Your defense of suicide is worthless because you don’t hang yourself.

(c) Suicide is wrong because you don’t hang yourself.
(d) You should hang yourself because you defend suicide.

It is difficult to make a well-founded choice between the alternatives because it
is hard to determine what the speaker can be held to. Each reconstruction seems to
ascribe to the person who yells “Why don’t you hang yourself” a somewhat more
absurd position than the preceding one.

Here, we face, in Hamblin’s (1970) words, the problem of “nailing” a fallacy:
the accused can quasi-naively maintain that no argument has been advanced.
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Hamblin describes how that defense could proceed with regard to the use of an
argumentum ad hominem:

Person A makes statement S: person B says “It was C who told you that, and I happen to
know that his mother-in-law is living in sin with a Russian”: A objects, “The falsity of
S does not follow from any facts about the morals of C’s mother-in-law: that is an
argumentum ad hominem”: B may reply “I did not claim that it followed. I simply made
a remark about incidentals of the statement’s history. Draw what conclusion you like. If the
cap fits....” (1970, p. 224)

Hamblin’s study has provoked various kinds of reaction.** In textbooks on logic,
initially very little of his criticism of the standard treatment can be noticed. In
reprints of Copi (1953), Rescher (1964), and Carney and Scheer (1964), for
example, no attempt was made to deal with Hamblin’s objections.*’

An extreme and unexpected reaction to Hamblin can be found in Lambert and
Ulrich’s (1980) textbook. In Chap. 3, entitled “Informal Fallacies,” the reader will
not find a discussion of the informal fallacies but an explanation of why it would be
better to drop this subject from the logic textbooks. Lambert and Ulrich’s main
reason for this is that after reading Hamblin’s critique, they have come to the
conclusion that, viewed from a systematic-theoretical perspective, the study of
informal fallacies is a futile venture (pp. 24-28). They clarify their drastic step by
means of a discussion of the argumentum ad hominem, which they define as an
attempt to cast doubt on someone’s standpoint by bringing that person’s reputation
into disrepute. Lambert and Ulrich contend that it is impossible to characterize the
argumentum ad hominem satisfactorily by appealing to its form or to its content.
Their general conclusion runs as follows:

[...] until a general characterization of informal fallacies can be given which enables one to
tell with respect to any argument whether or not it exhibits one of the informal fallacies,
knowing how to label certain paradigm cases of this or that mistake in reasoning is not
really useful for determining whether a given argument is acceptable. (1980, p. 28)

To other authors, Hamblin’s monograph has been an important source of inspi-
ration. Many studies about fallacies refer to his criticism of the standard treatment,
aiming to develop a better alternative. The post-Hamblin studies differ considerably
in their objectives, approaches, methods, and emphases.

First of all, there is the approach taken by the Canadian logicians John Woods
and Douglas Walton. Since 1972, they made it their task to raise the study of
fallacies to a higher level by thoroughly tackling one fallacy after another in a flood
of articles and books. Initially, in their joint studies, they mainly used the theoretical
apparatus of their own discipline: logic. Later, they were also influenced by

4 For a critical overview of these reactions, see Grootendorst (1987).

4 1n his “Preface” to the fourth edition of Introduction to Logic, Copi (1972) states that in the
chapter on fallacies he made grateful use of Hamblin’s critical remarks; however, a closer
comparison reveals that, aside from a few minor alterations, Copi strictly adheres to the standard
treatment.
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pragmatic views, which is particularly apparent in Walton’s work.*® The Woods-
Walton approach is further discussed in Chap. 6, “Formal Dialectical Approaches”
(see Sect. 6.7) and Walton’s later pragmatic approach in Chap. 7, “Informal Logic”
(see Sect. 7.8).

The second approach to fallacies to be mentioned here is pragma-dialectics
developed by the Dutch discourse and argumentation theorists Frans
H. van Eemeren and Rob Grootendorst in the early 1980s. In pragma-dialectics,
a fallacy is defined as a speech act that constitutes a violation of one or more rules
for critical discussion, thereby jeopardizing the resolution of a difference of
opinion on the merits. The pragma-dialectical approach to fallacies is treated in
more detail in Chap. 10, “The Pragma-Dialectical Theory of Argumentation” (see
Sect. 10.7).

A third renovation we should mention is the proposal to develop an epistemic
approach to fallacies by the American philosophers John Biro and Harvey
Siegel. Biro and Siegel (1992, 2006a) define the fallacies as epistemic failures of
rationality. Their contribution to argumentation theory is discussed in Chap. 7,
“Informal Logic” (see Sect. 7.6).”

3.7 Crawshay-Williams’s Analysis of Controversy

An original, though somewhat underestimated, early contributor to the study of
argumentation is the British philosopher Rupert Crawshay-Williams (1908—1977).
Crawshay-Williams moved in the same intellectual circles as his friend Bertrand
Russell, and his publications refer frequently to the affinity between their ideas.*®
After having acquired the reputation of a leading reviewer of gramophone records
in the 1930s, he published in 1947 The Comforts of Unreason, a brilliantly enter-
taining study of the motives behind irrational thought, in which attention is paid to
“paralogisms” and other fallacies. Crawshay-Williams’s (1957) main theoretical
contribution to the study of argumentation is Methods and Criteria of Reasoning:
An Inquiry into the Structure of Controversy.*

Throughout his work, Crawshay-Williams pays a great deal of attention to
verbal misunderstandings as a source of controversy. Under the influence of C. K.

46 The pragmatic turn in Walton’s work took place around 1985 with the publication of Arguer’s
Position. In their discussion of Walton (1987), van Eemeren and Grootendorst (1989) call attention
to this shift in Walton’s position.

47 Still other approaches include the informal logical approach by Johnson and Blair (1994) (see
Sect. 7.2) and the (exceptional) rhetorical approaches (Brinton 1995; Crosswhite 1993; Tindale
1999).

8 Crawshay-Williams (1970) records their relationship affectionately in Russell Remembered.
“*Some of Crawshay-Williams’s most significant ideas can already be found in earlier
publications (1946, 1947, 1948, 1951). See also Crawshay-Williams (1968). After his death, in
1977, he left behind the virtually completed manuscript for a book, The Directive Function of
Language, which is still unpublished.
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Ogden and I. A. Richards (1949), he puts strong emphasis on the role of language in
discussions directed toward the resolution of differences of opinion. In Methods
and Criteria of Reasoning, Crawshay-Williams defines the subject of his investiga-
tion as follows™:

This book enquires how we use language as an instrument of reason, and whether our
present use of it is efficient. (1957, p. 3)

In the final chapter, he gives a characterization of what he had in mind:

Indeed I could almost have called it an Introduction to the Theory of Logic and Rhetoric if I
could have ensured that the word “logic” would be interpreted not in its specialist (formal
deduction) sense but in the lay sense, and the word “rhetoric,” vice versa, not in the lay
sense but in the specialist sense, used by I.A. Richards, of “a persistent, systematic, detailed
inquiry into how words work . .. a study of misunderstanding and its remedies.” (p. 261)

Crawshay-Williams starts out from a reflection on the problem of how
controversies come about in a discussion. More in particular, he wants to find out
“why certain kinds of theoretical and philosophical controversy are so oddly intrac-
table” (p. 3). And why is it that such disagreements cannot always be resolved.

If there is agreement between the advocates and the opponents of a given opinion
as to the criteria according to which the statement concerned is to be tested, says
Crawshay-Williams, then it ought not to take long to decide either (1) that the
statement is true or (2) that it is false or (3) that the statement is probably true or
(4) that it is probably false or (5) that it is impossible to determine whether it is true or
false because there is not (yet) enough evidence available. Very often, however, the
disputants cannot reach agreement on one of these conclusions. According to
Crawshay-Williams, this is to be explained by their lack of agreement on the criteria
by which the statement must be tested and by their failure to realize that this is the
point where they disagree. In such a case, there is a fundamental misunderstanding.”’

Discussions are, as a rule, conducted between two or more members of a group
of people, which Crawshay-Williams calls a company. In order to resolve
disagreements between the members of a company about a particular statement,
there are three sorts of criteria available: (1) logical criteria, (2) conventional
criteria, and (3) empirical criteria.

Logical criteria have to do with the rules for valid reasoning and good argument
that are, explicitly or implicitly, accepted by the company.

When using conventional criteria, the interlocutors appeal to other
statements about which the company is agreed. This agreement may have
been created by accepting definitions, by establishing procedures, or by

SO For reviews of Methods and Criteria of Reasoning, see Johnstone Jr (1957-1958, 1958-1959),
Simmons (1959), Lazerowitz (1958-1959), Eveling (1959), Rescher (1959), and Hardin (1960).

5! This type of fundamental misunderstanding bears some resemblance to the type of intractable
disagreement about “framework propositions” which Fogelin (1985) called “deep disagreement.”
Fogelin, however, focuses on the deep disagreements that arise because of conflicts between belief
structures (rather than between methodological approaches) (p. 8).
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negotiation. The conventional criteria include, in Crawshay-Williams’s (1957)
view, also rules that the company implicitly accepts as taken for granted (p. 10).
An example of a conventional rule that is generally tacitly accepted in a
discussion is that words must not be used in meanings that deviate from
common usage in the company. Another example is the principle that it is
useless to make contradictory statements about the world (p. 30). As
Crawshay-Williams emphasizes, it should be noted that to implicit conventional
criteria, the following rider pertains:

Conventions which are not explicit can of course act effectively as criteria only while they
remain unanimously accepted in a given company. (1957, p. 11)

For example, in a meeting, one may want to assert that the vote which has just
been taken is invalid because of a lack of quorum. To do so effectively, however, it
is required that the company assembled assumes that a valid vote needs a quorum.
Moreover, it should be possible to back up the prevailing meaning of the term
quorum by reference to the statutes or to standing orders.

Empirical criteria relate to empirical statements. They are, therefore, not
relevant to discussions about other kinds of statements. Empirical criteria
comprise an objective criterion and a contextual criterion (Crawshay-Williams
1957, pp. 34-36). The objective criterion is that the statement must be in
accordance with the facts. The contextual criterion is that the way in which the
facts are described must be in accordance with the purpose of making the
statement.

According to Crawshay-Williams, the subject and the predicate of an empirical
statement must always be related to each other with a view to a particular purpose.
Because of this inherent connection with a certain purpose, he considers every
empirical statement as a methodological statement (pp. 5-7).>> The statement “S is
P is in Crawshay-Williams’s view equivalent to the statement “S is P with a view
to purpose M” and, therefore, amounts to the methodological statement “In
connection with purpose M, it is a good method to regard S as something which is
commonly known as P” (pp. 34-37).%"

The purpose of an empirical statement constitutes to Crawshay-Williams the
context of that statement™:

I am afraid I must continue to use the words ‘purpose’ and ‘context’ somewhat indiscrimi-
nately. As can be seen, what I really need is a word which would cover the range of both
notions. (p. 32)

32In using the words “method” and “methodology,” Crawshay-Williams refers to their “lay”
meaning of “the way in which” (p. 30).

33 Often the form of an empirical statement is more complicated than would appear from “S is P.”
Some statements, such as “London is bigger than Amsterdam,” express more complicated
relations. Crawshay-Williams’s analysis can be so adapted that such statements can also be
formulated “methodologically.”

5In using the word “context” in this specific way, Crawshay-Williams gives it a more pronounced
meaning than it generally has.
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According to Crawshay-Williams, it is only possible to determine whether an
empirical statement is true or false if the context of the statement is known. A
difference of opinion as to its truth can never be resolved merely by looking at “the
facts,” that is, by applying the objective criterion on its own. It is always necessary
to look also at the purpose for which these facts are described. In other words, the
contextual criterion must also be applied. Together, the objective criterion and the
contextual criterion constitute the empirical criterion. This empirical criterion can
now be formulated as follows: “Are the facts such that in connection with the
context concerned we may say that the statement ‘S is P’ is correct?” (p. 36).

In practice, the context of a statement is often left unexpressed. In Crawshay-
Williams’s opinion, this is one of the main reasons why fundamental misunder-
standings arise and discussions fail. Statements whose context has not been
expressed and remains obscure to those concerned he calls indeterminate
statements (pp. 14—17). Here are some examples:

1. Mozart’s oeuvre comprises fourteen periods.
2. A language is a set of sentences.
3. Neuroses arise through a disturbance of the normal control apparatus.

To clear up misunderstandings, Crawshay-Williams provides in Methods and
Criteria of Reasoning an analysis of discussions concerning indeterminate
statements. The misleading aspect of such statements, in his opinion, is that they
seem to suggest that one need only look at “the facts” to see whether these
statements are true. In a discussion about an indeterminate statement, those
participants who believe that the discussion can be decided by applying just the
objective criterion are often victims of this suggestion. In spite of adducing all sorts
of facts that they suppose corroborate the disputed statement, they do not succeed in
resolving the difference of opinion. A way out of the impasse can only be found if
they realize that the discussion parties may be assuming different contexts for the
statement.

Crawshay-Williams explains that disagreement about an indeterminate state-
ment can be resolved only if the statement is first made determinate: each of the
parties must make explicit which context this party has in mind. He demonstrates
this with the following example:

Mr. Brown is a schoolmaster standing in a field near to a white line marked on the ground.
Jones and Smith are two schoolboys rapidly approaching him from the same direction.
Jones crosses the white line at 3.45 p.m. and Smith crosses it half a second later. This, then,
is the situation and these are often called “the objective facts.” Now how are we going to
describe these facts? Are we going to say that Jones and Smith arrived at the same time or
are we going to say that they arrived at different times? (1957, p. 22)

The correct answer to this question depends on the purpose the schoolmaster had
in mind when he gave the two boys instructions to come to him. If he had only
called to them because he wanted them to get him a deck chair, then the obvious
thing would be to say that they had arrived at the same time. If, on the other hand, he
had instructed them to run a race, then one would say that they had not arrived at the



3.7 Crawshay-Williams’s Analysis of Controversy 179

same time. Thus, both the statement “The boys reached the master at the same time”
and the statement “The boys did not reach the master at the same time”” may be true.

According to Crawshay-Williams, these two empirical statements only seem
contradictory: in reality, they are complementary. The reason why this is not
immediately evident is that in the present form, they are indeterminate: the purpose
for which they are made has not been indicated. When each statement’s purpose is
explicitly formulated, it turns out that the statements, instead of being contradic-
tory, complement each other:

(4a) Statement 1 in indeterminate form:

The boys reached the master at the same time.
(4b) Statement 1 in determinate form:

Viewed with the purpose of comparing the times of arrival to establish whether the boys
came as soon as they were called by the master, the boys reached the master at the
same time.

(5a) Statement 2 in indeterminate form:

The boys did not reach the master at the same time.
(5b) Statement 2 in determinate form:

Viewed with the purpose of comparing the times of arrival to establish who has won the
race, the boys did not reach the master at the same time.

An obvious objection to this analysis of the example is that “strictly speaking,”
“in fact,” or “in reality,” the boys did not reach the master at the same time, since a
stopwatch would show a difference of half a second. Such an objection, says
Crawshay-Williams, fails to distinguish between correctness and precision
(pp. 111-113). The difference between the two can, again, be illustrated with the
help of an example.

Suppose a curtain buyer measures a window and says it is two meters high, and
a carpenter measures the same window and says it is 2.02 m high. Is the
carpenter’s description then “really” correct and the curtain buyer’s not? No,
the carpenter’s description is only more precise (as it should be, for the
carpenter’s purposes). It is not so that the carpenter’s description is “really”
correct because it is precise, for it could always be made more precise. Along
these lines, even the most precise description available would not “really” be
correct because new and better measuring tools would enable us to make the
description again more precise, ad infinitum.

According to Crawshay-Williams, a description is correct if its degree of
precision is appropriate to its purpose. Anybody who raises the objection that the
curtain buyer did “not really” determine the size of the window — or that the boys
did “not really” reach the master at the same time — commits the error of making all
possible contexts subordinate to a single context: one in which a difference of two
millimeters, or half a second, is significant. Thus, the objector’s own context is
declared the universal context.

A major source of misunderstanding, says Crawshay-Williams, is to suppose
one’s own context to equal the universal context, without realizing that other
interlocutors have a different context in mind. This occurs in the following example
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of a company of people discussing the question of what a language is. One of the
people involved says:

(6) A language is a set of sentences.

An interlocutor says:
(7) Not so: a language is a means of revealing and unfolding our humanity.

Both interlocutors behave as though their statements are true in a universal
context. They therefore find themselves in a disagreement that cannot straightfor-
wardly be resolved by discussion. To start a fruitful discussion, the disputants must
make their statements determinate by indicating in what context they allocate their
preferred predicates to the subject “language.” The determinate form of (6) might
then look like this:

(6a) In order to study the structure of language, it is a good method to look upon a language
as a set of sentences.

In this form, the methodological character of the statement is made clear. The
context of (6) has now been made explicit, and the statement has thus become
determinate.” With a little more trouble, the context of (7), too, could be
ascertained and formulated, so that the present misunderstanding, and perhaps
also the difference of opinion, may be eliminated.

More obstinate problems arise if the discussion is about a nonempirical state-
ment. In that case, even though the parties may have indicated the context of their
statements, the discussion cannot be decided by looking at “the facts.” In such a
case, the empirical criterion is useless. To what extent can logical and conventional
criteria provide the solution?

This question can be answered by making reference to an example provided
by Crawshay-Williams (pp. 181-182). A company of people are discussing the
following question:

(8) Can ethical statements be true or false?

One of the parties answers this question in the negative, advancing the following
argument:

(9) a Statements in which no facts are expressed cannot be true or false.
and

35 Cf. the elucidation of the context of the statement “A language is a set of sentences” provided by
the grammarians de Haan, Koefoed, and des Tombe (1974): “This postulate may appear banal, but
one might equally well have chosen another. For example, language is the medium through which
people can communicate [...]. The difference is that the postulate chosen focuses all attention on
the form of a language [...], not on what it is used for” (p. 3 our translation). It is apparent that
these authors do not regard their context as the universal context.
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b In ethical statements no facts are expressed.
Therefore:
¢ Ethical statements cannot be true or false.

The other party answers the question in the affirmative, justifying this by the
following argument:

(10) a Ethical statements can be confirmed and denied with the words “true” and “false,”
respectively; for example, “It is true that peace is good.”
and
b Statements that can be confirmed and denied with the words “true” and “false” can
be true or false.
Therefore:
¢ Ethical statements can be true or false.

Both argument (9) and argument (10) are valid, so that logical criteria are of no
help in resolving the difference of opinion regarding (8). The parties could now start
talking about the premises of the arguments, but that would probably not take them
much further, since they cannot easily be tested with the help of empirical criteria.
And if new arguments were put up to support (9a), (9b), (10a), or (10b), the
discussion would shift to the premises of these new arguments.

In other words, the parties are left with no alternative but to try to reach
agreement on (8) by means of the conventional criteria. That is, they will have to
negotiate agreements on the meanings in which they are going to use the terms
ethical statement, true, and false. In order to resolve the problem, they might decide
to define these terms in such a way that either conclusion (9c¢) or conclusion (10c) is
made into an analytic statement, which is necessarily true. Crawshay-Williams
warns that the parties should not just take some arbitrary decision with regard to the
meanings of the terms. As in the case of the empirical criterion, their decision must
be based on contextual considerations.

The subject of discussion is now no longer (8), but (11):

(11) Is it sensible to treat ethical statements as statements which can be true or false?

Because, in this formulation, the context has not been indicated, the question is
still indeterminate. If the parties go on to formulate the context explicitly, they may
then decide, on the grounds of the purpose of (11), whether they wish to regard
(9c¢) or (10c) as an analytic statement.

In discussions that cannot be decided by applying empirical or logical criteria,
the parties can thus try to resolve their problems by means of conventional criteria.
Crawshay-Williams believes that, ultimately, logical rules and laws, too, are valid
because they are accepted as such by the members of a company, whether on the
basis of an explicit agreement or tacitly”°:

56 Although logical rules and laws resemble in this respect statements like (6) and (9c¢), the
difference remains, of course, that they relate to nondescriptive terms, whereas statements like
(6) and (9c¢) are descriptive.
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The only rules of logical deduction which are formally valid are those which are accepted
as formally valid. (1957, p. 175)

The fact that logical rules and laws are accepted by the company invests them
with conventional validity. This, however, is not enough: they must be rules and
laws that have methodological necessity. According to Crawshay-Williams,
the company’s decision to confer on them the conventional status of a logical
rule or law must be based on contextual considerations of a methodological kind,
just like the definitions of the terms ethical statement, true, and false in (8). Take the
fundamental logical principle known as the law of noncontradiction:

(12) No statement can be simultaneously true and false.

The validity of this law depends not only on its explicit or tacit acceptance by
the company that makes use of it but also on its methodological necessity. In fact, the
methodological reasons for accepting the law of noncontradiction invest it with its
status as a logical law. A methodological formulation of (12) might look like this:

(12a) In order to be able to speak about the world without getting tied up in knots, it is a
good method not to treat any statement whatever as simultaneously true and false.

Without any methodological considerations, there would be no reason for the
company to accept a given rule as a logical law. Crawshay-Williams makes clear
why this is so by reference to the law of identity:

The law of identity, for example, seems to assert something which no one but a madman
could conceivably doubt: if A is not A, then we will all eat our hats in despair. But, of
course, the reason why A simply must be A is that thinking and communicating by means of
symbols would be impracticable otherwise. If we had no wish to think or communicate at
all, the reason would disappear. (1957, p. 224)

When told that he or she must accept a particular rule as “necessarily true,” a
skeptic listening to the methodological considerations which have led the company
to accept the law can, according to Crawshay-Williams, always say:

That is perhaps a good reason for your saying that I would be well-advised to treat it so. But
it still does not explain why you use the word “must.” Who says I must? (p. 225)

The only possible reply to this is:
Clearly, it is we — the company concerned — who say it. (p. 225)

Logical validity, then, depends in Crawshay-Williams’s view both on the
negotiated agreements in a company and on the methodological considerations
underlying those agreements. It has, in other words, both a conventional and a
contextual basis.”” When seen in this perspective, general criteria of rationality
always rest on two foundations: they must have an intersubjective

57 Unlike the conventionalist view that logical validity is only a matter of agreements about usage,
the concept of validity defended here requires these agreements to be methodologically motivated
and thus not arbitrarily selected. Cf. Kneale and Kneale (1962, Chapter X.5).
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conventional basis and an objective contextual basis. It is this clear revelation
of the dual basis of rationality criteria that makes Methods and Criteria of
Reasoning such an important contribution to the fundamentals of argumenta-
tion theory.”®

3.8  Neess on Clarifying Discussions

The Norwegian philosopher Arne Naess (1912-2009) has recurrently paid attention
to argumentation and argumentation theory throughout his work.”® Nass’s
approach to argumentation is semantic and empirical, stemming from his philo-
sophical attitude. He has the attitude of a skeptic who wishes to bring conceptual
and philosophical clarification to existing disagreements, without regarding any
particular starting point as a priori evident or necessary.®

According to Barth (1978, p. 155), Na@ss has developed from an “anti-
apriorist,” who took a stand against fixed starting points, into an “a-apriorist,”
who does not himself use any fixed starting points, not even an anti-apriorist
one. Initially, his skepticism was the equivalent of anti-dogmatism. Later it
amounted to a refusal to undertake a commitment to any particular standpoints
in abstract philosophical matters, leading to an attitude of constant
interrogation and searching.’’ Nass’s attitude is superbly illustrated by the
following passage from a discussion with the British philosopher A. J. Ayer
(NOS Dutch television, 1971):

Neass: Up to now a cigarette has always burned when you lit it. The floor never caved
in. Food stilled your hunger. But can you deduce from that that things will still be the same
in the future? It remains a circular argument, based on something that cannot be proved.
A lot of philosophy is looking for answers to questions like that.

58 Crawshay-Williams’s influence on theoretical thinking about argumentation can be clearly
noticed in Barth and Krabbe (1982); van Eemeren and Grootendorst (1984, 1992a, 2004); van
Eemeren, Grootendorst, Jackson, and Jacobs (1993); van Eemeren, Garssen, and Meuffels (2009);
and van Eemeren (2010).

9 Nzess was chair of the philosophy department at the University of Oslo until an early retirement
in 1970, about midway his career. In his obituary of Nass, Krabbe (2010) discusses Nass’s
contribution to the development of argumentation theory.

% Nzss wrote on many philosophical issues besides empirical semantics and argumentation
theory. In Gullvag and Wetlesen (Eds., 1982), various aspects of Ness’s philosophy are discussed.
In 2005, The Selected Works of Arne Ness (ten volumes) were published.

! Ness’s skepticism can be characterized as Pyrrhonian, a kind of skepticism developed by Pyrrho
and his followers in the fourth century. In Scepticism, Nass attempts to defend Pyrrhonism against
“undeserved objections” (1968, p. 156). Although Pyrrhonism is the type of skepticism that insists
on suspending any kind of belief in or adherence to any doctrine, according to Inga Bostad, in
Ness’s interpretation, the Pyrrhonist may have convictions — “not in the sense of defending
assertions or dogma, but by demonstrating a form of ‘trust’ or ‘confidence’” (2011, p. 44).
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The significance of Nass’s philosophical attitude and his empirical semantic
insights for the study of argumentation is clearly expressed in his article “How Can
the Empirical Movement Be Promoted Today? A discussion of the empiricism of
Otto Neurath and Rudolph Carnap”®*:

Let us assume that there is some difference of opinion among psychologists and that they
want to settle the matter through discussion. A spokesman for [...] philosophical
clarification [...] suggests to the participants that they should tentatively adopt certain
rules as a technique of discussion and exposition. One of these rules could go as follows:

When a participant makes a statement A whereas someone else states non-A and it is
unclear in what the difference consists, then both participants are to indicate the conditions
— which it must be possible to realize in a research process — under which they would
regard A as verified (or corroborated) resp. falsified (weakened). If both would be of the
opinion that there are no such conditions, then this is to count as an indication that neither a
continuation of the discussion nor additional research would contribute to the elimination
of the verbal difference of opinion among them. At the same time it would count as an
indication that their verbal disagreement is not connected with any more-than-verbal
(sachliche) difference of opinion. (Ness 1992b, p. 140)

Ness goes on to say that the spokesman for philosophical clarification must not
act as a “judge,” but as a “broker” and a “middleman”: this intermediary would
have to recommend guidelines for an effective discussion, and these would have to
turn out differently depending on the circumstances. Instead of logical-empiricist,
pragmatic, or operationalist meaning criteria, “series of discussion models for
various situations would emerge” (loc. cit.). In this clarification, the views of the
broker on the question of what sorts of statements can justly claim to be knowledge
would not have to be considered as criteria for evaluation. In other words, his views
on cognitive meaningfulness, or regarding the relation between cognitive meaning-
fulness and testability, need not play a part. According to Neass, “the aim is to
unburden the task philosophically and to soften down the pretensions connected
with it.” Otherwise, the fact is disguised that “more or less expedient rules for
discussion and exposition are quite something else than general [criteria] for
cognitive meaning” (1992b, p. 141).

It is conspicuous that Nass takes a disagreement in a discussion as his starting
point. The argumentation theorist must not blow up his own yardstick — for
example, particular criteria of meaningfulness — into a single all-embracing crite-
rion. Instead, he must confine himself to giving “more or less effective rules for
debating and formulating.” These rules may vary, depending on the circumstances.

Discussion, or debate, is regarded by Nass as a dialectic amounting to a form of
“systematic intersubjective verbal communication”:

In order to characterize what I mean, the word “dialectic”” might be preferable, whereby one
will have to distinguish between eristics (rhetoric) and dialectics, between sophistics and
philosophical investigation, roughly in the way Aristotle and Plato did. The debate or

52 Carnap’s first name is misspelt: it is Rudolf. Originally, this paper was written in 1937-1939; in
1956 important comments were added when a German version was made accessible as a
mimeographed reprint.
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dialectic constitutes in my terminology a part of the scientific process, namely a systematic
intersubjective verbal communication, whereby misunderstandings are eliminated and the
various standpoints undergo the necessary precization (Prdzisierung) so that
recommendations for research programs may be subjected to testing. (1992b, p. 138)%

The verbal communication involved in a dialectic must be conducted in accor-
dance with certain discussion rules, procedural as well as material. The aim of a
dialectic is in the first place to clear up misunderstandings and in the second place to
prepare individual standpoints for testing.** The dialectic envisaged by Ness is
close to classical dialectic:

Understood in this way the philosophical dialectic (dialektike) seems to me to be today a
new edition [. . .] of the classical dialogue (dialogos) in so far as this was [. ..] a method for
the joint labour of several philosophers. (1992b, p. 138, original emphasis)

In Interpretation and Preciseness (Nass 1953), Nass fought against “armchair
semantics” as practiced at Oxford (and elsewhere) by developing an empirical
semantics. He reveals himself to be a radical empiricist and prefers methods from
the social sciences, such as questionnaires and personal interviews, for
investigating what in particular circles is understood by particular expressions.®’
The empirical research Nass wants to be carried out is designed to lead to a more
precise determination of the statements about which disagreements exist.

Before a disagreement can be resolved, misunderstandings have to be
eliminated. In Communication and Argument, Nass (1966) therefore provides
rules for clearing up misunderstandings.®® This book, which is dealing with inter-
pretation, clarification, and argumentation, is designed to function as an aid in
discussions as they occur in practice or in their analysis.®’

53 In English, there are no direct translations available for the German noun Przisierung (Norwe-
gian: presisering) and the verb prdazisieren, which are crucial in Nass’s work. Taking up a
suggestion by Barth in her translations of Nass (1992a, b), we shall make use of two neologisms,
which were also used by the Ness translator A Hannay in Neass (1966): (1) to precizate an
utterance or a formulation means, to make it more precise by replacing it by an utterance of another
formulation which eliminates some reasonable interpretations without adding new ones; (2) a
precization (of an utterance or a formulation) means the outcome of a precizating operation, as
well as the operation itself. Alternative terms that could be used are precify or precisify and
precification or precisification.

54 Ness was particularly interested in eliminating nonempirical formulations by way of discussion
(1992b, p.111).

S Interpretation and Preciseness served as the philosophical background of the “Oslo School,” a
group of researchers investigating semantic relations, such as synonymy, by means of
questionnaires.

6 Communication and Argument is the English translation, published in 1966, of Naess’s (1947)
Norwegian textbook En del Elementaere Logiske Emner [Some Elementary Logical Topics]. This
book first appeared as a mimeographed edition in 1941. Since 1947, several new editions of En del
Elementaere Logiske Emner have appeared.

57 Though written for practical purposes, Communication and Argument also introduces some
theoretical insights. After its publication, Ness participated but rarely in the discussions of
argumentation theorists. An exception is Naess (1993).
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A B

A-entities linguistic expressions: words, terms, sentences ("formulations")

B-entities = conceptual entities: concepts and statements (propositions)
expressed in words, terms, or sentences

C-entities = real world entities: objects and states of affairs which are
referred to by words, terms or sentences

Fig. 3.5 The sign triangle

One of the central theses of Communication and Argument maintains that the
participants can eliminate misunderstandings in a discussion by clarifying or, as
Ness (1966, p. 38) calls, it precizating their statements. Since precization makes
use of a domain of possible interpretations of an expression, it is necessary to
explain first how Neass understands the term interpretation. He elucidates this
concept by reference to the distinction between sentences, statements, and states
of affairs, which was developed by the Stoics.®® This distinction is often illustrated
with the help of the sign triangle (p. 13). See Fig. 3.5.

According to Ness, to interpret a sentence is to assign a statement (proposition)
to a formulation.®” Suppose the formulation uttered is “He came home at two
o’clock.” To this formulation, we can either assign a statement to the effect that
he came home at two o’clock in the morning or the statement to the effect that he
came home at two o’clock in the afternoon. In either case, we interpret the original
formulation. But, because we do not have direct access to C-entities, the statements
we assign to the original formulation must, in turn, themselves be cast in words
(A-entities). That is why Nass, as we shall see, defined the term interpretation so as
to refer to A-entities and not to C-entities. Moreover, in his view, interpretation is
not taking place in a vacuum, but in a particular context of (or in relation to)
speaker, listener, and circumstances. This approach too, must be borne out by the
definition of interpretation.

Ness (1966) suggests the following definition of interpretation: Formulation U
is an interpretation of formulation T means the same as In at least one context,

%8 See Sect. 2.7.1 of this volume. The Stoics, however, had a square rather than a triangle.

9 By a formulation ( formulering), Na&ss means a linguistic expression (usually a sentence) that is
used to express a statement.
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U can express the same statement as T (p. 28).7° Two remarks are in order.
First, reasonable interpretations, in a given context, must be distinguished from
unreasonable interpretations. Ness is aware of this and attempts to elucidate the
notion of reasonableness in terms of frequency of occurrence in real or imaginable
contexts. It is important to note that in this view reasonableness admits to having
gradations and is, therefore, to be preferred to a notion with absolutist connotations
such as “correctness” (pp. 31-32). Second, in many cases, a particular part of a
formulation determines differences in the interpretation of the formulation as a
whole. In our example, the difference depends on the words “two o’clock.” To deal
with such complications, Nass (1966, p. 34) provides a second definition of
interpretation: To say that term b is an interpretation of term a means that If b is
substituted for a in a formulation T, the result will be a formulation T; that gives us
an interpretation of T.

Inasmuch as real disagreements do not relate to formulations but to the statements
they express, interlocutors must, in order to avoid misunderstandings in a discussion
or debate, ensure that they assign the right statements to the formulations they use.
If the interlocutors have reason to believe that they are not assigning the right
statement to a formulation, they must request, and provide, precizations.

Ness (1966, p. 42) points out that precizations should not be confused with
specifications. A formulation U specifies another formulation T, if U asserts
what T asserts but at the same time asserts something more about the same
subject matter. Unlike a precization, a specification does not add information
that serves to identify what is being asserted (i.e., to enable one to know
whether to accept or reject the assertion): it merely adds to an assertion that
has already been identified.

Ness (1966, p. 39) suggests that precization be defined as follows: The formula-
tion U is a precization of the formulation T means the same as There is at least one
reasonable interpretation of T which is not a reasonable interpretation of U, but
there is no reasonable interpretation of U which is not also a reasonable interpre-
tation of T.”" A precization is a limitation on the number of statements which may
be assigned to a formulation:

"Nzss here takes U and T to be different statements. We have omitted this stipulation in the
definition given above because Ness omits it in later editions and because on the next page Neass
claims that T is always an interpretation of 7.

7 Depending on the context, a specification for some may be a precization for others. “She is
walking away from us,” for example, may be a specification of “She is leaving us” that adds
information about the way she is leaving (namely, on foot). To those, however, who are tempted to
interpret “She is leaving us” as saying that she is dying, “She is walking away from us” may be
primarily a precization of “She is leaving us.” Although all reasonable interpretations of “She is
walking away from us” may be reasonable interpretations of “She is leaving us,” “She is leaving
us” has at least one reasonable interpretation, namely, “She is dying,” that “She is walking away”
has not. “She is walking away” can therefore be seen as a limitation on the number of
interpretations which may be assigned to the formulation “She is leaving us” and hence as a
precization.
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Fig. 3.6 U as a precization To
of Ty
U v W
Ul U2
Ty = sentence serving as point of departure
U, vV, w = interpretation of T
U, Uy = interpretation of U and T

In Fig. 3.6, V and W are reasonable interpretations of Ty, but not of U. U itself is a
reasonable interpretation of T,. U; and U, are reasonable interpretations of U but
also of T). Therefore, U is a precization of T).

Ness (1966, p. 39) points out that U is more precise than T means the same as U
is a precization of T. From this, it will be apparent that precization is not an absolute
but a comparative concept. In later editions, Nass also observes that his definition
suppresses two variables that a full definition should contain. One of these concerns
the person for whom the precization is intended and the other concerns the general
background of the discussion: U is more precise than T for a person X in context
Y (1978, p. 27).

It is not Ness’s intention that the participants in a discussion should continu-
ally precizate their expressions or be as precise as would theoretically be possible.
Discussion would then become a practical impossibility. Precization must only
take place when there is a need for it: where the disagreement relates (or may
relate) to the fact that different statements might be assigned to the same formu-
lation. Since in that case the interlocutors have different statements in mind
regarding the same formulation, there is a merely verbal disagreement, no real
disagreement. Verbal disagreement makes it impossible to weigh standpoints
against each other.

If a disagreement is (or has become) a real disagreement, then the standpoints
can, and must, be weighed against each other.’”? In developing a method for doing
this, Ness starts from the dialectical idea that it is important to establish which
standpoint is more acceptable than the other (or others). Just like precization,

72 The type of difference of opinion that Nzss’s resolution procedure is intended for is a mixed
difference of opinion, in which the parties involved take opposite positions with respect to a
proposition, not the basic difference of opinion where one party has put forward a standpoint and
the other party is in doubt whether to accept it (see Sect. 1.1 of this volume).
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acceptability is a comparative concept: to a person X or a group of people X,
standpoint T is more acceptable than standpoint 7>.

To determine which of two conflicting standpoints is the more acceptable, it is
necessary to examine both the evidence for and the evidence against those
standpoints.”” Here, the link between Ness’s thinking and classical dialectical
approaches becomes even clearer. In Nass’s practical method for evaluating
standpoints, the pieces of evidence both for and against a standpoint are
weighed up. In order to acquire proficiency in examinations of this kind, Nass
recommends doing exercises in compiling surveys of the available evidence. He
differentiates between two sorts of survey: a pro-et-contra survey and a pro-aut-
contra survey.

A pro-et-contra survey sums up the most important pieces of evidence that have
been advanced or may be advanced, both in favor of (pro) and against (contra) a
standpoint, i.e., in favor of the opposite standpoint.”* A pro-et-contra survey is
always preceded by a sufficiently precise formulation of the standpoint at issue. All
this type of survey contains is what the interlocutors regard as counting for or
against a certain standpoint. The dispute is then still undecided, so the survey does
not include a conclusion.

A pro-et-contra survey provides an indication of the hierarchical structure of the
arguments: complex argumentation is broken down into simple arguments.
Figure 3.7 is taken from Neess (1978, p. 109) to illustrate this method.

The pro-et-contra survey is the basis on which the separate pieces of evidence
(each expressed by means of a formulation) are weighed against each other.”” The
result of this weighing is expressed in the second survey of the evidence, the
pro-aut-contra survey (for-or-against survey). This survey contains the evidence
that its compiler regards as counting in favor of a standpoint or against the
standpoint. The standpoint in question is the compiler’s conclusion, whether posi-
tive of negative, drawn from the evidence. A pro-aut-contra survey should not
contain any formulations that contradict each other.

Ness (1978, pp. 112-113) pictures a pro-aut-contra survey as a tug-of-war
between two opposite conclusions, F, and not-F corresponding to the two ends
of arope (see Fig. 3.8, after Neess 1978, p. 113). He visualizes the arguments as side
ropes attached to the main rope. The tenability of each piece of evidence adduced in

73 1In this connection, Nzess (1966, p- 101) refers to the Greek philosopher Carneades (ca. 214—ca.
129 B.C.), who believed that there is always something to be said for and against an opinion.
According to Nzss, absolute certainty is not possible, and for assessing an argumentation, it is not
necessary either.

"4 The type of argument portrayed in a pro-et-contra survey is similar to Wellman’s (1971) concept
of a “conductive argument,” which has been the subject of much discussion among informal
logicians (see Sect. 7.5 of this volume).

75 Especially with public discussions, the compilation of a pro-et-contra survey containing all the
arguments put forward by the parties, including the arguments that are untenable or irrelevant,
provides a broad basis from which an evaluator may select for his pro-aut-contra survey the
arguments he regards worth considering.
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Fig. 3.8 The pro-aut-contra survey as a tug-of-war

an argument he visualizes as the number of tuggers pulling at the corresponding
side rope (in the diagram, each tugger is represented by a small cross line) and its
justifying force (for either F, or not-F,) by the acute angle between the side rope
and the main rope: the more justifying force an argument has in the eyes of the
surveyor, the more acute this angle is portrayed. The result of the tugging depends
not only on the number of tuggers on each side of the rope but also on
the effectiveness of the tugging directions. The greater the justifying force of the
argument or, in Nass’s terms, the higher its “proof potential,” the sharper the angle
and thus the more an argument contributes to supporting either the conclusion F, or
its opposite not-Fj,.
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Whether conclusion F is considered to be more acceptable than conclusion
not-F, by the surveyor depends on how he judges both the fenability and the
justifying force of each piece of evidence on each side.”® The tenability of a piece
of evidence is determined by its truth, correctness, or plausibility. Its justifying
force is equal to its proof potential, which Nass also calls its “relevance.” Nass
(1966, p. 110) gives the following example:

Fy: It will rain tonight.

P;: The sky is covered with grey clouds.
P>: The swallows are flying low.

C;: The barometer is rising.

When taken together, the proof potential (for Fy) of P, and P, is equal to the
degree of certainty of the hypothesis “If the sky is covered with gray clouds and the
swallows are flying low, then it will rain tonight.” The proof potential of C; (for not-
Fy) is equal to the degree of certainty of the hypothesis “If the barometer is rising, it
will not rain tonight.”

As regards the procedure to be followed when weighing up an argument, he
distinguishes between descriptive theses, in which it is asserted that something is
so, and normative theses, in which it is asserted that something ought to be so or
should be done (pp. 109-110). In the case of descriptive theses, the concept of proof
potential resembles to some extent that of validity. However, if validity is seen as
absolute — arguments are either valid or not — and is taken to imply that valid
arguments cannot possibly have true premises (the evidence) and a false conclusion
(the standpoint) at the same time, the concept of proof potential will be much less
stringent. In any case, proof potential is a comparative concept: a piece of evidence
for a descriptive conclusion has more proof potential than another piece of evi-
dence, if the hypothesis that the conclusion is true, given that the first piece of
evidence holds, is more certain than the hypothesis that the conclusion is true, given
that the second piece of evidence holds.

If the conclusion is normative and the evidence consists of consequences that
would ensue if the situation or action recommended in the standpoint were
actualized, the proof potential of the evidence varies in accordance with the
desirability of the actualization of these consequences. The following example is
adapted from Neass (1966, p. 111):

Fy: As long as I am a student I have to devote all my time to studying for my exams.
Antithesis: I must set aside some of my working hours for reading poetry.”’

P,: 1 will be earning a steady income a year earlier.

P,: 1 shall be a useful member of society a year earlier.

Cy: I shall miss literary experiences.

C,: I shall become one-sided.

76 The same kind of weighing of evidence for and against will often be required with regard to
evidence for evidence and so on. Thus, an intricate web of separate “tugs-of-war” may arise.

"7 For the sake of clarity, it is often worthwhile to formulate the alternative (of the thesis (F))) that
is actually being considered: the antithesis.
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Each piece of evidence consists of a possible consequence of devoting all one’s
time to studying for one’s exams. So P;, P,, etc. must be understood as hypothetical
statements: “if I devote all my time to studying for my exams, I will be earning a
steady income a year earlier” and so on. Suppose the compiler of this pro-aut-
contra survey finds P;, P,, C;, and C, (understood as hypotheticals) all equally
tenable. Therefore, the choice between P; and P, on the one hand, and C; and C»,,
on the other, depends on the proof potential that, within a particular system of
values and norms, can be attributed to the various pieces of evidence. If making
money earlier and becoming a useful member of society is regarded more important
by the compiler than acquiring a richer inner life, then P; and P, have greater proof
potential for that person than C; and C».

In practice, the argumentation involved can, of course, be much more complex.
One might, for example, have to consider the evidence P;P; that it would then be
possible to buy that nice cottage in the country a year earlier (this enhances the
proof potential of P;), while one might also have to consider the evidence C,C that
the design of the course of study is itself a guarantee for broad-mindedness (this
detracts from the tenability of C,) and so on.

Besides advice concerning precization, the making of surveys of arguments, and
the weighing up of the arguments for and against a standpoint, Naess (1966,
pp- 122—-132) also provides some rules, or principles, that are designed to promote
an adequate exchange of ideas. Among them are — in a shorthand formulation —
“Keep to the point” and “Do not attribute to your opponent views to which he does
not subscribe.” Nass precizates these rules according to his own method, and he
also specifies what counts as a violation of the rules.

The practical significance of Communication and Argument for the enhancement
of the quality of argumentation is nicely registered by Barth (1978):

Generations of freshmen at the University of Oslo have had to study this book as prescribed
preliminary reading, the only exceptions being those preparing to become dentists or
pharmacists. For those two professions, and for them alone, verbalized communication
was regarded as of secondary significance. (p. 162; our translation)

Ness’s influence on the theoretical development of the study of argumentation
has been rather limited. However, in the publications of a number of authors, the
importance of his work is explicitly acknowledged.”®

3.9 Barth’s Dual Approach to Logical Validity
In this last section, we shall discuss a contribution by Else Barth that pertains to the

very foundations of argumentation theory. In an inaugural lecture dating from 1972,
Barth, inspired by Ness, applies the ideas of Crawshay-Williams by giving a dual

8 Among these are th; reviews by Mates (1967) and by Johnstone Jr (1968), as well as Gottert
(1978), Berk (1979), Ohlschlidger (1979), Barth and Krabbe (1982), Krabbe (1987), van Eemeren
and Grootendorst (1984, 1992a, 2004), Riihl (2001), and van Eemeren (2010).
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precization of logical validity.” In so doing, she puts forward some insights that are
of major significance for the assessment of rationality conceptions.

Barth is concerned with the authority and character of logical laws and rules.
Before summarizing her position, we shall first sketch the philosophical back-
ground from which it may be understood.

In research into the philosophy of logic, various attempts have been made, from
arationalistic perspective, to provide foundations for logic or to justify logic. But,
as was well known at the time, such rationalistic maneuvers were doomed to
failure (and not only where the principles of logic are concerned but for the
principles of science and philosophy in general). Since any deduction of some
thesis to be justified uses one or more premises or logical principles, a full
justification would require one to provide also justifications for these premises
and principles. Therefore, any such attempt will get entangled into one of the three
branches of the so-called Miinchhausen trilemma (Albert 1969, p. 13): it may lead
one (1) into an infinite regress or (2) into a circular argument or (3) to the
dogmatic assumption of some starting point. Yet this does not force one to give
up rationalism. There is also the option, following Karl Popper (1902-1994), to
reformulate rationalism as a critical rationalism, i.e., the aims of rationalism
should be redefined: instead of trying to provide justifications, one should proceed
by critical testing. Only propositions that survive the testing can be accepted (for
as long as they survive).

Popper’s student William W. Bartley III, when presenting in 1962 his brand of
critical rationalism, called pancritical rationalism or comprehensively critical
rationalism, emphasized that the pancritical rationalist need not and should not
exempt his own philosophical position from being critically tested: “... for a
pancritical rationalist, continued subjection to criticism of his allegiance to ratio-
nality is explicitly part of his rationalism” (Bartley 1984, p. 120). Pancritical
rationalism extends to practically all possible theses or positions. Only logic
seems to be in a different position. Being the instrument of criticism, logic cannot
be totally abandoned, at least not without abandoning critical argument, so it seems
(Bartley 1984, Sect. 5.4 and Appendix 5).

The question now arises, which particular part of logic cannot be abandoned
without destroying the possibility of criticism. An attempt to answer this
question was undertaken by Hans Lenk, who pointed out some logical constants
(negation, implication) and logical rules (modus ponens, modus tollens,
transitivity, and reflexivity of implication), as well as the principle of noncontra-
diction, as being indispensable (unverzichtbar) for rational criticism (1970,
pp. 202-203).

According to Barth (1972), such limitations of the realm of rational criticism
as Bartley and Lenk propose are unnecessary. Bartley’s comprehensively critical
rationalism, which she calls a nearly-all-embracing critical rationalism (p. 7, our

7 Unfortunately, this publication is not available in English; however, a translation of its most
crucial section can be found in Barth and Krabbe (1982, 1.4, pp. 19-22).
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translation), can be replaced by an all-embracing critical rationalism (p. 18). But to
see this, one must realize that from the outset, the problem was misconceived: it
was always erroneously assumed that there is some unique entity called logic.
In fact, the word logic does not refer to any well-defined doctrine or theory, but to a
field of study that comprises a plurality of theories, both traditional and modern:

If one sees this, one may easily realize that the old problem of justification is in fact a
problem of choice. Let two or more logical systems be given. The problem, then, is to
determine whether any of these systems is fo be preferred to one or more of the others. This
is a comparative relation: One system is for some reasons preferred to another. A logical
system is, just like any other kind of theory, not absolutely correct or incorrect, not
absolutely valid or invalid, but is or is not, for objective reasons, to be preferred to some
other system. (Barth 1972, pp. 9-10, our translation)

This view is directly related to the ideas of Crawshay-Williams. The question
immediately called to mind is what sorts of reason one would have to make the
comparison turn to the advantage of one of the logical systems being compared. The
choice of a logical system must be in some relation to the purpose that system and
the systems with which it is being compared are supposed to serve. As Crawshay-
Williams puts it, this choice must be made on “methodological” grounds.

The question, then, is to what purpose or purposes a logical system must be suited.
Barth adopts Russell’s suggestion that logical systems should be regarded as proposals
for solving puzzles or problems.*® What are the problems of logic? According to
Barth, a logical system must have the capacity of solving so-called logico-intellectual
language problems and in doing so simultaneously pursue the principal objective of
theoretical logic. Barth defines a logico-intellectual language problem as follows:

The problem of constructing a fragment of language in such a way that a certain common need
will be satisfied, while at the same time pursuing the principal objective of logic, is a logico-
intellectual language problem. Every logico-intellectual language problem consists of a number
of conditions that have to be satisfied by any solution. (Barth and Krabbe 1982, p. 20)%!

Further, in Barth’s view:

The principal objective of theoretical logic is to produce an analysis of the structure of
sentences and to develop definitions of old and new structural, non-referring, elements of
language [i.e., logical constants], in such a manner that a fertile distinction can be drawn
between “good”, or “sound”, and “bad”, or “unsound”, inferences or arguments. (Barth and
Krabbe 1982, p. 19)*?

80Barth (1972, p. 12, Note 15) quotes Russell’s 1905 paper “On Denoting,” in which the latter
writes: “A logical theory may be tested by its capacity for dealing with puzzles, and it is a
wholesome plan, in thinking about logic, to stock the mind with as many puzzles as possible,
since these serve much the same purpose as is served by experiments in physical science. I shall
therefore state three puzzles which a theory as to denoting ought to be able to solve; and I shall
show later that my theory solves them” (Russell 1956, p. 47).

81 Cf. Barth (1972, p. 14).
82 Cf. Barth (1972, p. 13).
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This is something sought after in all logical systems.

Part of a logical system consists of the definitions or rules of usage for the logical
constants with which the system is concerned. These definitions determine the
meanings-in-use that are, in the system, assigned to these constants and that are
crucial for determining the logical validity of arguments in which they occur. But
what is the logico-intellectual language problem for which a particular definition of
a particular logical constant would constitute a solution? Let us take the definition
of negation as our example. The primary problem in this connection would be the
following: how must the logical constant not be defined in order to make it possible
to draw a distinction between correct and incorrect inferences in ordinary
reasoning, so far as this correctness depends on the use of not?

One solution to this problem is to define the word not as follows: the addition of
this logical constant to a statement P produces a statement not-P, which is false
precisely when P is true—and true precisely when P is false. This definition makes it
possible to determine the correctness of inferences (as far as not is concerned) by
the method of truth tables or the method of semantic tableaux (see Sect. 3.2). It is
only one of the possible solutions to this logico-intellectual language problem;
others, for example, a three-valued one, are also conceivable (and have been
proposed). Other logico-intellectual language problems, too, may admit of a plural-
ity of solutions. If a proposed solution indeed solves the problem (i.e., if it satisfies
the conditions set by the problem), then it is adequate in relation to this problem.*?

Because a problem can have more than one adequate solution, the question arises
on what grounds one should prefer a particular solution to another one. Barth (1972)
takes the view that two sorts of consideration underlie this choice: considerations
relating to objective validity and considerations relating to intersubjective validity.

Considerations of objective (or problem-solving) validity amount to the follow-
ing. A logical system or principle is objectively better than another system or
principle, if and only if there is at least one logico-intellectual language problem
for which that system or principle is adequate and the other is not while there is no
such problem for which the converse is true. A system or principle that is better than
all other competing systems or principles is objectively valid. Thus, the statement
form “—- is objectively valid” can be regarded as a first philosophically important
precization of “—- is logically valid.” In this precization, logical validity is a
gradable concept. The precization of logical validity as objective validity accords
with Crawshay-Williams’s contextual criterion of methodological necessity.

Considerations of intersubjective validity, on the other hand, amount to the
following. Not every language user has to be convinced once and for all of
the adequacy of a particular solution for a particular logico-intellectual
language problem. This means that precizating logical validity as objective

83 The solution given above, which presupposes the notions of truth and falsity, may be adequate in
relation to the problem of defining the logical constant not for ordinary reasoning (though some
would contest this), it is not so in relation to the similar problem for mathematical reasoning about
the infinite, at least not according to intuitionist philosophers of mathematics. The latter problem
needs to be solved by providing adequate deduction rules.
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(or problem-solving) validity is not sufficient. A second precization is required,
which Barth calls intersubjective (or conventional) validity. According to this
precization, a logical system or principle counts as a logical convention if and
only if the members of a well-defined company have committed themselves
explicitly to that system or principle by a written declaration to that effect.
Barth regards the statement form “—- is at present a conventional principle of a
company” as a “second philosophically important precization” of “—- is logically
valid” (p. 16; our translation). In this precization, logical validity is dependent on
the acceptance by a company and therefore time-dependent. The precization of
logical validity as intersubjective validity corresponds to Crawshay-Williams’s
conventional criteria.

It will be apparent that in practice, one will rarely find a logical system or
principle that meets the foregoing conditions and deserves to be termed conven-
tionally valid. More often than not, there is no well-defined company and there is no
declaration set out in a signed document. At the best of times, existing practices
may lead one to infer that for a particular but imprecisely defined group of people,
certain principles apparently have the status of conventions. Barth refers in
such cases to logical semi-conventions and semi-conventional principles having
semi-conventional validity (1972, p. 16).%*

We thus find that, according to the dual precization proposed by Barth, the
normative strength of the prevailing logical systems and principles draws on two
different sources: (1) problem-solving (or objective) validity and (2) (semi)conven-
tional (or intersubjective) validity (ibid.). Only jointly do these two kinds of validity
suffice to attain an “optimal course of monological and dialogical acts of language”
(Barth and Krabbe 1982, p. 22).%

Since logical validity must be precizated in terms of a gradable notion of
problem-solving validity and a time-dependent notion of conventional validity,
no absolute value can be attached to any logical system or principle. These
precizations also lead to the rejection of a totally relativistic standpoint implying
that the value of a logical system or principle depends exclusively on the evaluating
audience or company. Starting from the three conceptions of reasonableness distin-
guished by Toulmin (1976) and discussed in Sect. 1.2 (the anthropological, the
geometrical, and the critical conception), the conception chosen by Barth (follow-
ing in the footsteps of Crawshay-Williams) can best be characterized as a critical
conception. Although Barth’s exposition pertains to logical validity, it also provides
a useful starting point for precizating the rationality norms pertaining to the
assessment of argumentation.®®

The consequence of this critical conception for the theory of argumentation is
clearly that one should not start from the presumption that rules must be universal:

84 Cf. Barth and Krabbe (1982, p. 22).
85 Cf. Barth (1972, p. 17).

86 In van Eemeren and Grootendorst (1984), it is argued why Barth’s conception of rationality is
better suited to the study of argumentation than that of Toulmin or Perelman.
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the rules for the validity, soundness, or appropriateness of argumentation are
neither absolute nor timeless. Their acceptability depends both on their capacity
for solving certain problems and on the extent to which arguers are prepared to
adhere to them. Within the field of argumentation studies, therefore, theorists must
develop a plurality of systems of rules for argumentation, the pros and cons of
which are to be weighed up against each other. For each proposed system, it must be
indicated which problems can be solved by its rules and to what extent these rules
are acceptable for a company of (potential) interlocutors.
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4.1 Toulmin’s Intellectual Background

The British-American philosopher Stephen E. Toulmin (1922-2009) gained an
impressive reputation in the field of argumentation theory with The Uses of
Argument, first published in 1958, in which he introduces a new model for
the “layout of arguments” (Toulmin 2003)." Although in this monograph
Toulmin uses consistently the term argument and never uses the term

! Although the model does not appear in Toulmin’s later philosophical works, it can also be found
in An Introduction to Reasoning, a practical textbook Toulmin published together with Richard
Rieke and Allan Janik (1979). For the convenience of the reader, we shall refer in this chapter to
the “updated edition” of The Uses of Argument published in 2003, which is readily accessible. The
text of the book is unaltered since 1958, apart from the inclusion of a third (one-page) preface and a
new (improved) index in the 2003 edition. It is important to notice that the 2003 edition has a new
pagination.
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argumentation, the model pertains to argumentation as it is defined in
this volume (see Sect. 1.1).” Toulmin presents in the model a novel approach to
analyzing the way in which claims can be justified in response to challenges. His
model replaces the old concepts of “premise” and “conclusion” with the new
concepts of “claim,” “data,” “warrant,” “modal qualifier,” “rebuttal,” and “back-
ing.” Because of the impact Toulmin’s ideas about logic and everyday reasoning
have had on argumentation theory, he can be regarded as one of the founding fathers
of modern argumentation theory.

Toulmin studied mathematics and physics at King’s College, Cambridge. After
graduating in 1942, he became a junior scientific officer for the Ministry of
Aircraft Production, involved in the development of radar. In 1945 he abandoned
this research for a Ph.D. in ethics in Cambridge, where he studied under
Wittgenstein and John Wisdom. He studied also in Oxford under Gilbert Ryle
and John Austin. During his philosophy studies Toulmin came under the influence
of the “ordinary language philosophy” developed at Cambridge and Oxford. In
1949, he started lecturing in philosophy of science at Oxford University. In
between various visiting professorships in Australia and America, he was a
professor at Leeds University from 1955 to 1959. During his stay in Leeds, The
Uses of Argument was published. In 1965 Toulmin moved to the United States.
After having taught at Brandeis, Michigan State University, the University of
Chicago, and Northwestern University, he accepted in 1993 a professorship at the
Center for Multiethnic and Transnational Studies at the University of Southern
California.

During his career as a philosopher, Toulmin has written on a variety of subjects,
the common theme being how reason operates in actual discourse. His first article
appeared in 1948. His doctoral dissertation is published as An examination of the
place of reason in ethics (Toulmin 1950). In this monograph he argues, in a
typically Toulminian vein, that moral philosophers should stop analyzing isolated
ethical terms and examine, instead, how ethical judgment works in specific
contexts. This early insistence on attention to context is a hallmark of Toulmin’s
entire corpus of writing, up to and including his last book, Return to Reason
(Toulmin 2001). Among the substantial series of books and articles he published
are studies on logic, philosophy, epistemology, philosophy of science, history of
science, ethics, and metaethics. His monographs most relevant to argumentation
theory include Human Understanding (Toulmin 1972), Wittgenstein’s Vienna
(Toulmin and Janik 1973), Knowing and Acting (Toulmin 1976), and Cosmopolis
(Toulmin 1990).

LEINT3

’In discussing Toulmin’s ideas we shall, like Toulmin, use the term argument, except when he
speaks of the (central) use of argument to support a claim, as happens in the model, and then we
use, in line with what we explained in Sect. 1.1, the term argumentation.

*In describing Toulmin’s model we use his terminology. In the textbook he coauthored with Rieke
and Janik, Toulmin later replaced the term data with the term ground (Toulmin et al. 1979).
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In this chapter we are going to discuss Toulmin’s contribution to argumentation
theory. In Sect. 4.2 we introduce his study The Uses of Argument, in which he
expounded his views and explained his model. Sect. 4.3 concentrates on the
geometrical concept of validity that is, according to Toulmin, at the heart of the
misunderstandings he wants to terminate. The distinction he makes in this endeavor
between analytic and substantial arguments is treated in Sect. 4.4. In Sect. 4.5 we
explain the difference between field-invariant and field-dependent aspects of argu-
mentative discourse, which is vital to the alternative to the formal approach to
analytic arguments offered by Toulmin. In Sect. 4.6 we discuss the forms arguments
take and their validity, which leads to the presentation of Toulmin’s new model of
argumentation in Sect. 4.7. Section 4.8 focuses on appropriations of the Toulmin
model by argumentation theorists from different backgrounds, and Sect. 4.9
discusses various applications of the model. In Sect. 4.10 we conclude
this chapter with a critical appreciation of Toulmin’s contribution to argumentation
theory.

4.2  The Uses of Argument

A central theme throughout Toulmin’s studies is the way in which assertions and
opinions concerning all sorts of topics, put forward in everyday life or in academic
research, can be justified. Toulmin is particularly interested in the standards that
must be applied in a rational assessment of arguments in support of such assertions
and opinions (Toulmin 2006, p. 111). Is there one universal system of norms by
which all sorts of arguments in all sorts of fields must be judged? Or is each sort of
argument to be judged according to its own norms?

The Uses of Argument is, in 1958, the first publication in which Toulmin
systematically set out his views on the question of the assessment of arguments.”*
He criticized the way in which in philosophy, in particular in much of twentieth-
century epistemology, reasoning has traditionally been treated as a matter of
logical inference only.” Toulmin’s central thesis is that the standards and values
of practical reasoning are not purely abstract and formal and that what the
soundness criteria are depends largely on the nature of the problems at issue.’

4 Peter Alexander, a colleague at Leeds, called it “Toulmin’s anti-logic book.” Much later,
Toulmin’s Doktorvater at Cambridge, Richard Braithwaite, proved to be “deeply pained to see
one of his own students attacking his commitment to Inductive Logic” (Toulmin 2003, p. viii).

3 According to the preface to the 1964 paperback edition of The Uses of Argument, Toulmin’s
target is “mathematical logic and much of twentieth-century epistemology” (p. viii).

SIn discussing the evaluation of arguments, Toulmin (2003) makes use of the words “soundness,”
“validity,” “cogency,” and “strength,” without explaining the precise difference between them.
This gives the impression that he uses them interchangeably.
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He rejects the view that there are universal norms for the evaluation of arguments
and that these norms are supplied by formal logic. According to Toulmin, the scope
and function of contemporary formal logic are too restricted for serving this
purpose.’

In Toulmin’s view, there is an essential difference between the norms which are
relevant to evaluating, on the one hand, everyday argument and argument in the
various scholarly disciplines and, on the other hand, the criteria of formal validity
employed in formal logic.® He is convinced that formal criteria as they are used in
logic are irrelevant to the assessment of argument as it occurs in practice.” If logic is
to be the basis for evaluating practical arguments, it cannot remain merely a formal
science. For dealing with such arguments, in Toulmin’s view, a radical reorienta-
tion of logic is required.'®

4.3 The Geometrical Model of Validity

According to Toulmin, logicians generally believe that arguments can be
evaluated by means of universal norms. In his opinion, they hold this view
because they mistakenly think that the validity of an argument depends solely on
its form. In judging the wvalidity of an argument, the content of the
premises is supposed to be irrelevant. It does not matter either what the

7In Human Understanding, Toulmin (1972) refers to what he considers to be the main issues
discussed in The Uses of Argument.

8 Wherever Toulmin refers to formal validity, he also uses this phrase. When he uses the word
“valid” without this qualifier “formally,” he usually seems to be using it in the imprecise way it is
ordinarily used in everyday language. Under the influence of ordinary language philosophy, he
probably does so deliberately.

° Toulmin allows for the view that formal criteria apply to mathematical arguments (2003, p. 118).

'%Such a radical reorientation would for Toulmin amount to going back to the Aristotelian roots of
logic. He refers several times to the first sentence of the Prior analytics, where Aristotle expresses
the double aim of logic: logic is concerned with apodeixis (i.e., with the way in which conclusions
are to be established), and it is also the formal, deductive, and preferably axiomatic science
(episteme) of their establishment (Toulmin 2003, pp. 2, 163, 173). However, according to David
Hitchcock (personal communication), Toulmin misinterprets the first sentence of Aristotle’s Prior
analytics. In the first place, the sentence introduces the Analytics as a whole, not just the Prior
analytics, and the explanation of what apodeixis and epistémé apodeiktiké are does in fact not
come until the Posterior analytics. The Analytics as a whole is not a treatise about logic but about
deductive science. The logic of the Prior analytics is the underpinning for the scientific proofs
(demonstrations) discussed in the Posterior analytics. The opening sentence therefore does not
describe the subject matter of logic but the subject matter of the philosophy of the deductive
sciences. In the second place, epistémé apodeiktiké is not the science of proof (demonstration), but
the understanding (knowledge, scientific knowledge) that consists in the ability to prove (demon-
strate) something.
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subject of the argument is or what sort of problems it aims to solve. In
Knowing and Acting Toulmin (1976) calls this view of validity the “geometrical”
model."!

According to the geometrical model of validity, arguments in natural language
can meet the ‘“same rigorous standards as those in geometrical theory”
(Toulmin 1976, p. 71). Historically, the task of establishing that beliefs are
“well-founded” was “divided into two separated, and supposedly simpler, tasks.
First, it was necessary to identify the self-evident principles at the base of any
field of inquiry and then to check the formal validity of the arguments linking
the beliefs in question to the basic principles of that field” (1976, pp. 71-72; italics
in original).

How this happens can be illustrated with the following example of a classical
syllogism:

All sprinters are runners.
All runners are athletes.
Therefore: All sprinters are athletes.'

The argument in this example has the following form:

All A’s are B’s.
All B’s are C’s.
Therefore: All A’s are C’s.

Although Toulmin himself established the validity of this argument form
by reference to an Aristotelian syllogism,'® it may be easier to understand
what he means if we visualize its validity by means of the (simplified) use of an
Euler diagram, in which A, B, and C are each represented by a circle.'*
The premises state that the set represented by the A circle is a subset of the
set represented by the B circle and that the set represented by the B circle is a

In elaborating on this concept in Knowing and Acting, Toulmin (1976) compares the “geomet-
rical” view (or model) of rationality with the “anthropological” and the “critical” view of
rationality (or reasonableness) (see Sect. 1.2 of this volume for these three conceptions). Toulmin
traces the high status of the geometrical model back to Plato, who took, according to him,
axiomatized geometry, with theorems deduced formally from supposedly self-evident and unchal-
lengeable axioms, as a model of knowledge (Toulmin 1976, pp. 70-71).

12To keep it simple, we use commonly accepted premises which are supposed to be self-evident
(which they are not really). A fully correct example is the following argument from number theory:

[Tt}

abbreviates “the successor of”” and “x” and “y”

PrEt)
\)

x+ 0 =x; x+ sy =s(x+y); hence sO + s0. Here “
are variables. The conclusion states that 1 + 1 = 2.

3In The Uses of Argument, Toulmin refers to the logic of the syllogism when discussing the
formal approach, but in his Preface to the updated edition of 2003, he adds that his criticisms were
also directed at “a rigidly demonstrative deduction of the kind to be found in Euclidean geometry”
(p. vii).

“In his exposé Toulmin took the validity of the argument form in the example, the Barbara
syllogism, to be self-evident. See Sect. 2.6 of this volume.
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Fig. 4.1 Geometrical form of an argument

subset of the set represented by the C circle.'” This is what we see in the left half of
Fig. 4.1.'°

The drawing in Fig. 4.1 illustrates the formal necessity of the conclusion
“All A is C”: it is impossible to draw the premises in such a way that the
premises are properly reproduced without the A circle ending up inside the C circle
or precisely overlapping it.'” This conclusion is shown in the right-hand part of
Fig. 4.1.

According to Toulmin (2003), “validity” is in logic equated with “formal
validity” in this geometrical sense. Formally valid arguments can be said to be
“deductively” or “analytically” valid. This means that the conclusion necessarily
follows from the premises:

[If we assume incorrectly that the analytic syllogism is the ideal sort of “deductive”
argument] The only arguments we can fairly judge by “deductive” standards are those
held out as and intended to be analytic, necessary and formally valid. All arguments which
are confessedly substantial will be “non-deductive”, and by implication not formally valid.
(Toulmin 2003, p. 143)

Toulmin rejects the claim reported in the first sentence, which he sees as a
consequence of the misguided adoption of “analytic syllogisms” as the ideal sort of
“deductive” argument. For “substantial” arguments formal validity is in

15 In fact, the diagram contains more information than the premises, since it exhibits the claim that A is a
proper subset of B and B is a proper subset of C. We know that this is true in certain cases, but not in
others.

'8 To be more precise, the premises state that the set represented by the A circle is a subset of the
set represented by the B circle and that the set represented by the B circle is a subset of the set
represented by the C circle.

7 Because of the possibility of overlapping, you need in fact four different Euler diagrams to
accommodate the four different possibilities, and in one of the four diagrams of the premises, the
circle for the minor term is coextensive with the circle for the major term.
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this perspective something entirely out of reach. It is unobtainable because
the cogency of these arguments cannot be displayed in a formal way (p. 154).
The rejection of formal validity for substantial arguments is, in Toulmin’s view, a
consequence of the adoption of analytic syllogisms as the ideal.

Toulmin (2003) disagrees with this narrow “geometrical” concept of validity.
He allocates a much wider meaning to the term validity, arguing that logic must not
be an “idealized” discipline closely connected to mathematics, but must evolve into
a discipline based on the practice of argumentation, seeking closer ties with
epistemology (p. 234).

4.4  Analytic and Substantial Arguments

According to Toulmin, arguments which comply with the logicians’ criterion
of formal wvalidity cannot be regarded as representative examples of
arguments as they occur in practice. On the contrary, outside the textbooks of
logic and mathematics, they are difficult to find. The manner in which
arguments occur in everyday life and in the academic disciplines is left untouched
in such textbooks. If we judge them by the formal validity norm, most
arguments that are regarded as perfectly acceptable in everyday life or in
the academic disciplines must be regarded as invalid. As we mentioned earlier,
the reason for this is that they are not analytic but what Toulmin calls
“substantial.”"®

By calling arguments substantial, Toulmin (2003) refers to the fact that in such
arguments the conclusion is not entailed (p. 116). It is, in non-Toulminian words,
in these arguments not “contained” in the premises.'” The reason for this is,
according to Toulmin, that the conclusion is based on premises (which he further
differentiates) that are of a different “logical type” than the conclusion.
According to Toulmin, substantial arguments often involve “type-jumps” in this
sense (p. 155).% As a consequence, such arguments are usually not formally valid

18 As Hamby (2012) makes clear, it is very difficult to make sense of the various ways in which
Toulmin characterizes the distinction between analytic and substantial arguments.

' Toulmin does not use the term contained; he speaks (in a similar vein) of an analytic argument
“if and only if the backing for the warrant authorising it includes, explicitly or implicitly, the
information conveyed in the conclusion itself” (2003, p. 116). Unlike we do here, Toulmin does
not use the term premise, but speaks of data, warrant, and backing. We shall introduce and explain
these terms in Sect. 4.6 when preparing the introduction of the Toulmin model.

20 David Hitchcock (personal communication) notices an inconsistency in this exposé. If substan-
tial arguments often involve type-jumps, then some substantial arguments do not involve type-
jumps. According to Hitchcock, a type-jump from the premises to the conclusion cannot be the
reason why the premises do not entail the conclusion. An argument is substantial when there is a
type-jump, but it can also be substantial when there is no type-jump.
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in the sense that their conclusions are necessary”': they follow at most only
probably.?*

This predicament can be clarified by way of an example. The phase of the
moon on, say, May 24, 2114, can be predicted 100 years earlier by an astronomer
making use of observations of the moon up to May 24, 2014. The reasoning
the astronomer will use contains a conclusion in which an assertion is made
about the future, and premises which relate to the past. Therefore, the premises
are of a different logical type than the conclusion. However probable or plausible
the astronomer’s prediction may be, it will never follow necessarily from the
premises.

For anyone who desires to achieve certainty as to the accuracy of the
prediction, studying the argument is wasting time: this person must simply wait
until the night of May 24, 2114. Similar logical gaps occur in arguments
whose conclusions are assertions concerning the past and whose premises
consist of data taken from the present, or in arguments in which conclusions
about the laws of nature are based on particular observations and experiments,
or in which an aesthetic judgment is founded on references to such attributes as
form and color.

According to Toulmin, those who hold that arguments in which the logical type
of the premises is different from that of the conclusion are invalid also think that
validity is the supreme criterion of rationality and that valid arguments occur
only in logic and mathematics. One consequence of this view is that arguments in
academic disciplines which allow for a jump from one logical type to another
between the premises and the conclusion are regarded as nonrational or at least
less rational than the arguments in logic or mathematics. This is, in Toulmin’s eyes,
an absurd idea, which is counterintuitive and even dangerous. In addition,
he regards this idea of logical validity as practically irrelevant to the evaluation
of the soundness of arguments, whether in everyday life or in the academic
disciplines.

Formal validity in the logical sense, says Toulmin, is neither a necessary nor a
sufficient condition for the soundness of arguments. In his view, for making a
justified claim, a requirement of “formal validity” in quite another sense is
required. Sound argument, that is, argument that may be called “valid” in a broader
sense, is to Toulmin argument — we would say “argumentation” — conducted in
accordance with a proper procedure and in accordance with the specific soundness

2!To be more precise, according to Toulmin, the conclusions of some substantial arguments are
necessitated by the data, but not in the sense of being logically necessitated (2003, pp. 18-20).

22 This does not mean that Toulmin thinks that analytic arguments are always formally valid and
substantial arguments always formally invalid: “An argument in an[y] field whatever may be
expressed in a formally valid manner, provided that the warrant is formulated explicitly as a
warrant and authorises precisely the sort of inference in question [...]. On the other hand, an
argument may be analytic, and yet not be expressed in a formally valid way: this is the case, for
instance, when an analytic argument is written out with the backing of the warrant cited in place of
the warrant itself” (2003, p. 125).
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conditions of the field or subject concerned.>> According to Toulmin, there is no
single universal logical norm that will establish for all arguments whether premises
justify their conclusion. Ultimately, the evaluation criteria depend on the nature of
the problem at issue. In order to achieve a rational assessment in a discussion about
whether the summer is going to be hot and dry, for instance, meteorological criteria
need to be applied, not logical criteria.

The widening of the validity concept that Toulmin argues for has, in his opinion,
far-reaching implications for logical research. It is no longer the logicians’ task to
develop systems of formally valid reasoning forms without any reference to the
fields in which arguments are used. Because the arguments that occur in the various
fields or academic disciplines are not analytic but substantial, there will be a
difference between the sort of statements making up their premises and the sort
of statements occurring in their conclusions. There is, however, no question of an
unbridgeable logical gap that makes these arguments automatically defective.
Substantial arguments are not automatically imperfect; rather, for such arguments
the analytic ideal is not relevant.

Because the analytic ideal is not relevant for dealing with substantial arguments,
Toulmin holds that logicians ought to abandon the criterion of formal validity in the
strict sense. Instead, they should pay more attention to the practical aspects of
assessing arguments outside mathematics, the one field where analytic arguments
find their proper place. In Toulmin’s view, logic should merge with epistemology.
The epistemological logic thus produced should be devoted to studying the struc-
ture and content of argument in the various academic disciplines and sciences to
discover the qualities and defects of the various sorts of arguments that are
characteristic of different fields.

Instead of starting from an absolute analytic ideal, logicians ought to start from
the idea that all sorts of arguments are in principle equal. The soundness of
argument (“validity” in the broader sense) is an “intraterritorial,” not an “interterri-
torial” notion. This means that argument must be assessed according to the particu-
lar norms which apply to the field to which the argumentation refers. The evaluation
criteria must, in other words, not simply be shifted from the one territory to the
other. It would be the task of logicians to identify, by using a comparative method,
similarities and differences in the different sorts of arguments, both in simple and
compound arguments. If differences are found, they must be respected. It is open to
anybody so desiring to try to improve the argumentation methods in his or her field
of interest, but it is wrong to start from the assumption that there are fields in which
all methods of argument are automatically unsound.

One final implication that Toulmin attaches to his broadening of the concept of
validity is that logic will be less of an a priori science and become more empirically
and historically oriented. Empirically oriented means that logicians start looking at

23 Argumentation that is conducted in accordance with a proper procedure and agrees with
the pertinent soundness conditions can be viewed as “formally” valid in a procedural sense.
See Sect. 6.1 of this volume for “formal” in the procedural (regulative) sense ( formals).
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the forms of argument that actually occur in the various fields; historically oriented
means that logic is going to incorporate the history of ideas.”* According to Toulmin,
the great scientific discoveries of the past have changed not only the fields of the
discoverers, and our general state of knowledge, but also the ways in which we argue
and our norms for good argumentation. If logic were to evolve in this epistemological,
comparative, empirical, and historical direction, it could be left to mathematicians to
draft abstract formal systems of possible arguments that are cut off from the practice
of using arguments in everyday life and in the various empirical disciplines.”’

To Toulmin himself, the implication of the development of a non-idealized practi-
cal logic is not necessarily that only specialists who are acquainted with the latest
developments in a specific field would be competent to judge the soundness of the
argumentation in that field. His intention in presenting his views was chiefly to shift
the emphasis from an exclusive attention to universal evaluation criteria to a practice
in which field-dependent and subject-related considerations are taken into account.

In The Uses of Argument, Toulmin’s view of logic is a recurrent theme. Ulti-
mately, his objections to logic amount to objections to the use of the concept of
formal validity that is used by logicians as a universal standard for judging the
soundness of arguments. His own conception is not only broader, it is also essen-
tially different. The difference concerns the notion of “form.” In logic, form is a
quasi-geometrical concept, as we illustrated with the help of Euler diagrams, while
Toulmin regards form as a procedural term, which has a similar content as form has
in legal practice.

According to Toulmin, a quasi-geometrical interpretation of form leads to a
model of argument that is too simple, since it fails to do justice to the complexity of
argument in everyday life and the academic disciplines. He contrasts this interpre-
tation, which is based on the mathematical model, with his own procedural inter-
pretation, based on a jurisprudential model. A procedural interpretation of form can
lead to a more adequate model of argumentation, in which the characteristic
differences between types of argument in the wide range of argument fields to
which argumentation may belong are also taken into account.

4,5 Field-Invariance and Field-Dependency
Toulmin (2003) regards the use of arguments that we call argumentation as an

attempt to justify a statement.”® To him, this justifying function implies the
following: asserting something means making a “claim” — a person who asserts

4 Toulmin extends his field-dependence thesis beyond the field of science to fields like morals and
aesthetics.

25 Notice that Toulmin thinks that even in mathematics standards have evolved (Toulmin 2006).
*In a similar way as we discussed when defining argumentation in Sect. 1.1 of this volume,
Toulmin seems to construe the arguments he is interested in as (dialectical) verbal products
resulting from a (dialectical) process of argumentative discourse.
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something lays claim to acceptance by a potential challenger. Sometimes the claim
needs to be justified by putting forward argumentation in support of the claim to
meet the challenge.

Justification may be demanded for any claim that is made, whether the claim
concerns a weather forecast by a meteorologist, an accusation of negligence by an
employee against his or her employer, a doctor’s diagnosis, a remark by a business-
man about the dishonesty of a customer, or a critic’s verdict on a painting. Toulmin
wonders to what extent argumentation relating to such diverse subjects can be cast
in the same mold and to what extent it will be possible to judge the arguments
concerned by the same standards. He provides an answer to these questions by
comparing justifiably a claim by means of putting forward arguments with
jurisprudence.’

The practice of law, too, is concerned with the justification of statements, and in
law courts widely disparate matters may be at issue. The study of jurisprudence
concerns itself, inter alia, with the legal process, while the study of argumentation
demands a characterization of the “rational process” in general. The evidence
presented in judicial proceedings varies from case to case, but also from sort of
case to sort of case. For example, a civil action for libel will require evidence of a
different kind than a murder charge in a criminal case. All the same, however
different the cases may be, there will still be clear similarities in the procedure that
is followed. First there will be a formulation of the charge or claim, and then there
will be a stage during which evidence is produced and witnesses are heard, and
finally judgment will be given and sentence passed.

According to Toulmin, constant elements like the ones just mentioned can be
discerned in argumentation in general, while in every case there will also be some
variable elements. In his view, an effort should be made to determine what is
common to all types of argumentation occurring in a certain field and what is
different in individual types. To this end, Toulmin introduces some technical terms:
the notion of logical type we already encountered, field of argument, field-depen-
dent (or “particular”) elements, field-invariant (or “general”) elements, force
(of modal terms), and criteria (for using modal terms).

The notion of a “logical type” is not clearly defined by Toulmin, but from the
examples he provides, one can get a fair idea of what he means.*® Reports of present

27 Ausin (2006) argues that in this respect Toulmin’s approach resembles that of Leibniz, who also
turned to jurisprudence as a model for reasoning. Also in other respects Toulmin’s conception of
rationality is not as irreconcilable with that of Leibniz as Toulmin himself suggests. Leibniz
distinguishes between contingent and necessary truths. Because the logical calculus does not apply
to the first, the weighing argumentative method should be used instead. When trying to rationally
justify contingent statements, Toulmin and Leibniz both share the view that rationality must be
open to differences, pluralism, and controversy.

281t is probable that Toulmin used the concept of “logical type” as it was in introduced by Ryle in
1949: “The logical type or category to which a concept belongs is the set of ways in which it is
logically legitimate to operate with it” (Ryle 1976, p. 10). The book in which Ryle used this
concept had been highly influential, so Toulmin may have regarded the concept as so familiar that
he did not think it necessary to give a definition.
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and of past events, predictions about the future, verdicts of criminal guilt, aesthetic
commendations, and geometrical axioms, for example, are all statements of a
different logical type. Toulmin would consider each of the following statements
to be of a different type:

. The ministers handed in their resignations.

. The government has just lost the confidence of the House.

. Early elections will probably be held.

. The guilty party has behaved improperly.

. It is difficult to make out who is responsible for the crisis.

. Measures will have to be taken to avoid a repetition.

. Beethoven’s later quartets are to be preferred over his earlier ones.

Statements of fact relating to the past (1) and to the present (2), predictions (3),
moral judgments (4), causal judgments (5), opinions regarding a course of action to
be followed (6), and aesthetic judgments (7) are in Toulmin’s eyes examples of
different logical types. The list is not exhaustive. Geometrical axioms, for example,
might be added.

If statements that are to be justified are of the same logical type, and if all of the
supporting statements are also of one and the same logical type, Toulmin considers
the argumentation concerned to belong to the same field of argument. The
supporting statements need not necessarily belong to the same logical type as
those that are to be justified. A moral judgment (“He is a bad man”) may, for
instance, have statements of fact adduced in its support (“He beats his mother, he
has poisoned his cats, and he is a tax dodger”).

There are elements involved in argumentation that remain the same in all fields
of argument and elements that differ from field to field. The general features of
argumentation that are the same in all fields Toulmin calls field-invariant. Particular
features that are different in each field of argument he calls field-dependent.

In argumentation, a wide variety of statements can occur. With this fact in mind,
Toulmin wonders to what extent the form and soundness of argumentation in
different fields of argument are field-invariant and to what extent they are field-
dependent. In his opinion, just as in jurisprudence, in all cases of argumentation,
a fixed procedure can be discerned, and in that sense argumentation has a field-
invariant form. This procedure, or form, consists of a number of steps that have
to be followed. The sequence of steps is put in the order that is most likely to be
chosen when claims are justified.

According to Toulmin, the argumentative procedure starts with the formulation of
a problem in the form of a question. The next step involves the listing of possible
solutions, setting aside solutions that appear inadequate straightaway. The possible
solutions are then weighed up against each other. Sometimes this process will lead to
one solution emerging as the only right one; in that case, it is called a “necessary”
solution. In other cases, a choice has to be made between several possible solutions,
“the best” solution being the one that is, or appears to be, better or more likely than
the others. In one field of argument, it will be more difficult to arrive at a solution
which may be termed necessary or the best than in another. If, for example, moral
attitudes or questions of personal taste are involved, finding such a solution can

~N NN
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present enormous problems. In all fields of argument, however, the steps just
described can be identified. In this respect, Toulmin says, the procedural form of
argumentation is therefore general, or field-invariant.

In the various steps, modal terms might occur, such as “impossible,” “possible,”
“necessary,” and “probable.” The function of these terms is to indicate the degree of
certainty or confidence with which the statements are made in the step concerned. A
solution that emerges out of all the possible solutions as the only right one is called
“necessary” or “certain.” If the solution is less certain, or subject to certain
conditions, modal terms like “probably” or “presumably” will be appropriate.

To what extent, then, are modal terms field-dependent or field-invariant? Toulmin
answers this question by referring to the modal term “cannot” (or “can’t”), which can
appear, as the following examples show, in a wide variety of contexts:

. You cannot lift a large piece of metal single-handed.

. You cannot get ten thousand people into the Town Hall.

. You cannot talk about a fox’s tail.

. You cannot have a male sister.

. You cannot smoke in a nonsmoking train compartment.

. You cannot turn your son out of the house without a shilling.

In these examples, “cannot” sometimes means “be incapable” or “it is impossi-
ble” (1-4) and sometimes “ought not” (5-6). Nevertheless, the function of “cannot”
is in all six examples the same: it eliminates something. The reason for the
elimination, however, is in each case different: the limits of human strength (1),
the limited capacity of a building (2), a linguistic convention (3), the meaning of a
word (4), a social convention (5), and a moral rule (6). In all these cases, the modal
verb “can” and the logical operator “not” are used to qualify the certainty of a
particular statement, though the grounds for the qualification are different in each
case. Toulmin (2003) refers to the function of modal words as their force: the force
of a modal term is the practical point or message it conveys in the context in which
it is used.”” The grounds which justify the use of modal terms he calls the criteria
for their appropriate use (p. 28).

The force of modal terms is, according to Toulmin, field-invariant, but the
criteria that are applied to determine whether in a given context a given modal
term has been used rightly or wrongly are field-dependent. For example, if we call
something “impossible,” we must be in a position to justify this claim by advancing
grounds or reasons, but the nature of our justification — relating to the criteria we
invoke for judging our use of the term impossible — is different in each field of
argumentation. Toulmin argues that something like this is true of all modal terms,
including the term probable.*®
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29 Toulmin also speaks of the “moral” of a modal term, as in “the moral of a fable.”

*9 Some of the implications Toulmin attaches to this observation relate to semantic and philosoph-
ical questions that are not directly relevant here. They pertain to the development of an adequate
semantic theory for modal words and to the vigorous philosophical controversy about probability
in the 1960s. In that controversy, Toulmin opposed the views on probability put forward by Carnap
(1950) and Kneale (1949).
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4.6 The Form Arguments Take and Their Validity

In what way does the validity of arguments depend on the mold in which they
are cast, and how must we view the form and validity of arguments if we are
interested in evaluating them? These are the questions Toulmin asks
when concentrating on arguments at the “micro-level” of dealing with claims,
which he conceives as stopping points within the longer process of inquiry and
justification at the “macro-level.” In answering these questions, he chooses legal
argument as his example. The model he introduces to represent the layout of
arguments is a procedural one. In this model, the various functions of the steps
that are successively taken are given due consideration. Again, Toulmin wonders to
which extent general, field-invariant elements play a part, and to which extent
particular, field-dependent elements.

The first step in argumentation is the expressing of a claim (C) (or assertion, opinion,
preference, view, judgment, and so on). People who make a claim on a certain matter
thereby take upon themselves the duty to justify this claim in the event that it should be
challenged. In general terms: He or she must be in a position to justify this claim if
challenged to do so. How can a claim that has been challenged be justified? A primary
requirement is to point to certain facts on which the claim is based, the data (D). The second
step in argumentation thus consists of the production of data as support for the claim.
Naturally, a challenger will not always immediately concede the accuracy of these data.
In that case a preparatory step on the part of the arguer is required to try to remove the
objection.

Even if the data produced are accepted as accurate, a different kind of request
may follow. Rather than asking for more data, the challenger may require an
account of how the data lead to the claim in question. The third step in
the argumentation, then, consists of providing a justification or warrant
(W) for using the data concerned as support for the claim. The warrant can be
expressed by a general statement referring to a rule, principle, and so
on. In principle, this general statement will have a hypothetical form (“if [data]
then [claim]”). The warrant functions as a bridge between the data and the claim.
In Toulmin’s view, the warrant can take different forms. It can, for instance, be
very brief:

1. If D then C.

However, the warrant can also be more explicitly expanded, in various ways.
Toulmin motivates such expansions by showing the need for them by means of
examples. Here are two examples provided by Toulmin (2003, p. 91):

2. Data such as D entitle one to make claims such as C.
3. Given data D, one may take it that C.

These two expansions make the function of a warrant more explicit. This
function is to give permission to make a claim (of a specified kind) on the basis
of data (of a corresponding specified kind). The expansions of a warrant indicate
both that it is general, applying to a whole class of arguments with a certain kind of
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claim and a corresponding kind of data, and that it is an authorization granting
permission, like a warrant for someone’s arrest or a warrant for a search of
someone’s property.

The difference between the data and the warrant is that the data point to the facts
on which the claim is based (“What have you got to go on?”), while the warrant
provides an account of how these data lead to the claim in question (“How do you
get from your data to the claim?”). Another, less essential, difference is that “data
are appealed to explicitly, warrants implicitly” (2003, p. 92). According to Toulmin
(2003), there is a close relationship between the data and warrants used in any
particular field of argument:

The data we cite if a claim is challenged depend on the warrants we are prepared to operate
with in that field, and the warrants to which we commit ourselves are implicit in the
particular steps from data to claims we are prepared to take and to admit. (p. 93)

So the warrant is implicitly present in the step from data to claim, and, con-
versely, the nature of the data depends on the nature of the warrant. This does not
mean that in practice it will always be easy to recognize statements as data or as
warrants from their grammatical form alone. As Toulmin (2003) admits:

[...] the distinction may appear far from absolute, and the same English sentence may serve
a double function: it may be uttered, that is, in one situation to convey a piece of
information, in another to authorise a step in an argument, and even perhaps in some
contexts to do both these things at once. (pp. 91-92)

Sometimes, indeed, drawing any sharp distinction will be quite impossible. But
this does, of course, not mean that it will be impossible in all cases to distinguish the
different functions fulfilled by the statements in the argumentation:

At any rate we shall find it possible in some situations to distinguish clearly two different
logical functions. (p. 92)

4.7 A New Model of Argumentation

It is now possible to draft a first, simple model of argumentation (or “argument,” as
Toulmin says). We shall do so by reference to an example used by Toulmin. To
indicate the function of data and warrant, we will introduce the procedural
questions asked by a challenger:

Claim Harry is a British subject.
© .
Challenger:
What have you got to go on?
Datum Harry was born in Bermuda.
D)

Challenger:

How do you get there?
Warrant A man born in Bermuda will be a British subject.

(W)
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This example is schematized in Fig. 4.2.

In this example it is assumed that the warrant is a rule without any exceptions and
that the accuracy of the warrant is not at issue. If there were exceptions to the rule, the
force of the warrant would be weakened. In that case, conditions of exception or
rebuttal (R) have to be inserted.®’ The claim itself must then be weakened by means
of a qualifier (Q).>* If the authority of the warrant is not accepted straightaway, a
backing (B) is required. Thus three auxiliary steps may be necessary in argumenta-
tion.”> We shall explain what these additions to the Toulmin model involve.

Because of the possible need of making the auxiliary steps just mentioned,
Toulmin’s extended model of argument consists of six elements. Let us illustrate
these elements with the same Toulmin example as we used in explaining the
simple model, again indicating the function of each subsequent statement by
means of questions from a challenger:

Claim Harry is a British subject.
© Challenger:
What have you got to go on?
Datum Harry was born in Bermuda.
()] Challenger:
How do you get there?
Warrant A man born in Bermuda will be
(W) a British subject. Challenger:
Is that necessarily so?
Qualifier It is presumably so.
Q Challenger:
When does the general rule not
apply?
Rebuttal If his parents are aliens or if he
(R) has become a naturalized American

(or acquired another kind of
nationality which excludes being
a British subject). Challenger-
What entitles you then to
conclude from D (someone’s
being born in Bermuda) to C (that
they can be presumed to be a
British subject)?
Backing It is embodied in the following
(B) legislation: ...

31 For the influence of the legal philosopher H. L. A. Hart on Toulmin’s views of defeasibility and
the need for rebuttals, see Sect. 11.3 of this volume.

32 A qualifier need not always weaken the claim. As Toulmin says “Some warrants authorise us to
accept a claim unequivocally, given the appropriate data — these warrants entitle us in suitable
cases to qualify our conclusion with the adverb ‘necessarily’” (2003, p. 93).

33 In Goodnight (1993) it is argued that the situation can be even more complex, because it may
happen that the selection of backing to the warrant itself stands in need of justification. His
legitimation inferences however do not justify the step from the backing to the warrant, but the
selection of backing for the warrant (see Goodnight 2006).


http://dx.doi.org/10.1007/978-90-481-9473-5_11

4.7 A New Model of Argumentation 219

Harry was born in Bermuda » Harry is a British subject
D) ©)

since

A man born in Bermuda
will be a British subject
(W)

Fig. 4.2 Example of an argument described with Toulmin’s simple model

This example is schematized in Fig. 4.3.

Of the six elements included in the extended model, the claim, the data, and
the warrant are present in every argument. That is not to say that the warrant is
always explicitly expressed; it can also be implicitly appealed to. This is, in fact,
common practice. The rebuttal, the qualifier, and the backing need not always
occur’®; they are only present when it is felt that there is a need for them.> For
Toulmin’s extended model, see Fig. 4.4.

Whether a backing is required in an argumentation depends on whether or not
the warrant is accepted straightaway. If it is, then there is no need for a backing; if it
is not, then there is. Toulmin (2003) observes that it is not possible to demand a
backing for every warrant in a discussion, because that would make practical
discussion impossible:

[...] unless, in any particular field of argument, we are prepared to work with warrants of
some kind, it will become impossible in that field to subject arguments to rational assess-
ment. (p. 93)

And:

Some warrants must be accepted provisionally without further challenge, if argument is to
be open to us in the field in question: we should not even know what sort of data were of the
slightest relevance to a conclusion, if we had not at least a provisional idea of the warrants
acceptable in the situation confronting us. (p. 98)

31t is the “D, W/B, so C” pattern that Toulmin contrasts with the analysis in Aristotelian
categorical syllogistic of arguments as fitting a “Minor premise; major premise; so conclusion”
pattern. See Sect. 2.6 of this volume.

3 According to Trent (1968), Toulmin does not claim completeness for his model, only adequacy
for the purposes of the discussion.
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Harry was sO:

born in

Bermuda
(D)

since

A man born in
Bermuda will
generally be a
British subject
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presumably, Harryisa
British subject
Q ©
unless

His parents were
aliens, or he has
become a naturalized
American or ....

(W) (R)

on account of

the following legislation...

(B)

Fig. 4.3 Example of an argument described with Toulmin’s extended model

Fig. 4.4 Toulmin’s extended
model

on account of
B

Toulmin sees the relation between the occurrence of a condition of rebuttal and
the occurrence of a qualifier as follows. Whenever there is a condition of rebuttal,
the claim must be weakened by a qualifier.’® Conversely, however, it is not
necessary that there is a condition of rebuttal to the warrant just because there is
a qualifier to the claim. It is possible that the warrant contains not an absolute rule

3With regard to the use of modal terms in qualifiers, Ennis (2006) presents and defends a
delimited version in terms of speech acts of Toulmin’s contextual definition of the qualifier
“probably.” With Toulmin, Ennis maintains “When I say ‘S is probably P’, I commit myself
guardedly, tentatively or with reservations to the view that S is P, and (likewise guardedly) lend my
authority to that view” (p. 163). In Ennis’s view the qualifier “probably” allows one to guardedly
commit to a statement. Any attempt to reduce this qualifier to a numeric value (i.e., formalization)
will not do justice to actual use, for it will never grasp the true implications of a tentative
commitment. Ennis stresses the need to focus on real arguments, not artificial ones.
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Petersen is SO: almost certainly Petersen is not a
a Swede Roman Catholic
(D) Q) ©

since

A Swede can be taken

to be almost certainly

not a Roman Catholic
(W)

because

The proportion of Roman
Catholic Swedes is less than 2%

(B)

Fig. 4.5 Example of an argument with a qualifier without a rebuttal

but one with an addition such as “in general” (without specific exceptions being
named). This is the case in the example in Fig. 4.5.

There is a slight complication that we should mention. The data in Toulmin’s
model consist of facts produced in support of the claim. In argumentation, however,
facts may also have another function. They can be referred to in the backing for the
warrant (as happens in our example in Fig. 4.5) or to confirm or deny that a
condition of rebuttal holds in a particular case.

In the example of Harry (see Fig. 4.3), the warrant may be applied without
reservation if additional information about Harry includes such statements as the
following™’:

1. One of his parents was not an alien.
2. He has not become a naturalized American.

Then the qualifier “presumably” could be removed, since the claim would
“necessarily” follow from the data, by virtue of the warrant.*®

If, on the other hand, the additional information were to indicate that Harry
belongs to one of the exceptional categories mentioned in the conditions of rebuttal,
this would mean that “the general authority of the warrant would have to be set

37 For the purpose of illustration, it is assumed (falsely) that the two conditions mentioned in the
Harry example constitute a complete list.

38 Schellens (1979) observes that, in this case, R no longer functions as a condition of rebuttal.
Instead, there are three data: “Harry was born in Bermuda,” “Neither of his parents were aliens,”
and “He has not become a naturalized American” and a complex warrant “A man born in Bermuda
will generally be a British subject unless his parents are aliens or he has become a naturalized
American.” If the counter-rebuttals are to be treated as data, then the warrant would be “Given that
a person was born in Bermuda, has at least one parent that was not an alien, and has not become a
naturalized American, then you may take it that the person must be a British subject.”
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aside” (Toulmin 2003, p. 94). Consequently, the claim is not successfully defended,
at least not on the ground that Harry was born in Bermuda.

What, now, is the relation between argumentation in Toulmin’s model and legal
argumentation? This relationship is apparent from the fact that both in Toulmin’s model
and in legal argumentation there are steps in the justification of a statement which fulfill
different functions in the process of justification and which have to be executed
according to the rules of a particular procedure. According to Toulmin, there are also
more specific similarities. The claim corresponds with the indictment by the prosecution
in a criminal case, the data with the evidence, and the warrant with the content of the
legal rules or stipulations obtaining in the case concerned, while the backing may be
compared with the relevant passages in the relevant legal codes or textbooks. In legal
matters it may also be necessary, just as in argumentation in general, to discuss the
extent to which a particular law, regulation, or rule applies in a particular case: whether it
necessarily needs to be applied, or whether there are particular circumstances which
make the case an exception, or whether the rule can only be applied in a weakened form.

In Toulmin’s model, it is assumed that the data as such are accurate — or, in legal
terms, that a case has been made out. What does the validity of the argumentation
depend on, according to Toulmin? He does not mention this explicitly but seems to
consider an argument “valid” if the required procedure has been correctly followed,
that is, if the argument has been (or can be) cast in the mold represented in the
model, and — crucially — the warrant for the step from data to claim is adequate and
may be regarded as authoritative.

The warrant is adequate if it justifies the step from the data to the claim, thereby
guaranteeing the accuracy of the claim, whether or not modified by a qualifier.
According to Toulmin, the warrant is the crucial element in determining the validity
of argumentation, for the warrant indicates explicitly that the step from data to claim
is justified and also why this is so. The warrant is authoritative if it is immediately
accepted as such or obtains its authority from the backing. All of this is made clear in
The Uses of Argument, albeit not always explicitly.

To what degree, in this perspective, does form determine validity? And to what
extent are form and validity field-invariant or field-dependent in the Toulmin
model? This is what Toulmin (2003) says about the first question:

Yet one thing must be noticed straight away: provided that the correct warrant is employed,
any argument can be expressed in the form “Data; warrant; so conclusion” and so become
formally valid.*® By suitable choice of phrasing, that is, any such argument can be so
expressed that its validity is apparent simply from its form [...]. (2003, p. 110)

A few sentences further he continues as follows:

On the other hand, if we substitute the backing for the warrant, [. . .] there will no longer be
any room for applying the idea of formal validity to our argument. (2003, p. 111)

391t should be noted that Toulmin realizes that the validity of the “Data; warrant; so conclusion”
argument is a consequence of the applicability and adequacy of the warrant rather than its formal
properties (2003, p. 111).
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Toulmin’s view regarding the second question is that the form of argumentation
is field-invariant. Not only legal argumentation but argumentation from every field
can, in principle, be represented in the same form. According to Toulmin, the
validity of argumentation is not completely field-invariant but has a field-invariant
and a field-dependent aspect. Validity is partly a function of the form (the procedure
must have been correctly performed), and in this sense it is field-invariant. But the
validity of an argument is also partly, and essentially, determined by the warrant, so
that, ultimately, it is ﬁeld-dependent.40

Ultimately, the warrant obtains its authority from the backing, and backings can
vary in different fields. For instance, in the field of law, a backing may refer to
particular legal stipulations, as in the Harry example, but in other fields the backing
may refer to the results of a census, as in the Petersen example, or to aesthetic
norms, moral judgments, psychological patterns, or mathematical axioms. In every
field of argument, it has to be determined which warrants may be regarded as
authoritative and in what manner they must be backed.

More than 30 years after the publication of The Uses of Argument, Toulmin
(1992) made this comment on his earlier views on the matter of field-dependency:

It I were rewriting the book today, I would broaden the context, and show that it is not just
the “warrants” and “backing” that vary from field to field: even more, it is the forums of
argumentation, the stakes, and the contextual details of “arguing” as an activity. (p. 9)

By now it should be clear that Toulmin had a conception of the notions of “form”
and “validity” and of their relationship, which is radically different from the
standard view in formal logic, with which he fundamentally disagrees. According
to him, an important cause of the trouble is the distinction between “major” and
“minor” premises as it was made in classical syllogistic (which Toulmin equates
with the “logical view™).*! Toulmin finds this distinction misleadingly simple. In
his view, the functions of the two sorts of premises are so different that it is even
wrong to place them under the same label of “premise.”

Toulmin makes use of the Petersen example we mentioned in Fig. 4.5:
. Petersen is a Swede.
2. No Swedes are Roman Catholics.

So, certainly
3. Petersen is not a Roman Catholic.

In this Toulminian syllogism, (1) is the minor premise and (2) the major premise.
The major premise conceals, in Toulmin’s view, an important distinction, because it
can be interpreted either as a warrant (W) or as backing (B). These two interpretations
are apparent from the following possible ways of “expanding” the case (p. 111):
(2a) A Swede can be taken to be certainly not a Roman Catholic.

(2b) The recorded proportion of Roman Catholic Swedes is zero.

—_

“Toulmin’s view that validity is ultimately field-dependent implies that in principle every
argument field may claim rationality for the arguments being used in that field. The only condition
Toulmin requires is that in the field concerned the warrant must be accepted as authoritative.

*!'See Sect. 2.6 of this volume for a discussion of Aristotle’s syllogistic.
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Whether the major premise is interpreted as W or as B, in either case its function
is quite different from that of the minor premise, which acts as a datum (D).
However, (2a) represents the W-interpretation, (2b) the B-interpretation, and
there is a functional difference between the two. The major premise in the syllogism
takes no account of the different functions of the warrant and the backing and
therefore contains a hidden complexity.

According to Toulmin, in the logical view the argument in the Petersen
example — minor premise (1); major premise (2); therefore conclusion (3) — is
regarded as valid because of its form. He points out that in the W-interpretation of
the major premise (2a), the argument has a formally valid form, but the
B-interpretation (2b) presents problems. In the latter interpretation, the argument
is clearly not formally valid in the logical sense, even though it is perfectly
acceptable, and therefore sound in a broader sense. Toulmin concludes that the
validity of the argument with (2b) as a premise is not really a consequence of its
formal properties and that the validity of the argument with (2) or (2a) as a premise
can therefore not be a formal matter either:

Once we bring into the open the backing on which (in the last resort) the soundness of our
arguments depends, the suggestion that validity is to be explained in terms of “formal
properties,” in any geometrical sense, loses its plausibility. (p. 111)

According to Toulmin, logicians fail to see this problem because the “ambigu-
ity” of the major premise conceals the crucial distinction between warrant and
backing. Consequently, the fact that the validity of arguments ultimately depends
on the backing remains obscured (pp. 100—114).

In Toulmin’s view, the geometrical interpretation of validity prevalent in formal
logic complicates dealing with validity in real-life arguments considerably.
According to the geometrical view, an argument form is valid if the conclusion is
contained in the premises, i.e., if it is, in Toulmin’s formulation, simply a “formal
transformation” of its premises (2003, p. 110). Toulmin summarizes this view as
follows: “If the information we start from, as expressed in the major and the minor
premisses, leads to the conclusion it does by a valid inference, that (it is said) is
because the conclusion results simply from shuffling the parts of the premisses and
rearranging them in a new pattern” (2003, p. 110).*> This, in Toulmin’s view

“1In personal communication Hitchcock emphasized that this is an incorrect and inadequate
account of formal validity as contemporary logicians conceive of it. First, not all arguments
whose conclusions can be obtained by shuffling the parts of their premises are formally valid:
“No horses are humans; all humans are animals; therefore, no horses are animals.” Second, not all
formally valid arguments have conclusions that can be obtained by shuffling the parts of their
premises: “You have credit for three one-semester courses in philosophy; therefore, you have met
the prerequisite for this course of either being registered in a program in philosophy or having
credit for at least two one-semester courses in philosophy.” On page 113 Toulmin (2003) expresses
a much better conception of formal validity: “to state all the data and backing and yet to deny the
conclusion would land one in a positive inconsistency or contradiction.”
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incorrect, conception flows from the logicians’ one-sided interest in analytic
arguments, which he thinks should not be regarded as exemplary for all arguments.
Formal validity in the logical sense relates only to the way in which arguments
are formulated and has, in Toulmin’s view, nothing to do with the real sources of
validity.
By means of yet another example, Toulmin elucidates the concept of an analytic
argument (pp. 115-118):
1. Anne is one of Jack’s sisters.
2. All Jack’s sisters have red hair. So
3. Anne has red hair.
The major premise (2) can be rewritten as a warrant (2a) and as a backing (2b):
(2a) Any sister of Jack’s will (i.e., may be taken to) have red hair.
(2b) Each one of Jack’s sisters has (been checked individually to have) red hair.
Toulmin observes that the backing (2b) includes explicitly the information
which is also present in the conclusion (3):

[...] indeed, one might very well replace the word “so” before the conclusion by the phrase
“in other words,” or “that is to say.” (p. 115)

For this reason, Toulmin calls the argument analytic:

In such a case, to accept the datum and the backing is thereby to accept implicitly the
conclusion also; if we string datum, backing and conclusion together to form a single
sentence, we end up with an actual tautology. (p. 115)*

Toulmin supposes that the backing in this example consists in the hair
color of all Jack’s sisters having been checked. But in that case, of course,
Anne’s hair has also been checked: in other words, the conclusion that
Anne has red hair (3) goes no further than what has already been said in the
premises.

In nonanalytic arguments — those which Toulmin calls “substantial” — the
conclusion does contain new information. This becomes apparent, says Toulmin,
if we change the Anne example as follows (2003, p. 117):

(1’) Anne is one of Jack’s sisters.
(2a’) Any sister of Jack’s may be taken to have red hair.
(2b’) All Jack’s sisters have previously been observed to have red hair.

So
(3’) Presumably, Anne now has red hair.

The conclusion (3’) has now been weakened by the qualifier “presumably,”
because in the meantime Anne’s hair may have changed color or she may

43 Toulmin is probably not using the word “tautology” here in the logician’s sense, derived from
Wittgenstein’s Tractatus, of a statement that is true regardless of how the world is, but in the older
sense, common in literary criticism, of a discourse in which a point is repeated.
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Anne is R R SO: presumably Anne now has
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Any sister of Jack’s may be Anne has dyed her
taken to have red hair hair, gone white,
lost her hair, or...
(W) (R)

on account of the fact that

all his sisters have previously
been observed to have
red hair

(B)

Fig. 4.6 Example of a nonanalytic but Toulmin-valid argument

have lost her hair. It is therefore necessary to make a reservation regarding the
warrant (2a’):
(2a”) Unless Anne has dyed/gone white/lost her hair. . .

In this example, the backing (2b’) no longer contains exactly the same informa-
tion as the conclusion, but in Toulmin’s view the argument is still valid (in the sense
of establishing a presumption) because the warrant justifies the step from the datum
(1’) to the qualified claim (3’), acquiring its authority from the backing (2b’).
See Fig. 4.6.

This example makes clear that substantial arguments, which are, according to
Toulmin, by far the most prevalent in practice, can also be valid, albeit in a different
way than analytic arguments. He also provides an explanation of why substantial
arguments are more common in practice than analytic ones:

If the purpose of an argument is to establish conclusions about which we are not entirely
confident by relating them back to other information about which we have greater assur-
ance, it begins to be a little doubtful whether any genuine, practical argument could ever be
properly analytic. (2003, p. 117)

Inasmuch as the conclusions of analytic arguments contain basically the same
information as the premises, there is no uncertainty about the information
contained in the conclusion. And therefore, says Toulmin, there is no need for an
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argument at all.** Unlike analytic arguments, substantial arguments do make a

contribution to the purpose of argumentation as Toulmin sees it.*’

By referring, once more, to the examples of Anne, Petersen, and Harry, the field-
dependency of the validity of arguments and argumentation can also be illustrated.
In the Anne example, one can imagine the warrant to be backed by checking the
natural (original) color of all Jack’s sisters’ hair; in the Petersen example, by a
national census (or by doing a survey); and in the Harry example, by checking the
relevant laws (or consulting a publication summarizing the legal situation). For
these things to be done properly, we should need first a chemist who is not color-
blind (or a hairdresser knowledgeable of chemistry), then a demographer, and
finally a lawyer. The arguments can, in principle, be equally valid. According to
Toulmin, there is no reason whatsoever to regard them as being automatically less
rational than analytic arguments or to go even so far as to call them irrational.

In Toulmin’s view, the idea that there are universal criteria of validity can be
upheld only if validity is conceived only as a formal property of analytic arguments,
as happens in standard logic. Toulmin concludes that it is the reluctance to drop this
conception of validity that has made logic insignificant for the evaluation of
arguments as they actually occur in practice.

4.8 Appropriations of the Toulmin Model

When The Uses of Argument was published in 1958, in the philosophical journals
little or no attention was paid to the model, and the opinions that were expressed
concerning the rest of the book were predominantly negative. However, as Toulmin
(2006) points out, soon after its publication, the model was picked up by communi-
cation scholars in the United States (see Sect. 8.2 of this volume) and became a very

a4 According to Hitchcock (personal communication), this claim is false. It is sometimes not at all
obvious that information contained in the premises of a formally valid argument includes the
information in the conclusion. For example, it took Bertrand Russell’s letter to Gottlob Frege in
1902 to show that the Basic Law V in his Grundgesetze (published in 1893) contained a
contradiction. In fact, according to Godel’s incompleteness theorem (whose proof was published
in 1931), any consistent axiomatization of arithmetic has information in the axioms that cannot be
gotten out of them by the rules of inference in the underlying logic. In Hitchcock’s view,
Toulmin’s skepticism regarding the power of formally valid reasoning is certainly not justified.
Mathematical proofs sometimes have surprising conclusions, yet are analytic in any defensible
sense of that concept.

“In personal communication Hitchcock explained that Toulmin’s skepticism about analytic
arguments is not justified. Mathematical proofs sometimes have surprising conclusions, yet are
analytic in any defensible sense of that concept. Examples are the proofs that the diagonal of a
square is incommensurable with its side, that the square root of 2 is irrational, that no consistent
axiomatization of arithmetic is complete, that there is no mechanical decision procedure for the
logic of the quantifiers “all” and “some,” that there are only five regular solids (Toulmin 1976,
p. 67; ct. Aberdein 2006, pp. 332-334), and so on. Given Toulmin’s first degree in mathematics
and physics, Hitchcock finds his blindness to the power of formally valid reasoning hard to
understand.
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popular practical device for analyzing and constructing arguments in argumentation
and debate courses. Since then, a lot of things have changed in the reception of
Toulmin’s work, both among theoretically minded argumentation scholars with a
background in communication and among argumentation scholars with a back-
ground in philosophy and logic.*°

To start with, in the United States The Uses of Argument has become a source of
inspiration for theorizing about argumentation in communication studies and rhet-
oric. This has resulted, among other things, in the development of the “rhetoric of
enquiry” movement (see Sect. 8.5) and in further theoretical reflection upon
argument fields and argument spheres (see Sect. 8.6).

An important appropriation of the Toulmin model in communication studies and
rhetoric is proposed by G. Thomas Goodnight, who reacts to Habermas’s (1981)
objection that Toulmin’s field analysis cannot differentiate between essential and
accidental features of a field in authorizing a warrant. According to Goodnight
(2006), Habermas objects that Toulmin does not draw the proper lines between, on
the one hand, accidental institutional differentiations of argumentation and, on the
other hand, the forms of argumentation determined by internal structure (p. 35).

In his theory of communicative rationality, Jiirgen Habermas (1981) leaves
Toulmin’s field theory behind and introduces, starting from the types of claims,
his alternative system of classification that differentiates between argumentation in
theoretical, practical, aesthetic, therapeutic, and explicative discourse and critique.
In defense of the Toulminian classification system, Goodnight argues, contra
Habermas, that argumentation is best served by repairing Toulmin’s approach
rather than abandoning his field-grounded reasoning. Because, in Goodnight’s
view, the Toulmin model is missing a required critical component, he offers a
“legitimation warrant” as an addition (p. 40). This warrant relates to the justification
of a decision to ground a particular argument in a field, which Goodnight calls a
legitimation inference (Goodnight 1993). Goodnight envisages a classification in
terms of legitimation inferences.

In philosophy, Toulmin’s work has also been of influence on the rise of informal
logic,"” and since the late 1980s his model has been taken up in the theorizing (see
Chap. 7, “Informal Logic” of this volume). Like Toulmin, informal logicians tend
to hold the view, albeit not always for the same reasons, that formal logic does not
constitute the best, and certainly not the only, tool for analyzing and evaluating
argumentation.*® Several argumentation theorists with a background in informal

46 Loui (2006), who emphasized the influence that Toulmin’s ideas have had, reports that The Uses
of Argument is Toulmin’s most cited work and that citations in the leading journals in the social
sciences, humanities, and science and technology put Toulmin among philosophers of science and
philosophical logicians in the top 10 of the twentieth century.

“"n citing the influences that have led to the rise of informal logic, Johnson and Blair (1980)
explicitly mention the Toulmin model.

8 As is explained in Sect. 7.2 of this volume, Toulmin’s radical critique, and the new perspective
on argumentation he provided, has been an inspiration to explore this territory with other models
and instruments than those supplied by formal logic.
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logic, such as James Freeman (1985, 1988, 1991, 1992), Mark Weinstein
(1990a, b), and David Hitchcock (2003, 2006a), have scrutinized Toulmin’s
philosophical ambitions and have appropriated his model.** They view his ideas
as useful contributions to the project of developing theoretical tools for the analysis
and evaluation of argumentation. In this section, we shall describe some
philosophically oriented responses which involve appropriations of the Toulmin
model.

A relatively early constructive attempt at appropriation comes from Healy
(1987), who takes Toulmin’s model to be structurally adequate but lacking. He
proposes to extend it to take care of these limitations. Freeman (1991), who starts
from Toulmin’s ideas in his theorizing, is among the various argumentation
scholars who say that Toulmin warrants can be expressed in the form: if D, then
C, where D stands for the data and C is the claim (p. 53). Hitchcock (2003, 2006a),
another Toulmin expert, denies that a warrant is a non-generalized indicative
conditional. He believes that for Toulmin a warrant never has the form from these
data, you may take it that this claim is true. Instead, a warrant always has the
following generalized form: “from data of this kind, you may take it that a
corresponding claim of this sort is true.” In Hitchcock’s view, a warrant is, as it
were, an inference-license.

Hitchcock is an advocate of the use of the Toulmin model for the analysis and
evaluation of argumentation. In his discussion of the model, he focuses in the first
place on the function of the data (grounds) and the warrant as an alternative to the
traditional way of modeling inferences by formal argument patterns of premises
and a conclusion. If an argument functions to justify a statement by providing
grounds in its support, we may just as well call these grounds “reasons” or “data”
for a “claim,” instead of retaining the traditional labels of “premises” and
“conclusion.” Implicit in any such an argument is that the claim follows from
the grounds. It does so, if and only if some justified covering generalization of the
argument holds, possibly qualified as holding “generally” or “presumably.”
According to Hitchcock (2003), such a justified covering generalization is
what Toulmin means by a “warrant.””® A warrant, then, is a general rule
which licenses or permits a step from grounds of a certain sort to a corresponding
claim.

Toulmin’s justification for distinguishing warrants from the other components
of argumentation is that they are all responses to different kinds of questions from

9 A recent interest in the Toulmin model was instigated by David Hitchcock, who dedicated an
OSSA Conference he organized at McMaster University in May 2005 partly to the Toulmin model.
Rather than concentrating on a critical evaluation of the Toulmin model, the papers focused on
providing interpretations of elements of the model that are not sufficiently clear, revaluing
elements that deserve more attention, and proposing necessary additions (see Hitchcock and
Verheij 2006).

50 According to Hitchcock (2003), “Toulmin equivocates on whether a warrant is a statement or a
rule, often within the space of two pages” (p. 70). Hitchcock believes this equivocation to be
harmless since a warrant-statement is the verbal expression of a warrant-rule.
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a challenger. The warrant corresponds, according to Hitchcock, to the concept of
argument scheme derived from the work of Perelman and Olbrechts-Tyteca.”' In
Hitchcock’s view, which differs from how Toulmin is interpreted by some others,
“the warrant is not part of the analysis of an argument, not something to be
included in its diagramming” (2003, p. 79). According to him, identification of
the warrant is part of the evaluation of the argument, because questions about an
argument’s warrant arise when one comes to judge it, in particular when one is out
to assess whether the conclusion of the argument follows from its stated premises.
The question then is not “How do you get there,” but “How might you get there?”
And next: “Is one of the ways you might get there a reliable route?”” In other
words, there may be several candidates for warrants. If one of these candidates
proves to be justified (by a backing), then we can say that the inference is indeed
warranted.

Hitchcock (2003) points out that several criticisms of the Toulmin model by
other authors are — in his view — based on misconceptions. In reacting to these
misconceptions, he gives three crucial responses: (1) A warrant is not a kind of
premise. (2) A warrant is not a kind of implicit premise. (3) A warrant is not an
ungeneralized indicative conditional.

According to Hitchcock (2003), in spite of what Toulmin suggests, the data
and warrant should not be seen as two different types of premises. Only
Toulmin’s data are premises in the traditional sense: “The claim is not presented
as following from the warrant; rather it is presented as following from the
grounds, in accordance with the warrant. A warrant is an inference-licensing
rule, not a premise” (Hitchcock 2003, p. 71). This interpretation also means that a
warrant is not an implicit premise either. Toulmin himself maintains that
warrants are implicit, but Hitchcock stresses that there is a vital difference
between calling an implicit component of an argument a “warrant” and calling
ita “premise.” According to Hitchcock — and here his position is fully in line with
that of others — it is not their implicitness which distinguishes warrants from
grounds (data), but their functional role. In Hitchcock’s opinion, “The implicit-
premise approach assumes that a good argument must either be a formally valid
argument, or a modally qualified formally valid argument, or a formally induc-
tive strong argument, or an argument possessing some other sort of formal
connection adequacy” (2003, p. 72). He sees that as going against Toulmin’s
claim that arguments which intuitively strike us as quite respectable are not
formally correct:

S'n making this comparison it should be noted that if the warrant is viewed as a bridging premise
(different from Hitchcock’s interpretation), it is only a part of the argument scheme. This does not
mean, of course, that warrants cannot be used to categorize argument schemes. As far as Perelman
and Olbrechts-Tyteca’s notion of argument scheme is concerned, it should be noted that this notion
is rather loose. Some of the associative argumentative schemes they distinguish do not seem to
represent a general rule. See Sect. 1.3 of this volume for the notion of argument schemes.
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To reconcile their intuitive respectability with the assumption that a good argument has a
formally adequate connection between premises and conclusion, the fiction of an implicit
premise [. . .] is invented. And the problem becomes one of discovering something that it is
not there. In particular, if one seeks an implicit premise whose explicitation will produce a
formally valid argument, then it can be proved that any such implicit premise will be at least
as strong as the proposition that it is not the case that the premises are true and the
conclusion false. But this proposition, though a logical minimum, is less strong than the
implicit assumption which sophisticated argument analysts attribute to arguments. So one
resorts to ad hoc advices to explain and predict this stronger assumption. (Hitchcock 2003,
p. 72)

Rather than an implicit premise, the Toulmin warrant is in Hitchcock’s view the
expression of a rule used to infer the claim from the data; it is general because it is
a rule.

Another difference between regarding the implicit assumption as an implicit
premise and regarding it as a warrant is, according to Hitchcock, that when one
searches for an implicit premise, “one assumes there is a unique answer to one’s
question” (2003, p. 73).”> When one takes the warrant approach, one does not need
an assumption of a unique answer to the search for what is implicit in the inference
of a conclusion from the explicit grounds made in an argument. There might be a
variety of possible warrants. If it is not possible to ask the author of an argument
“How do you get from your grounds to your claim?” it is better to construe the
question as “How might you get there?” The question then is whether any of the
possible warrants is an established warrant, i.e., whether the step from grounds to
claim is justified (2003, p. 73).

Following Toulmin and Hitchcock, Robert Pinto (2006) takes warrants to be
material inference rules.” Because the inferences that are made in argumentation
are of a material nature rather than fully dependent on logical form, he proposes to
view warrants as generalized rules of inference that are epistemological, rather than
logical. Since a conclusion is warranted when the data provide adequate reasons for
accepting it, he shifts the focus from “truth-preservation” to “entitlement-preserva-
tion.”>* In the end, this move amounts to replacing a concern with logical truth by a
concern with epistemic attitudes. The authority of the warrants depends, in Pinto’s
view, on the objective likelihood of reaching “good” outcomes and is therefore not
necessarily field-dependent.

When one attempts to deploy a notion of “rules of inference” according to
which rules of inference are not logical truths, three questions arise: (1) What form
should the statements expressing such rules take? (2) What virtues must arguments
and inferences have if they are to be considered valid? (3) What virtues must
rule statements have if they are to have normative force? Based partly on
Hitchcock’s ideas concerning good rules of inference, Pinto comes up with a

52 This is, by the way, certainly not the position advocates of identifying implicit premises, such as
the pragma-dialecticians, generally take. See, for instance, Sect. 10.5 of this volume.

33 For Pinto’s contribution to argumentation theory, see also Sect. 7.6 of this volume.
3% According to Pinto, an argument (or inference) is valid only if it is entitlement-preserving.
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set of criteria for entitling warrants. Basically, a reliable warrant is one that
licenses a reliable inferential practice.”

Lilian Bermejo-Luque (2006) proposes a new conception of the warrant.>
Unlike Hitchcock, she takes the warrant to represent the inference claim of the
speech act of arguing. Following Grennan (1997), Bermejo-Luque comes to the
conclusion that inference claims are not explicit in acts of arguing. She construes
the inference claim as the conditional whose antecedent is the conjunction of the
reasons that are advanced and whose consequent is the conclusion.

As assertive speech acts, inference claims are put forward with a certain
pragmatic force,”” which corresponds with the way in which the conclusion is
qualified by the arguer. An argument like “This is red; so, necessarily it is colored,”
for example, would have as its warrant “If this is red, then it is colored.” Because in
this case the conclusion has been qualified with “necessarily,” we can take it that
the arguer is putting forward this conditional as a necessary truth. If the pragmatic
force with which an inference claim is put forward happens to be the pragmatic
force with which that conditional must be put forward, as in the example, then,
according to Bermejo-Luque, the argument will be valid. A valid argument, in
other words, is in this view an argument whose warrant has been correctly
qualified.

In suggesting that we should interpret the warrant as the corresponding condi-
tional, Bermejo-Luque arrives at a rather different view of the warrant from
Toulmin’s. The inference claim, she observes, is not a justification of the step
from reason to claim, but the way in which we make this step explicit. In her view,
inferences are justified by backings, not by warrants.”®

Bermejo-Luque argues that epistemological relativism is not a necessary conse-
quence of Toulmin’s model. She analyzes the role that fields are to play in
Toulmin’s model. As she tries to show, a misconception of field-dependency
gives rise to an unacceptable relativism with regard to argument appraisal. Fields
do not actually provide standards to determine the way we assess arguments, but
only a point of departure for assessing them. In her view, the standards for assessing
arguments are determined by the constitutive correctness conditions of acts of
arguing as illocutionary acts, and these are field-independent. Fields provide noth-
ing but particular ascriptions of qualifiers to the reasons and inference claims
constituting certain arguments. If an argument belongs to a particular field, then
we can adopt that field’s ascriptions of qualifiers in assessing it, that is, in order to

55 By elaborating a suitable concept of reliability, Pinto tries to capture what gives warrants their
normative force.

36 For Bermejo-Luque’s contribution to argumentation theory, see also Sect. 12.13 of this volume.
57 The term pragmatic force used by Bermejo-Luque corresponds, roughly, with the degree of
strength of the illocutionary point as defined by Searle. Inference claims are assertives, but they
may have different degrees and types of strength.

5% In Bermejo-Luque’s view, bridging the gap between reason and conclusion by justifying the
inference by means of a warrant, as Hitchcock and Pinto envisage, leads to an infinite regress. She
attempts to avoid the regress by pointing out that backings justify inferences.


http://dx.doi.org/10.1007/978-90-481-9473-5_12

49 Applications of the Toulmin Model 233

determine whether the ascription of qualifiers made by the arguer is correct in view
of what is considered to be true, necessary, possible, (more or less) probable,
plausible, etc., in that field.

In the textbook coauthored by Rieke and Janek, Toulmin uses the model
he introduced in The Uses of Argument also for the purposes of evaluation
(Toulmin et al. 1979). Hitchcock (2006a) points out that the Toulmin model is a
tool for evaluating micro-arguments arising in a process of justifying claims which
articulate one’s prior beliefs. How someone might adopt a belief in the first place is
a question Toulmin (2003) does not deal with. Following on from Toulmin,
Hitchcock proposes epistemic criteria that are necessary for good (justified)
reasoning: the grounds must be justified and adequate, the warrant must be
justified, and the arguer must be justified in assuming that no defeaters apply.
These criteria help in differentiating between “presumption-creating” and “pre-
sumption-defeating” critical questions, while in an argument scheme approach,
these two kinds of critical questions are lumped together.

Another appropriation of the Toulmin model aimed at argument evaluation is
proposed by Bart Verheij in the field of argumentation and artificial intelligence.
Verheij (2003, 2006) gives his own reconstruction of the model and argues that,
compared to the traditional premise-conclusion model, the Toulmin “scheme”
enriches argument analysis. In line with recent research on defeasible argumenta-
tion (p. 181), he interprets the rebuttal — which can be applied to all elements of this
amended Toulmin model — as a possibility to render a claim unsupported or
defeated, in spite of the data in its support. He then extends this interpretation
with a treatment of the formal evaluation of arguments in terms of their
assumptions. See Sect. 11.5 of this volume for further discussion of Verheij’s
contribution.

4,9 Applications of the Toulmin Model

Toulmin’s insights concerning argumentation are applied by a large group of
scholars from a variety of academic backgrounds. In some cases they have adopted
his general approach, in other cases they have taken up specific elements of his
views. Most influential in applying Toulmin’s insights has been his concept of
“argument field,” with the views on context-dependency that go with it,>* and
his model of argumentation. In American communication studies the concept of
argument field has been adapted in various forms by authors such as Charles
Willard (1983, 1989), who has a sociological conception, and Thomas
Goodnight (1982), whose appropriation of the Toulmin model we already

59 Contrary to the argumentation scholars from the American communication community who
build on Toulmin’s ideas concerning field-dependency, several philosophers from the informal
logic community firmly reject them (e.g., Freeman, Hitchcock, Johnson, and Pinto).
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discussed in Sect. 4.8.°° In this section we shall concentrate primarily on the
various applications of the Toulmin model.

Starting in the early 1970s, a great many authors have made an effort to apply the
Toulmin model to the analysis of argumentative discourse in specific fields, most
notably linguistic studies (e.g., Botha 1970; Wunderlich 1974); the interpretation of
texts (Huth 1975), in particular literary texts (Grewendorf 1975); and the field of
law (e.g., Pratt 1970; Rieke and Stutman 1990; Newell and Rieke 1986). The model
has also been related to theories of truth and rationality (Gottlieb 1968; Habermas
1973, 1981), to the study of argumentation and communicative action
(Kopperschmidt 1989), and to the examination of dialectical argumentation
(Healy 1987; Freeman 1992).

Some authors have linked the Toulmin model with mental processes playing a
part in convincing (e.g., Cronkhite 1969; Reinard 1984; Voss et al. 1993). An
interesting application in the field of psychology can be found in Voss (2006), who
lists the various ways in which he uses the model in his psychological research
(p- 303). Voss reports an empirical study in which an amended version of the
Toulmin model is employed to examine the resolution of ill-structured problems by
experts. To cope with the complexity encountered in the expert protocols that were
studied, he proposes six amendments to the Toulmin model to allow for recursive
composition. This is what the amendments amount to: (1) data can be claims in their
own right; (2) an implicit warrant is present in every argument; (3) the backing can
be an argument; (4) a rebuttal can have a backing; (5) the rebuttal can be an
argument; and (6) qualifiers can be arguments. In Voss’s study, virtually no explicit
statement of a warrant was recognized as such, and distinguishing between data and
backing proved to be difficult. While the Toulmin model did appear to facilitate the
isolation of lines of argument, it did not constitute a proper model of the process of
problem-solving.

Several authors have used the concept of warrant in order to classify processes
of reasoning or argumentation. Among them are the communication scholars
Arthur Hastings, Wayne Brockriede, Douglas Ehninger, and Jimmie D. Trent.
We shall discuss some of their applications of the Toulmin model in some more
detail.

Hastings (1962) proposed a new classification of the forms of reasoning tradi-
tionally distinguished in argumentation and debate textbooks (see Sect. 8.2 of this
volume). Starting from the Toulmin model, he describes and classifies the most
important types of warrants in terms of the reasoning process, “moving from the
data to the conclusion on the authority of the warrant” (p. 210). Hastings
distinguishes nine processes of reasoning, in which he recognizes three general
patterns: “verbal reasoning,” “causal reasoning,” and “free floating forms of
reasoning.” Just like in the debate handbooks, in his study evaluative questions
are formulated for each of the forms or reasoning.

0 Their contributions to argumentation theory are further discussed in Sect. 8.6 of this volume.
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According to Hastings, in verbal reasoning the step from data to claim is in one
way or another based on the meaning of the terms used in the argumentation: “They
are based upon symbolic formulations that exist in the language and the people
because of semantic reinforcement” (1962, p. 139). In reasoning from example to a
descriptive generalization, a general statement is justified by a premise in which a
reference is made to one or more specific facts or situations (“The increase of
muggings indicates that our society gets more violent every day”). In reasoning
from criteria to a verbal classification, a person or situation is characterized on the
basis of certain properties (“Maxwell is smart because he is good in math”). In
reasoning from definition to characteristics, an event or situation is defined in a
certain way, and, on the basis of this definition, either attributes or characteristics of
the event or logical implications are drawn.

A common characteristic in causal reasoning is that the warrant consists of a
causal generalization. In reasoning from sign to unobserved event, an observed or
known event is taken as an indication of the existence of an unobserved event. The
unobserved event is the cause of the observed event. In reasoning from cause to
effect, a certain event is predicted on the basis of the existence of another event.
Like reasoning from sign to unobserved event, reasoning from circumstantial
evidence to hypothesis is argumentation from effect to cause. In this case, a series
of indications is put forward to show that the hypothesis mentioned in the claim
is true.

Free-floating forms of reasoning include reasoning from comparison, reasoning
from analogy, and reasoning from authority. With these forms of reasoning, it is not
possible to give a general characterization of the warrant, as is possible with the
other two main categories. Also, these three forms of reasoning are not linked to a
specific type of conclusion.

Hastings’s “reformulation” is not adopted in the major textbooks on debate,
except for the textbook he later published with Russel Windes (Windes and
Hastings 1969).°! In contrast, the Toulmin model that inspired Hastings did receive
a lot of attention in practical literature on the skills of arguing, debating, discussing,
and speaking. The model can be found in numerous textbooks on communicative
skills. Most of these appeared in the United States and are inspired, as far as the
application of the Toulmin model is concerned, by Douglas Ehninger and Wayne
Brockriede’s (1963) textbook Decision by Debate.**> Ehninger and Brockriede’s
adaptation of Toulmin’s model led to the widespread adoption of the model in
practical textbooks on argumentation.

The foundations for their influential textbook on debating were laid
by Brockriede and Ehninger in an article they published in 1960 (Brockriede

! Hastings’s classification, however, is used as a point of departure by other scholars, such as
Kienpointner (see Sect. 12.7 of this volume) and Schellens (see Sect. 12.8 of this volume), in their
theorizing.

62 Ehninger and Brockriede (1963) use the terms evidence and reservation instead of the terms
data and condition of exception or rebuttal.
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and Ehninger 1960). In this article they first gave an interpretation of the Toulmin
model and then applied it to the construction of a system for classifying sorts
of argumentation. Generally speaking, Brockriede and Ehninger endorse Toulmin’s
criticism of logic. They conclude that the Toulmin model is better suited to the
description, analysis, and evaluation of argumentation than the logic-based
methods usually employed in textbooks on argumentation. They see the Toulmin
model as an alternative that is more in tune with actual practice.

Brockriede and Ehninger interpret Toulmin’s model as a rhetorical
model, which is reflected in their classification of sorts of argumentation. This
classification goes back to the Aristotelian tripartition of means of persuasion
based on logos, pathos, and ethos. The first type they call substantive, the second
motivational, and the third authoritative. The differences between these three
forms of argumentation, say Brockriede and Ehninger, must be looked for in the
nature of the warrant in the Toulmin model. In a substantive argument, the warrant
tells us something about the way in which “the things in the world about us” relate
to one another. In a motivational argument, it tells us something about
the emotions, values, desires, or motives which can make the claim acceptable to
the person to whom the argument is addressed.®® In an authoritative argument,
it says something about the reliability of the source from which the data are
drawn.®*

Let us have a look at an example of each type, taken from Ehninger and
Brockriede’s (1963) Decision by Debate. The authors distinguish between various
sorts of substantive argumentation. An example of the first of these is “The price of
steel has gone up, therefore the price of products made from steel will probably
rise.” This argumentation, which involves arguments in which a causal relationship
is defined, is shown in Fig. 4.7.

63 Kock (2006) argues that the typology of warrants concerning practical claims that stems from
Brockriede and Ehninger is insufficient for pedagogical applications. In his essay “Multiple
warrants in practical reasoning,” he maintains that the singleton set of the “motivational” warrant
should be extended and refined. The resources for the extension and refinement, he holds, can be
found in the ancient rhetorical handbook Rhetorica ad Alexandrum. On the basis of this handbook,
Kock arrives at a taxonomy of warrants “invoked in arguing about actions” (p. 254). When it
comes to actions in general, the warrants can be based on the following categories: (1) just
(dikaia), (2) lawtul (nomina), (3) expedient (sympheronta), (4) honorable (kala), (5) pleasant
(hédea), and (6) easy of accomplishment (rhaidia). For more difficult actions the warrants may be
based on the following two categories: (1) practicable (dynata), and (2) necessary (anankaia)
(p. 255).

64 Brockriede and Ehninger’s definition of substantive, motivational, and authoritative argumen-
tation is slightly different from the classical tripartition into logos, pathos, and ethos discussed in
Chap. 2, “Classical Backgrounds” of this volume. This is particularly true of authoritative
argumentation, classical rhetoric being exclusively concerned with the speaker’s reliability and
good character. It might be useful to add that in his Rhetoric Aristotle considers only logos
as a means of persuasion by argument, while pathos and ethos are non-argumentative means
(see Sect. 12.8 of this volume).
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the price therefore —— probably —» the price of
of steel has products made
gone up from steel will rise
(D) Q ©

since unless
higher prices of raw materials other economic factors intervene to
usually cause higher prices in weaken the force of the warrant/other
finished products costs in steel-products industries go

(W) down to counter-act increased steel

prices/etc.
R)
Because

expert X asserts that the price of finished
products almost always reflects the price

of raw materials/a study of a large sample of
industries indicates that changed prices of raw
materials generally cause changes of prices of
finished products/etc.

(B)

Fig. 4.7 Example of a substantive argument with a causal warrant

Examples of motivational argumentation and authoritative argumentation are:

Motivational Argumentation

Continued testing of nuclear weapons is needed for US military security;
therefore, continued testing of nuclear weapons is desirable for the United
States, since the United States is motivated by a desire to maintain the value of
military security.

Authoritative Argumentation (our own example)

Stephen Hawking says that it is almost certain that alien life exists in other
parts of the universe. That will probably be true, since Stephen Hawking’s views
on the cosmos are authoritative.

Another attempt to make Toulmin’s model applicable in practice was made by
Trent (1968). His interpretation of the model resembles Brockriede and Ehninger’s,
but has been much less influential. Trent, who claimed that Toulmin’s layout of
argument is essentially the same as the Ciceronian epicheireme, treats the Toulmin
model as a syllogistic model. He refers to some authors (among them Manicas
1966) who regard the syllogistic nature of the model as a drawback, because it
renders it unfit for the analysis of nonsyllogistic reasoning, such as modus ponens.
Trent, however, does not find this limitation very serious. In his view, the vast
majority of arguments occurring in practice are either syllogistic or can easily be
reduced to syllogistic form, specifically in the practices of public speaking and
debate.
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Anne is since —» therefore:
probably Jack’s sisters will Anne’s natural hair
one of Jack’s all have red as their colour is probably red
sisters natural colour

(ID) (W) I0)
because because

Anne lives with Jack’s both of Jack’s parents have
parents; Anne is about Jack’s red hair; the gene for red hair

age; Anne’s last name is is recessive

the same as Jack’s

(BD) (BW)

Fig. 4.8 Example of an inference epicheireme

According to Trent, the great advantage of the Toulmin model is the emphasis it
puts on material rather than formal validity, which is more in line with everyday
practice. Still, he regards the model as incomplete and hence inadequate to evaluate
the material validity of arguments. By modifying the model, he tries to remedy this
drawback before applying the model. First, he extends the model by including a
backing, a qualifier, and a rebuttal in the data, in addition to the backing, qualifier,
and rebuttal that in the Toulmin model go with the warrant. This makes the model,
in Trent’s view, more complete and the source of (un)certainty of a claim can be
more easily indicated. Second, he distinguishes between three groups of
argument types, which he calls epicheiremes: selection epicheiremes, inference
epicheiremes, and rhetorical epicheiremes. In a selection epicheireme, the claim is
selected from the backing by the warrant; in an inference epicheireme, it is inferred
from data or warrant; and in a rhetorical epicheireme, it is guaranteed by the
authority of the speaker.®

Trent illustrates the differences among these three categories of epicheiremes by
reference to Toulmin’s Anne example. Still, it is not quite clear what exactly he has
in mind; except perhaps in the case of the inference epicheiremes, which we shall
take as our example. See Fig. 4.8.

In this example, the inference claim (IC) cannot be asserted with
absolute certainty because there is a qualifier added to the inference datum (ID).
The uncertainty regarding the datum has its cause in the backing for the datum (BD).
However, the backing for the warrant (BW) does allow an absolute warrant.

Trent sees his own extension of the model, but also Brockriede and Ehninger’s
interpretation of it, as an attempt to bring logic closer to the practice of argumenta-
tion. This was also Toulmin’s purpose in The Uses of Argument, although Toulmin
argues that for accomplishing this task a radical reorientation of logic is needed.

%5 A rhetorical epicheireme resembles Brockriede and Ehninger’s authoritative argumentation,
which is a rhetorical means of persuasion based on ethos.
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Toulmin’s exposition of the model, in fact, is intended to show that micro-
arguments are generally substantial in the sense that the data and backing on
which they ultimately rest do not jointly entail the conclusion and that the criteria
for evaluating argumentation are ultimately field-dependent.®® Of course, this does
not mean that the model cannot be used as a general model for the analysis of
argumentation.

Various other authors have tried to use the Toulmin model as a general model for
analyzing argumentation and also for teaching composition. Among the books in
which the Toulmin book is used prominently in this way are Argumentation and the
Decision-Making Process by Richard Rieke and Malcolm Sillars (1975), Argumen-
tation as Communication by Richard Crable (1976), and Argument: A Guide to
Formal and Informal Debate by Abné Eisenberg and Joseph Ilardo (1980).%
The list of textbooks also includes An Introduction to Reasoning,®® which Toulmin
coauthored with Richard Rieke and Allan Janik (1979).69 In the preface of this
textbook, the authors state explicitly:

The “basic pattern of analysis” set out in Part II of this book [including all the elements of
the 1958 model] is suitable to arguments of all types and in all fields. (p. v)”°

It is striking that most authors who used Toulmin’s model as a general model for
argumentation analysis — again, including Brockriede and Ehninger, Trent, and
Toulmin himself 20 years later — ignore the logical ambitions Toulmin intended his
model to serve with regard to the replacement of formal validity in the geometrical
sense by validity in the Toulminian procedural sense. In the way in which the model
is in practical textbooks used for analyzing and constructing arguments, it is
completely isolated from its philosophical starting points. Toulmin’s (related)
field-dependence thesis however, regarding how the implementation of the argu-
mentative procedure varies according to the goals of the various fields, is taken up
widely. In the textbook by Toulmin, Rieke, and Janik (1979), a whole part (IV) is
devoted to “special fields of reasoning”: “legal reasoning,” “argumentation in

% In this way Toulmin counters the skepticism in British analytic philosophy of the 1960s about
general claims, psychological claims, and moral claims. This part of the Toulmin case stands even
if one rejects the claim that warrants can neatly be assigned to fields that can be identified with
academic disciplines.

57 Also outside the United States the model is used in several textbooks, for example, in Schellens
and Verhoeven (1988) (see Sect. 12.8).

%8 In their textbook, Toulmin, Rieke, and Janik (1979) use the term grounds instead of data, clarity
the concept of a warrant, and include five chapters on argument in specific fields (law, science, the
arts, management, ethics) in which they exemplify Toulmin’s (1992) point that it is not just the
warrants and backings that vary from field to field.

Tt is noteworthy that, unlike other authors before them, Toulmin, Rieke, and Janik (1979) do not
present a general taxonomy of warrants or argument schemes.

71n various reviews of The Uses of Argument, it is rightly assumed that Toulmin regards his
model as generally applicable. Cowan, for one, writes: “This pattern has, according to Toulmin,
the necessary scope to encompass all arguments” (1964, p. 29).
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science,
reasoning.

Nevertheless there have been some exceptions to this oversight. When they are
surveying some important theories of argumentation in their Argumentation and the
Decision-Making Process, Rieke and Sillars (1975) give a brief summary of the
wider framework within which Toulmin’s view of argumentation is to be placed
(pp. 16—19). And in Crable’s (1976) Argumentation as Communication,’” 100, at
various places something of this broader context can be found.”® Yet even in these
two books, the application of the model is separated from Toulmin’s radical views
on logic.

A striking example of a linguistic application of the Toulmin model is the way in
which the Italian-Dutch linguist Vincenzo Lo Cascio connects the treatment of
argumentation with Chomskyan generative grammar. Starting from the assumption
that argumentative discourse is a form of language use governed by underlying
syntactic rules, Lo Cascio (1991, 2009) proposes an argumentative grammar which
links clauses, or chains of clauses, that have a specific function in the discourse. The
syntactic rules of this grammar are to some extent language specific.

Speakers who aim to persuade their audience of the truth or acceptability of a
standpoint can shape their message in a variety of ways. The different ways of
organizing an argumentative message linguistically Lo Cascio calls “profiles.”
Every speaker of a language has to learn how to form the profiles allowed by that
language and how to use these profiles properly in communicative situations. The
use of profiles is governed by pragmatic rules.

The grammar that Lo Cascio envisages defines the syntactic rules, categories,
and linguistic conditions underlying well-formed argumentative texts and profiles.
Starting from the Toulmin model, he proposes a set of categorical rules
and formation rules for textual argumentative profiles. The hierarchical level of
the categories and the arrangement of functional categories, such as ‘“data,”
“warrants,” and “claims,” in argumentative chains are made explicit in formation
rules. Drawing a distinction between “main” categories and “optional” categories,
Lo Cascio indicates the hierarchical status of the categories that can play a role in an
argumentative text. He then defines the syntactic tools available for enchaining
these categories and formulates rules that establish the order in which they can
appear.

The first two obligatory categories in an argumentative text are the “opinion” (0O)
and the “justification” or support (JS), which is composed of an argument (A)
and a “general rule” (GR). Together, JS and O form the complex “argumentation”

arguing about the arts,
9971

reasoning about management,” and “ethical

7! This part of Toulmin, Rieke, and Janik (1979) underlies Toulmin’s remark quoted in Sect. 4.7
from his keynote speech at the 1990 ISSA conference about how he would expand his description
of the field-dependence of argumentation if he were to write The Uses of Argument again.

721 ike Ehninger and Brockriede (1963), Crable (1976) uses the terms evidence and reservation to
refer to the data and the rebuttal.

73 This may be no surprise, since Crable (1976) refers to Toulmin as his “most profound influence”
and “a source of challenge and insight” (p. vi).
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node (ARG). JS can consist of a single argument (A), but also of more than one
argument — which, in turn, can be supported by a sub-justification. In other words,
the argumentation can be simple or complex and can have a multiple or a subordi-
native structure.

The third obligatory argumentative component is the “warrant”: the general rule
(GR) which allows an argument to be considered as a good support for a thesis. This
component is obligatory only at a deep structural level; it is semantically always
implied, without necessarily being mentioned or lexicalized in the text.

Each argument is supported and justified by a different general rule. Conse-
quently, in a well-formed argumentative text, the same general rule can appear
only once.

The grammar proposed by Lo Cascio is recursive. Every argument, or
sub-argument, can be expanded in a sub-argumentation such that the node A can
be rewritten as ARG, on the condition that the new thesis/opinion O is co-indexed
with the argument A of the superior argumentative node ARG and, in turn,
supported by an argument A2.

Optional categories in the argumentative structure are the “qualifier” (Q), which
is the modal marker, and the “backing” (B), the authorizing source of the informa-
tion. Both have the function of specifiers. To every argument A or opinion/thesis O,
or even to a General Rule GR, a qualifier can thus be added in the form of a modal
verb, adverb, or some other modal form. The “backing” (B) functions as support, as
source or guarantee, for the GR, the general rule. Three other optional categories are
to be considered as adjuncts to the argumentative high node ARG and have a
counter-argumentative value — they function as “reinforcers,” “rebuttals,” and
“alternatives” — or a peripheral attributive value, their function is to give more
precise information, to make restrictions, or to attach conditions.

Lo Cascio’s theory has been extended with a textual analysis in which particular
attention is paid to the relationship between argumentation and narration
(Lo Cascio 1995, 2003, 2009). In Lo Cascio’s view, these two types of discourse
have many points in common and can very often be found alongside each other.
Narration relates to two main categories: event (E) and situation (S). Event is
formed by a closed time interval, while situation is formed by an open time interval.
The time interval S always includes the time interval E. A situation which marks a
given event is intended to characterize the world to which that event belongs. Take
the following sentence:

John was tired and thirsty and he entered a bar and asked for a glass of water.

In such a sentence, the world where John is “tired and thirsty” (situation)
characterizes and contains the events “enter a bar” and “ask for a glass of water”
and justifies at the same time the action of entering a bar to drink something. It can
be supposed that the decision of entering a bar can in this sentence be explained by
John’s being tired and thirsty. So the situation (being tired and thirsty) functions as
a justification for the event (entering the bar). The difference between the narrative
and the argumentative reading would then be the modal value which would be
assigned to the relationship between the two components, and operates in particular
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on the event (i.e., the supposition that being tired can have influenced the decision
to enter a bar).

According to Lo Cascio, narration is very close to argumentation. However,
while narration presents events and situations as certain, argumentation presents
situations and events as possible. Therefore, Lo Cascio proposes a link, although a
very speculative one, between “event” and “claim,” on the one hand, and “situa-
tion” (or event) and “argument” (justification), on the other (Lo Cascio 1995, 2003,
2009).

Another sphere in which Toulmin’s model and his philosophical ideas about
argumentation, in particular those about field-dependency and the epistemological
nature of the evaluation process, have had considerable influence is the educational
reform movement “critical thinking” (see Sect. 7.2 of this volume). This influence
manifests itself, for instance, clearly in two books, Critical Thinking and Education
and Teaching and Critical Thinking, published by John McPeck (1981 and 1990,
respectively).

McPeck explicitly appeals to the Toulmin conception when arguing that field-
invariant instruction in the standards of reasoning and argumentation is impossi-
ble because there are no such standards. He agrees with Toulmin that the
standards of reasoning and argumentation are a function of the epistemology of
the fields or disciplines concerned. The warrants that authorize the moves from
data to claims are dependent on the prevailing epistemology. Therefore the
correct way of learning how to argue about literature or about history is to learn
the standards of literary criticism or of historiography. Learning to think criti-
cally, McPeck argues, requires getting to know the epistemology of each field. In
some important respects McPeck’s position has been taken up and extended by
Weinstein (1990a, b).

In recent years, the Toulmin model has also been taken up and found a great
number of applications in the field of artificial intelligence (AI) and computation
(for further discussion of this important development, see Chap. 11, “Argumenta
tion and Artificial Intelligence” of this volume).” John Fox and Sanjay Modgil
(2006), to mention a striking example, report on their extension of the Toulmin
model to facilitate computationally supported clinical decision-making. Because in
clinical decision-making the Toulmin model proves to be quite useful, the basic
characteristics of the model are retained in the account. “The idea of competing
claims however, entails a need for decision making which requires some
developments that Toulmin did not investigate, notably the idea of weighing
arguments and aggregating them in order to arrive at an ordering over decision

74 Prakken (2006) argues that, in its frequent use of an argument scheme approach, the field of
artificial intelligence and law (Al & Law) has taken to heart some of the lessons of The Uses of
Argument. It is also recognized that premises can play different roles (analogous to those of
Toulmin’s data and counter-rebuttal) and that arguments are defeasible. The field-related treat-
ment of argument schemes confirms Toulmin’s idea that the criteria for evaluating arguments
differ from field to field. Prakken maintains that Al & Law has developed an account of the validity
of reasoning that applies to every argument and is nevertheless formal and computational.
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options” (Fox and Modgil 2006, p. 287). Another example is provided by Olaf Tans
(2006) who has promoted a dynamic use of Toulmin’s model, particularly the
warrant, in dealing with legal argumentation in artificial intelligence.”

In addition, elements of the Toulmin model have been applied in the
development of a neural network-based resolution system for discretionary
decision-making. John Zeleznikow (2006) reports on the use of the model in the
development of software to enable pretrial Online Dispute Resolution.

There are various other applications of the Toulmin model in artificial
intelligence. Andrew Aberdein (2006), for one, argues that in metamathematics
argumentation is used quite similarly to how it is used in natural language.
Toulmin’s layout of arguments should be applicable to mathematics. The main
value of the layout is the identification of any nonconstructive steps or flaws due
to ambiguity within a proof. From the example of two apparently different layouts
of the Four Color Theorem, Aberdein argues for the necessity of extending
Toulmin’s account of the rebuttal to include undercutting defeaters in the sense
of Pollock.

Chris Reed and Glenn Rowe (2006) report on some interesting theoretical issues
raised by their project of allowing automatic computer translation between Toulmin
diagrams and the box-arrow diagrams inspired by Beardsley’s (1950) Thinking
straight. They use an extended version of the Toulmin model allowing for multiples
of most elements in the original model and adding recursion. In contrast to
Aberdein (2006), Reed and Rowe regard Toulmin’s original notion of “rebuttal”
akin to Pollock’s “undercutting defeaters.”

Fabio Paglieri and Cristiano Castelfranchi (2006) use the model as a preliminary test
to determine the possibility of covering belief revision with the same conceptual
framework as is used in dealing with argumentation. Their starting point is that belief
revision and argumentation are, respectively, the cognitive and the social side “of the
same epistemic coin” (p. 306). Paglieri and Castelfranchi use the results of their research
primarily to consider the problems that could come up when dealing with more
elaborate argumentation theories. For further discussion of argumentation and artificial
intelligence, see Chap. 11, “Argumentation and Artificial Intelligence” of this volume.

4.10 Critical Appreciation of Toulmin’s Contribution
to Argumentation Theory

Next to a great many positive reactions, Toulmin’s philosophical writings have
also met with a considerable amount of criticism. In the context of this volume, we
shall confine ourselves to discussing the most prominent critical reactions

7 According to Tans (2006), a warrant should be understood as an abstraction from the data, which
gets refined dynamically by discursive testing of its authority. Tans supports his view by using
examples from legal practice — i.e., within the context of the Supreme Court in the United States —
and captures an alternative diagram of the Toulmin model in his exposé.
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concerning his contribution to argumentation theory. They concern in the first
place his model of argumentation and the ideas relating to the model Toulmin
propounded in The Uses of Argument. After a brief reminder of the criticism
Toulmin received on his approach to logic and his response to it, we shall
concentrate on several points of criticisms concerning the model of argumentation
he proposed as an alternative to the formal logical approach and the way in which
he defines its components.

It is not surprising that Toulmin’s radical attack on what he sees as standard
formal logic has evoked strong criticism from logicians and other philosophers.
Their reviews of The Uses of Argument almost combined in a concerted and
passionate “defense of logic.”’® In the most favorable reviews (e.g., Abelson
1960-1961), there is some sympathy with Toulmin’s efforts to improve the appli-
cability of logic. Nevertheless, initially his suggestions were not well received by
his fellow philosophers. In most reactions, the course he advocates is rejected.”’
In fact, the criticisms mainly concern his ideas concerning the form and validity
of arguments (e.g., Castaneda 1960; Cowan 1964) and concerning probability
(e.g., Cooley 1959; King-Farlow 1973).

In the preface to the paperback edition of 1964 (which has been left unaltered in
its many reprints), Toulmin writes that the reactions to the first edition of The Uses
of Argument only had strengthened his convictions:

The reaction which the argument of the book met with from the critics in fact served only to
sharpen for me the point of my central thesis — namely, the contrast between the standards
and values of practical reasoning [...] and the abstract and formal criteria relied on in
mathematical logic and much of twentieth-century epistemology. (p. viii)

According to Toulmin, logic has for too long been reluctant to drop its narrow
formal conception of validity, which is responsible for the insignificance of logic
for the evaluation of arguments as they occur in practice. His chief aim with The
Uses of Argument was to bring logic closer to argumentation in everyday life and in
the academic disciplines. This could only be achieved, he argued, by way of a
radical change in orientation.

The line of approach Toulmin chose in realizing the radical change he had in
mind is interpreted differently by various scholars. Although Toulmin contrasted
his model of argumentation with the analysis of argument in Aristotelian categori-
cal syllogistic, some authors saw similarities between his model and the syllogism
(e.g., Manicas 1966). Others pointed out relationships between the model and

76See Abelson (1960-1961), Bird (1959), Castaneda (1960), Collins (1959), Cooley (1959),
Cowan (1964), Hardin (1959), King-Farlow (1973), Korner (1959), Mason (1961), O’Connor
(1959), Sikora (1959), and Will (1960). Less hostile but sometimes also critical were the reactions
when the German translation of The Uses of Argument was published in 1975: Huth (1975),
Schwitalla (1976), Metzing (1976), Schmidt (1977), Géttert (1978), Berk (1979), Ohlschléiger
(1979), and Kopperschmidt (1980).

77 More recent and generally more positive reviews of the Toulmin model are Hample (1977b),
Burleson (1979), Reinard (1984), and Healy (1987).
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classical dialectic and rhetoric, particularly as regards the concept of topos and the
classical epicheireme (Kienpointner 1983, 1992).”® As we have seen in Sect. 4.9,
according to Trent (1968) Toulmin’s layout of argument is essentially the same as
the one in the Ciceronian epicheireme (see Sect. 4.9). Otto Bird (1961) pointed to a
similarity between Toulmin’s model and the discussion of topics in
medieval logic,”’ stemming from Boethius and found in the tradition running
from Abelard to Paul of Venice. He interprets Toulmin’s warrant as the counterpart
of a “topical maxim” and Toulmin’s backing as the counterpart of a “topical
difference.”™

Toulmin’s model of argumentation was discussed in more detail by Frans H. van
Eemeren, Rob Grootendorst, and Tjark Kruiger (1984), based on an earlier publi-
cation in Dutch (Eemeren et al. 1978). One of the major problems they point at in
considering the model as an instrument for analysis and evaluation is the vagueness,
ambiguity, and sometimes even inconsistency in Toulmin’s use of key
terms (p. 200). In his explication of the field-dependency of the backing in
The Uses of Argument, Toulmin gives the impression by the way in which he
uses these terms that field of argument, topic, and discipline are synonymous.
An example of vagueness is the term field of argument, which Toulmin
defines by reference to another vague term, logical type. Somewhat inconsistently,
in the textbook Toulmin published twenty years later with Rieke and
Janik (Toulmin et al. 1979), a disciplinary interpretation of fields of argument
prevails.®!

Of serious concern to van Eemeren, Grootendorst, and Kruiger is the confusion
Toulmin creates by his use of the terms valid and validity. Sometimes he seems to
use the word “valid” in the same sense as the logical term. More often, however, he
appears to use it in a much more general sense, meaning something like “sound,”
“defensible,” “well-grounded,” “cogent,” “good,” or “acceptable.” A confusing
ambiguity in this regard is involved in the phrasing of the central questions of the
chapter in which Toulmin (2003) presents his model: “How, then, should we lay an
argument out, if we want to show the sources of its validity? And in what sense does
the acceptability or unacceptability of arguments depend upon their “formal” merits
and defects?” (p. 88). Although Toulmin’s first sentence leaves room for the
interpretation that the term validity is to be understood in its logical sense, the
second sentence suggests that validity is equal to acceptability. Although this is not
certain, it seems in the context of The Uses of Argument most likely that he uses the

78 See Sect. 12.7 for a short overview of Kienpointner’s views.

7 Hitchcock notes (personal communication) that Toulmin (2006) later mistakenly claimed that
Bird described The Uses of Argument in his review as “a rediscovery of Aristotle’s Topics” (p. 26).
80 According to Hitchcock (personal communication), Bird’s analysis is suspect, since the topical
difference of medieval logic does not provide justification of the topical maxim (which is a rule of
inference, rather like Toulmin’s warrant) but rather a specification of it.

81 Cf. for other criticisms of Toulmin’s treatment of fields of argument Habermas (1981), who
opted as a consequence for a different approach.
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word “validity” not in its technical meaning but in what he takes to be its ordinary
meaning.

In van Eemeren, Grootendorst, and Kruiger’s view, throughout The Uses of
Argument, Toulmin does not differentiate as clearly as required between the
specific logical meaning of validity and its general nontechnical meaning.
This distinction is important in answering the question of whether the “validity
of an argument” is field-invariant or field-dependent. Here they point again to
the Petersen example, where the fact that the validity of (1) “Petersen is a
Swede,” (2b) “The proportion of Roman Catholic Swedes is zero” (B), and
(3) “Petersen is not a Roman Catholic” is not the consequence of formal
qualities for Toulmin implies that the validity of (1) ‘“Petersen is a Swede,”
(2a) “A Swede can be taken to be certainly not a Roman Catholic” (W), and
(3) “Petersen is not a Roman Catholic” cannot be the consequence of formal
qualities either.

According to Toulmin (2003), the argument in which the major premise
(2) is interpreted as a backing (2b) may be sound or acceptable in practice, “[b]ut
there can no longer be any pretence that the soundness of this argument is
a consequence of any formal properties of its constituent expressions (p. 111).”%?
In this connection van Eemeren, Grootendorst, and Kruiger make several
observations.

First of all it seems clear to them that the general and undefined terms acceptable
and sound, on the one hand, and the logical and well-defined term valid, on the other
hand, are turned into synonyms.®® Second, from the observation that argument
1-2b-3 cannot be called a formally valid argument because of its form, even though
itis sound or acceptable in the practical sense, it cannot be concluded that therefore the
validity of argument 1-2a-3 cannot be due to its formal properties either.** Third, it
remains obscure what form exactly the warrant must take in order for the argument to

82In The Uses of Argument, Toulmin assumes that the main function of an argument is to justify a
conclusion. According to Cowan (1964, pp. 32, 43), its function is to supply a lucid organization of
the material. Only in analytic arguments this objective is realized to the maximum. Cowan thinks
that Toulmin’s substantial arguments can easily be made analytic by making one or more
unexpressed premises explicit. The kind of “reconstructive deductivism” promoted by Cowan is
criticized by informal logicians. For a discussion of these criticisms and a defense of deductivism,
see Groarke (1992).

83 In spite of the fact that Toulmin is discussing the possibility of explaining validity in terms of
formal properties in a geometrical sense, it might be the case however that, here too, he uses the
term valid(ity) in its ordinary common speech meaning of being good, comparable to its use in
phrases like “valid passport” and “valid point.”

84 By the way, unlike what Toulmin suggests, argument 1-2a-3 is in this form not formally valid in,
say, standard syllogistic logic, propositional logic, or predicate logic. The same is true for the
argument (1) “Petersen is a Swede” (2a) “A Swede is almost certainly not a Roman Catholic” so
(3) “Petersen is almost certainly not a Roman Catholic.” This argument does in fact not even
become formally valid if the warrant (2a) is interpreted as a major premise: (2) “Almost no Swedes
are Roman Catholics.”
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be valid in Toulmin’s own, “general” sense.®® It might be thought that Toulmin
does not actually regard this question as very important, since his only intention is
to show that it is, ultimately, the (field-dependent) backing for the warrant — whatever
form it may take — which determines the validity or invalidity of an argument. But
this is not very likely, because Toulmin himself says that a condition for determining
formal validity of an argument is that the warrant shall be formulated explicitly as
a warrant and that it shall justify precisely the inference concerned (2003, p. 110).
He does not elaborate on the requirements of an explicit formulation or a precise
warrant.

Following Toulmin in his interpretation of validity as broader than formal
validity, in the fourth comment van Eemeren, Grootendorst, and Kruiger make,
it is not so difficult to agree that the validity of argumentation is not entirely a
matter for formal logicians and that field-dependent considerations may come
into play. Various authors, such as Henry W. Johnstone Jr. (1968), and Manicas
(1966), agree in fact with Toulmin’s claim that the evaluation of argumentation
in everyday life and in academic life requires norms other than those provided
by formal logic and that such other norms cannot be universally established for
all argumentation, but are field-dependent. They disapprove however of
Toulmin’s confusing use of logical terms which have in logic a clear and fixed
meaning. By reinterpreting these terms in such a way that they become useless
for logical purposes, in their opinion, Toulmin only obscures his own worth-
while cause. In addition, and more importantly, according to some authors,
the ultimate implication of Toulmin’s view is that only experts in a
particular field are competent to evaluate argumentation in that field (e.g.,
Abelson 1960-1961).5°

Van Eemeren, Grootendorst, and Kruiger wonder whether it is in practice always
possible to differentiate between data and warrants. Toulmin himself admits that
sometimes this may be difficult. This problem may be partly caused by the two
different characterizations Toulmin (2003) gives when introducing the concepts of
data and warrants. The first is that data contain specific factual information, while
warrants are general, hypothetical, rule-like statements that act as a bridge between
claim and data and authorize the step from data to claim (p. 91). The second is that
data are explicitly appealed to, warrants implicitly (p. 92). Although Toulmin

851If an argument is to be formally valid, this can only be the case if and only if its conclusion can
be obtained by the premises by a mere shuffling of terms, as Toulmin thinks formal validity to be
defined. A condition for formal validity on the warrant would then be that it includes any term in
the conclusion that is not in the data; it need not, and generally does not, include any term in the
conclusion that is not in the data. According to Hitchcock (personal communication), the warrant
is a license to infer from the sort of things said in the data about whatever is common to data and
conclusion that which is said in the conclusion.

81t is not exactly Toulmin’s position that only experts in a particular field are competent
evaluators, but it may be true that in problematic cases the experts in a field are indeed the ultimate
authority on what warrants are acceptable in that field. Going by Toulmin (2006), he seems to
recognize this.
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emphasizes that their different function is the key distinction (p. 92), it is, according
to van Eemeren, Grootendorst, and Kruiger, in practice often hard to determine
which statements are data and which statement serves as the warrant®’ — even if the
additional criteria are also taken into account (which may just as well complicate
the identification process).*® They illustrate this problem by changing the example
given in Fig. 4.2 in the following way®’:

Claim (C) (1) Harry is a British subject.

What have you got to go on?
Data (D) (2) A man born in Bermuda is a British subject.

How do you get there?
Warrant (W)  (3) Harry was born in Bermuda.

In Toulmin’s original example, the statement in (3) was the datum and the
statement in (2) the warrant. The inversion which has taken place in the example
is possible when, in the case concerned, the defender of the claim assumes that the
challenger is acquainted with Harry’s birthplace but not with the law. Therefore, in
his argumentation (3) is initially implicit, while (2) is stated explicitly. Statement
(3) is adequate because the challenger’s question shows that the defender’s suppo-
sition that the challenger knows where Harry was born is incorrect’”; statement
(3) now functions as a bridge between (1) and (2). Thus the datum (2) is in this case
a general, rule-like statement, and the warrant (3) contains specific factual informa-
tion.”! If statement (2) is nevertheless to be understood to be the warrant and
statement (3) the datum, then — in contrast to what one of the criteria for making

87 In response to the claim that, in practice, it is often difficult to establish which statements are the
data and which statement is the warrant, Hitchcock (2003) reports having analyzed 50 samples he
extracted randomly. For 49 arguments, he had no difficulty in singling out an applicable “infer-
ence-licensing covering generalization.”

8 For similar and other objections to the distinction between data and warrants, see Schellens
(1979), Johnson (1980), and Freeman (1991, pp. 49-90).

89 1n spite of the fact that — according to Hitchcock — van Eemeren and Grootendorst’s example is
unrealistic, it still poses a problem for the Toulmin model. Hitchcock thinks that this problem can
be solved by pointing to the fact that “a first-order particular statement is logically equivalent to a
second-order universal generalization, and thus can function as a general rule of inference”
(personal communication).

0 Another option than issuing this singular statement would be, for instance, to point out that
Harry was not born in Bermuda but enjoys for some other reason the same status.

! Toulmin states that warrants are general, rule-like statements (p. 91), which is a problem here.
He does not explicitly require the specific information provided in data to be confined to particular
statements. Both Toulmin (2003) and Toulmin, Rieke, and Janik (1979) focus on examples in
which the data (or grounds) are singular statements about a particular individual. The textbook
even says explicitly that the demand for grounds is a demand for specific features of a specific
situation rather than for general considerations (Toulmin et al. 1979, p. 33). Nevertheless Toulmin
allows for a universal statement like “All club-footed men have difficulty in walking” to be
construed as a factual report of our observations that can function as a datum (Toulmin 2003,
p. 106).
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the distinction stipulates — the warrant has been explicitly expressed and the datum
remains implici‘[.92

By way of this example, van Eemeren, Grootendorst, and Kruiger show that the
different characterizations Toulmin gives of data and warrants sometimes seem to
conflict with each other. If one wants to be consistent, a clear choice has to be made
between the characterizations. It is obvious that sticking to the explicit/implicit
distinction will not solve anything. It seems preferable to interpret data as
containing factual information and warrants as general and rule-like statements,
referring to the argument scheme that is used. The latter interpretation is in fact the
one that is, albeit usually implicitly, favored in most textbooks in which the
Toulmin model is used, including explicitly in Toulmin, Rieke, and Janik (1979).

As van Eemeren, Grootendorst, and Kruiger (1984) noticed, Toulmin’s model
was soon widely accepted as a useful model for analyzing argumentation.”® In
analyzing argumentation in spoken discourse and written texts, the model can be
used to make argumentation structures more transparent and in this way provide a
good starting point for evaluation.”* Because a prerequisite for an adequate evalua-
tion of argumentative discourse is that all the complexities of the structure of the
argumentation are laid bare in the analysis, van Eemeren, Grootendorst, and
Kruiger wonder whether the Toulmin model is fully equipped to fulfill this task —
in spite of the fact that Toulmin turned his model from a model of single argumen-
tation into a model of complex argumentation by including the backing.””> Another
matter is that, in their view, by including the backing in his model, Toulmin
overreaches his aim of laying out “micro-arguments.””®

Toulmin assumes in laying out his model that the data are accepted as correct by
the challenger. If this is not the case, he says, it will have to be made the case by way
of preliminary argumentation. The datum from the one argument will then be the
claim in the other. There is no reason however why the same should not also apply
to the warrant. If a warrant is not immediately accepted as authoritative, then an
attempt must be made to remove the objections by means of new argumentation,

2 According to Hitchcock (personal communication), the warrant is “If a man born in Bermuda is
a British subject, then Harry is a British subject” or “Given that a man born in Bermuda is a British
subject, we may take it that Harry is a British subject.” In statement form the rule of inference
involved would go as follows: “Harry has whatever status belongs to a man born in Bermuda.”
Hitchcock notes that this statement follows logically from the statement that Harry was born in
Bermuda. It need not be logically equivalent to it.

%3 Initially the model was not so much used for the purpose of evaluation, Hastings (1962) being an
early exception. Later others joined in. See Sect. 4.8.

4 For a survey of practical problems confronted in applying the Toulmin model to the analysis of
argumentative texts, see Schellens (1979), who also offers some solutions.

% For “complex” argumentation as distinguished from “single” argumentation, see Sect. 1.3 of this
volume.

%S If a “micro-argument” is indeed equivalent with “single” argumentation, which is probably not
what Toulmin had in mind, he claims that his way of laying out micro-arguments makes apparent
the sources of their validity, i.e., the extent to which the arguments justify their conclusions, which
may involve more than single argumentation.
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with the warrant from the first argumentation serving in statement form as the claim
of the new argumentation. If the argumentation contains a backing for the warrant,
then there are in fact rwo single argumentations, the one being subordinately
connected with the other,”” so that the argumentation is no longer single but
complex.

To the criticisms just mentioned, the criticisms may be added that Manfred
Kienpointner (1983. p. 80) summarized from responses to the 1975 German
translation of The Uses of Argument. First, as van Eemeren, Grootendorst, and
Kruiger also noticed, in analyzing argumentation it may be difficult to determine
whether to classify supporting reasons as data or as warrant or backing. According
to Toulmin, in some cases a statement can even function in several ways. Second,
because the support of the warrant by its backing constitutes a new argument, this
argument must have its own warrant. Third, Kienpointner (1983, p. 85) also raises
the problem of whether an explicit conditional conclusion-supporting sentence
should always be interpreted as the warrant and the implicit component should be
taken to be the data. He takes the position that explicit conditional sentences should
be interpreted as warrants only if the data indicating satisfaction of the conditional’s
antecedent condition are also explicit.

According to Freeman (2006),”® who generally takes a positive approach to the
Toulmin model, Toulmin’s notion of warrant is problematic. He objects to
Toulmin’s equivocation on the status of warrants: rules and statements. Warrants
are, as Freeman quotes from Toulmin, “rules, principles, inference, licenses, gen-
eral, hypothetical statements, which can act as bridges,” but rules and inference
licenses are not statements (although corresponding to an inference rule is a
generalized hypothetical statement) (Freeman 2006, pp. 87-88). Freeman
maintains the warrant, but chooses to see a warrant as “an inference rule, albeit
not necessarily formal, demonstrative, deductively valid” (p. 88). This conception
is in line with Toulmin’s indication that a warrant can be more explicitly
represented in the form “Given data such as D, one may take it that claim such as
C,” which can be seen as an inference rule. However, an inference rule like “Given
that a premise such as P, one may take it that a conclusion such as C” will render
any premise relevant to the conclusion. Toulmin acknowledges this and makes clear
that this is why one may ask for a backing of the warrant.

According to Toulmin, in different fields warrants will be backed in different
ways. Freeman regards this kind of field-dependency problematic. First, identifying
to what field a warrant (and its backing) belongs may be problematic since the
notion of field is vague. Second, to legitimize warrants used in arguments within a
field, we need to look at the field concerned because the standards for argument
evaluation are field-dependent. Freeman wonders how we are then to assess
whether a warrant is properly backed. Third, and this is a problem indicated by

7 For the notion of “subordinatively compound” argumentation, see Sect. 1.3 of this volume.

8 For further discussion of Freeman’s contribution to argumentation theory, see Sect. 7.7 of this
volume.
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Toulmin himself: if one were to demand backing for every warrant, an infinite
regress would be very likely. We must accept certain warrants provisionally, taking
for granted that the most reliable warrants can be shown to be acceptable.
According to Freeman, this raises a significant epistemological question: do we
simply provisionally accept certain warrants, or are some warrants acceptable in a
basic way, analogous to acceptable basic premises?

Given the problems just indicated, Freeman proposes a differently based
approach to warrant reliability, which leads to an epistemologically motivated
systematization of warrants. The basis for this approach is a general taxonomy of
statements: necessary statements, descriptions, interpretations, and evaluations.
Descriptions can, in Freeman’s view, not function as warrants. Interpretative
warrants he subdivides into empirical and institutional warrants. The taxonomy
he thus achieves consists of four main types of warrants: a priori, empirical,
institutional, and evaluative. According to Freeman, each of these main types is
grasped by means of a distinctive mode of intuition. The main types will each have
subtypes, which are grasped by a corresponding subtype of intuition. According to
Freeman, for different types of warrants, the conditions of reliability will be
different.

Despite these and other criticisms that were advanced, Toulmin’s model has
had an enormous influence on practical textbooks dealing with the analysis,
evaluation, and production of argumentation. A major attraction of the model is
probably that it explicitly addresses argumentation in ordinary language in real-life
situations and makes clear how this can be done in a relatively simple way.
Perhaps equally attractive seems to be Toulmin’s view of the context-dependency
of the standards for assessing argumentation, and his starting point that in
establishing the relevant criteria the supremacy of one particular field of
argument over others must be rejected. In claiming that, in principle, each field
provides the criteria for arriving at a rational evaluation of argumentation in
the field concerned, the idea that there are absolute and universal standards is
abandoned.

The strong impact of Toulmin’s ideas on current argumentation theory manifests
itself in our view most clearly in two crucial areas: the development of (warrant-
based) taxonomies of argument schemes and the study of (field-related) context-
dependent standards for argumentation. The impact of the first kind is most clearly
noticeable in the contributions of argumentation theorists in informal logic and
argumentation and artificial intelligence (see Chaps. 7, “Informal Logic” and 11,
“Argumentation and Artificial Intelligence” of this volume). The second kind of
impact is most prominently present in the work of argumentation scholars in
American communication studies and rhetoric (see Chap. 8, “Communication
Studies and Rhetoric” of this volume). It should be emphasized however that
other argumentation theorists have also strongly benefitted from Toulmin’s
insights. In the pragma-dialectical study of prototypical argumentative patterns in
different communicative activity types, for instance, the two major influences just
mentioned conjoin (see Chap. 10, “The Pragma-Dialectical Theory of Argumenta
tion” of this volume).
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5.1 The Authors, Perelman and Olbrechts-Tyteca

In 1958, the Belgian philosopher Chaim Perelman and his compatriot Lucie
Olbrechts-Tyteca published La nouvelle rhétorique: Traité de I’argumentation, a
seminal work in argumentation theory. The reception of this monograph gained
momentum after in 1969 an English translation was published, titled The new
rhetoric: A treatise on argumentation. Carrying on from the title of their book,
Perelman and Olbrechts-Tyteca’s theory of argumentation is generally referred to
as the new rhetoric. Just like Stephen Toulmin’s (1958) model of argumentation,
which was introduced in the very same year in The uses of argument, Perelman and
Olbrechts-Tyteca’s new rhetoric has become a key factor in the development of
argumentation theory as an independent discipline.

Perelman (1912-1984) was born in Warsaw, Poland, but moved with his parents
to Belgium. He spent his entire academic life at the Free University of Brussels.
Perelman studied law and philosophy; his doctoral dissertation was on Frege.
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After having been a lecturer for several years, Perelman became professor of logic,
ethics, and metaphysics. This chair he held from 1944 until his death. His associate,
Olbrechts-Tyteca (1900-1987), was born in Brussels. She studied a wide variety of
subjects (literature, sociology, social psychology, and statistics) at the Free University
of Brussels and graduated in social sciences and economics. Olbrechts-Tyteca met
Perelman in 1948, when they decided to start their joint research project on rhetoric
and argumentation.'

Perelman has written a great many books and articles centering on subjects
relating to justice, law, argumentation, and rhetoric. In this chapter, we will
concentrate on his magnum opus with Olbrechts-Tyteca. First, we describe in
Sect. 5.2 the intellectual backgrounds of the new rhetoric and summarize
in Sect. 5.3 some general characteristics of the theory. Then, we expound in
Sect. 5.4 the rhetorical framework of the theory, revolving around the notion of
audience. Next, the two major parts of the new rhetoric are discussed: in Sect. 5.5
the points of departure of argumentation and in Sects. 5.6-5.10 the argument
schemes. Finally, we describe in Sect. 5.11 the recognition of the theory by other
scholars and in Sect. 5.12 we report some critical comments.”

5.2  The Intellectual Backgrounds of the Authors

The idea of developing the new rhetoric was born out of Perelman’s interest in a
“logic of value judgments.”” Already at an early stage in his career, Perelman was
intrigued by the problematic relationship between logical rationality and value
judgments. His early thoughts on the matter do not seem to have been received
very enthusiastically. A review of De arbitraire dans la connaissance [On the
arbitrary in knowledge], an essay written by Perelman (1933), concludes: “The
author has some ideas about the arbitrariness of the postulates on which knowledge
is built, resembling those of C. I. Lewis in this country, but inspired by Dupréel. He
has not developed them very far, nor has he succeeded in expounding them very
well” (Costello 1934, p. 613).

! For an account of the division of labor between the two authors of the new rhetoric, see Warnick
(1997). According to Perelman’s daughter, Noémi Perelman Mattis, “in their joint work the
theoretical armature is entirely Perelman’s, the examples were mostly Olbrechts’, and they shared
the writing.” Although devoted friends, “they never let go of a quaint formality in their contacts.”
After 36 years of collaboration “they still called one another ‘Madame Olbrechts’ and ‘Monsieur
Perelman’” (personal recollection, August 12, 1994). For further biographical information, see
Gage (2011, pp. 8-18).

2The present chapter is a revised and updated version of a similar overview in van Eemeren
et al. (1996, Chap. 4).

3 See Gross and Dearin (2003, p. 7): “Stated succinctly, Perelman sought to discover a ‘logic of
value judgments’ applicable to the practical affairs of life where decisions have to be made every
day without conclusive evidence or formally valid proofs.”
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Much later, the relationship between logical rationality and value judgments
became the central theme of Perelman’s research. In the 1940s, he published a
number of articles in which he investigated various philosophical questions relat-
ing to this subject, particularly with regard to the law. His study of the
underpinnings of material law led him to conclude that the possibility of formal
law depends on particular value judgments.* People can only be treated equally,
for instance, if it is first established that they are in similar circumstances, and the
criteria required for determining whether this is the case are partly based on value
judgments. Other examples of relevant value judgments are the view that in
certain circumstances, people cannot entirely, or at all, be held responsible
for their actions and the view that when determining a sentence, the interests of
the defendant as well as those of the community at large must be taken into
account.

According to his own testimony, at this time Perelman adhered to the philosophy
of logical empiricism (1970, p. 280). However, he felt dissatisfied with the inability
of this philosophy to account for the use of value judgments. Within logical
empiricism, the adjectives rational and reasonable are strictly reserved for
statements that are capable of being verified by empirical observations or being
deduced within the system of formal logic. In practice, however, lawyers — like
philosophers and other language users — rarely produce perfect formal proof of the
theses they advance but rather try to justify them. According to Perelman, such
attempts at justification may very well be regarded rational, and the logical empiri-
cist point of view that argumentation based on value judgments is not rational
would render the notion of a “reasonable decision” meaningless. As a consequence,
there would be no rational basis for formal law as the systematic application of rules
founded on value judgments.’

Perelman’s observation that logical empiricism has the negative consequence
just mentioned led him to look for a logic in which it is possible to argue about
values instead of simply letting justifications depend on irrational choices based on
interests, passions, prejudices, and myths. He felt that recent history had provided
abundant evidence of the sad excesses that can result from the latter attitude.
However, critical research of the existing philosophical literature did not provide
him with such a logic: “I agreed with the criticisms made by various types of
existentialism against both positivist empiricism and rationalistic idealism, but I
could find no satisfaction in their justification of action by purely subjective projects
or commitments” (1970, p. 281).

From his early philosophical investigations, Perelman drew the conclusion that
argumentation aimed at justification of choices, decisions, and actions is a rational
activity standing alongside formal argument and that existing philosophical

4 Material law is concerned with setting out the citizen’s rights and obligations and lays down
regulations. Formal law regulates the manner in which material law is administered.

3 For the distinction between rational (the formal applications of rules) and reasonable (the use of
judgment and commonsense), see Perelman et al. (1979b).
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theories were unable to give a satisfactory account of it. Based on this conclusion,
he was of the opinion that there was an urgent need of a theory that could deal with
such argumentation and that could function as a complement of formal logic. The
theory to be developed should focus on disputes in which values play a part and that
can neither be resolved by empirical verification or formal proof nor by a combina-
tion of the two. It would have to be a theory of argumentation on the basis of which
it would be possible to show how choices, decisions, and actions can be justified on
rational grounds.

In 1949, Perelman announced that the desired theory of argumentation would be
developed. Then, together with Olbrechts-Tyteca, he spent 10 years doing
so. After some programmatic articles and partial studies, the tandem published
the results of their research in a bulky survey, La nouvelle rhétorique: Traité de
I’argumentation (Perelman and Olbrechts-Tyteca 1958). Later an Italian transla-
tion of this work was published (Perelman and Olbrechts-Tyteca 1966). The
English translation followed three years later (Perelman and Olbrechts-Tyteca
1969).°

The name of the theory, new rhetoric, reflects its source of inspiration. Formal
logic and related philosophical approaches proved to have few things to offer for
developing the kind of theory of probable argument Perelman and Olbrechts-Tyteca
had in mind. Instead their search eventually led them to a rediscovery of the
classical disciplines of dialectic and rhetoric as Aristotle and scholars with a similar
interest developed them in antiquity.’

Like in classical rhetoric, in the new rhetoric the notion of audience plays a
pivotal role. It is postulated in the new rhetoric that argumentation is always
designed to achieve a particular effect on those for whom it is intended. Since
arguers unfold their argumentation in order to sway the audience, or to convince
them of something, the argumentation should be designed in accordance with
criteria for its effectiveness in achieving this goal. This means that the techniques
used in the argumentation need to be attuned to the audience’s frame of reference.
To achieve this goal, the arguers must identify themselves as much as possible with
the audience and build on the audience’s knowledge, experiences, expectations,
opinions, and norms. The strong emphasis Perelman and Olbrechts-Tyteca put on
this point marks their theory of argumentation as a rhetorical theory. It is a theory
calculated to provide a systematic survey of the knowledge that is necessary to
bring about persuasive effects on the people to whom one addresses oneself in
argumentation.

SThe most recent French edition is Perelman and Olbrechts-Tyteca (2008). For the reader’s
convenience, we shall henceforth refer to the 1969 English translation.

7 For an autobiographical account of the encounter with classical rhetoric and the development of
the new rhetoric, see Olbrechts-Tyteca (1963). Olbrechts-Tyteca also acknowledges Perelman’s
admiration for Peirce’s ideas concerning a rhetorica speculativa, or objective logic, which studies
the transmission of meaning from mind to mind and from one state of mind to another by means of
signs.
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But there are also differences with the classical discipline of rhetoric. The scope
of the object of investigation, for instance, is in the new rhetoric wider than in
classical rhetoric. Whereas the latter mainly relates to orations held in the context of
law, in politics, or on special occasions, the new rhetoric deals with written as well
as oral argumentation and presupposes that argumentation can be about any subject
and may be addressed to an audience of any sort and size.

According to Perelman and Olbrechts-Tyteca, the dialectical component of the
new rhetoric is so substantial that they could also have called the theory the new
dialectic. However, it would have been confusing if they would really have done so,
not only because classical dialectic is more closely related to analytic reasoning than
the new rhetoric but according to Perelman and Olbrechts-Tyteca also because the
different usage of the term dialectic that Hegel and Marx have introduced might have
given rise to serious misunderstandings. As Perelman (1971) observes, “there should
be no hesitation in calling [the theory] rhetoric, for our cultural milieu has for over a
century identified dialectic with the conceptions of Hegel and Marx, and rhetoric is
the only discipline traditionally concerned with an audience” (p. 118). By embedding
their theory in the rhetorical rather than the dialectical tradition, Perelman and
Olbrechts-Tyteca do not repudiate dialectic. In their view, dialectic is a theory relating
to the techniques of argument, while rhetoric is a practical discipline indicating how
such dialectical techniques may be used to convince or persuade an audience.

53 General Characteristics of the New Rhetoric

According to Perelman (1970), the new rhetoric constitutes a reaction to the
philosophies of positivistic empiricism and rationalistic idealism, which simply
pass by important areas of rational thinking, such as legal reasoning. Instead of
rendering these areas of thinking irrational, the new rhetoric is premised on the idea
that people who claim rationality will have to use argumentation to convince others
that their claims are justified.

This requirement also applies to philosophical reasoning. As a rule, philosophers
do not offer formal proof of the rightness of their ideas. Rather, they try to justify
the rationality of those ideas with the help of argumentation. In principle, it is the
philosopher’s own choice which audience he or she wishes to convince with the
argumentation. While some philosophers will wish to convince the adherents of a
particular school of thought or a few recognized specialists, others will wish to
convince humanity as a whole. The same goes, mutatis mutandis, for attempts to
convince others in other areas of “non-analytic thinking,” such as the field of law.®
Argumentation in non-analytic thinking is always directed toward convincing

8 Although Perelman does not exactly define what he means by non-analytic thinking, it is clear
from what he says that he refers to reasoning based on discursive means for obtaining the
adherence of minds rather than on the idea of self-evidence prevailing in modern logic and
mathematics.
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people, and the new rhetoric is designed to do justice to this essential characteristic.
On the basis of an analysis of non-analytic thinking, the theory aims to bring about a
synthesis between the seemingly conflicting claims different thinkers (and
representatives of different thought systems) make to rationality.

The sources of inspiration for Perelman and Olbrechts-Tyteca’s analysis of the
rationality of non-analytic thinking do not only include classical dialectic and
rhetoric but also the work of the German mathematician, logician, and philosopher
Gottlob Frege (1848—1925) and those of the Belgian sociologist and philosopher
Eugene Dupréel (1879-1967).

Frege’s influence mainly concerns the methodology that is used in the new
rhetoric. Frege developed his theory of logic on the basis of a descriptive analysis
of mathematical reasoning. In the same vein, Perelman and Olbrechts-Tyteca claim
to have developed the new rhetoric on the basis of a descriptive analysis of reasoning
with value judgments in the fields of law, history, philosophy, and literature. Instead
of elaborating a priori possible structures for a logic of value judgments, they decided
to investigate how authors of different schools of thought actually argue about values,
in order to discover in this way the manifestations of a logic of value judgments.’

As a result of the methodological choice just described, the new rhetoric can be
characterized as a descriptive rather than a normative theory of argumentation.
Perelman and Olbrechts-Tyteca do not provide norms to which they think arguers
ought to adhere but give a description of various kinds of argumentation that can be
successful in practice.m At the same time, according to Perelman (1970), the new
rhetoric is not merely a theory that describes the practice of nonformal argument.
Following on the idea that a theory of argumentation should make it possible to
incorporate different claims to rationality in one general perspective, the new
rhetoric is an attempt at creating a single theoretical framework for uniting all
forms of non-analytic thinking.

Dupréel’s influence on the new rhetoric can be traced in the view of rationality
that underlies the theorizing. His sociology postulates that values have a crucial role
in the formation of social groups, because such groups are established on the basis
of values shared by their members. This idea is reflected in Perelman and Olbrechts-
Tyteca’s view of rationality, which is pluralistic in the sense that it is aimed to do
justice to the diversity of values that characterizes social reality.

5.4 The Dominant Role of the Audience

Perelman and Olbrechts-Tyteca define the new rhetoric as “the study of the discursive
techniques allowing us to induce or to increase the mind’s adherence to the theses
presented for its assent” (1969, p. 4, original italics). The notion of adherence, which

9 For an account of this methodological similarity, see Perelman (1970, p. 281).

19 The norms for rationality and reasonableness described in the new rhetoric therefore have an
“emic” basis.
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is central in this definition, they conceive as a relative and a gradual concept. It is a
relative concept, since the theses adhered to by one person may not be adhered to by
another. And it is a gradual concept, since the adherence to theses may vary in
intensity. It is possible for someone to agree with something “a hundred percent”
but also to agree with it “up to a point.” As a consequence, argumentation can also be
aimed at strengthening the agreement of those who already agree with the thesis
presented by the arguer: It may make a thesis wholly acceptable but may also make it
more acceptable.

Since the measure of approval depends on the value judgments of the evaluating
audience, the description of argumentative techniques given in the new rhetoric starts
from the audience. In this respect, the new rhetoric radically differs from formal
logic. Within the latter, the cogency of an argument is defined in terms of the relation
between the premises and the conclusion, so that a valid deduction is supposed to be
compelling to anyone who accepts the formal system concerned. Argumentation in
ordinary language however is, according to Perelman and Olbrechts-Tyteca, never
immediately compelling. The symbols that are used — words and sentences — are in
principle polysemous, and the totality of premises may make the conclusion to a
greater or lesser degree acceptable. Within the new rhetoric, then, the decision
with respect to the soundness of argumentation is not a matter of validity but of
plausibility. In this theoretical perspective, the decision concerning the soundness of
argumentation ultimately rests with the audience for which it is intended.

In explaining the framework of their theory of argumentation, Perelman and
Olbrechts-Tyteca define an audience as “the ensemble of those whom the speaker
wishes to influence by his argumentation” (1969, p. 19, original italics). In their
view, the speaker or writer’s picture of the audience is always one of his or her own
making. It is the idea — systematized to a greater or lesser degree — that the arguer
has formed about the persons he wishes to influence by the argumentation. In this
sense, according to the new rhetoric, the audience is a construction of the arguer.

In order to increase the audience’s adherence to the theses presented by the
arguer for their assent, the arguer’s picture of the audience must be as accurate as
possible. The main problem in composing such a picture is that the audience may be
heterogeneous in all sorts of ways. More often than not, audiences will consist of
different people, with different opinions. Apart from this and similar complications,
in oral argumentation, the arguer’s construction of the audience will often be
subject to change during the process of argumentation (e.g., under the influence
of positive or negative reactions to what already has been said).

Effective argumentation requires a certain degree of rapport between the speaker
or writer who is the arguer and the audience. The arguer’s train of thought must in
some way be in accord with the audience’s way of thinking. In practice, this
condition is not always met automatically. Often the arguer must first gain the
attention of the listeners or readers before the audience is prepared to attend
seriously to the argumentation. As a rule, it is an illusion to suppose that argumenta-
tion will “speak for itself” and convince the audience by its own merits. Instead, the
arguer will have gain and maintain the interest of the audience with the help of
anecdotes, examples, and stylistic devices before the argumentation can be effective.
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The arguer’s knowledge concerning the audience will also have to cover the
techniques that can be employed to influence the audience. All arguers have to
decide for themselves to what extent they wish to adapt to their audience. The
problem of the ethics to be employed in this regard, say Perelman and Olbrechts-
Tyteca, is outside of the scope of argumentation theory.

In the new rhetoric, argumentation that meets with approval from one particular
person or group is called persuasive, and argumentation which may be assumed to be
acceptable to any reasonable being is called convincing. The connection with the
familiar usage of the word persuading for moving others to some course of action
and convincing for creating cogent beliefs is only made indirectly. It is primarily the
sort of audience for which the argumentation is intended and proves to be effective
that determines the distinction between persuasive argumentation and convincing
argumentation.

In this connection, Perelman and Olbrechts-Tyteca distinguish between a particu-
lar audience, which consists of a particular person or group of people, and a universal
audience, which consists of all human beings that are considered reasonable. Persua-
sive argumentation lays claim to approval from a particular audience; convincing
argumentation lays claim to approval from the universal audience. Since only real-
life people who are in some way or other recipients of the argumentation can be
prompted into action, persuasive argumentation is obviously connected with a partic-
ular audience. The composition of a universal audience is determined by the idea of
reasonable people that arguers have formed in their own minds.'' The approval of the
universal audience, and the accompanying change in belief, is therefore more a right
to which the arguer lays claim than an empirical fact.'”

The picture arguers have of the universal audience may vary from arguer to arguer
or perhaps from group to group. Some may regard a certain particular audience to
embody a standard of rationality, thus fulfilling the function of a universal audience.
For people living in the Middle Ages, for instance, a particular ecclesiastical elite may
have been the embodiment of reasonable thinking. A particular group of colleagues
may be the universal audience to a modern philosopher. To someone sending a “letter
to the editor” to a newspaper, the readers of the paper may perhaps count as the
universal audience supposed to be ready to concur. Ultimately, the concept of a
universal audience transcends all particular audiences: A particular audience can
never be more than a fortuitous, momentary embodiment of the universal audience.

u According to Olbrechts-Tyteca (1963, p. 12), the universal audience, though transcending the
concrete, does not replace the concrete but is as close to it as possible. The concept does not occur
in classical rhetoric, but it is related to that of an elite audience. The distinction made in classical
dialectic between a universal audience and an elite audience is reflected in Aristotle’s formulation
of an endoxon as an opinion accepted by all, most, or the most wise people (see Sect. 2.3).

12 Coupling the concepts of convincing and persuading to universal and particular audiences,
respectively, means that making the distinction requires insight into the arguer’s imagination. As a
consequence, the distinction between convincing argumentation and persuasive argumentation
will be imprecise. In practice, it will often be difficult to tell where convincing ends and persuading
begins, and vice versa.
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Arguers must decide for themselves whether they want to regard their audience
purely as a particular audience or as an embodiment of the universal audience — in
other words, whether they want to persuade or to convince their audience. Perelman
and Olbrechts-Tyteca pay special attention to two specific cases: self-deliberation,
in which the arguers constitute their own audience, and dialogue, in which the
audience consists of a single interlocutor or reader. Both sorts of audience can also
be seen as approximations of the universal audience. When they are seen in this way,
the criticisms thought up by the arguers themselves or the criticism brought forward
by the interlocutor or reader is regarded as representing universal rationality.

Self-deliberation may lead to self-criticism and to rejecting one’s own train of
thought as unreasonable. Although the arguers themselves may consider this
process to be a process of convincing rather than of persuading, others may not
agree with that. The exceedingly closed nature of the deliberation, for instance, may
not be regarded as a guarantee that one is addressing oneself as a representative of
the universal audience; it may just as well be seen as leading to self-deception.
In Perelman and Olbrechts-Tyteca’s view, from a rhetorical perspective, argumen-
tation of people trying to come to terms with themselves is just a special case
of argumentation aimed at obtaining the approbation of an audience. In their
observation, deliberations that people conduct with themselves can best be seen
as deliberations with some other person, who may or may not represent the
universal audience.

Argumentation addressed to a single interlocutor or reader must be regarded as
part of a dialogue, even if the addressee adopts a passive attitude and says nothing in
reply. As far as they are accessible to the arguer, the reactions of the addressee —
frowning, nodding, etc. — still have to be taken into account. Even with an audience
that is totally impassive, the arguer who is out for success will anticipate possible
counterarguments and try to meet supposed objections.

If the interlocutor does provide a reaction, perhaps by adducing
counterarguments, there is the beginning of an explicit dialogue. This is, for
instance, consistently the case in Plato’s famous Socratic dialogues, in which the
discourse is in fact a string of repartee. In these dialogues, the interlocutor may be
seen as a representative of the universal audience. Plato seems to hold the view that
the dialogical method leads to the truth and this could not be the case if the other
party’s objections and approval were to be regarded as fortuitous reactions from a
particular and arbitrary audience.

Perelman and Olbrechts-Tyteca make a distinction — which is not so easily
drawn in practice — between “heuristic” dialogues, which they call discussions,
and eristic or polemical dialogues, which they call debates. In a discussion, the
arguers seek to convince the other party, and the interlocutor is treated as an
embodiment of the universal audience. In a debate, the arguers seek to persuade
the other party, and the interlocutor is viewed as a particular audience. Still, without
considering them as embodying the universal audience, debaters might very well
regard the interlocutors — rightly or wrongly — as representing a more extended
audience, like the Episcopalian church, the complete hockey team, or another set of
people with whom they have a difference of opinion.
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In the new rhetoric, it is postulated that argumentation always serves the
rhetorical purpose of making a particular opinion (more) acceptable to an audience.
As a consequence, Perelman and Olbrechts-Tyteca assume that the reasons the
arguer puts forward in support of his or her opinion are intended to maximize this
rhetorical effect. In a sense, these reasons can be regarded as rationalizations
created by the arguer in order to justify an opinion in a way satisfactory to
the audience.'? Such rationalizations need not have much to do with why and
how the arguer has actually arrived at that opinion (the causa of the opinion).
Rather, they are attuned to the audience that is to be convinced or persuaded and as
much as possible adapted to the specific context in which the argumentation occurs.
In a given case, a judge, for instance, may well have come to the conclusion that
criminal intent lay behind the defendant’s actions on the basis of a vague mixture of
impressions, but when pronouncing the defendant guilty, he will shroud this
judgment in legal argumentation. An even more obvious example is the defendant’s
counsel trying to present the court with acceptable arguments designed to secure an
acquittal while intuitively believing that the client is guilty.

Perelman and Olbrechts-Tyteca’s description of the concept of universal audi-
ence arouses serious problems and has been vigorously debated among argumenta-
tion scholars.'* What is beyond question, however, is that in designing the new
rhetoric, they are less interested in the arguer being right than in the arguer being
put in the right. They equate sound argumentation with effective argumentation and
consider argumentation effective to the extent that it obtains the approbation of the
audience for whom it is intended or — in the case of argumentation directed to the
universal audience — to the extent that it may be regarded as deserving such
approbation. The criteria for the evaluation of the quality of argumentation they
endorse are not norms imposed by the argumentation theorist but the criteria
applied by the people for whom the argumentation is intended or — in the case of
a universal audience — the criteria those people who belong to the intended audience
may be deemed to apply.

5.5 Points of Departure of Argumentation

Having sketched the general idea of the new rhetoric, we will now turn to a more
technical discussion of the key notions of the theory. To provide a survey of
argumentation techniques that may be successful in practice, Perelman and
Olbrechts-Tyteca do not actually describe argumentation techniques but concen-
trate on the argument schemes they regard to have cogency. Since these argument

13 Perelman and Olbrechts-Tyteca give the term rationalization a less specific meaning than
currently attached to it under the influence of psychology. In present-day discourse, rationalization
usually refers to reasons advanced by people in defense of their behavior or attitude without them
being aware that these are not their real reasons (these real reasons being suppressed).

4See Sect. 5.11. Partly in reaction to criticisms raised by other scholars, Perelman (1984) attempts
to correct certain misconceptions surrounding the notion of universal audience.
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Fig. 5.1 Premises that may -
serve as point of departure of facts
argumentation the real < truths
presumptions
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-
values
the preferable < value hierarchies
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schemes can only be successfully employed in argumentation techniques if they are
attuned to the premises of the evaluating audience, Perelman and Olbrechts-Tyteca
first give an exposition of the premises that may serve as the points of departure or
objects of agreement of argumentation.

The premises constituting the points of departure of argumentation are in the
new rhetoric divided into two classes: premises relating to the real and premises
relating to the preferable. In premises relating to what is real, the arguer lays a claim
to recognition by the universal audience. This class of premises comprises facts,
truths, and presumptions. Premises relating to what is preferable have to do with the
preferences of a particular audience. This class comprises values, value hierarchies,
and /oci (see Fig. 5.1).

Facts and truths are premises that are treated as not being subject to discussion.
Facts are statements about reality that are acknowledged by every rational being
and require no further justification. The same goes for fruths, be it that the latter
term is used for more complex connections between facts. One has to accept, for
example, that there is a certain configuration of geographical constraints, political
divisions, and historical decisions on the basis of which someone can state “Madrid
is the capital of Spain.” As soon as facts or truths are challenged or become
arguable, their status is at stake and they cease to be facts or truths. The statement
“The earth is flat,” for example, was for centuries endowed with the status of a fact
but lost this status when scientific discoveries gave rise to doubting it. Today, the
statement “The earth is round” is treated as a fact.

Presumptions are statements about what is the normal or usual course of events.
They too are regarded as enjoying the acknowledgement of the universal audience.
In contrast to facts and truths, however, it is expected, perhaps even assumed, that at
some stage the statement involved will be confirmed. An example of a presumption
is the statement that a person’s actions will say something about that person’s
character. When such a presumption is used as a premise, everyone is taken to agree
with it and it is expected that cases will occur which confirm the presumption. '

15 This example of a presumption concerning a person’s character and that person’s actions reappears
in Perelman and Olbrechts-Tyteca’s taxonomy of argument schemes (1969, pp. 296-305).
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Values are premises related to the preference of a particular audience for one
thing, action, or condition as opposed to another.'® They serve as guidelines in
making choices: “As personal safety is very important, I shall vote for the party that
will provide more police.” Values are also a basis for forming opinions: “I prefer
grape juice to cola because I like natural products.” The arguer does not only rely on
values when making a choice between things, actions, or conditions but also when
justifying a choice once made. In a great many cases, agreement concerning a
certain course of action, for instance, can only be reached when there is agreement
concerning the values related to that course of action.

The values upheld by a given audience can be used as a starting point for
determining what that audience will and will not accept. The values adhered
to may vary to some extent from person to person and from group to group.
Sometimes, indeed, it is characteristic of a given audience that it cherishes certain
values. With respect to a building project, an audience consisting of potential
investors, for example, will characteristically apply the value of profitability,
whereas an audience consisting of art lovers will characteristically apply the
value of beauty. According to Perelman and Olbrechts-Tyteca, values that at first
sight appear to be universal will lose their universality when they are defined more
precisely. Everyone strives after good, but on closer inspection, different people
have different ideas of what good is.

As arule, value hierarchies are even more important premises in argumentation
than the values themselves. Different audiences may adhere to the same set of
values but to different value hierarchies. Since value hierarchies result from the
relative weight people attribute to the values involved, they will vary from audience
to audience more widely than the values themselves. Value hierarchies are often
more characteristic of different audiences (and therefore more distinctive) than
values. With respect to the building project mentioned above, both audiences may
adhere to the values of profitability and beauty. However, the audience consisting of
potential investors will characteristically attribute more weight to the value of
profitability, whereas the audience consisting of art lovers will characteristically
attribute more weight to the value of beauty. In general, as already implied,
different audiences do not differ so much in the values they adhere to as in the
way they arrange them in a hierarchy.

Value hierarchies, like values, generally remain implicit. Nevertheless, the
arguer cannot simply ignore the audience’s scaling of values. By presenting
one value as subordinate to another, the arguer will hold up a value hierarchy to
the audience that accords with the purpose of the argumentation, but this hierarchy
should also accord with the audience’s hierarchy. In trying to make this happen, the
arguer exploits the fact that not all values are adhered to with the same intensity by

'®In linking the distinction between facts and truths on the one hand and values on the other so
strongly to the status of premises for an audience, Perelman and Olbrechts-Tyteca differ from other
philosophers who understand facts and truths as actual states of affairs in reality (“In France there
are many vineyards”) and values as attitudes toward reality (“It is a good thing that there are many
vineyards in France”).
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all audiences at all times. For an audience, sometimes one value will predominate
over another, and at other times, it will be the other way round — and other
audiences may have different preferences.

Loci are premises that are used for ordering values.'” They express the
preferences of a particular audience. It may, for example, be a locus for a particular
audience that the enduring is preferable to the transitory. This locus can then be the
basis for the value hierarchy in which friendship is placed above love because
friendship is more enduring. Loci constitute an extensive store to be drawn on,
which is a rich basis for the use of values and value hierarchies. Being of an
extremely general nature, a locus may serve as an abstract justification of a
statement used as a reason put forward in the argumentation addressed to a
particular audience. For example, the reason advanced in “You should take the
job offer you have rather than waiting for an offer which you may never get” can be
justified by a locus of the existent: “A bird in the hand is worth two in the bush.”

Perelman and Olbrechts-Tyteca follow Aristotle in discussing /oci of quantity
and /oci of quality. An appeal to a locus of quantity is made, for example, when we
state that a particular course of action is to be preferred because the greatest number
of people would then benefit from it: “The government ought to nationalize all
those private estates and parks, so that they would be of some good to everyone.”
And an appeal to a locus of quality is made, for example, when it is asserted that a
certain course of action must be taken because it is the best of a number of options:
“I know that a very great many students can’t stand multiple choice tests, but I still
think they’re a good idea because there is no other way of telling as fast and as
reliably whether required knowledge is there.”

Facts, truths, presumptions, values, value hierarchies, and /oci can all function as
objects of agreement. To serve as premises constituting the point of departure of
argumentation, they need not always be stated explicitly in advance. In many cases,
these starting points emerge during the course of the argumentation or can even
only be detected in a closer examination of the process of argumentation afterward.
But whether or not the premises serving as the point of departure are stated in
advance, the argumentation will not be a success if the audience does not agree with
these premises.

According to Perelman and Olbrechts-Tyteca, lack of agreement concerning the
point of departure may occur at three levels: (a) the status of premises, (b) the
choice of premises, and (c) the verbal presentation of premises. There is a lack of
agreement about the status of premises if, for example, the arguer advances
something as a fact which the audience still wants to see proven, like in “You
keep saying that Laura is ill, but is she really?” or if the arguer assumes a value
hierarchy that the audience regards as nonexistent, like in “Ann can say Bourbon is
nicer than Scotch if she likes, but I think all whiskeys are much the same.” There is
a lack of agreement about the choice of premises if, for example, the arguer uses

" Perelman and Olbrechts-Tyteca prefer the Latin term loci (singular locus) to the Greek term
topoi (singular topos).
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facts that the audience does not consider relevant to the argument or would have
preferred not to see mentioned, like in “Of course Harry has been to Indonesia, but
what has that to do with what we are talking about?” Finally, there is a lack of
agreement about the verbal presentation of premises if, for example, the arguer is
presenting certain facts — acknowledged to be facts and agreed to be relevant by the
audience — with a slant or in words which have connotations unacceptable to the
audience, like in ““You keep referring to terrorists while I should prefer to call them
freedom fighters.” In practice, agreement may be lacking on more of the
abovementioned levels at the same time.

The objects of agreement incorporated in the point of departure of argumenta-
tion are a crucial factor in the argumentation being successful. Arguers are therefore
wise to consider carefully what status the audience is likely to ascribe to certain
premises, to select the premises with great care, and to choose the right wording if
they are made explicit. Arguers must not simply assume values that the audience
does not subscribe to, state facts that the audience regards as immaterial, or use a
phrasing the audience will regard as tendentious, since that would in all three cases
place an obstacle in the way of success. The objects of agreement are themselves
rhetorical tools by which argumentation can be made to succeed. Arguers are
perfectly entitled to start their argumentation from premises to which the audience
does not subscribe, but then they must realize that such premises require themselves
supportive argumentation (and can therefore not be treated as common starting
points).

5.6 A Taxonomy of Argument Schemes

Following on their discussion regarding the objects of agreement for argumentation
incorporated in its point of departure, Perelman and Olbrechts-Tyteca consider a
number of argument schemes. They regard these argument schemes as special
species of topics (Greek, topoi; Latin, loci) in the sense in which this concept is
understood in classical rhetoric. This means that they are viewed as general
schemes that may help arguers to find arguments for their standpoints.

In line with their view that argumentation is aimed at moving the audience
toward (greater) adherence regarding the standpoint (“thesis”) at issue, Perelman
and Olbrechts-Tyteca are of the opinion that argument schemes can only be used
effectively in argumentation techniques if they accord with the preferences of the
audience or — in the case of argumentation addressed to the universal audience —
with the preferences the arguer attributes to the rational beings that constitute the
universal audience. In this sense, the new rhetoric provides a survey of ingredients
for argumentation techniques that can be used to make theses (more) acceptable.

The argumentation techniques envisaged by Perelman and Olbrechts-Tyteca are
characterized by two different processes: association and dissociation (see
Fig. 5.2). Association consists in connecting elements the audience previously
considered as separate and dissociation consists in splitting up into separate
elements something that the audience previously considered as a whole.
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argumentation based on the process of association
- quasi-logical argumentation
- argumentation based on the structure of reality

argument schemes —< - argumentation establishing the structure of reality

argumentation based on the process of dissociation

Fig. 5.2 Argument schemes as ingredients for techniques of argumentation

In putting forward argumentation based on the process of association, the arguer
establishes a particular argumentative relation between two (or more) statements.
When the arguer, for instance, states “It is good to read books because you will
learn a lot from them,” he creates an argumentative relation based on the associa-
tion of the previously separate elements “reading books” and “learning.” The use of
the word “because” indicates that the statement that you will learn a lot from
reading books has a justificatory function with respect to the statement that it is
good to read books.

Argumentative relations based on association can be brought about in different
ways. Perelman and Olbrechts-Tyteca distinguish between three types of associa-
tive relations: quasi-logical relations, relations based on the structure of reality, and
relations establishing the structure of reality.

In argumentation based on the process of dissociation, an opinion is justified by a
renouncement of a view previously held by the audience. The renouncement takes
place by differentiating a concept from the concept of which it originally was a part.
Dissociation always consists in separating something that is considered to be a
conceptual whole into two (or more) elements.

In the next three sections, we will discuss the various argument schemes
distinguished by Perelman and Olbrechts-Tyteca. We do so by paying attention to
the three sorts of argumentation based on the process of association: quasi-logical
argumentation (Sect. 5.7), argumentation based on the structure of reality
(Sect. 5.8), and argumentation establishing the structure of reality (Sect. 5.9).
Next, we concentrate on argumentation based on the process of dissociation
(Sect. 5.10).

Before looking at each of these sorts of argumentation, we must point out that the
examples Perelman and Olbrechts-Tyteca (and the present authors) use in the
discussion are lifted from the context and situation in which argumentation nor-
mally takes place. Presenting examples in this way has the advantage that
interpretations can be adapted to the purpose of the expose, but the disadvantage
that not much attention can be paid to the interaction between arguments
and between arguments and their contextual surroundings. Questions like “How
does the order in which the arguments are presented influence their effect?” and
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“How does one argument reinforce the other?” Perelman and Olbrechts-Tyteca
address after they have presented their taxonomy of argument schemes. In so doing
they stress that individual arguments are in practice always part of a larger entirety
of mutually influencing elements. In their opinion, however, the synthetic aspects of
argumentation can only be properly discussed if first an analysis of the individual
arguments is provided.

5.7 Quasi-logical Argumentation

In the new rhetoric, the term quasi-logical argumentation designates argumentation
in which the presentation gives the impression that the connection between the
constitutive elements is of a logical nature. By presenting the standpoint and the
argumentation in the way it is done in logic or mathematics, the arguer creates the
illusion that the relation between these elements is just as compelling as the relation
between the premises and the conclusion in the corresponding logical or mathe-
matical arguments.

Perelman and Olbrechts-Tyteca observe that logic and mathematics have
acquired considerable prestige by employing strictly formal relations between
premises and conclusions. In putting forward quasi-logical argumentation, the
arguer attempts to radiate the prestige of logic and mathematics to argumentation
in ordinary language. However, formal demonstration is possible only in isolated
and precisely delineated systems in which the terms are established unequivocally.
In ordinary language, such precision is hardly ever achieved. The language forms
that are used often have several meanings, which are not precisely defined and need
not be the same for all language users. So, in order to give argumentation in
ordinary language the appearance of containing formally valid arguments, it will
be necessary to carry out certain manipulations. One of these manipulations is that
the form of argumentation must be made to accord, as far as this is possible, with the
logical form the arguer has chosen to imitate. The arguments must resemble
homogeneous, congruent, and unambiguous premises — which might require a
certain reduction or specification of meaning. Quasi-logical argumentation exploits
the possibilities ordinary language offers in this regard. The adaptation — which
need not be deliberate or conscious — must be as subtle as is necessary for the
audience to be reached.

For quasi-logical argumentation to have the desired effect, it must be ensured
that the audience recognizes the form of the argumentation as logically valid. To
emphasize the similarity with argument forms used in logical or mathematical
reasoning, the arguer should position the elements of the argumentation in such a
way as to make it appear as if the connections between them are logical ones. It may
also be stated explicitly that a logical argument form is presented. According to
Perelman and Olbrechts-Tyteca, only by artifice is it possible to give the impression
that there is a logical relation between the elements of an argumentation. Because of
its artificial character, the attempt may fail. Presenting certain connections
as logical ones may give rise to disagreement, hence require new argumentation,
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argumentation claiming a logical relation
- argumentation based on contradiction
logical contradiction
incompatibility
- argumentation based on (perfect or partial) identity
definition
tautology
rule of justice
reciprocity
- argumentation based on transitivity
inclusion
quasi-logical argumentation . o ) )
argumentation claiming a mathematical relation
- argumentation based on the relation part-whole
inclusion
division
- argumentation by comparison
oppositions
principles of ordering
sacrifice
- argumentation by the probable
calculus of probability
\ concept of variability

Fig. 5.3 Quasi-logical argumentation

so that the compelling nature of the argument is lost. The disagreement may relate
to the reductions and specifications of the terms but also to the operations carried
out to make the argumentation resemble a logical or mathematical argument form.

Depending on the form that is being imitated, or mimicked, Perelman and
Olbrechts-Tyteca divide quasi-logical argumentation into two subtypes: argumen-
tation claiming a logical relation and argumentation claiming a mathematical
relation. The first of these subtypes includes argumentation based on contradiction,
argumentation based on perfect or partial identity, and argumentation based on
transitivity. The second subtype includes argumentation in which mathematical
relations, such as the part-whole relations of inclusion (x is part of y) and division
(x consists of y and z) or the relation of comparison (x is bigger/smaller than y), are
an important element, as well as argumentation in which the mathematical concept
of probability plays a role. In Fig. 5.3, we have listed the subtypes that Perelman
and Olbrechts-Tyteca discuss.

Let us first look at an example in which a logical relation of contradiction is
claimed: “The sanctity of all human life has always been a foremost principle of our
party. It would be to go against that principle if we now went along with the proposal
before us to legalize abortion.” In this example, the sanctity of all human life and the
legalization of abortion are presented as contradictory, implying that to defend
both things would involve a logical inconsistency. This is a form of quasi-logical
argumentation, since the suggestion is that, logically speaking, maintaining both
points of view is untenable and that therefore at least one of the two must be dropped.
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Genuine logical contradictions can only occur in systems with unambiguously
defined terms. Since in ordinary language the meanings of terms usually enable
different interpretations, the charge of logical inconsistency can be avoided by
giving at least one of the terms a different interpretation: “Deliberately ending a
human life is indeed murder, but in the case of a 6-week fetus it is not yet a matter of
human life.” This maneuver is all the more possible because the statements used are
rarely perfectly explicit and the terms employed are usually defined poorly or not at
all. As a rule, then, the charge that someone is making contradictory statements is
itself a form of quasi-logical argumentation, because the person who makes the
charge pretends to apply logical criteria to the assessment of the argumentation.

The apparent contradictions in ordinary speech can usually be reduced to
incompatibilities. These incompatibilities occur when one is not supposed to
agree simultaneously with two or more statements that are made and has to make
a choice, not because there is any formal contradiction but because simultaneously
defending both statements goes against “the nature of things,” in view of the way
reality is constructed, a pertinent human decision, or the principles or values
adhered to. Incompatibilities may result, for instance, from a confrontation of
rules of law or moral rules. This becomes apparent, for example, when there is a
confrontation between the rule that one must always tell the truth and the rule that
one must not cause one’s fellow humans unnecessary suffering. Incompatibilities
depend less on particular characteristics of the language system that is used but on
the views held by the audience. As the abortion debate example above shows,
statements that for one audience are so clearly incompatible that they even appear
contradictory may not even lead to an incompatibility for an audience with slightly
different moral norms.

Next to argumentation in which some sort of contradiction plays a role,
Perelman and Olbrechts-Tyteca describe many other types of argumentation in
which a logical relation is claimed. A subgroup of argumentation based on perfect
or partial identity, for instance, includes argumentation based on definitions, argu-
mentation based on tautologies, argumentation based on the rule of justice, and
argumentation of reciprocity. A subgroup of argumentation based on transitivity
includes argumentation based on inclusion.

Instead of discussing the plethora of examples which Perelman and Olbrechts-
Tyteca have provided of argumentation within these two subgroups of argumentation
claiming a logical relation, we turn to an example of quasi-logical argumentation in
which a mathematical relation is claimed: “Our club is bound by certain stipulations
and therefore the members are also bound by those stipulations.” This example
hinges on a relation between the whole and its parts. Here the parts are compared
with the whole that comprises them, and the parts are treated as being in a position
equivalent to the whole. The only thing that is considered is the quasi-mathematical
relation that enables an equation between the whole and its parts, so that it is possible
to exploit the principle “what applies to the whole also applies to the parts.”

The specific relation between the whole and its parts is not always one of
equivalence. Since the whole contains the parts, the whole can also be regarded as
more important than the parts. In this form of quasi-mathematical argumentation, the
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superiority is assumed of the whole over one, or each, of its parts. The conclusion is
then legitimized with “mathematical certainty” by the fact that the whole always
contains the parts. Perelman and Olbrechts-Tyteca point out that this form of quasi-
logical argumentation is closely related to the locus of quantity. The argument
constitutes a backing for that Jocus — or is itself backed by it. This close relationship
is expressed in the following example: “You would do better to buy the collected
works rather than just David Copperfield, because it won’t cost much more and you’ll
have all Dickens’s other books as well.”

Like they do in the case of quasi-logical argumentation in which a logical
relation is claimed, Perelman and Olbrechts-Tyteca describe a great many types
of argumentation in which a mathematical relation is claimed. A subgroup
consisting of argumentation by comparison, for instance, includes argumentation
making use of oppositions, argumentation that exploits quantitative or qualitative
principles of ordering, and argumentation by sacrifice. A subgroup of argumenta-
tion by the probable includes argumentation employing the calculus of probability
and argumentation based on the concept of variability.

Perelman and Olbrechts-Tyteca emphasize that in argumentative practice, logi-
cal relations may be perceived as mathematical relations and vice versa. They
acknowledge also that there exist many more logical relations and mathematical
relations than the ones they have covered in their descriptions, so that their
taxonomy of quasi-logical argumentation is by no means exhaustive. From the
examples that are given, however, it is already clear what they mean by quasi-
logical argumentation and in what way such this type of argumentation can be
divided into subtypes.

5.8 Argumentation Based on the Structure of Reality

The term argumentation based on the structure of reality designates argumentation
in which an attempt is made to justify a thesis by connecting it with certain
characterizations of reality held by the audience. In this type of argumentation,
the arguer aims at getting a thesis approved by making an appeal to the way in
which reality is structured.

There is no question of Perelman and Olbrechts-Tyteca adopting any ontological
posture in describing this argument scheme. Neither do they try to give an objective
description of reality nor are they expressing their views of the way in which the
world is structured. They merely describe the manner in which in argumentation
certain statements about the ordering of reality are used as objects of agreement in
order to convince or persuade an audience. Explicitly or implicitly, such statements
about reality or about particular relations in reality are then presented as facts,
truths, or presumptions that are instrumental in the justification of theses.

In argumentation based on the structure of reality, the relation that is drawn
between elements already accepted by the audience and the element that the
arguer wishes to render acceptable conforms to the audience’s conception of reality.
In discussing argumentation based on the structure of reality, Perelman and
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Olbrechts-Tyteca distinguish two sorts of relations: sequential relations and
coexistential relations. In Fig. 5.4 we have pictured what types of argumentation
they discuss under these headings.

Sequential relations are relations pertaining to the order in which two or more
elements of a series occur. Two consecutive facts or events may, for example, be
presented as cause and effect: “Now that they are allowed to have a say, it has
become total chaos.” Another way of presenting two consecutive events is as means
and end: “Studying for this examination will enable me to obtain my Master’s
degree.”

According to Perelman and Olbrechts-Tyteca, making a causal link between two
facts or events allows for three types of argumentation. First, the causal link may
attach two facts or events to each other. Second, it may reveal the existence of a
cause. And third, it may show that there is an effect. Apart from these three
prototypical types of argumentation based on a causal relation, Perelman and
Olbrechts-Tyteca discuss a prominent type of argumentation based on the sequen-
tial relation between cause and effect that they call pragmatic argumentation.

In pragmatic argumentation, a verdict (positive or negative) concerning a certain
action is justified by referring to the favorable (or unfavorable) consequences of that
action. For example, a positive opinion of a proposed measure can be promoted by
presenting the audience with a picture of its advantageous effects. The positive
value attached to the effect must then be transferred to the event that caused it. This
is what happens, for instance, if someone points out that digging up the road is
something to be applauded, because then you can walk about without constantly
being bothered by cars.

Pragmatic argumentation can only succeed if the causal relation between the two
elements that are connected is evident and the positive value of the consequence
speaks for itself, so that both can be accepted on the basis of “common sense.” Such
an argument becomes effective as soon as the connection between the thesis being
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defended and its favorable consequence is perfectly clear to the audience. In case
the audience regards it as plausible that the thesis represents indeed a sufficient
condition for the acclaimed consequence to actually materialize, the thesis will gain
adherence. The arguer who uses pragmatic argumentation is, of course, out to
downplay the importance of other conditions and less favorable consequences
that might play a part.

A noteworthy type of argumentation based on a sequential relation between
cause and effect is employed when an event is presented as the cause of another
event. This kind of presentation will, for example, be used if the arguer wishes to
convince the audience that a particular event should be disapproved of and is aware
of the fact that the audience deprecates another event that can be related to the event
at issue. Stamping the latter event as the natural consequence of the former, the
arguer can then try to bring about a transfer of the negative opinion from the one
event to the other by presenting the latter as the effect of the former and the former
as the cause of the latter.

In the case of argumentation using a sequential relation between means and end,
the connection between the facts or events involved is presented as a connection that
is deliberately brought about (or to be brought about) by human agency. When using
this type of argumentation, the arguer aims at establishing a transfer from the
audience’s approval (or disapproval) of the means to the audience’s appreciation
of the end: “You liked preparing the food, so now you should eat it.”” Or the arguer
might want to establish a transfer from the audience’s approval (or disapproval) of
the end to their valuation of the means: “The Americans are well advised to withdraw
their troops, because this will increase their goodwill in the rest of the world.”

Other types of argumentation referring to a sequential relation of facts or events
are the argument of waste, the argument of direction, and argumentation by means
of unlimited development. Rather than elaborating on these specific subtypes of
argumentation based on a sequential relation, we will now pay attention to the
second type of argumentation based on the structure of reality, i.e., argumentation
based on a coexistential relation.

Like with other types of argumentation, the arguer who puts forward argumenta-
tion based on a coexistential relation aims to bring about a transfer of approval from
the accepted premise to the not yet accepted standpoint. The difference between
argumentation based on a coexistential relation and argumentation based on a
sequential relation lies in the nature of the relationship between the facts or events
concerned. In the case of sequential relations, the facts or events that are related to
each other are on the same level, the temporal order of the elements brought together
being of primary significance. In the case of coexistential relations, the facts or
events which are related are not on the same level. In the argumentation “He must be
left wing, for he is wearing a red shirt,” for example, the occurrence of the second fact
is presented as having an explanatory force for the occurrence of the first, thus
making the audience accept the standpoint involved in the first statement.

Perelman and Olbrechts-Tyteca distinguish several types of coexistential
relations. In the first type, a link is drawn between a person and his or her acts:
“That fellow must be an ubiquist, he always agrees with everyone.” A second type of



278 5 The New Rhetoric

coexistential relation hinges on the connection between a group and its constituents:
“That girl must be a reliable person; she has been working for my colleague for
many years.” A third type makes a link between an essence and its manifestations:
“This table must have been fabricated in the 18th century, look at those rich
embellishments.”

According to Perelman and Olbrechts-Tyteca, the relation between a person and
that person’s actions is the prototype of a coexistential relation. In argumentation of
this type, it is assumed that the person and his or her actions can be seen as entities
that are immediately related to each other: The person expresses himself or herself
in his or her actions and the actions are manifestations of the person. Argumentation
in which a relation is drawn between a person and that person’s acting can either be
designed to bring about a transfer of acceptability from an opinion about a person
already held by the audience to an opinion about particular acts of that person not
yet accepted by the audience, or vice versa.

There is not the same inextricable relation between a person and that person’s
actions as there is between a thing and its attributes. The relationship between a thing
and its attributes is, as it were, inherent in the nature of things, while the relationship
between a person and that person’s actions must in principle be reassessed on each
new occasion. The association of a person and that person’s acts is of a reciprocal
nature. In order to interpret a person’s acts, a certain concept of the person is required,
but the concept one has of the person is in turn in the first place derived from the acts.
A person may change to some degree, and the person’s image with the audience may
be altered by new actions on the part of that person, so that the actions themselves will
also be evaluated differently. This evaluation of a person and his or her actions will
always be based on the audience’s picture of reality at the particular time in question.

A special case of argumentation based on the coexistential relation between a
person and his or her acts is argumentation from authority. This is argumentation in
which certain judgments or actions of a particular person or organization are used as
evidence for the acceptability of the thesis being defended. By connecting the
standpoint the arguer wishes to defend to the opinion of someone whom the audience
regards as an authority, the arguer hopes to bring about a transfer of the positive value
attached to the authority’s opinion to their own standpoint: “I feel — and Russell feels
the same way, as it happens — that one must always first try to understand a text
properly before one can start a critical reading of it.” The argumentative force of such
an argument from authority depends entirely on the prestige vested by the audience in
the person or organization that is to serve as the authority.

When using argumentation based on a coexistential relation between an essence
and its manifestations, the arguer treats a certain phenomenon as a specific mani-
festation of a certain essence (which may also find expression in other events,
things, beings, or institutions). A related type of argumentation occurs if it is
brought to the audience’s notice that a certain phenomenon always goes together
with something else, like in “Fat people are always jolly,” and also, if it is brought
to the audience’s notice that something always has particular features, like in
“Free public transport just means that we shall all be paying for it.” Of course, it
applies to all such types of argumentation that they only have a chance of
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succeeding if the audience acknowledges the positive (or negative) value attached
to the element serving as the premise of the argumentation as well as the correctness
of the relation drawn between the elements. It can, for instance, only be shown
that a certain painting is essentially “romantic” if the audience subscribes to
the distinctive features attributed by the arguer to the painting and agrees with the
way in which these features are connected with the intended characterization.

Another type of argument referring to the coexistential relation between facts or
events is the argument that makes use of the relation between the symbol and the
symbolized. According to Perelman and Olbrechts-Tyteca, unlike a sign, a symbol
is not purely conventional. With some hesitation, they name the relation between a
symbol and the thing a relation of participation. They mean to express in this way
that the symbol and the thing may not coexist in spacio-temporal reality but are to
be seen as mutual participants in a mythical or speculative reality that transcends
space and time.

Perelman and Olbrechts-Tyteca conclude their discussion of argumentation
based on the structure of reality with an account of more complex types of
argumentation based on a combination of sequential and coexistential relations.
Under this heading, apart from argumentation based on differences of order and
argumentation based on differences of degree, they describe a type that is called
double hierarchy argumentation. This type of argumentation exploits the fact that
hierarchies, apart from being objects of agreement in the point of departure of
argumentation, can themselves also be the subject of a discussion. Double hierarchy
argumentation is aimed at supporting the claim that a certain hierarchy is well
founded or that some specific element occupies a particular place within the
hierarchy. Doubly hierarchy argumentation occurs when a disputed hierarchy is
defended by making use of another hierarchy. Perelman and Olbrechts-Tyteca
provide the following example: “If it pleases the barbarians to live from day to
day, our own purpose must be to contemplate the eternity of the centuries” (1969,
p. 341). In the example, the hierarchy between “contemplation” and “living from
day to day” is defended by recourse to the hierarchy between “we” and “the
barbarians.”

5.9 Argumentation Establishing the Structure of Reality

The term argumentation establishing the structure of reality is meant to designate
argumentation in which the connections between the elements are presented in such
a way that they evoke a picture of the structure of reality that is new to the audience.
The plausibility of the structure then invests the thesis defended by this type of
argumentation with a certain plausibility of its own.

Perelman and Olbrechts-Tyteca distinguish two ways in which the arguer can
establish the structure of reality. The arguer can either resort to a particular case,
which is then presented as reflecting a more general structure or relation of facts or
events existing in reality, or suggest an analogy between a structure or relation
already acknowledged by the audience and the one that the arguer wants the
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audience to accept. In Fig. 5.5 we have listed the two main types of argumentation
establishing the structure of reality as well as the names of the subtypes that
Perelman and Olbrechts-Tyteca distinguish.

Argumentation establishing the structure of reality through a particular case may
take the form of argumentation by example. A specific case is then taken as the
starting point for a generalization about reality. The arguer will only get the
audience to accept the generalization if the audience is acquainted with the example
or at least acknowledges it as correct and agrees that it is possible to make
generalizations on the basis of the example presented.

In order to make it possible to arrive at the introduction of a general rule, the
cases that are to serve as examples must in the opinion of the audience have the
status of facts. The moment they are challenged, the generalization is jeopardized.
Incidentally, discussion about the status of the cases that are to serve as the starting
point for the generalization can be quite useful if the arguer can easily demonstrate
their factual nature, since such a harmless discussion distracts the attention from the
manner in which the generalization is made.

Usually the number of examples needed to justify the generalization cannot be
predicted, because the ambiguity of natural language use provides many escape
routes. It is often possible to take refuge in an exception. Suppose one puts forward
an argument by means of example which says that women make better interviewers
than men because you only have to look at the interviews by such renowned female
interviewers as Oriana Fallaci, Barbara Walters, or Oprah Winfrey to see that they
can get much more out of their subjects than their male colleagues. If someone else
then objects that this takes no account of someone like David Frost, one has little
option but to call Frost an exception to the rule, assuming that having acknowledged
the objection, the generalization can still be maintained.

In argumentation establishing the structure of reality through a particular case, the
case involved need not necessarily be an example. Perelman and Olbrechts-Tyteca
describe two other possibilities, the one being an illustration and the other a model.

Rather than creating a new structure of reality, an illustration lends support to a
previously established regularity. An illustration that appeals to the imagination can
ensure that a rule or principle that has slipped into the background is recalled to full
“presence” in the audience’s consciousness. The difference between argumentation
by illustration and argumentation by example lies in the status of the rule or
principle concerned. While an example is calculated to establish a generalization
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that is relatively new to the audience, an illustration is supposed to reinforce the
audience’s approval of a generalization that is already known and more or less
accepted. In line with this difference, an example will often be presented in a short,
clear, and unembellished manner, whereas an illustration will usually be presented in
a more expanded way. As the distinction hinges upon whether or not the audience
really acknowledges the generalization at issue, for an analyst, it may be difficult to
decide whether an argument should be reconstructed as an illustration or as an
example.

Argumentation by reference to a model, say Perelman and Olbrechts-Tyteca, is
primarily an attempt to influence the audience’s actions by encouraging imitation. By
starting from a generally respected model, the arguer attempts to make the prestige of
the model reflect on the behavior that is recommended, in the hope that this will prove
sufficient reason for the audience to imitate the model. A model may consist of an
idealized contemporary but may also be a historical figure or a perfect being.

Argumentation establishing the structure of reality may also take the form of
argumentation by analogy. In that case, the arguer points out a similarity between
the structure of elements mentioned in the thesis and a structure of elements that is
not doubted but recognized by the audience. By suggesting this similarity, the
arguer tries to increase the plausibility of the thesis by creating a link between the
relation of facts or events in the thesis and facts or events whose relation is already
accepted. Thus, the arguer makes an attempt to equate the structure of what is being
discussed, the theme, with the structure of something already known to the audi-
ence, the phoros. This is what happens, for example, if someone says that from the
lack of discipline and the tolerance shown toward immorality in modern Western
society, it is clear that this society is on the point of collapsing (=theme), because
the Roman Empire was likewise close to ruin when people lost their sense of order
and discipline and were tolerant of immoral behavior (=phoros). Schematically, an
agument from analogy looks like this:

structure (theme) = structure (phoros)

term 1 (theme) : term 2 (theme) = term 1 (phoros) : term 2 (phoros)

In this example, the relation between the moral decline of modern western
society (theme term 1) and the collapse of modern western society (theme term 2)
is equated with the relation between the moral decline of the Roman Empire
(phoros term 1) and the collapse of the Roman Empire (phoros term 2).

Examples of analogy are not difficult to find. A striking one, where phoros and
theme — as is characteristic of a prototypical analogy — are taken from different
spheres, is that drawn by Karel van het Reve, a Dutch specialist on Russian affairs
writing in the 1970s:

One thing that has been too little taken into account is man’s capacity for recuperation. Just
as an insect can be made resistant to DDT, so can man be made resistant to an ideology, and
in the same way: by continuously exposing him to very high doses of it. And just as with the
insect, there are at first millions of victims, but as time passes the treatment loses its
effectiveness, and you find in the survivors that total immunity which the average
Russian intellectual has to Marxism. (van het Reve 1977, p. 8)
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Finally, Perelman and Olbrechts-Tyteca propose to consider the concept of
metaphor as derived from the concept of analogy. After having given several
examples, they conclude their description of argumentation establishing the structure
of reality by remarking that metaphors may serve an argumentative purpose and that
it is possible to study them fruitfully from the perspective of argumentation theory.

5.10 Argumentation by Dissociation

Alongside the argument schemes just discussed, all of which involve the process of
association, Perelman and Olbrechts-Tyteca distinguish an argument scheme of a
very different kind that involves the process of dissociation. In putting forward
argumentation by dissociation, the arguer introduces a division into a concept that
the audience previously regarded as one. In practice, this means that a concept is
differentiated from the concept that it was originally part of.'®

The result of a dissociation is that a single concept is split into two concepts, one
of which is then for argumentative purposes associated with the apparent (i.e., the
peripheral or false aspect of the original single concept) and the other with the real
(i.e., the central or true aspect of the original single concept). Schematically,
argumentation by dissociation looks like this:

concept I —— the apparent
single concept <
concept [T —— the real
By splitting up the single concept of law, for instance, into the concept of the
letter of the law and the spirit of the law, the arguer may defend a certain ruling by
stating that it is in accordance with the spirit of the law. In this case, the concept of
the letter of the law is associated with the apparent, and the concept of the spirit of

the law is associated with the real. Schematically, this example of argumentation by
dissociation looks like this:

the letter of the law —— the apparent
law <

the spirit of the law —— the real

Since argumentation by dissociation involves an association of one of the two
concepts with the apparent and the other of the two with the real, it always involves
the introduction of a value hierarchy that serves the argumentative purposes of the
arguer. In most cases, the concept associated with the apparent will be considered
less valuable than the concept associated with the real. But this does not necessarily
have to be the case. When, for instance, Maria Montessori’s granddaughter
defended her grandmother against an accusation of being vain by saying:

'8 Our explanation below is based on van Rees (2009, pp. 3-9).
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“She loved beautiful clothes, but she was not vain,” the concept that is associated
with the apparent is considered to be of a higher value than the concept associated
with the real.

As to the relation of the term designating the original concept to the terms
designating the two concepts into which the original concept has been divided,
several possibilities exist. In the example regarding the law, the term designating
the original concept is given up in favor of two new terms. But it may also be the
case that the term designating the original concept is used in order to designate one
of the two concepts resulting from the dissociation. Consider the following argu-
mentation: “You should not buy work from these artists, because what they produce
is not art, but subsidized art.” In this example, the single concept of art is
differentiated by placing a new term alongside the old one, thereby introducing a
hierarchy between the concepts along the lines of the distinction between the
apparent and the real.

According to Perelman and Olbrechts-Tyteca, dissociation is a creative process
that is of major importance for all original thought. Time and time again, thought
has been taken a step further by the dissociation of supposed unities into separate
concepts. Within the framework of an arguer trying to elicit an audience’s approval
of a particular opinion, however, it is crucial that the dissociation introduced by the
arguer is acceptable to the audience the arguer wishes to convince. Whether the
dissociation was thought of by the speaker, or has been borrowed from the thinking
of others, is of secondary importance. Thus, the dissociation of de Saussure’s
langue and parole or Chomsky’s competence and performance, even though
they did not introduce these distinctions themselves, can be a useful tool to
language teachers wishing to teach their pupils to think about linguistic phenomena
in a new manner.

To conclude this overview of argument schemes as they are described in the new
rhetoric, we must emphasize that they have, as it were, been lifted from a synthetic
whole. Although it is possible to distinguish them analytically, in practice they will
occur together and interact with each other, that is, reinforce or weaken each other.
In fact, according to Perelman and Olbrechts-Tyteca, every association implies
dissociation, and vice versa. At the same moment that diverse elements are united
in a whole by means of association, a dissociation takes place that differentiates
these elements from the neutral background of which they were hitherto a part.
The two processes are complementary and take place simultaneously. It is a matter
of technique to place one of the two in the foreground and to shift into the
background whichever one appears at that moment to offer fewer rhetorical
possibilities.

In practice, different argument schemes will occur together, and they may also be
jumbled up and combined with each other, the effect of one scheme influencing the
effect of the next. Then again the order in which they are used is a factor that helps to
establish the rhetorical soundness of the argumentation. Another factor affecting the
rhetorical soundness is the way in which a person arguing succeeds in responding
to intermediate reactions from the audience. Perelman and Olbrechts-Tyteca
observe the influence of these factors, but they do not examine them in any depth.
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They do not describe the manner in which argumentative discourse takes place in
practice (e.g., the specific roles of the interlocutors, the stages by which a discussion
develops, the psychological mechanisms on which the effects of certain argument
schemes depend) but provide a general outline of the basic elements that play a part
in influencing an audience rhetorically by means of argumentation.

5.11 Recognition and Elaboration of the New Rhetoric

Perelman and Olbrechts-Tyteca’s new rhetoric evoked many reactions from other
scholars. Some of them provide interpretations or clarifications of the concepts
expounded, others put forward criticisms regarding the theory, and still others make
use of insights introduced by the authors of the new rhetoric in their own theorizing
or in analyzing specific instances of argumentative discourse. In this section, we
provide a short overview of writings of other scholars on various aspects of the new
rhetoric.

General works on rhetoric, such as Conley (1990), Bizzell and Herzberg (1990),
Kennedy (1999), and Foss et al. (2002), dedicate a chapter to the new rhetoric. Foss
et al. (2002), for example, who describe the personal and intellectual background of
Perelman and Olbrechts-Tyteca, provide a clear exposition of the most important
concepts of the new rhetoric — audience, starting points, presence, techniques of
presentation, techniques of argumentation — and discuss criticisms of the theory and
defenses against criticisms.

There are also works that are dedicated entirely to the new rhetoric. Gross and
Dearin (2003), for example, focus on the philosophical backgrounds of the new
rhetoric. They also provide a clear exposition of Perelman and Olbrechts-Tyteca’s
theoretical framework, covering not only their insights concerning argument
schemes but also those concerning arrangement and style. Frank (2004) gives a
description of Perelman and Olbrechts-Tyteca’s influence on studies in the field of
law, argument, and rhetoric and indicates their “relevance in the new millennium”
(p.- 276). Gage (2011) includes essays by Warnick, Fahnestock, Gross, Koren,
Dearin, and Crosswhite in his volume of papers presented at a conference on
Perelman’s legacy. This volume also includes an English translation of the
recollections of Perelman’s daughter, Noémi Perelman Mattis.

In spite of an initial denigration of Perelman and Olbrechts-Tyteca’s rhetorical
approach, the new rhetoric has been a major source of inspiration to scholars
working in the field of philosophy.'® Some of them examine the philosophical
backgrounds or underpinnings of the theory. Kluback (1980), for one, describes
the new rhetoric as a philosophical system. He emphasizes that Perelman and
Olbrechts-Tyteca’s relativism regarding the reasonableness of argumentation
springs from their firm belief, inspired by Dupréel, in democracy and philosophical
pluralism. Dearin (1989) and Gross and Dearin (2003) provide an extensive

19 See Johnstone Jr. (1993) and Tindale (2010).
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discussion of the philosophical foundations underlying the new rhetoric, including
Perelman’s general conception of philosophy, his theory of knowledge, the judicial
model of reasoning,”” and the concept of rhetorical reasoning.

Other scholars examine the relationship between the new rhetoric and extant
philosophies. Examples of this type of research are Tordesillas (1990), who
examines the relationship between the new rhetorical concept of argumentation
and the views common in ancient philosophy (especially the sophists, Plato, and
Aristotle), and Frank and Bolduc (2003), who provide a commentary and transla-
tion of Perelman’s views on the relation between the philosophical starting points of
the new rhetoric and those of “first philosophies™ and “regressive philosophy.”

There are also scholars who discuss the differences and commonalities between
the new rhetoric and other philosophies in light of their critical account of the
methodology that underlies the new rhetoric or their own proposals for a revision of
some of its central concepts. An example of the first type of research is Cummings
(2002), who aims at showing that the way of theorizing used in the new rhetoric is
inherently problematic by making a comparison between the new rhetoric and the
development of Frege’s views on logic. An example of the second type of research
is Morresi (2003), who aims at remodeling questions concerning tautology, anal-
ogy, philosophical pluralism, and the concept of audience by exploring the
similarities between the new rhetoric and Hegel’s dialectic against the background
of Perelman and Olbrechts-Tyteca’s rejection of Hegel’s concept of dialectic.

Still other scholars use insights from the new rhetoric to illustrate their own point
of view regarding certain philosophical issues. Gracio (1993), for instance, criticizes
Gadamer’s hermeneutic conception of philosophy from the perspective of the new
rhetoric. Wintgens (1993) aims at determining the meaning of “reasonableness” by
exploring the philosophical and anthropological dimension that is, in his view, present
in the new rhetoric. Maneli (1994) views Perelman’s theory of argumentation as “a
new social philosophy and a critical instrument for social reform” (p. 115). Koren
(2009) defends the view that the new rhetoric enables the French school of discourse
analysis to readjust its theoretical positions concerning the ethics of discourse.”’

The new rhetoric not only inspired scholars working in the field of philosophy
but also had a strong influence on scholars working in the field of law. This
influence emanated in part from Perelman’s own writings on legal argumentation,
such as The idea of justice and the problem of argument, in which Perelman (1963)
articulates his philosophy of legal argument, and Logique juridique, nouvelle rhé
torique [Judicial logic, new rhetoric], in which Perelman (1976) gives a description
of the argumentation techniques that play a role in legal argumentation.”

20 For the influence of the judicial model of reasoning on the new rhetoric, see also Abbott (1989).
2!'We refrain from going further into philosophical studies based on Perelman in which argumenta-
tion theory does not play a major part. Examples of this type of research are Meyer (1982, 1986a, b,
1989) as well as a great many contributions to Haarscher (1993).

2 Starting from Perelmanian criteria, Corgan (1987) proposes an analysis of legal arguments that
uses the universal audience as a critical tool.
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Golden and Pilotta (1986) edited a volume consisting of essays in which
the authors discuss applications of Perelman’s insights to the field of law. Among
them are Haarscher (1986), who discusses Perelman’s ideas concerning justice;
Makau (1986), who views the rhetorical model of rationality as an alternative to
the mathematical model; and Rieke (1986), who discusses the use of the
theoretical tools of the new rhetoric for analyzing the legal decision process.
In another volume of essays, edited by Haarscher (1993), the authors concentrate
on the implications of Perelman’s ideas for legal theory and legal philosophy.*
Holmstrom-Hintikka (1993), for instance, discusses practical reasoning in law.
Pavcnik (1993) points out the importance of a theory of practical reasoning to the
study of law.**

In North America, the new rhetoric has attracted the attention of scholars
working in the field of (speech) communication. According to them,
the concept of audience and the insights concerning argumentative strategies are
useful tools for analyzing legal communication. Makau (1984), for instance,
describes how the Supreme Court secures adherence from a composite audience
consisting of a variety of legal and nonlegal groups. Schuetz (1991) analyzes the
use of value hierarchies, precedents, and presumptions in a Mexican legal
process.”

A great many argumentation theorists have elaborated on the new rhetoric,
applying Perelman’s insights to their own areas of interest.”® Several of them
were attracted to the new rhetoric’s conception of an audience, often with a
critical eye for its problems. This conception has been the focus of attention
in various publications, in particular the distinction between a particular
audience and a universal audience (in some interpretation or other). Among the
interpretations given of the two kinds of audience are those by Golden (1986),
Dunlap (1993), Wintgens (1993), Crosswhite (1996), Gross (1999), Warnick
(2001), Aikin (2008), Yanoshevsky (2009), and Jgrgensen (2009).” Golden
emphasizes the critical use that can be made of the concept of a universal
audience. Dunlap relates it to Isocrates’s “competing image” of an ideal audience,
which embodies the ideals of antique Greek culture. Wintgens argues that a better
understanding can be achieved of Perelman’s view of reasonableness, and what is

23 Another such collection is Haarscher and Ingber (1986).

2* Among other scholars who discussed the connection between the new rhetoric and legal
philosophy are Alexy (1978, pp. 197-218), Maneli (1978), and Wiethoft (1985). For a collection
of Perelman’s philosophical essays on the concept of justice, see Perelman (1980).

23 For nonjudicial uses of Perelman’s concept of loci, see, for instance, Cox (1989) and Wallace
(1989), who wrote about developing a modern system of rhetorical invention.

26 See, for instance, Schiappa (1993) on arguing about definitions and Koren (1993) on discursivity
and argumentation in the French press.

27 Other studies of the concept of a universal audience are, for instance, Anderson (1972),
Crosswhite (1989), Ede (1989), Fisher (1986), Golden (1986), Ray (1978), Scult (1976, 1985,
1989), Oakley (1997), Gross and Dearin (2003, pp. 31-42), and Tindale (2004, pp. 133-155).
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meant by arguers constructing their audience, by connecting the concept of a
universal audience with that of the generalized other that is part of the theory of
symbolic interactionism developed by the pragmatist George Herbert Mead.?®
Warnick explains the relation between conviction and the notion of a universal
audience. Aikin provides an account of the notion of universal audience that
avoids the objections that this notion is either incoherent or too empty to
constrain. Yanoshevsky explores the new rhetoric’s concepts of audience to
achieve a better understanding of the Internet audience in the specific context
of French and American presidential elections. Jgrgensen compares Gross’s
and Crosswhite’s explanations of how politicians address the universal audience
and their respective implications for evaluating the argumentation. She then
argues that although Gross provides a more immediately applicable theory,
Crosswhite’s interpretation recommends itself for deliberative rhetoric by virtue
of its wider scope.

Crosswhite (1993) uses the distinction between a universal and a particular
audience to deal with the problem of the fallacies in a rhetorical fashion. Rather
than as violations of “formal” or “quasi-formal” rules, fallacies arise, according to
Crosswhite, when the arguer mistakes a particular audience for a universal audi-
ence.”’ To determine whether an argument is a fallacy, Crosswhite thinks, we first
have to know to what audience it is addressed and how it is understood. Some other
publications are also devoted to the study of fallacies from a rhetorical perspective.
A remarkable contribution has been made by Goodwin (1992), who connects the
Perelmanian concept of dissociation with Rescher’s idea of distinction as a dialec-
tical countermove and examines then how current arguments against the standard
treatment of fallacies are underpinned by distinctions that challenge previously
formulated distinctions.

There are also authors who elaborate on specific concepts of argument schemes
described in the new rhetoric. Dearin (1982) scrutinizes the concept of quasi-logical
argumentation, and Measell (1985) discusses analogy argumentation. Schiappa
(1985) applies the concept of dissociation. Goodwin (1991) extends the concept
of dissociation in order to investigate how distinctions may reconstruct social
values, hierarchies, and concepts of the real. In studying the use of dissociation in
argumentative discussions, van Rees (2005, 2006, 2009) complements the new
rhetoric’s monologual account of dissociation with a dialectical account of this
technique. Taking the integrated pragma-dialectical theory of argumentation as a
starting point, she provides a theoretical account of dissociation and presents
several analyses of strategic maneuvers of discussants that involve this technique
(see Sect. 10.11 of this volume).

28 According to the view of symbolic interactionism, rather than individual and coincidental
intentions and reactions, speakers attribute to their interlocutors the intentions and reactions of a
“generalized other” who shares the basic rules of their social community.

2 There is a resemblance here with Walton’s (1992d) “dialectical shifts,” but Crosswhite
soncentrates on audience-shifting and Walton on purpose-shifting.
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Some more topics central to the new rhetoric have been given special attention
by other scholars. We mention just a few of the authors who have explored them.
Farrell (1986), for one, studied the relation between reason and rhetoric. McKerrow
(1982) and Laughlin and Hughes (1986) go into Perelman’s position on the rational
and the reasonable. So does Rieke (1986), who has been mentioned earlier in the
context of judicial justification. McKerrow (1986) focuses on pragmatic justifica-
tion. Perelman’s theory of values is discussed by Warnick (1981) and by Walker
and Sillars (1990). The universal aspects of values are examined by Eubanks
(1986). Arnold (1986) argues for joining Perelman’s theory of argumentation
with contemporary psychological theories of practical communication. Nimmo
and Mansfield (1986) emphasize the relevance of the new rhetoric for the study
of political communication. Pilotta (1986) stresses Perelman’s alignment with the
critical school. Mickunas (1986) discusses Perelman’s ideas of justice and political
institutions, and Kienpointner (1993) the empirical relevance of the new rhetoric.
According to Tindale (1996), the new rhetoric is a particularly suitable candidate
for grounding the logical in a rhetorical account of argumentation, with its fuller
treatment of context and richer notion of relevance.

There is an abundance of other argumentation studies in which the new
rhetoric serves as a starting point. We can mention only a selection of them.
Karon (1989) examines the rhetorical concept of presence, and Graff and Winn
(2006) offer a detailed analysis of the concept of communion, which in their view
is sorely in need of excavation. Concentrating on the concept of logos, Amossy
(2009b) aims at showing how insights from the new rhetoric allow for an
integration of argumentation studies in linguistic investigations, more specifically
in discourse analysis. Livnat (2009) applies the new rhetoric’s notion of fact to
the concept of a scientific fact. Haarscher (2009) analyzes the rhetorical strategies
of creationists in their debate with Darwinists by making use of Perelman’s
notion of pseudo-argument, an argument made by someone who is not really
convinced by the premises he uses to gain the adherence of a certain audience.
Pearce and Fadely (1992) analyze the quasi-logical framework of the address in
which Bush endeavored to gain compliance for his justification of his actions at
the beginning of the Persian Gulf War. Leroux (1994) combines Burke’s and
Perelman and Olbrechts-Tyteca’s paradigmatic concept of style to show how
rhetorical devices (“figures”) advance the argument and how the audience is
intended to apprehend the meaning and action (“form”) of the discourse in
Luther’s sermon Am Neujahrstage [On New Year’s Day]. Walzer et al. (1999)
provide an analysis of the Earl of Spencer’s “Address to Diana” from the
perspective of the new rhetoric. Macoubrie (2003) gives an operationalization
of the new rhetoric’s concept of argument that may be used in the analysis of the
logics of argumentation emerging in group decision-making. Warnick (2004) uses
insights from the new rhetoric in analyzing a controversy in the field of artificial
intelligence. Finally, Danblon (2009) offers a discussion of Perelman and
Olbrechts-Tyteca’s notion of a pseudo-argument, and Plantin (2009) deals with
the new rhetoric’s treatment of figures of speech and more broadly with the place
of figures in argumentation theory.
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Apart from all these publications by other scholars, much of Perelman’s own
later work constitutes an effort to elaborate on the new rhetoric.*® We shall not
discuss these writings here but refer instead to several bibliographies.®'

5.12 Critical Appreciation of the New Rhetoric

Next to a great deal of recognition and constructive efforts at elaboration, in the
reception of the new rhetoric, some critical appreciation can also be noted. In
addition to their high regard for Perelman and Olbrechts-Tyteca’s rhetorical enter-
prise,>? pragma-dialecticians in particular have expressed some concerns about
certain aspects of the theorizing.*® They did so in various publications, especially
in the handbooks in which they presented, by themselves or together with others, an
overview of the state of the art in argumentation theory (e.g., van Eemeren
etal. 1978, 1981, 1984, 1986, 1987, 1996). Other scholars have advanced additional
criticisms. To conclude our discussion of the new rhetoric in this chapter, we briefly
summarize the main points of concern.

First of all, the new rhetoricians underestimate the possibilities logic has in store
for covering argumentation. The manner in which Perelman and Olbrechts-Tyteca
(1969) turn against “modern formal logic” is in fact curious. During the past
hundred years, they observe, logic has gone through “brilliant developments,” but
these developments have resulted in a restriction of the field that is covered, “since
everything ignored by mathematicians is foreign to it” (p. 10). According to
Perelman and Olbrechts-Tyteca, argumentation theory must investigate the whole
field disregarded by logicians, thus encompassing the entire area of “non-analytic
thought.” Without considering logic’s great potential for broadening its scope and
further development (see Chap. 6, “Formal Dialectical Approaches”) and the
considerable advantages a formal approach can have — witness, for instance, the

30 See, for instance, Perelman (1970, 1982).

31 A collection of essays published by the Centre National Belge de Recherches de Logique (1963)
contains a “Bibliographie de Ch. Perelman” (pp. 604—611) consisting of 93 publications in various
languages published by Perelman between 1931 and 1963. Perelman et al. (1979) contains a
bibliography that includes translations of works by Perelman published between 1933 and 1979
(pp- 325-342). Foss et al. (2002) provide a selected bibliography of the most important books
written by Perelman and Olbrechts-Tyteca, together and separately (pp. 109-111). Gross and
Dearin (2003) present a selected bibliography of Perelman’s 11 most important books, 25 most
important articles, and one interview (pp. 157-159). Finally, Frank and Driscoll (2010) present a
bibliography of the “New Rhetoric Project” devoted to the maintenance of Perelman and
Olbrechts-Tyteca’s intellectual legacy.

32 Van Eemeren (2010) points out that there are close connections between the new rhetoric and
the extended pragma-dialectical theory of argumentation, especially with regard to the study of
strategic maneuvering (pp. 31-32, 75-76, 110-122). See Sect. 10.8 of this handbook.

33 Reactions to some of the criticisms raised here are given in Warnick and Kline (1992) and
Frank (2004).
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current use of argumentation theory in artificial intelligence (see Chap. 11, “Argu
mentation and Artificial Intelligence”) — they just declare formal logic irrelevant to
the study of argumentation.

A more specific problem created by the outright rejection of logic is, according
to the pragma-dialecticians, that it is not clear in what way in the new rhetoric
logically valid arguments occurring in ordinary argumentative discourse should
be dealt with (van Eemeren et al. 1996, p. 120). These arguments are compelling
to those who accept the rationality norms of logic, and perhaps even for the
universal audience, so that there is no reason for not considering them. The only
possibility for doing so however seems to be to treat them as “quasi’-logical
argumentation, in spite of the inadequacy of this term and its undesired negative
connotations.

A second kind of criticism is that by concentrating fully on the standards of
reasonableness of the audience, all external standards for resolving a difference of
opinion on the merits are neglected (van Eemeren et al. 1996, pp. 119-122).**
This may lead to problems when judging the quality of the process of argumenta-
tion or when the parties do not agree about the standards of reasonableness.
Perelman and Olbrechts-Tyteca adhere to a purely “anthropological” (“‘emic”)
philosophy of reasonableness, or concept of rationality, in which the soundness of
argumentation is equated with the degree to which the argumentation is well
suited to those for whom it is intended, while some others — such as the pragma-
dialecticians — would prefer a “critical” (“etic”) philosophy of reasonableness,
which requires argumentation to be not only “intersubjectively valid” but also
“problem-valid” (see Sects. 3.9, 10.3, and 10.7).%

The introduction of the universal audience does not solve the problem that the
acceptability of argumentation is made relative to an audience, since the variation is
eventually tied to the choice made by the arguers, without any guarantee that the
result will be more problem-valid.*® Arguers are after all free to construct their own
universal audience. According to the pragma-dialecticians, the notion of a universal
audience therefore remains problematic. This is part of the explanation of why in
the new rhetoric the fallacies captured in the traditional list cannot be dealt with
uniformly — another reason why their treatment in the new rhetoric is questionable
being, of course, that external standards of problem-validity relating to resolving
differences of opinion on the merits are lacking (see van Eemeren and Grootendorst

3* According to some, standards of reasonableness are always, at least partly, defined by a social
contract, such as the law, or other external restrictions. Still others think that there are objective
(absolute and universal) standards for rationality and truth.

31In this connection, it is noteworthy that Perelman and Olbrechts-Tyteca (1969) nevertheless
introduce at several places normative elements in their theory, such as the distinction between an
eristic debate and a cooperative discussion (pp. 37-39) and that between a personal attack ad
personam and argumentation ad hominem (in an extremely wide meaning of the term) (pp. 110-114).
36 This is not fundamentally altered by the fact that Perelman and Olbrechts-Tyteca’s adherence to
relativity stems from a firm belief in democracy and philosophical pluralism and that they certainly
care about ethics and moral standards. See Perelman (1979a) and Kluback (1980).
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1995). Treatment of the fallacies may not be an important goal in the new rhetoric,
but in argumentation theory as a discipline, it certainly is.

Like other argumentation scholars, pragma-dialecticians fully recognize the
major contribution Perelman and Olbrechts-Tyteca have made to argumentation
theory by introducing the notion of argument(ation) schemes. They have adopted
this notion from the beginning (van Eemeren et al. 1978).>” A third point of
criticism, however, is that the taxonomy of argument schemes proposed in the
new rhetoric has certain weaknesses which makes it hard to maintain (van Eemeren
et al. 1996, pp. 121-125). These weaknesses are also acknowledged by
Kienpointner (1983, 1992, 1993), who has nevertheless added a number of argu-
ment schemes to the collection described in Perelman and Olbrechts-Tyteca (1969).
Several other authors have also taken up the new rhetoric’s taxonomy or have
distinguished similar argument schemes.”®

According to van Eemeren et al. (1996), Perelman and Olbrechts-Tyteca’s
taxonomy of argument schemes suffers from the same weaknesses as does their
impressive volume as a whole: Clear definitions are often lacking, the explanations
given are not always equally lucid, and the examples sometimes require a careful
analysis before they can serve their purpose. New concepts such as quasi-logical
argumentation and argumentation based on the structure of reality are explicitly
introduced, but others, such as argumentation which structures reality, are not.*’

It is not really clear whether the list of argument schemes drawn up by Perelman
and Olbrechts-Tyteca is meant to be exhaustive.* It is certain that the classes of
argument schemes distinguished in the new rhetoric are not (and are not intended to
be) mutually exclusive. In a given case, an argument may, for example, be regarded
both as quasi-logical argumentation and as argumentation based on the structure of
reality. The same goes for certain subtypes of the various classes, such as, in the
class of argumentation creating the structure of reality, an example and an illustra-
tion. As a consequence, when applying the taxonomy in analyzing argumentation,
it is not always possible for all interpreters to arrive at the same unequivocal
interpretation.*!

A more serious problem is that in drawing up the taxonomy, divergent ordering
principles have been used: Quasi-logical argumentation is distinguished on the
basis of a formal criterion (Does the argumentation display a structural

3"In his short overview of the history of the notion of argument scheme, Garssen (2001) too
emphasizes that the term was coined by the new rhetoricians.

38 Efforts to apply the schemes to argument practices have been made by Seibold et al. (1981) and
by Farrell (1986).

39 Much of Perelman’s later work constitutes an effort to elaborate on the new rhetoric and can be
utilized to further its understanding. See, for instance, Perelman (1970, 1982).

“0Since Perelman and Olbrechts-Tyteca’s compilation of argument schemes is based on their
analysis of a somewhat incidental collection of argumentations, a natural consequence of their
method is that for their list exhaustiveness cannot be claimed automatically.

' The poor definitions of the various categories and the lack of clear examples make it even more
difficult to decide what interpretations are legitimate.
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correspondence to a valid logical or mathematical argument form?), but argumen-
tation based on the structure of reality and argumentation establishing the structure
of reality are both distinguished on the grounds of a content criterion (Does the
argumentation flow from a particular view of reality, or does it suggest a particular
idea of reality?). In the case of argument schemes distinguished on the basis of a
content criterion, one may wonder how far one can still speak of an argument
scheme in the structural sense. At any rate, the notion of scheme has then been
stripped of its formalistic meaning, although the formal connotations remain intact.
In such cases, it would be all the more necessary to indicate precisely which sort of
cases are to be counted as belonging to each of the various argumentation types and
what kind of empirical features they have.

A disadvantage of the use of divergent criteria in drawing up the taxonomy and
the fact that its categories are not mutually exclusive is that applying the taxonomy
in analyzing argumentative discourse may not lead to unequivocal results, let alone
the same interpretation: One interpreter may discern argument schemes in an
argumentation which are different from those discerned by another, just like what
happens in the case of different audiences. Although Perelman and Olbrechts-
Tyteca may regard such complications as natural phenomena, which are true to
the way in which argumentation is handled in practice, another disadvantage is that
the taxonomy cannot easily be used as a starting point for carrying out empirical
research. This creates a real problem, especially in the case of experimental
research.*> A taxonomy in which the audience plays a decisive role can, for
instance, only be implemented in effectiveness research if it is first precisely
indicated when, and under which conditions, each particular argument scheme
can be an instrumental part of an effective technique of argumentation.*’ In theory
at least, it can then be determined whether, in a given case, these conditions have
been fulfilled. In the new rhetoric, no such specification of conditions is given.**

In spite of these problems, Warnick and Kline (1992) have made an effort to
carry out empirical research based on Perelman and Olbrechts-Tyteca’s taxon-
omy. After acknowledging some of the criticisms just mentioned,*” they set out to
clarify and elaborate the argument schemes. They admit that the treatment of the
schemes in the new rhetoric “does at times lack clarity” (p. 5) and that in the
taxonomy form and content are fused, but, in their opinion, this fusion does not
prevent the schemes from being recognizable to various interpreters. They state

42 Judged by strict criteria, the new rhetoric does not offer an empirically relevant theory: Any risk
of refutation is excluded because the theory does not give rise to any verifiable predictions.
*3Some of the problems mentioned here are, in fact, anticipated by Perelman and Olbrechts-
Tyteca, but no feasible solutions are offered to those who do not share their theoretical
preconception.

4 The criterion cannot simply be “what in a particular case determines the effectiveness (i.e., the
persuasive effect)?” since it cannot be known for certain exactly which scheme is responsible for
the effect (it is already difficult to determine the effects). Little is solved by summing up all
schemes that may have been effective in a particular case.

3 They respond to van Eemeren et al. (1984).
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that most variations can be resolved when they are considered “in the context of
the argument situation and in relation to the arguer’s intention.” After reviewing
the taxonomy critically, and ‘“constructing a substantial set of identifiable
attributes for each scheme” (p. 5), Warnick and Kline (1992) investigated the
validity of Perelman and Olbrechts-Tyteca’s argument schemes empirically and
found their taxonomy “to be generally complete, since nearly all the arguments
could be categorized into at least one of the scheme types” (p. 14). Three
individuals could identify the use of 13 schemes coded “with an acceptable
level of consistency” (p. 13).

Other points of criticisms of the new rhetoric pertain, for instance, to its truth
conception and its treatment of the role of persons in argument. Gross (2000)
discusses Johnstone Jr.s criticisms of the new rhetoric by using the dissociation of
concepts as a test case for the robustness of a rhetoric oriented toward truth. Leff
(2009) criticizes Perelman and Olbrechts-Tyteca for not giving much consideration
to the classical concept of ethos in their description of the role of persons in
argument. According to Leff, the new rhetoric’s account of the role of persons in
argument should be supplemented by reference to case studies. He substantiates this
claim by considering the use of “ethotic” arguments in W. E. B. Dubois’s famous
essay “Of Mister Booker T. Washington and others.”
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6.1 The Nature of Formal Approaches to Argumentation

The depreciation by Toulmin and by Perelman and Olbrechts-Tyteca of formal
approaches to the study of argumentation did not discourage the attempts to further
develop such formal approaches and to do so not just to study mathematical
arguments but also to study arguments and argumentation in general. In this chapter
we shall discuss a number of these attempts. But what are we to understand by a
“formal” approach to argumentation? The ways formality is brought in when
theorizing about argumentation or when trying to analyze and evaluate arguments
are rather diverse, and a borderline between approaches that are formal and those
that are not is hard to draw.

It may be said that a formal approach to argumentation consists in the use of
formal systems of logic or of dialectic. Still, it needs to be clarified in what this use
does consist. Before we start to discuss these matters, we must first briefly elucidate
our use of the terms dialectic and formal, as well as the terms formal logical system
and formal dialectical system.

First, dialectic. This term has numerous meanings among philosophers (Hall
1967), ranging from formal logic to the development of society. We want, however,
to stick to the core meaning of “conversation” (or “dialogue”) either the practice of
conversation or some theory of conversation.' As an adjective, dialectic or dialec-
tical denotes a relationship to such practices or theories. Being argumentative is
not a necessary component of a dialectical practice, even though we shall be
mainly concerned with conversations in which arguments may indeed be expected
to occur. Following Charles Hamblin (1922-1985), we would include as a dialecti-
cal system “a dialogue consisting of interchange of statements about the weather”

"In this we stay close to Aristotle (see Chap. 2, “Classical Backgrounds™ of this volume), who
however focused on a special kind of conversation. Care must be taken to ensure that no confusion
arises between the meaning of the term dialectic in our sense and the deviant understandings of
dialectic by philosophers since the eighteenth century. Until the seventeenth century, dialectica
was (with some interruptions) the usual name for logic. See Scholz (1967, p. 8).
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(1970, p. 256). However, there being at least two parties or roles in the conversation
is a necessary component of what we mean by dialectic.

Second, formal. Again many meanings are attached to the terms form and
formal, so that a logical or a dialectical system can be formal in a number of senses.
Three distinct senses of formal were pointed out by Barth (Barth and Krabbe 1982,
pp. 14-19) and two more by Krabbe (1982b, p. 3). The first sense (formal;, the
Platonic sense) refers to Platonic forms and need not be considered here. The
second sense (formal,, the linguistic sense) refers to linguistic forms (shapes): a
formal, system would be a system in which the locutions are rigorously determined
by grammatical rules and in which further rules are laid down with reference to the
logical forms (determined by linguistic shapes) of these locutions. The third sense
(formals, the regulative sense) refers to regulations or regimentation.

The fourth sense ( formaly, the a priori sense) refers to a priori ways of setting up
the rules of a system. This sense of formal can be illustrated by Hamblin’s
distinction (1970, p. 256) between descriptive and formal descriptive dialectic. In
descriptive dialectic, rules are examined that operate in actual discussions, like
parliamentary debates and legal cross-examinations. The formal (formaly)
approach, in contrast, “consists in the setting up of simple systems of precise but
not necessarily realistic rules” (ibid.) and studying the properties of such systems.
The example provided by Hamblin’s central system (1970, pp. 265-270; see our
Sect. 6.6) is a good illustration. Clearly the formal, approach needs to be
complemented by an empirical approach, which examines the rules and
conventions people actually follow when arguing in legal trials, parliamentary
debates, and all kinds of familiar situations where dialogues occur.

The fifth sense of formal ( formals, the logicality sense) refers to systems that are
purely logical, i.e., that do not provide for any material rule or move. Material rules
or moves are those that depend on the meaning of some nonlogical term (Krabbe
1982b, p. 4; Barth and Krabbe 1982, pp. 104-112) and thus depend not only on
linguistic form but also on facts or interpretations. Formals rules or moves do not
have this kind of dependency.” Systems of formal logic are usually formal in all
these senses, except the first.

Third, what do we mean by a formal logical or a formal dialectical system?
Basically, any system of rules for reasoning that is in some sense formal might be
called a formal logical system and any system of rules for conversation a formal
dialectical system. However, the way we understand formal logical or formal
dialectical system implies that here formal must be taken at least in the sense of
formals. If a logical or dialectical system is formal only in this sense, it is so in the

2 There are many other senses of formal. Johnson and Blair (1991, pp. 134—135) distinguish seven
senses, four of which do not correspond to any of the five senses listed above: the term formal can also
be used for “mathematical,” for “necessary,” for “deductive,” and for “algorithmic.” The other three
senses distinguished by Johnson and Blair correspond to formal,, formals, and formaly.
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weakest sense, but usually formal logical and formal dialectical systems are also
formal in some of the other senses (with the exception of formal;, the Platonic
sense). Theoretically, therefore, there are eight possibilities, which are realized
according to whether a given rule-governed (formals) logical or dialectical system
is defined with reference to linguistic forms (formal,) or not, is an a priori construc-
tion (formal,) or not, and lacks material rules and moves (formals) or not. These
three issues are independent of one another, though some combinations are more
familiar than others. In most cases we shall mean by a formal system one that is
formal, not merely in the regulative sense (formals) but also at least in the linguistic
sense (formal,). Most examples we shall put forward in the following sections are
even formal in all senses (except formal;). Material dialectical systems are not
formals (and not formal,), but formal in other respects (formal,, formals;, and
formaly). The system of 15 rules that constitute the pragma-dialectical discussion
procedure (van Eemeren and Grootendorst 2004) is formal; and formal, but not
formal in other respects.

6.1.1 The Use of Formal Systems

Let us consider formal systems that are formal in at least the regulative sense
(formals) and the linguistic sense (formal,). In what ways can one — in an approach
to the study of argumentation — take advantage of such systems? One kind of use
would consist in the application of a formal system in order to achieve an analysis
and evaluation of an individual argument or an individual argumentative discus-
sion. An example that comes to mind immediately is the use of a system of logic,
such as a syllogistic system or a system of propositional or predicate logic, for the
analysis and evaluation (as “valid” or “invalid”) of an argument formulated in
natural language. In another kind of use, one would not be directed straightfor-
wardly at the analysis and evaluation of individual cases, but rather be using
techniques of formalization in order to contribute to theoretical developments, for
instance, by constructing formal systems that provide clarifications of certain
theoretical concepts. A third kind would merely consist in using formal systems
as a source of inspiration for developments in some other (nonformal) approach to
argumentation.

If the formal approach is that of applying systems of formal logic for the analysis
and evaluation of individual arguments, argumentation theorists taking this
approach will be identifiable with logicians with a special interest in argumentative
situations. They may either select a suitable system, which may be standard or
deviant (e.g., three-valued or non-monotonic), or develop new ones themselves. To
simplify matters, let us suppose that the theorist selects classical propositional
logic. Applications of such a system to the analysis and evaluation of elementary
arguments would then consist of making a “translation” of each argument into the
language of propositional logic and determining its validity by a truth table or some
other available method of classical propositional logic (see Sect. 3.2). There are all
kinds of objections against such an approach to argumentation: (1) the process of
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translation is not straightforward3 ; (2) if the outcome is negative, that does not mean
that the argument is invalid — it could be valid in some other system of logic, e.g.,
classical predicate logic, or in some other way*; (3) the approach misses the crux of
the argument by overlooking unexpressed premises (that must be reconstructed)
and the argument scheme used; (4) and the approach reduces the evaluation of
argumentation to the evaluation of the validity of the reasoning used in the
argumentation, neglecting such issues as the appropriateness of premises and the
adequacy of the particular mode of arguing in the given context.

The formal approach, thus conceived, cannot be the whole of the story. Never-
theless, the approach can be useful in some cases, given that the problems about
translation are not always insuperable, or even very serious, and that a positive
result could establish (classical propositional) validity of an argument in a contex-
tually acceptable way. If the argument does not come out as valid in classical
propositional logic, the logical analysis will at least yield a survey of distributions
of truth-values over elementary sentences that would amount to a counterexample.
If, upon inspection, it becomes clear that none of these distributions is realizable,
the validity of the argument will have been established after all (be it not in
propositional logic); if one of the distributions is realizable, this will give us a
counterexample, i.e., a possible situation in which the premises are all true and the
conclusion is false, establishing the invalidity of the original argument.” Thus, a
formal approach, conceived as the application of systems of logic, can be helpful as
an ingredient of a more encompassing approach. We have here spoken only of the
semantic investigation of the validity of elementary arguments, but there are more
logical techniques that can be integrated into a theory of argumentation. For
instance, an analysis using predicate logic can be helpful to unravel a complex
argument.® Also, derivational systems of formal logic, such as systems of natural
deduction, can be useful for the analysis of hypothetical arguments and reductio ad
absurdum arguments.’

Another kind of formal approach in which formal systems could be applied to
individual cases — this time cases of argumentative discussions rather than of
arguments — is formal dialectic. Systems of formal dialectic allow us not just to
formalize arguments but whole discussions, tracking the contributions of each
party. As in the case of logical systems, there is indeed a possibility of using
these systems directly for the analysis and evaluation of real-life discussions. But
then a discussion one wants to analyze and evaluate would need to be translated into

3 See Woods (1995, 2004, Chap. 3).

4According to Massey’s asymmetry thesis, even if the validity of some arguments can be
established by logic in a theoretically legitimate way, this does not hold for invalidity (Oliver
1967; Massey 1975a, b, 1981). For critical replies, see, for instance, Govier (1987, Chap. 9) and
Finocchiaro (1996).

5The counterexample will be “situational” in the sense of Sect. 3.3. See also Krabbe (1996),
another critical reply to Massey’s asymmetry thesis.

5 See Krabbe (2012).

7 See Sect. 3.3, subsection Syntactic concepts of validity. See also Fisher (1988).
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the language of the dialectical system and thereupon checked for conformity in its
moves with the rulings of the formal dialectical system. Though it could be done at
least for fragments of real-life discussions, this is not what the formal dialecticians
actually do.

Rather, formal dialectical systems are used in the second of the three ways
mentioned above: they contribute to conceptual clarifications and theoretical
developments. The plurality of formal dialectical systems does so by giving us a
“laboratory of rules” in which we can have thought experiments with various kinds
of ruling for different types of dialectical interaction. Concepts such as Proponent,
Opponent, attack, defense, commitment, fallacy, winning, and losing can be studied
by constructing formal systems in which they are put to work; the same holds for
conceptions of particular fallacies, such as begging the question, many questions,
and the fallacies of ambiguity. Of course, logical systems that are not dialectical can
also be used in this second way and serve as instruments in “laboratories of logical
concepts,” such as validity, and consistency, in addition to their role as instruments
for determining validity or consistency in concrete cases.

The third kind of use mentioned above is exhibited by the development of those
approaches and methods that, though not themselves formal or even semiformal, are
somehow inspired by formal studies. Examples are the pragma-dialectical approach
(Chap. 10, “The Pragma-Dialectical Theory of Argumentation”) and the method of
profiles of dialogue (Sect. 6.10), which uses the idea of a formal dialectic without
actually defining a formal dialectical system.

Since we are, in this chapter, primarily concerned with formal dialectical
systems, our focus will be on the second kind of use.

6.1.2 Contents of This Chapter

The year in which the seminal books by Stephen Toulmin and by Chaim Perelman
and Lucie Olbrechts-Tyteca appeared (1958) was the very same year in which Paul
Lorenzen (1915-1994) first proposed in a lecture some rules of dialogical logic.
In the paper in which his proposals were reported (Lorenzen 1960) and in further
publications about his dialogical logic — which was formal in the linguistic sense
(formal,), the regulative sense (formals), and the a priori sense (formaly), but not,
generally, in the logicality sense (formals) — Lorenzen brought forward the idea
that, instead of being concerned with inferences in one rational mind or with truth in
all possible worlds, logic should focus on discussion between two disagreeing
parties in the actual world. This very idea helped to bridge the gap between formal
logic and theory of argumentation as conceived by Toulmin (1958) and the authors
of the New Rhetoric (Perelman and Olbrechts-Tyteca 1958, 1969). However, this
implication was not immediately evident, because Lorenzen did not at first present
his insights as a contribution to the theory of argumentation, but rather as a solution
for the problem of defining “constructivity” in mathematics. Later publications —
nearly all in German — by Lorenzen and his school (the Erlangen School) in
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the 1960s made the relevance for the theory of argumentation quite obvious.
The Erlangen School will be discussed in Sect. 6.2, some similar proposals by
Jaakko Hintikka in Sect. 6.3, and Nicholas Rescher’s dialectics, which is situated in
a context of inquiry, in Sect. 6.4. The formal dialectical systems of Barth and
Krabbe (1982), who fully incorporated the Lorenzen systems into their theory of
argumentation, will be discussed in Sect. 6.5.

In the meantime Hamblin (1970) had published his Fallacies in which he first
introduced the term formal dialectic. He was not aware of Lorenzen’s approach, but
even though there are many differences between the systems proposed by Hamblin
and those of the Erlangen School, the latter may still be considered as systems of
formal dialectic avant la lettre. Hamblin’s approach, which was formal (formal,,
formals, and formaly), but not as closely tied to logic as Lorenzen’s, had a great
impact on those researchers that wanted to combine the potential of formal logic
with a dialogical approach directed at a better understanding of — and perhaps the
improvement of — common ways of arguing. Prominent in this direction were the
papers by John Woods and Douglas Walton (collection of papers: 1989), whose
approach is however not restricted to formal dialectic, and many papers by Jim
Mackenzie (e.g., Mackenzie 1979a, b, 1984, 1985, 1988, 1989, 1990). Walton and
Krabbe (1995) attempted to integrate the Hamblin-type systems and the Lorenzen-
type systems. Hamblin’s views will be discussed in Sect. 6.6, the Woods-Walton
approach in Sect. 6.7, some of Mackenzie’s work in Sect. 6.8, and the integrated
system of Walton and Krabbe in Sect. 6.9. Finally, we shall in Sect. 6.10 briefly
discuss the semiformal method of profiles of dialogues. Further developments
of formal dialectic that took place within the field of artificial intelligence
(AI) will be discussed in Chap. 11, “Argumentation and Artificial Intelligence”,
especially Sect. 11.6.

6.2 The Erlangen School

The most significant of Paul Lorenzen’s insights for the development of the study of
argumentation were worked out in collaboration with colleagues and students at the
University of Erlangen-Nuremberg in Bavaria, Germany. The group around him,
including Kuno Lorenz, Wilhelm Kamlah (1905-1976), and Oswald Schwemmer, is
therefore sometimes called the Erlangen School. Its activities are not confined to logic
but extend to ethics and the philosophy of science, mathematics, and the social sciences.

The insights of the Erlangen School regarding argumentation are most clearly
expressed in Kamlah and Lorenzen’s Logische Propddeutik oder Vorschule des
verniinftigen Redens [Logical propaedeutic: Pre-school of reasonable discourse]
(1967), Lorenzen’s Normative logic and ethics (1969), his Lehrbuch der
konstruktiven Wissenschaftstheorie [Textbook of constructive philosophy of sci-
ence] (1987), and Lorenzen and Schwemmer’s Konstruktive Logik, Ethik und
Wissenschaftstheorie  [Constructive  logic, ethics, and philosophy of
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science] (1973).% Dialogische Logik [Dialogical logic] by Lorenzen and Lorenz
(1978) is notable as a document of the development of logical theory within the
Erlangen School (dialogue logic) because it contains a collection of the authors’
earlier publications.’

Ever since the appearance of Aristotle’s Prior analytics, logicians have been
chiefly concerned with the formal validity of deductions, pushing the actual activity
of arguing in discussions gradually into the background. According to Lorenzen
and his associates, this has made logic evolve into a discipline that became
increasingly divorced from the practice of argumentation. As a result, logic seemed
to have very little or no direct relevance to discussions in colloquial language. The
activities of the Erlangen School were calculated to counteract this trend. Logische
Propddeutik was one of their first contributions in this direction. Containing
proposals for standardizing linguistic usage, this book aims to provide “the building
blocks and rules for all reasonable discourse” (Kamlah and Lorenzen 1973, p. 13).
Konstruktive Logik, Ethik und Wissenschaftstheorie, “an elementary school of
technical and practical reason” (Lorenzen and Schwemmer 1975, p. 5), and
Lehrbuch der konstruktiven Wissenschaftstheorie are each intended as a sequel to
these preparatory grades in the “pre-school of reasonable discourse.”

In his 1958 lecture, referred to in Sect. 6.1, Lorenzen took the first step toward a
redialectification of logic as he read his paper Logik und Agon [Logic and agon]
(published in 1960). This paper, however, was hardly noticed until it was
republished in the collection Dialogische Logik mentioned above.' In Logik und
Agon, Lorenzen sharply contrasted the agonistic roots of logic that can be found in
Plato’s Socratic dialogues as well as in Aristotle’s early logic (Topics, Sophistical
Refutations) with the solo-minded and monolectical conception of logic in his time:

If one compares this agonistic origin of logic with modern conceptions, according to which
logic is the system of rules that, whenever they are applied to some arbitrary true sentences,
will lead one to further truths, then it will be but too obvious that the Greek agon has come
to be a dull game of solitaire. In the original two-person game only God, secularized:
“Nature,” who is in possession of all true sentences, would still qualify as an opponent.
Facing Him there is the human individual — or perhaps the individual as a representative of
humanity — devoted to the game of patience: Starting from sentences that were, so he
believes, obtained from God before, or snatched away from Him, and following rules of
logic, he is to gain more and more sentences. (Lorenzen and Lorenz 1978, p. 1, our
translation)

8 A second edition of Kamlah and Lorenzen’s Logische Propiideutik appeared in 1973 (translated
as Logical propaedeutic: Pre-school of reasonable discourse (1984)), a second edition of
Lorenzen’s Normative logic and ethics in 1984, and a second edition of Lorenzen and
Schwemmer’s Konstruktive Logik, Ethik und Wissenschaftstheorie in 1975.

9 Besides Lorenzen and his student Lorenz (1961, 1968, 1973), many others have contributed to
the development of dialogue logic and its applications. For a survey of the history of dialogical
logic and a bibliography, see Krabbe (2006).

19For a long time, the best-known early paper on dialogical logic was Lorenzen (1961).
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In the short paper from which this quote was taken, Lorenzen not only stresses the
need for logic to return to a dialectical point of view, i.e., to two-person interaction
with dialectical roles, such as Questioner and Answerer or Proponent and Opponent,
but also proposes for the first time some formal, (formal in the linguistic sense) rules
of attack and defense, i.e., rules that are dependent upon the logical form (as shown
by the linguistic shape) of the sentence attacked or defended. In his later works he
showed how, together with other rules that define a dialogue game, such rules of
attack and defense yield a dialogical definition of logical constants such as “and,”
“or,” “not,” “if. . .then,” “for each,” and “for at least one.” Analogous to the method
of semantic tableaux introduced by Beth (1955), Lorenzen proposed a method of
strategy tableaux, often called dialogical tableaux, to determine in what cases a
dispute about a particular thesis can be won or lost by the Proponent.""

The development of Lorenzen’s insights relating to the dialogical definition of
logical constants is of historical significance because these insights signal the
initiation of a pragmatic approach to logic. Lorenzen set himself the task of taking
the connectives and other logically important non-referring words and defining
them by describing the ways in which they are used in a dispute: in a discussion
between people who disagree about something. As explained by Barth (1980):

Lorenzen, then, set himself to analyse the intersubjective use of non-referring elements of
language (in other words: the elements that determine the structure) as they appear in the
interaction between a speaker and a critical listener — not just a passive or amenable listener
prepared to allow himself to be swept along by a rhetor, but one who adopts a critical
attitude and also expresses this attitude in words. (p. 45; our translation, emphases
conforming to the original)

According to Barth (1980), the great significance of the dialogical definition of
logical constants achieved in this way is that Lorenzen thereby demonstrates that
modern logic is “essentially” pragmatic:

First, he has very explicitly introduced man — the user of language — into logical theory, so
that logic — modern logic — appears in a new, pragmatic garb. Second, he has also shown
that in that logic man was there already, albeit not clearly visible to one and all [. . .]. (p. 46;
our translation)

By showing that logic is pragmatic and by reformulating logic (or logics) in a
way that the pragmatic character becomes obvious, Lorenzen has taken a large step

"' The method of semantic tableaux (Beth 1955), which in a different layout became known as
truth trees, is explained also in Beth (1970, Chaps. 1, 2, and 3) and further, for instance, in the
original layout by Barth and Krabbe (1982, Chap. 10) and in the truth tree layout by Hodges
(2001). In a letter of August 17, 1959, Lorenzen wrote (in German) to Beth: “If one defines the way
to make use of the logical particles in an obvious way, and if one then writes out the dialogues,
then — with unessential transpositions — exactly your tableaux make their appearance” (quoted in
Krabbe (2008, p. 48); the date “August 10, 1959” at the bottom of page 48, under a photograph of
part of the same letter, is a misprint: it should be “August 17, 1959”). Actually, Beth’s method of
deductive tableaux (Beth 1959, 1970) is technically much closer to Lorenzen’s method of dialogi-
cal tableaux than his method of semantic tableaux, but Lorenzen may not have known about the
former method. For deductive tableaux, see also Barth and Krabbe (1982, Chap. 7).
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to bridge the gap between logic and the theory of argumentation that threatened to
widen under the influence of the qualms about logic of Toulmin and of Perelman
and Olbrechts-Tyteca.

6.2.1 Ortholanguage

In the remainder of this section, we shall discuss and exemplify the project of the
Erlangen School of constructing a reformed language for reasonable discourse: a
so-called ortholanguage (Orthosprache, Lorenzen and Schwemmer 1975, p. 24).
We shall give only a general and selective outline of their proposals, concentrating
chiefly on the standardization of logical constants and the introduction of dialogical
rules regarding attacks and defenses. Doing so, we shall focus on some early steps
in this construction that were discussed in Logische Propddeutik. These early steps
illustrate, however, how from an unproblematic part of language one may construct
a theory of argumentation, guided by the problems the theory has to solve, and
avoiding all arbitrary stipulation.

The basic assumption on which the project of the Erlangen School is built is that
what one needs, for the advancement of philosophy and the humanities, is not a
plethora of brilliant ideas, but rather a “discipline of thought and speech” that
will permit us to get rid of speaking at cross-purposes in interminable monologues
and to make a new start in a reasonable dialogue (Kamlah and Lorenzen 1973,
p. 11). For this the discussants’ linguistic usage must comply with certain
norms and rules. Only when they share a number of fixed postulates with respect
to linguistic usage can they conduct a meaningful discussion. The logical
propaedeutic and its sequels are aimed at constructing an ortholanguage in order
to enable interlocutors to engage in meaningful processes of argumentation and
discussion.

The proposed ortholanguage is to be constructed stepwise and systematically,
starting from that part of language that is directly connected with — and kept under
surveillance of — nonlinguistic practices: the empragmatic speech (empragmatische
Rede, Lorenzen and Schwemmer 1975, p. 22).12 In order to explain how it is to be
so constructed, one may take advantage of such empragmatic speech as language
users are already accustomed to. It is not the everyday language that is causing us
problems, but the intellectual language (Bildungssprache). The ortholanguage is to
give us a new and fully understood intellectual language. It must be constructed step
by step in such a way that each step will be teachable to its potential users. This is a
crucial element of constructivism. It is carried through by starting from
empragmatic operations mastered by all language users and used by them all
along and by putting forward proposed systematic normalizations for these and
other operations.

12 Also: empraktische Rede.
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6.2.2 Elementary Statements

The construction of an ortholanguage starts at what Lorenzen and his collaborators
regard as the basic units of verbal communication: elementary statements
(Elementaraussagen). From there they arrive at the standardization of complex or
compound statements, in which logical constants play an important role. Elemen-
tary statements are indispensable for speaking to other language users, and speakers
of all natural languages use them. The statement “William is a dog” is an example
of an elementary statement. In it, a so-called predicator (Prc'z'dikator),13 “dog,” is
attributed to an object identified by the proper name “William.” In the statement
“William is not a dog,” by contrast, the predicator “dog” is withheld from the object
identified by “William.” This, too, is an elementary statement, just as are the
statements “William sniffs at Betsy” and “William does not sniff at Betsy,” in
which the predicator “sniff at” is attributed to or withheld from two consecutive
objects. An elementary statement, then, is one in which a predicator is attributed to,
or withheld from, one or more (consecutive, ordered) objects.

Kamlah and Lorenzen (1973, p. 37) propose the following standardization of the
forms of elementary statements'*:

(a) x7,x2, ..., xpeP (forn=1,2,3, ...)

(b) x7,x2, A (forn=1,2,3,...)

In this standardized form, x;,... ,x, are variables for proper names, P is a
predicator variable, ¢ is an abbreviation of the Greek word £ 671 (v), which means
“is”), and ¢ is an abbreviation of its negation (“is not”). Substitution of proper
names (or, generally, designators) and predicators for the relevant variables in this
statement form, which is not confined to any particular language, produces an
elementary statement. Notice that not all sentences express statements, but only
those that can be asserted or denied (1973, p. 30). Thus, imperatives and questions
may be put into sentences, but they are not statements. An elementary statement,
then, is simply a statement by which it is asserted (case a) or denied (case b) that a
particular predicator belongs to a particular object or to particular consecutive
objects.

The use of proper names makes elementary statements independent of the
particular context of discourse in which they are uttered, a feature that makes
them suitable for scientific use. Proper names take the place of ostensive
(or deictic) acts, which are by contrast entirely dependent on context. If one wishes

13 Kamlah and Lorenzen (1973, pp. 28-29) use this term rather than predicate to avoid confusion
with the use of predicate in parsing. A predicator is a kind of word that may also occur within a
grammatical subject.

14 Obviously, these notations correspond to the notations P(x;,... ,x,) and —P(x,,... ,x,) from
predicate logic. But the second type of statement is considered to be complex (not elementary) in
predicate logic.
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to attribute a particular predicator, for example, “dog,” to an object, one may do so
by pointing at the object and saying: “That is a dog.” However, it is also possible to
give the object a name, for example, “William,” and then to say: “William is a dog.”
Thus, the proper name “William” replaces the demonstrative pronoun “that” and
renders the ostensive act superfluous.

It is not feasible in practice (or even possible) to assign a proper name to
every single thing to which a predicator can be attributed; neither is it necessary.
For this reason, alongside proper names, use is made of definite descriptions,
which generally consist of a small group of words and which, like proper
names, are used to refer to one thing only. Instead of the proper name
“William,” for example, one could in circumstances use the definite description
“the animal at the lamppost.” It is immediately apparent from this example that
replacing a proper name by a definite description may make the language user more
dependent on the context of discourse, though it is possible to minimize this
dependence.

Obviously, it is of paramount importance for a meaningful discussion that all
interlocutors use the predicators occurring in elementary or other statements in the
same way. A common method of teaching language users to use predicators
correctly is to give examples and counterexamples: “That is a dog,” “That is not
a dog, but a cat,” “That is not a dog, but a cow,” and so on. This method, which is
extremely common in primary language acquisition, is called introduction by
means of examples (1973, p. 29).

But not all words can be introduced by means of examples and counterexamples.
In particular, this is not possible in the case of so-called abstractors (Abstraktoren)
like “fact,” “concept,” and ““set.” According to Kamlah and Lorenzen, abstractors
are not predicators (1973, p. 102). We shall not discuss them in greater depth here,
but merely observe that such words are often used in radically divergent ways by
different discussants. This could happen even in the case of predicators, and
therefore it is necessary to achieve a more precise standardization of the use of
words in general, in order to eliminate the possibility of talking at cross-purposes.
To this end, explicit agreements must be negotiated to guarantee the correct,
consistent, and unambiguous use of words.

Predicators and abstractors whose use is regulated by means of explicit
agreements are called terms (Termini 1973, p. 102). The agreements are to fix
predicator rules indicating that it is legitimate to move from one given elementary
statement to another (1973, p. 73). The standardization effected by predicator rules
can be illustrated as follows:

(a) x e dog = x e mammal

(b) x £ dog = x ¢ mollusc

Expressed dialogically, this means that it is established that whoever asserts a
substitution instance of “x & dog,” for example, “William is a dog,” may neither
dispute a corresponding substitution instance of “x & mammal,” for example,
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“William is a mammal” (case a), nor a given substitution instance of “x £ mollusc,”
for example, “William is not a mollusc™ (case b).

Making use of those terms that are already available, it is possible to introduce
new terms by means of definitions (1973, pp. 78ff). In the case of a definition, two
or more predicator rules are combined in such a way that they can be regarded as
introducing an abbreviation. Moreover, these definitional predicator rules are
combined into one compound predicator rule that may be read either from left to
right or from right to left. To clarify this, let us take another example.

Just now we described terms as predicators or abstractors standardized by means
of explicit agreements. The use of the term term can now be standardized as follows
— the conjunction mark A (“and”) and the disjunction mark V (“or”) will be
discussed below; the sign < shows that the rule can also be read in reverse direction
(1973, pp. 79, 102):

x e term < (x e predicator A x e explicitly agreed) V (x € abstractor A x € explicitly agreed)

On this basis, the definition of ferm reads as follows (the sign = indicates that
this is a definition):

term = explicitly agreed predicator V explicitly agreed abstractor

By explicit agreements on usage, such as the formulation of predicator rules, and
the introduction of new terms by means of definitions, a standardization of the use
of words is to be effected. This will bring about that those language users who are
acquainted with the standardization and adhere to it will use the words occurring in
their discussions correctly, consistently, and unambiguously. The first and most
fundamental condition for the success of a discussion has thus been fulfilled.

Another condition, however, is that the interlocutors can agree as to the manner
in which the #ruth of elementary statements can be established: the interlocutors
must ensure that they reach agreement as to whether a predicator, which is clear
enough by itself, is or is not rightly attributed to, or withheld from, a particular
object. In order to establish the truth-value of an elementary statement, it must be
checked whether the predicator does or does not belong to the object.

This check, however, cannot be entrusted to just any language user: it must be
carried out by those language users that are both competent and reasonable judges
(1973, p. 119). Competent here means that the language users concerned are able to
carry out the relevant check in a correct manner. Reasonable means that they will
display an open attitude both toward their interlocutors and toward the objects
discussed and will not allow themselves to be guided by mere emotions or mere
traditions and habits. Kamlah and Lorenzen (1973) summarize their verification
procedure as follows:

If every other person who shares my language, and who is both competent and reasonable,
would, after suitable checks, attribute the predicator “P” (or a synonymous predicator) to an
object, then I too am entitled to say, “This is P” (in that case the predicator “P” belongs to
that object). If this condition is fulfilled, then I may say further: “The statement ‘this is P’ is
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true” (in that case the predicator “true” belongs to that statement), or alternatively: “The
assertion ‘this is P’ is justified.” (pp. 119-120; our translation)

When competent language users have carried out the proper check in the
appropriate manner and this check has led to a unanimously positive judgment,
one is justified in describing the elementary statement as frue. This does not mean,
however, that an elementary statement with which, at a particular moment, no one
happens to agree could not be true. The absence of agreement may, after all, be the
result of a lack of necessary facilities for carrying out the required checks. Thus, an
(elementary) statement may be perfectly true even though there is nobody, or not
yet anybody, prepared to confirm it. Of course, it is true only if someone in a
position to carry out the proper checks in the correct manner would, if he actually
did carry them out, be obliged to endorse it (p. 124).

Kamlah and Lorenzen (1973) call this verification procedure, which depends on
the carrying out of suitable checks by competent language users, the interpersonal
verification of statements. They regard it as a general framework within which
verification of elementary statements ought to take place (pp. 121, 125). The
particular methods and techniques used in the checks may vary considerably from
case to case, and they may change radically during the course of time. Interpersonal
verification is thus not itself a method of determining the truth-value of elementary
statements, but a universal and constant procedural principle, serving as a general
guideline.

6.2.3 Complex Statements

Interpersonal verification is concerned exclusively with elementary statements.
Complex (or compound) statements, however, can also be put forward, attacked,
and defended in a discussion; indeed, generally speaking, they are more common.
The truth-value of such statements can only be established after an analysis has
determined the manner in which they are composed of elementary statements:
complex statements must first be decomposed (Kamlah and Lorenzen 1973,
pp- 124—-125). This requires an understanding of the principles that play a part in
their composition.

Complex statements are constructed from elementary statements by means of
logical constants (which Kamlah and Lorenzen call logical particles
[logische Partikeln]): connectives (Junktoren) and quantifiers (Quantoren).
Establishing the truth-value of complex statements, therefore, demands a
standardization of the use of logical constants. To this end, Kamlah and Lorenzen
use the method that we saw was introduced by Lorenzen in 1958. They introduce
the logical constants dialogically, an approach quite different from that of a defini-
tion using truth-values, which is the customary procedure in the semantics of
classical propositional logic. In order to effect a dialogical introduction of logical
constants, Kamlah and Lorenzen formulate rules for the use of these particles in a
dialogue.
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The dialogical method makes full use of the fact that human speech is chiefly
directed toward a listener or listeners. If the listener reacts, then a dialogue has been
initiated. Statements are not posited as true or false “just like that”: they are asserted
or disputed in front of an interlocutor who may act as an Opponent or as a
Proponent of them (1973, pp. 158—159). A dialogical definition of logical constants
(connectives and quantifiers), therefore, is to provide an indication of what course
the dialogue must take to justify or refute the statements constructed by means of
these particles.

We shall discuss briefly how logical constants are defined in the Logische
Propddeutik (1973, pp. 159-162). We first list English versions of these particles
as well as their symbolic notations'”:

1. “And” — a conjunctive connective by which one constructs a conjunctive state-

ment (or conjunction), notation: A
2. “Or” — a disjunctive connective by which one constructs a disjunctive statement

(or disjunction) (in Kamlah and Lorenzen’s terminology: Adjunktion), notation: V
3. “If. . .then” — a conditional connective by which one constructs a conditional

(statement) (in Kamlah and Lorenzen’s terminology: Subjunktion), notation: —
4. “Not” — a negating “connective” by which one constructs a negative statement

(or negation), notation: —

5. “For each” — a universal quantifier by which one constructs a universal state-

ment, notation: V
6. “For at least one” — an existential quantifier by which one constructs an existen-

tial statement, notation: 3

6.2.4 Conjunction (\)

Let A and B be statements. Suppose a speaker acts as the Proponent of the thesis AAB,
that is, he asserts the conjunction AAB.'® Another speaker, who acts as the Opponent
of this thesis, is then entitled to choose either of the two component statements and
cast doubt on its veracity. If the Proponent is unable to defend this statement, then the
Opponent wins, and this outcome is definitive. If, however, the Proponent parries the
attack by a successful defense of the attacked component statement, then he wins, but
not definitively, since the Opponent is still entitled to undertake a second attack. If in
the first round the Opponent unsuccessfully attacked (say) A, she may now attack B. If
the second attack succeeds, then the Opponent wins (definitively), and if the Propo-
nent succeeds in parrying this second attack too, by successfully defending the
attacked statement B, then /e wins, this time deﬁnitively.17

15 Some of these notations were introduced in Sect. 3.3 of this volume.
16 We shall use “he” to refer to the Proponent and “she” to refer to the Opponent.

" These “rounds” (Dialogginge) correspond to Barth and Krabbe’s chains of arguments (1982);
see Sect. 6.5 below on “thoroughgoing dialectics.”
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6.2.5 Disjunction (V)

Suppose a speaker acts as the Proponent of the thesis AVB, that is, he asserts the
disjunction AVB. The Opponent of this thesis is then entitled to attack the complex
statement by casting doubt on all of it at once. The Proponent may now choose one of the
two component statements and attempt to defend it. If he succeeds, he wins, and in this
case he at once wins definitively. If his defense fails, he loses, but at this stage he does not
lose definitively, since he can still substantiate his statement in a second round of defense,
if he produces a successful defense of the other component statement. If this second
defense is undertaken and succeeds, the Proponent wins after all, and then the outcome is
definitive; if the second defense fails as well, the Proponent loses definitively.

The symbolic notations A and V reflect the fact that in several respects conjunc-
tion and disjunction are dialogical mirror images of each other. In the case of a
conjunction, the choice of the component statement to be defended is up to the
Opponent; in the case of a disjunction, it is up to the Proponent. In the case of a
conjunction, the Proponent needs two rounds to reach a definitive victory while he
has to lose only one round in order to lose definitively; in the case of a disjunction,
the converse is true: now the Opponent needs two rounds for a definitive win, and
the loss of only one round is enough to bring about the Opponent’s definitive defeat.

6.2.6 Conditional (—)

Suppose a speaker acts as the Proponent of the thesis A — B, that is, he asserts the
conditional A — B. The Opponent of this thesis is then entitled to attack this statement
by casting doubt on all of it at once. If she does so, she is herself obliged to assert A.
The Proponent of the thesis A — B is now in turn entitled to attack A, and the Opponent
is then obliged to defend A. If the Proponent does indeed cast doubt on A and the
Opponent fails to defend A successfully, then the Proponent wins the entire dialogue,
and the outcome is at once definitive. If, on the other hand, the Opponent succeeds in
his defense of A, then the Proponent must go on to assert and defend B. If this defense
succeeds, the Proponent wins definitively, but if it fails, he loses, and definitively so.

Thus, in the case of a conditional, too, the dialogue may, according to Kamlah
and Lorenzen, consist of two rounds.'® However, in the case of conjunctions and
disjunctions, one of the two parties always has to persist through two rounds of the

18 This time, however, the rounds do not correspond to chains of arguments in Barth and Krabbe’s
sense (except in the strictly constructive dialogue game, introduced below). The reason is that
when a chain of arguments is succeeded by another one, all moves belonging to the first chain and
not to the second must be retracted. For instance, if the Proponent has to defend a conjunction, all
statements made by the Opponent in the first round (chain of arguments) are canceled when the
second round (chain of arguments) starts. In the case of the conditional, however, no such
retractions or cancelations take place: both “rounds” here belong to the same chain of arguments
(except in the strictly constructive dialogue game). At the time Logische Propddeutik was written,
investigations into the rules for conditionals were still going on.
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same kind in order to win: in the case of a conjunction, the Proponent has to defend
twice in order to achieve definitive victory, and in the case of a disjunction, the
Opponent has to persist through two rounds of the Proponent’s defense in order to
achieve definitive victory. If in the case of a conditional the dialogue runs to two
rounds, then the parties have to put up a defense in only one round each: in the first
round the Opponent defends a statement (A) and in the second the Proponent defends
a statement (B). In both rounds the Proponent has a chance of definitive victory,
whereas the Opponent can achieve definitive victory only in the second round.

6.2.7 Negation ()

Suppose a speaker acts as the Proponent of the thesis —A, that is, he asserts the
negation —A. To attack the assertion —A, the Opponent is to contradict the Proponent
and assert A. If the Opponent subsequently succeeds to defend A, then she obtains a
definitive victory. If, on the other hand, the Opponent is unable to defend
A successfully, then she loses and the Proponent of the thesis ~A wins definitively.

6.2.8 Universal Statement (V)

The universal statement that each individual in a given domain is a dog can be
rendered thus: starting from the elementary statement “William € dog,” replace the
name William by an individual variable (dummy name), say “x,” getting “x € dog.”
The result will not be a statement, since “x” does not refer to any particular
individual of which the statement would say that it was a dog. However, if we
put a universal quantifier with the same individual variable in front, we get the
universal statement “Vx x & dog” which is short for “For each individual, x, in the
given domain, x is a dog,” or “Each individual in the given domain is a dog.” Here
we have constructed a universal statement from an elementary statement, but the
same technique can be used to construct universal statements (VxA(x)) from
statements of any degree of complexity (A(a)) in which a proper name, a, occurs
at one or more places: replace the proper name a by an individual variable not
occurring in A(a) and put a universal quantifier with the same variable in front.
Let P be some predicator, and suppose that a speaker acts as the Proponent of Vx
x € P, that is, he asserts the universal statement Vx x & P. The Opponent is then
entitled to attack this universal statement by casting doubt on a particular case that
is covered by it. Suppose she does so by selecting a particular individual a from the
domain associated with the variable x. The Proponent is then held to asserting and
defending the elementary statement a ¢ P. If the Proponent is unable to defend this
statement, then the Opponent wins, and this outcome is definitive. If, however, the
Proponent succeeds, then he wins, but (in most cases'g) not definitively, since the

' That is, unless all the individuals in the domain have already been tried in previous rounds.
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Fig. 6.1 Rules for the use of Assertion | Attack | Defence
logical constants Conjunction ANB Lefi)? A
R(ight)? | B
Disjunction AvB ? A
B
Conditional A—B A? B
Negation -4 A? (none)
Universal statement | VxA4(x) a? A (a)
Existential statement | JxA4(x) ? A (a)

Opponent is still entitled to select some other individual. The same stipulations hold
if the speaker asserts a more complex universal statement (VxA(x)).

6.2.9 Existential Statement (3)

Suppose that a speaker acts as the Proponent of dx x ¢ P, that is, he asserts the
existential statement Jx x ¢ P. The Opponent is then entitled to attack this statement
by simply casting doubt on it. Now it is the Proponent who is entitled to select an
individual a from the domain. He must then assert and defend a & P. If the
Proponent succeeds, then he wins, and this outcome is definitive. If, however, the
Proponent is unable to defend this statement, then the Opponent wins, but (in most
cases) not definitively, since the Proponent is still entitled to select some other
individual.>® The same stipulations hold if the speaker asserts a more complex
existential statement (JxA(x)).

6.2.10 Dialogue Rules

On the strength of these definitions Kamlah and Lorenzen (1973, pp. 210, 223)
formulate the rules for the use of some logical constants, which we list in Fig. 6.1.
Since these rules lay down the right to assert or dispute a particular statement in a
dialogue in a particular manner, they may be regarded as a dialogical definition of
these logical constants. Note that a question mark indicates an attack, that “x” can
be replaced by any other individual variable, and that “a” can be replaced by any
individual constant naming an individual in the domain.

In Fig. 6.1, the first column shows the assertion (statement) being discussed,
whereas the second column shows the ways in which the Opponent may attack this
assertion. It is shown by a horizontal line that there is a choice to be made by the
Opponent in case this assertion is a conjunction. The third column shows the

20For this last case, Kamlah and Lorenzen do not tell us whether the Opponent wins definitively
(1973, p. 162), but it seems obvious that, unless all individuals have already been considered, other
rounds can still be opened.
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formula the Proponent is to assert and defend (upon attack) in order to defend his
original assertion in the first column against the attack in the second column. Here a
horizontal line shows that there is a choice to be made by the Proponent in case this
assertion is a disjunction.

The possibilities of attack and defense rendered in Fig. 6.1 can be summarized as
follows: if the Proponent in a dialogue asserts a conjunction AAB, the Opponent can
choose between two possible lines of attack: L? and R?. If she chooses L?, the
Proponent can defend only by asserting A, which assertion the Opponent can then
attack, and so on. Analogously, if the Opponent chooses R?. If the Proponent asserts
a disjunction AV B that is attacked by the Opponent, the latter has not to make a
choice, but the Proponent has a choice between two possible lines of defense: he
may assert either A or B. Once a conditional A—B has been attacked, so that the
Opponent has asserted A, the Proponent may either offer a defense consisting of the
assertion of B or opt for a counterattack on A. And whenever the attacked statement
is a negation —A, so that again the Opponent has asserted A, the Proponent has no
direct line of defense against this attack. In that case, he has no alternative but to
carry out a counterattack on A.?" If the Proponent asserts a universal statement VxA
(x), the Opponent selects for her line of attack an individual a, and the Proponent
can defend only by using A(a). Finally, if the Proponent asserts an existential
statement JxA(x) that is attacked by the Opponent, the latter has not to make a
choice, but the Proponent selects for his line of defense an individual @ and defends
by asserting A(a).

The rules for using these logical constants have a decomposing effect.** Inspec-
tion of the rules shows that every statement that occurs in some attacking or
defending move must have occurred as a proper syntactic constituent of an earlier
assertion or at least must be a substitution instance (some variables being replaced
by individual constants) of such a constituent. Consequently, provided that some
further ruling of the dialogues duly limits the allowed number of attacks on any
statement (and of defenses against these attacks), a dialogue starting from a
statement composed by means of logical constants will always, after a finite number
of moves, lead to the assertion and defense by either party of some elementary
statement (unless the dialogue will have ended before). Hence, in order to deter-
mine who has finally won a certain dialogue, the interlocutors must (generally)
know about some elementary statement whether or not it has been successfully
defended.

Moreover, it is necessary to have more detailed rules for the conduct of
dialogues — and not only to restrict the number of attacks on, and defenses of, one
and the same statement. Rules are needed to indicate which statements may be
attacked at any particular moment, and which may be defended, and whose turn it is

2!'In the constructive and classical dialogue games defined below (but not in the strictly construc-
tive game), there may be some other statement than A that could serve as the object of the
Proponent’s counterattack.

22 This is a feature they share with the rules for semantic tableaux.
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to move. Kamlah and Lorenzen (1973) distinguish three different sets of rules
(which we shall present below) and hence introduce three different dialogue
games. The only difference lies in the so-called general dialogue rule as applied
to the Proponent, which can be either strictly constructive (streng-konstruktiv), or
constructive, or classical (pp. 213-215, our paraphrase).”’
Starting rule
The Proponent starts by asserting a thesis; the partners in the dialogue take
turns to move.
General dialogue rulefor the strictly constructive dialogue game
Each discussant attacks the statement made by the other in the preceding
move or defends himself against the attack by the other in the preceding move.
General dialogue rule for the constructive dialogue game
The Proponent attacks one of the statements put forward by the Opponent or
defends himself against the Opponent’s most recent attack; the Opponent attacks
the statement made by the Proponent in the preceding move or defends herself
against the Proponent’s attack in the preceding move.
General dialogue rule for the classical dialogue game
The Proponent attacks one of the statements put forward by the Opponent or
defends himself against one attack by the Opponent; the Opponent attacks the
statement made by the Proponent in the preceding move or defends herself
against the Proponent’s attack in the preceding move.>*
Winning rule
The Proponent wins if he successfully defends an attacked elementary state-
ment or if the Opponent fails to defend an attacked elementary statement.*

6.2.11 An Example

By way of example, we present in Fig. 6.2 a strictly constructive dialogue. It is
supposed that “B(a)” stands for an elementary statement. The Proponent wins
exactly when he manages to defend that statement.

In Fig. 6.2, the Proponent first asserts a thesis (1). Since this thesis is a
conjunction, the Opponent can choose whether to continue with its right part or
its left part. Here she chooses the left part (2). The Proponent can defend only by
asserting this left part (3). Since (3) is a negation, O can attack it, but she then has to

23 The Erlangen School generally prefers the constructive games. In a situation where, for each
elementary statement that might occur in the dialogue, it is publicly accessible whether and how it
can be defended (whether it is true), the choice between these dialogue games makes no difference
for the possibilities of winning or losing (Kamlah & Lorenz 1973, p. 216; Krabbe 1978).

24 Obviously, the general dialogue rule (in either version) may block the occurrence of several
rounds pertaining to one and the same assertion, for instance, two attacks, by the Opponent, on
“ANB.” This is only to say that a definitive loss or win may need more than one dialogue, where a
dialogue would coincide with what earlier was called a round.

25 Again, this rule must be taken as referring to dialogues in the sense of rounds.



6.2 The Erlangen School 321

Fig. 6.2 A strictly Moves by the Opponent Moves by the Proponent
constructive dialogue 1 | ~Vx(—A@)v-3yBO))A4(a)
(the thesis)

2 | L? 3 | ~Vx(=4(x)v—3yB())

4 | Vx(—A)v—TyB(y)? | 5 | a?

6 | ~A(a)v—3yB(y) 71?

8 | -3yBW) 9 | IBO)?

10 |2 11 | B)

12 | ? (attacking 11)

assert the negated statement (4). Because the Proponent has no direct line of defense
against an attack on a negation, he must now attack (4). Since (4) is a universal
statement, the Proponent is to select an individual a (5). The Opponent can only
defend herself against this counterattack by asserting the statement (6) in which
whatever she universally asserts in (4) is now said of a as a special case (this
statement is found by dropping the universal quantifier of (4) and substituting
a for x). Since (6) is a disjunction, the Proponent’s attack on it (7) gives the
Opponent a choice: she can defend either by asserting the left part or by asserting
the right part of the disjunction. Here she chooses the right part (8). Since (8) is a
negation, the Proponent can attack it, but he then has to assert the negated statement
(9). Since (9) is an existential statement, the Opponent’s attack on it (10) leaves it to
the Proponent to select an individual. The Proponent defends by selecting a and
asserting the statement (11) in which whatever he asserted to be the case for at least
one individual in (9) is now said to be the case for a. Since we assumed (11) to be an
elementary statement, the Proponent can, upon the Opponent’s attack (12), no
longer use the rules for logical constants for its defense, which if possible must
proceed by predicator rules and interpersonal verification.

6.2.12 Logical Truth

The dialogue games considered thus far are all material dialogue games (Kamlah
and Lorenzen 1973, p. 221). That is to say, the elementary statements are meaning-
ful statements, and their meaning is decisive on whether they can be successfully
defended and hence on whether the Proponent will be able to gain an ultimate
victory. It is well known, however, that sometimes the truth or falsity of a com-
pound statement can be established without any need to bother about the truth-
values of the component elementary statements. This is, in classical logic, the case
with logical truths (tautologies) and logical falsities (contradictions), since their
truth or falsity is not dependent on the contents of the component statements, but on
the statement form of which such a compound statement is a substitution instance.

Similarly, some compound statements can be defended in a dialogue, no matter
whether their elementary components can be successfully defended. It suffices to
make sure that each elementary statement that the Proponent (of the original
compound statement) needs to present as a defense has been defended earlier by
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the Opponent. In that case, the Proponent can simply copy the defense given by the

Opponent. Let, for instance, A be an elementary statement and let the Proponent

assert the compound statement A — A as his thesis. Then the Opponent attacks the

thesis, but doing so must assert A. If the Proponent now attacks A, the Opponent will
be the first one having to present a defense of A. If she fails, the Proponent wins
definitively. If she succeeds, there is to be a second round. But in this round the

Proponent has to present a defense of A, and all the Proponent needs to do to assure

a definitive gain is to copy the successful defense presented by the Opponent in the

preceding round. According to Kamlah and Lorenzen, a statement is to be called

(constructively) logically true, if and only if (in the constructive dialogue game) the

Proponent can guarantee that, ultimately, he will have to defend only some ele-

mentary statement that has been asserted by the Opponent at some earlier stage

(p. 220).

Constructive logical truth (and constructive logical falsity) can be established in
dialogues in which statement forms ( formulas) take the place of statements. This
gives rise to a formals (formal in the logicality sense) dialogue. To make formals
dialogue possible, one has to change the general dialogue rule and to stipulate that
the Proponent is prohibited, when defending a formula, from attacking any elemen-
tary formulas; the Opponent, however, may attack elementary formulas, but then
the Proponent has no defense. The winning rule must also be modified. So the new
rules of the formal (constructive) dialogue game are as follows (1973, p. 221, our
translations):

General dialogue rule of constructive formal dialogue games

1. The Proponent may only either attack one of the compound formulas
put forward by the Opponent, or defend himself against the Opponent’s last
attack.

2. The Opponent may only either attack the statement made by the Proponent in the
preceding move, or defend himself against the Proponent’s attack in the
preceding move.

Winning ruleof constructive formal dialogue games

The Proponent wins if he has to defend an elementary formula after the Opponent’s
bringing forward of an identical elementary formula.

6.2.13 What Has Been Achieved and What Remains to Be Done

The various sets of rules for dialogue (including those for the use of logical
constants) proposed by Kamlah and Lorenzen constitute attempts at a
normative standardization of argumentative linguistic usage. The rules jointly
determine how a dialogue between the Proponent and the Opponent of a thesis
ought to progress.

Before the dialogue proper starts, the Opponent may advance certain hypotheses,
but the Proponent then has the right to hold the Opponent to these and may make
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use of this right by attacking the hypotheses in his defense of his thesis. In that case
the Opponent’s hypotheses effectively function as the premises of an argument
whose conclusion appears in the dialogue as the Proponent’s thesis (Kamlah and
Lorenzen 1973, p. 223).

As may be seen from the rules, each interlocutor’s contribution must always be
a reaction to some earlier move by his adversary (except for the very first
move, of course). The Proponent formulates the thesis, after which the Opponent
attacks it, possibly but not necessarily starting from certain hypotheses. The
Proponent defends himself against the attacks of the Opponent and in so
doing may make use of the Opponent’s hypotheses. The Opponent consistently
attacks all statements advanced by the Proponent in defense of his thesis. The
rules of the game determine not only whose turn it is but also what moves are
legitimate and when some discussant has won the dialogue — and who the
winner is.”°

Logische Propddeutik makes an early contribution to designing an
adequate apparatus that is to enable joint deliberation on the truth of statements.
The rules proposed are eligible for interlocutors who have jointly set themselves
the target of using verbal means in a dialogue to resolve a dispute about an
opinion. All along, it has been tacitly assumed that the interlocutors agree on the
purpose of the discussion. In practice, however, this is quite often not the case.
A more encompassing theory of argumentation must, therefore, provide not
only the technical means to conduct discussions in a context of agreement
on objectives and norms for discussion but also means to discuss these very
objectives.

In this connection, it is relevant to point to the books mentioned as sequels to
Logische Propddeutik. Kamlah and Lorenzen (1973, p. 231) regard their
logical propaedeutic as a “preparatory course” in logic (logische Vorschule)
leading to a “practical main course” (praktische Hauptschule). The practical
complement of the logical propaedeutic is provided with a basis in Lorenzen
and Schwemmer’s Konstruktive Logik, Ethik und Wissenschaftstheorie
(1973, 1975).

Practical knowledge is needed to eliminate possible sources of conflict and
to constructively resolve existing conflict situations relating to purposes
and norms. Lorenzen and Schwemmer regard it as the task of ethics to lay
down principles of conflict resolution, to the extent that a resolution can be
achieved by verbal means and in a teachable fashion. Ethics, they believe,
should study the principles of arguing for or against particular objectives (1975,
pp. 150-152).

26 Therefore, dialogue games are games in the sense of mathematical game theory. The same holds
for Barth and Krabbe’s systems of formal dialectics (Sect. 6.5). Lorenzen’s dialogical tableaux,
mentioned above, search for winning strategies in the sense of game theory. Generally, a dialogical
tableau consists of several dialogues (rounds, chains of arguments) starting from the same initial
situation.
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6.3  Hintikka’'s Systems

Two kinds of system proposed by Jaakko Hintikka are of interest in the present
context. First we shall have a look at Hintikka’s games of seeking and finding
(1968, 1973), which were introduced to explain the meaning of quantifiers and
which greatly resemble the dialogue games introduced by Paul Lorenzen. Next we
shall discuss one of his proposals for a model of information-seeking dialogues
(Hintikka 1981), a model that in spite of its name models a kind of argumentative
exchange.

6.3.1 Games of Seeking and Finding

The similarity between Hintikka’s games of seeking and finding and Kamlah and
Lorenzen’s rules for the use of logical constants, which were discussed in the
preceding section, remains somewhat hidden by differences in conceptualization
and technicalities. For instance, Hintikka does not talk about attacks and defenses,
and therefore his games of seeking and finding appear more distanced from an
argumentative situation. Also, the roles in the game are not designated as Proponent
and Opponent, but as Myself and Nature, which suggests a situation of inquiry
rather than argument.”’ It is supposed that, in the background, there is a domain of
individuals, D, as well as an interpretation with respect to D of the formulas used in
the dialogues. Thus, these formulas function as statements, having a meaning and a
truth-value. Truth-values are decisive for winning or losing a game about an
elementary formula. Hence, the dialogues using these interpreted formulas are
material games (as were most of Lorenzen’s games). The game starts with a
formula F, to be defended by Myself. F is a formula belonging to the language of
(first-order) predicate logic with the logical constants that appear in the rules below
(hence without conditionals). The logical form of the formula decides who is to
make a move, Myself or Nature. At each stage of the game, there is exactly one
formula, G, that is being discussed. As long as some complex formula is being
discussed, each move will replace the formula discussed at that move by
(a substitution instance of) one of its proper constituents: the formula to be
discussed at the next stage, as will be apparent from the rules. Below we shall
quote Hintikka’s rules, adapting the notation in order to facilitate the comparison
with the rules in Fig. 6.1:
(G.3) If G is of the form IxA(x), I choose a member of D, give it a name, say ‘a’
(if it did not have one before). The game is continued with respect to A(a). [. . .]
(G.Y) If G is of the form VxA(x), Nature likewise chooses a member of D.

7 Hintikka introduces “myself” (uncapitalized) and “Nature” as colloquial names for the game’s
players (1973, p. 100), but in view of the role switches in the game, it is more convenient to
conceive of them as roles.
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Formula discussed Next move to be made by
~Vx(—A(x)v—IyB(y))AA(a) Nature (= Bob)
~Vx(—A(x)v—3yB(y)) (exchange of roles)
Vx(—A(x)v—3yB(y)) Nature (= Wilma)
—A(a)v—3yB(y) Myself (= Bob)
—3yB(y) (exchange of roles)
JyB(y) Myself (= Wilma)
B(a) (If B(a) is true Wilma wins, otherwise Bob wins.)

Fig. 6.3 Playing the language game of seeking and finding

(G.V) If G is of the form (A V B), I choose A or B, and the game is continued with
respect to it.

(G.A) If G is of the form (A A B), Nature likewise chooses A or B.

(G.—) If G is of the form —A, the game is continued with respect to A with the roles

of the two players interchanged. (Hintikka 1973, pp. 100-101)

When the roles of the two players are interchanged (Rule G.—), that means that
the player who had assumed the role of Myself (and had, for instance, to choose a
part of a disjunction if a disjunction had to be discussed (Rule G.V)) will now
assume the role of Nature (and be the one who chooses a part of a conjunction if
a conjunction is to be discussed next (Rule G.A)), whereas the player who had
assumed the role of Nature now assumes the role of Myself. The game ends as
soon as an elementary formula has been reached. If this formula is true (on the
basis of the domain D and the given interpretation), the player acting as Myself
wins and the one acting as Nature loses; if it is false, it will be the other way
round.

To see how much this game resembles those of the Erlangen School, especially
the strictly constructive material game, we shall present, in Fig. 6.3, a tournament
between Myself and Nature about the same formula as was used in Fig. 6.2. It is
again supposed that “B(a)” stands for an elementary statement. Let the players be
Wilma and Bob. At the start Wilma assumes the role of Myself and Bob the role of
Nature.

In Fig. 6.3, the initial formula is a conjunction. Therefore, rule (G.A) applies and
Nature (= Bob) makes a move. Bob chooses the left part of the conjunction. Since
this formula is a negation, (G.~) applies, so Bob and Wilma swap their roles. The
game continues with the negated formula. Since this is a universal statement, (G.V)
applies and Nature (now Wilma) is to select and name an individual (a member of
D), say a. The game continues with the formula that claims for @ whatever the
universal formula claims for each individual. Since this formula is a disjunction,
(G.V) applies and Myself (= Bob) makes a move. Bob chooses the right part of the
disjunction. Since this a negation, Bob and Wilma once more swap their roles. The
game continues with the negated formula. Since this is an existential formula, (G.3)
applies and Myself (= Wilma) is to select and name an individual, say a. The game
continues with the formula that claims for a whatever the existential formula claims
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to be the case for at least one individual. Since this formula was supposed to be
elementary, the game stops here.

It can be shown that Hintikka’s language game of seeking and finding and
Kamlah and Lorenzen’s strictly constructive material game described in the pre-
ceding section are equivalent in the following sense: supposing that both games
assign the same truth-values to elementary formulas (which, as we saw, function as
statements) and that exactly the true ones can be defended in the strictly construc-
tive material game, then there is in Hintikka’s game starting with a formula F a
winning strategy for the player who initially assumes the role of Myself exactly
when in Kamlah and Lorenzen’s game starting with F' as its thesis there is a winning
strategy for the Proponent.”®

But even though these two games are very similar and in a sense equivalent, they
are not equally suited as models of argumentation. We saw that the games of the
Erlangen School straightforwardly start from the situation where one party (the
Opponent) casts doubt on the assertion of the other (the Proponent) and connects
this situation with argumentative moves of criticism and defense. It is much harder
to tell what Hintikka’s language games of seeking and finding tell us about
argumentation: In what sense precisely would one argue against Nature? Hintikka’s
games are primarily intended as a game-theoretical approach to semantics,
providing insight into activities that yield the meaning of quantifiers and generally
into “those activities that serve to connect, in some idealized but precise sense,
certain parts of our language with the world” (Hintikka 1973, p. 99).* The
argumentative interpretation of the game is better visible in its Erlangen
counterpart.

6.3.2 Information-Seeking Dialogues

Let us now turn to Hintikka’s (1981) model for information-seeking dialogues. As
said above, the model actually deals with argumentative dialogues and is therefore
much more relevant for argumentation theory than one might suppose. According
to Hintikka, his model is to give us “a rational reconstruction of the dialectical
method in terms of modern logic” (p. 212), taking a cue from Plato’s Socratic
dialogues. The logical method used in the model is the (semantic) tableau method
introduced by Beth (1955). But this method is supplemented by applications of the

28 For more details, see Krabbe (2006, p. 688). Actually, the equivalence also holds for the
constructive and classical games (see Note 23). For a more general approach to material systems
with elementary statements that are either true or false and their connection with the semantic
conception of truth (model theory), see Krabbe (1978).

2% For more on game-theoretical semantics and its applications, see the following two collections
of papers: Saarinen (Ed., 1979) and Hintikka and Kulas (1983), as well as Carlson (1983), who
presents a related approach to discourse analysis.
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theory of questions and answers.>® We shall here give a brief nontechnical sketch of
the model.*!

There are two players, called “a” and “p”. Initially, o puts forward the assertion
(thesis) A, and f puts forward the assertion (t