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  Pref ace 

      This book discusses the various classes of antibiotics and their mechanisms of action. 
Millions of lives have been saved by antibiotics since they were fi rst discovered 
about 90 years ago. For the fi rst few decades antibiotics had remarkable success. 
Encouraged by the remarkable success, in 1969 the then-US Surgeon General 
William Stewart testifi ed before Congress that it was “time to close the book on 
infectious disease.” Today, we know how premature that statement was. More than 
four decades later, infectious disease still remains the leading cause of death world-
wide, and ranks among the top ten causes of death in the United States. The main 
reason is that bacteria are becoming increasingly resistant to antibiotics. Mechanisms 
by which bacteria develop resistance to antibiotics are also discussed here. 

 This book has been written with the student in mind. The main focus is to explain 
how antibiotics work in curing infectious diseases and how resistance develops to 
the antibiotics. A background in Biochemistry is needed to understand the mecha-
nism of action of the antibiotics. However, any background information that is 
needed is discussed in the book. So, it will not be necessary for the student to con-
sult any separate biochemistry textbook in order to understand the theory of antibi-
otics. However, the discussion of biochemistry in this book is not meant to be 
complete. The only information presented is what is relevant to the understanding 
of antibiotics. 

 There are many other important aspects of antibiotics that are studied by doctors, 
pharmacists, and scientists but are beyond the scope of this book. Some of these 
aspects are briefl y mentioned but will not be discussed in much detail. 

 Dosage, formulation, bioavailability, and biostability are important aspects for 
effective use of antibiotics. These ensure that the antibiotic will be delivered specifi -
cally to diseased site in the right amount and for the required duration. Dose depends 
on how much of the antibiotic is absorbed from the digestive system, how stable it 
is, how much enters the cells, the distribution of the drug in various tissues, and 
many other factors. However, discussions of these aspects are beyond the scope of 
this book. 



viii

 All antibiotics do not work for all infections. Antibiotics also have various side 
effects and may interact with other drugs to give unwanted effects. Information 
needed to decide which antibiotic to prescribe for which infection is beyond the 
scope of this book. 

 All antibiotics will be referred to by their common names such as penicillin, 
tetracycline, and erythromycin even though many of these antibiotics have other 
brand names. There are also various derivatives with altered but similar activities 
for many of these antibiotics. Not all of these names are included in this book. All 
antibiotics will also have a systematic name based on IUPAC nomenclature of 
organic compounds. Those names will be mentioned for the simple molecules but 
not for those with complex structures.  

  Brooklyn, NY, USA     Mrinal     K.     Bhattacharjee    

Preface
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Chapter 1
Introduction to Antibiotics

Abstract  This chapter is an introduction to antibiotics. Topics discussed are defini-
tion of antibiotics, characteristics of an ideal antibiotic, history of antibiotics, dis-
covery of the first antibiotics, penicillin, gramicidin, streptomycin, chloramphenicol, 
tetracycline, etc. Background biochemistry information needed for understanding 
mechanisms of action of antibiotics is presented. This includes brief discussions on 
enzymes, inhibitors, and thermodynamics of metabolic pathways.

1.1  �Definition of Antibiotics

The term “antibiotic” was coined by Selman Waksman, who worked at Rutgers 
University and together with Albert Schatz and Elizabeth Bugie discovered the anti-
biotic streptomycin. According to Waksman’s definition, an antibiotic is a chemical 
substance that is produced by microorganisms and that have the capacity, in dilute 
solution, to selectively inhibit the growth of and even to destroy other microorgan-
isms. Soon scientists were able to develop synthetic compounds that had antibiotic 
properties. Although some scientists including Waksman strongly resisted the “mis-
use” of the term antibiotic, the definition was nevertheless changed to include syn-
thetic antibiotics. In fact synthetic antibiotics in many ways are better than the 
natural ones (Sect. 2.8). So antibiotics can be defined as molecules that either kill or 
inhibit growth of microorganisms. Since the practical application of antibiotics is to 
cure infections in humans, a necessary property of an antibiotic should be selectiv-
ity. Thus an antibiotic is now widely defined as a chemical substance that selectively 
inhibits growth of microorganisms and causes minimum damage to the host cells. 
This definition is still very restrictive because of the term “microorganism.” Most 
scientists would not consider viruses as microorganisms, but there are antiviral 
drugs available and they function by mechanisms similar to that of antibiotics. 
Whenever, a layman talks about using an antibiotic to cure a viral infection, the 
learned are quick to point out that antibiotics cure only bacterial and not viral infec-
tions. However, it is to be noted that this is a matter of definition. If antibiotics are 
defined to include antiviral drugs, then antibiotics can be used to cure viral infec-
tions also. The terms are so confusing that in US Food and Drug Administration 
(FDA) reports the terms “antimicrobial,” “antibacterial,” and “antibiotic” are used 
interchangeably while at the same time the following clarification is also made in 

http://dx.doi.org/10.1007/978-3-319-40746-3_2#Sec8
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the footnotes: “The term ‘antimicrobial’ refers broadly to drugs with activity against 
a variety of microorganisms including bacteria, viruses, fungi, and parasites [1].” 
Some scientists strictly adhere to the current definition of antibiotics and strongly 
object when anyone refers to antifungal and antiviral drugs as antibiotics. 
Antiprotozoal and anticancer drugs are also not called antibiotics but follow similar 
mechanisms as antibiotics. Since all these drugs follow similar mechanisms, most 
books and chapters written on antibiotics usually include a discussion on antibacte-
rial, antifungal, antiviral as well as anticancer drugs without actually calling them 
antibiotics. It is therefore this author’s opinion that the time has come to change the 
definition of antibiotics one more time to make it more inclusive rather than restric-
tive. In order to justify including all the chapters in this book under one title, an 
antibiotic is defined here as a chemical that selectively inhibits a virulent (infec-
tious) biological agent but causes minimum damage to the host. Thus the broad 
term, “antibiotics” can include subgroups such as antibacterial antibiotics, antican-
cer antibiotics, antifungal antibiotics, antimalarial antibiotics, and antiviral antibiot-
ics. There can be disagreement about whether cancer can be described as an 
infection. Although cancer is not an infection by a foreign species, there are many 
similarities between cancer and microbial infections [2]. Related to this, an interest-
ing case of cancer has been reported recently [3]. The authors presented the first 
report of cancer caused in a human not by human cells but by cells from tapeworm. 
This is a novel finding of a human disease caused by parasite-derived cancer cells.

Some other commonly used terminologies are mentioned here. An alternative 
terminology for antibiotics that is commonly used is anti-infectives, which also 
includes the antivirals in the definition. Antimicrobials are defined as chemicals 
that kill or inhibit growth of microorganisms. Antimicrobials include three sub-
groups: antibiotics, which are used to kill or inhibit microorganisms within the 
body, antiseptics, which are applied on living tissue to prevent infection and disin-
fectants, which are used to kill or inhibit microorganisms on nonliving objects. The 
term sterilization means killing microorganisms in liquid media or on solid objects 
by using chemical means such as oxidizing agents or physical means such as heat or 
high energy radiation. The term sanitizing agent is used interchangeably with dis-
infectant, antiseptic and sterilizing agent. The term antibacterial when used in sci-
entific literature usually means an antibiotic that kills or inhibits bacteria. However, 
today it is often used synonymously with disinfectant as in “antibacterial soap.” The 
term chemotherapy (as coined by Paul Ehrlich in the early 1900s) meant the use of 
chemicals to cure diseases. The focus was mainly on the use of antibiotics to cure 
microbial infections. However, today the term chemotherapy usually means cancer 
chemotherapy in which chemicals are used to kill cancer cells (Sect. 4.3.7).

Bacterial infections can be classified based on the source of infection. Infections 
acquired from other infected people in the community or from the environment 
including air water or solid objects are classified as community acquired infec-
tions. Infections that are acquired in the hospital after the patient is admitted for 
some other unrelated diseases, are called nosocomial infections. The latter type of 
infections is usually caused by bacteria that are resistant to antibiotics and thus is of 
special concern. Of great concern in recent years are infections by methicillin resis-
tant Staphylococcus aureus (MRSA) (Sect. 3.3.2.10) which are often nosocomial.

1  Introduction to Antibiotics
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1.2  �History of Antibiotics

Ever since it was proven by Robert Koch and Louis Pasteur in the late nineteenth 
century that diseases can be caused by germs, scientists have been searching for 
ways to kill these disease-causing germs. One successful approach developed by 
Pasteur was to use harmless bacteria to cure diseases caused by harmful bacteria. 
Today we can explain those observations. Those harmless bacteria probably pro-
duced antibiotics that killed the infecting disease-causing bacteria. Another 
approach was to use chemicals to kill the bacteria, giving rise to the process called 
chemotherapy. This was started by Paul Ehrlich who understood that the first step of 
chemotherapy must be binding of the chemical to the bacteria. This led to the testing 
of dyes as antibacterial agents because they were known to bind bacteria. After test-
ing numerous dyes he found one in 1904 that could cure mice infected with trypano-
somes. He named the dye Trypan Red, which was the first chemotherapeutic agent 
discovered (Fig.  1.1). Trypan red was later shown to have antiviral activity [4]. 
In 1932, another antibiotic discovery was made by Gerhard Domagk, while testing 
other dyes (Sect. 2.8).

Arsenical compounds constituted another class of drugs used as chemotherapeu-
tic agents. The first arsenical drug was arsanilic acid, discovered in 1863 by a French 
chemist, Antoine Béchamp who named it as Atoxyl [5]. It was widely used as a cure 
for trypanosomiasis in the early twentieth century. However, it was observed that 
the protective effect of Atoxyl was only temporary and in the end the parasite reap-
peared even if the dose was increased. Also the drug was highly toxic and eventually 
resulted in death of the patient [6]. In 1910 Ehrlich discovered the arsenical drug 
Salvarsan which was effective against trypanosomes and also against the virus that 
causes syphilis and was less toxic than Atoxyl. However, it was still significantly 

Fig. 1.1  Some early chemotherapeutic (antibiotic) agents

1.2 � History of Antibiotics

http://dx.doi.org/10.1007/978-3-319-40746-3_2#Sec8


4

toxic but remained the drug of choice for the next several decades till it was replaced 
by penicillin in the 1940s.

Penicillin was the first scientifically studied antibiotic. However, it was not the 
first recorded use of antibiotic. The Greeks were known to use extracts of male fern 
to treat worm infestations. Extract of cinchona bark was used in Peru, Bolivia, and 
Ecuador to treat malaria as far back as the sixteenth century. The active component 
of the extract was later shown to be quinine which was the only available antima-
larial drug until the 1940s when chloroquine became a more popular drug of choice. 
However, quinine is still recommended for the treatment of malaria [7]. In 1888, E. 
de Freudenreich discovered that pyocyanase, a blue pigment secreted by P. aerugi-
nosa had antibiotic activity but was highly toxic for the host [8]. Ipecacuanha root 
was used in Brazil to cure diarrhea and dysentery. Emetine was isolated as its active 
component in 1817 and was shown to cure amoebic dysentery [9, 10].

1.3  �The Ideal Antibiotic

There are many compounds that are able to kill microorganism; however, they are 
not all called antibiotics. To be an ideal antibiotic it should have the following other 
properties besides being able to kill microorganisms.

	1.	 Selectivity. The antibiotic must kill or inhibit the infecting microorganism but 
cause minimum harm to the host cells. This is discussed further in Sect. 1.4.

	2.	 Water solubility. The antibiotic must be soluble in water to a sufficient extent so 
that it can be transported through body fluids to the infected sites. Some antibiot-
ics are poorly soluble in water; however, some solubility is essential for 
effectiveness.

	3.	 Few side reactions. Side reactions of the antibiotic should be minimum. These 
include possible allergic reactions and negative interaction with food or other 
drugs that the patient may be taking.

	4.	 Stability. This includes shelf stability and bio-stability. The antibiotic should 
have a long shelf life to be economically useful. It should preferably be stable at 
room temperature; however, there are many antibiotics that need to be stored in 
a refrigerator. Once taken by the patient, the antibiotic should remain unaltered 
in the body fluids for sufficient time to be able to carry out its function. Foreign 
molecules in the body will eventually be either degraded (usually in the liver) or 
excreted with urine. For the ideal antibiotic both these processes should be slow. 
However, rapid excretion is actually a desired property for treating urinary tract 
infections since a high concentration of the drug is achieved in the urine.

	5.	 Low cost. The cost of manufacturing of the antibiotic should be low enough for 
patients to be able to afford it.

	6.	 Slow resistance development. Microorganisms have developed resistance to 
most antibiotics. An ideal antibiotic will be the one to which resistance develops 
at a slow rate. This will depend not only on the characteristics of the antibiotic 
but also on its frequency of use. This is discussed further in Chap. 2.

1  Introduction to Antibiotics
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Selectivity of antibiotics. One essential characteristic of an antibiotic is that it 
should selectively inhibit the infecting pathogen but not affect the host cells. Such 
selectivity can be achieved in two possible ways: (1) The target of the antibiotic 
may be present only in the infecting bacteria but not in the host and so the host will 
not be affected. (2) The target of the antibiotic may be present in both the infecting 
bacteria and the host; however, structurally or mechanistically they may be different 
enough such that the antibiotic inhibits only the bacterial enzyme or process but the 
host is not affected. One example of a target that is present only in the bacteria and 
not in the host is the cell wall. Human cells do not have cell walls. There are several 
antibiotics that inhibit the synthesis of bacterial cell wall (Chap. 3). Another target 
that is present in bacteria but not in humans is the folic acid biosynthetic pathway 
(Chap. 4). Folic acid is required in both the infecting pathogen and the host for the 
synthesis of the deoxynucleotide, dTMP, which is essential for the synthesis of 
DNA. However, humans obtain folic acid as a vitamin in the diet and so do not have 
the pathway for biosynthesis of folic acid. Bacteria synthesize their required folic 
acid and in fact, they are unable to utilize any premade folic acid provided from 
external source. The folic acid biosynthetic pathway is a favorite target of pharma-
ceutical companies for development of antibiotics.

There are several examples of the second method by which selectivity is 
achieved. Biosynthesis of DNA, RNA and proteins are essential functions in all spe-
cies. However, there are enough structural differences between the bacterial and 
human enzymes of these biosynthetic pathways such that there are several antibiot-
ics known that selectively target the bacteria but not the host (Chaps. 5 and 6).

1.4  �Sources of Antibiotics

While some antibiotics are chemically synthesized, a majority of the antibiotics that 
are used today are produced by microorganisms. Why and when do microbes make 
antibiotics? Natural antibiotics made by microbes are products of their secondary 
metabolic pathways meaning those that are not absolutely required for their survival. 
The pathways for biosynthesis of antibiotics are turned off during exponential growth 
phase (log phase) because of the abundance of nutrients. However, in the stationary 
phase of growth, they face competition from other microorganisms for the limiting 
amount of nutrients and so they turn on the pathways for biosynthesis of antibiotics 
and win the competition by killing the neighboring bacteria. Also, the surviving 
bacteria utilize the nutrients that are released when the dead bacterial cells lyse. This 
information is important in the industrial production of antibiotics from natural 
sources. Note that this theory has been challenged by some scientists (Sect. 2.9).

How antibiotic producers protect themselves. Microorganisms which make anti-
biotics need to protect themselves from those antibiotics. A variety of strategies are 
employed to do that: (1) Some antibiotics are exported into the environment imme-
diately after they are synthesized so that the intracellular concentrations of the anti-
biotics are kept low. (2) Some antibiotic producing microorganisms also make a 

1.4 � Sources of Antibiotics

http://dx.doi.org/10.1007/978-3-319-40746-3_3
http://dx.doi.org/10.1007/978-3-319-40746-3_4
http://dx.doi.org/10.1007/978-3-319-40746-3_5
http://dx.doi.org/10.1007/978-3-319-40746-3_6
http://dx.doi.org/10.1007/978-3-319-40746-3_2#Sec9


6

resistance protein that inactivates their own antibiotic. Antibiotics in the active form 
are released outside to kill other bacteria; however, any antibiotic that comes back 
into the cell is inactivated by the resistance protein. For example, Actinomycetes that 
make streptomycin protect themselves by making antibiotic inactivating enzyme 
[11, 12]. (3). Some antibiotics such as aminoglycosides and macrolides are made 
and exported to the outside in an inactive form and are then converted to the active 
form outside the cell. (4) Some antibiotic producers alter the target of the antibiotic 
within themselves. For example microorganisms that make cell wall affecting anti-
biotics make their own cell wall using different enzymes that are not affected by the 
antibiotic. A new mechanism of self-protection has been discovered recently. 
Streptomyces platensis makes two antibiotics which inhibit enzymes in the fatty 
acid synthesis pathway of other bacteria, but protects itself from the two antibiotics 
by employing a different enzyme in its pathway for fatty acid synthesis that is not 
affected by the antibiotics [13].

Soil, the best place to search for antibiotics. It is known that the soil is a very com-
plex ecosystem in which the inhabitants have developed chemical defenses against 
each other as a response to competition for nutrients. So it was obvious for many 
scientists to search for these chemicals. Also, even before the discovery of antibiot-
ics, scientists had wondered about another aspect of the soil. In the history of man-
kind or animal kind, many people and animals have died because of bacterial 
infection. By the time someone dies because of infection, the bacteria have multi-
plied within the body to reach billions in number. When these dead bodies are buried 
or just left to decay, all those bacteria are released into the soil. So by now the soil 
should be full of pathogenic bacteria and so the soil should be the most dangerous 
thing to even touch. But that is not so. The soil does not contain any pathogenic bac-
teria. So where did all the pathogenic bacteria go? Now we know that there are 
numerous microorganisms in the soil that produce antibiotics that probably kill the 
pathogenic bacteria coming from the dead bodies. So if one wants to search for anti-
biotics, the best place to search is the soil. That is what scientists did. Of all the anti-
biotics known today, the majority of them have been isolated from microorganisms 
present in the soil. Some examples are Terramycin, Vancomycin and Streptomycin.

Most of the antibiotics from soil were discovered within a few decades followed 
by half a century of unsuccessful attempts at discovering new antibiotics. One reason 
for this lack of success is that most of the microorganisms in soil cannot be cultured 
under laboratory conditions. In fact 99 % of bacterial species on this planet have not 
yet been cultured. Kim Lewis and coworkers have developed a novel method to cul-
ture many of these organisms in soil and in the process, have discovered several new 
potential antibiotics [14]. One such antibiotic is teixobactin (Sect. 3.3.4).

1.5  �Discovery of Modern Antibiotics

Alexander Fleming, working at St. Mary’s Hospital in London is widely credited for 
the discovery of the first antibiotic, penicillin in 1928 for which he was awarded the 
Nobel Prize. However, penicillin was not really the first antibiotic to be discovered.
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Discovery of lysozyme. In 1920, Fleming had discovered the antibiotic, lysozyme, 
a naturally occurring substance present in human tears. Lysozyme kills bacteria by 
lysing (breaking) the cells walls of bacteria. This causes the bacterial cell to burst 
open. Fleming described the results of his experiment as, “A thick milky suspension 
of bacteria could be completely cleared in a few seconds by a fraction of a drop of 
human tears or egg white [15].” However, lysozyme is not popularly known as an 
antibiotic because being a protein, it could not be used for treating patients.

Discovery of penicillin. In 1928, Fleming made his second antibacterial discovery 
and that was penicillin. Most people have heard about this story about the discovery 
of penicillin. Fleming noticed that in one of the old plates (petri dishes) left in the 
laboratory, colonies of the bacteria Staphylococcus (that causes skin diseases) had 
lysed, probably because of a contaminating greenish mold growing in an adjacent 
area of the plate. This led to the discovery of penicillin. By extracting the substance 
from cultures of the mold, he was able to demonstrate its antibacterial activity not 
only on plates but also when given to infected mice. Fleming named this substance 
that killed bacteria, “penicillin” after the Penicillium mold from which it was obtained.

It is to be noted that this “chance” discovery in no way diminishes the credit that 
goes to Fleming. In his 1945 Nobel Lecture Fleming was humble in making the state-
ment, “My only merit is that I did not neglect the observation and that I pursued the 
subject as a bacteriologist.” All microbiologists often find contaminating molds in 
their plates even in modern day laboratories. Before Fleming, many other scientists 
probably had also seen this effect but ignored it and treated the contaminant problem 
as a nuisance. However, the discovery of penicillin is credited to Fleming because he 
recognized the importance of the phenomenon and pursued it further. It is not enough 
to just make an observation, but to follow it up and do further research on it. There are 
many other scientific discoveries that are attributed to similar “accidents”; however, it 
is not just a coincidence that such “accidents” happen only with scientists who make 
great discoveries from those events. Similarly, in the history of mankind, many apples 
had probably fallen on many people’s heads before one fell on Newton’s. However, 
all others probably just ate the apple and may have cursed or thanked the apple tree, 
but it took a Newton to discover the theory of gravity from this observation.

Clinical use of penicillin. Although Fleming was the first to demonstrate the anti-
biotic properties of penicillin, he could not purify it in sufficient quantity to be used 
clinically on animals or patients. This was later done by two scientists, Howard 
Florey and Ernst Chain, at Oxford University. In 1940, they developed the method 
for purification to obtain sufficient amounts of penicillin and then tested it on mice 
to obtain miraculous results. It was first tested on a human in 1941. In the early days 
the amount of penicillin available was so small that it was used exclusively for the 
military. Large-scale use for the general public took place in 1942 when there was a 
devastating fire in a nightclub in Boston that killed 492 people, making it the second 
deadliest fire in American history. Survivors of the fire were successfully treated 
with penicillin that was being purified at Merck Company, New Jersey. By 1944, 
penicillin could be made in sufficient quantity to make it available to the public and 
came to be known as the “miracle drug.” Fleming, Florey, and Chain were awarded 
the 1945 Nobel Prize in medicine for their work on penicillin.

1.5 � Discovery of Modern Antibiotics
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In 1945, the chemical structure of penicillin (Fig. 1.2) was determined at Oxford 
University by Dorothy Crowfoot Hodgkin. The key feature in the structure is the 
β-lactam ring. Note that cyclic esters and amides are called lactones and lactams 
respectively and a 4, 5, or 6 membered lactam will be called a β-, γ-, or δ lactam 
respectively. The first penicillin discovered was penicillin G in which the R group is 
a benzyl group (ϕ-CH2). One problem with penicillin G is that it is unstable in stom-
ach acid and so cannot be taken orally and so is better administered intravenously, 
which was not a very convenient process in those days. The discovery of penicillin 
V in which the R group is ϕ-O-CH2, greatly improved medical treatments since it is 
more stable in acid and so could be given orally.

Discovery of gramicidin. In 1939, Rene Dubos, a former student of Selman 
Waksman, working at Rockeller University isolated the first antibiotic-producing 
microorganism, Bacillus brevis [16, 17]. His discovery also led to the first clinically 
tested antibiotic, which he named Gramicidin because it killed only gram-positive 
bacteria. However, the drug was found to be very toxic when given intravenously. 
So gramicidin is used only externally for minor skin infection. For mechanism of 
action of gramicidin see Sect. 7.2.2.2.

Discovery of Streptomycin. In 1943, Selman Waksman, Albert Schatz, and 
Elizabeth Bugie at Rutgers University screened many microorganisms from the 
soil and discovered an antibiotic from the bacteria Streptomyces griseus. They 
named it “Streptomycin,” which was the second antibiotic obtained from soil bac-
teria (the first one was gramicidin). Streptomycin was effective against several dis-
eases but its most important use was in treating tuberculosis that is caused by 
Mycobacterium tuberculosis. This was the first antibiotic that could cure tubercu-
losis. Streptomycin belongs to the aminoglycoside group of antibiotics which con-
tain amino sugars linked by glycosidic bonds (Sect. 6.2.2). One problem with 
streptomycin was that bacteria developed resistance to the antibiotic at a much 
faster rate than in case of penicillin. The subject of antibiotic resistance develop-
ment is discussed in Chap. 2. The next aminoglycoside was discovered in 1949 in 
the laboratory of Waksman. It was named neomycin, to which bacteria did not 
become resistant as fast as to streptomycin. However, neomycin was found to be 
very toxic for the host and so is used only in topical antibiotic ointments such as 
Neosporin which is popularly used for skin infections associated with wounds and 
burns. Later several other aminoglycosides were also developed including kanamy-
cin, amikacin, gentamycin, and tobramycin. Mechanism of action of aminoglyco-
sides is discussed in Sects. 6.2.2 and 6.2.3.

Fig. 1.2  Structures of penicillin G and penicillin V
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Discovery of Broad-Spectrum Antibiotics. Penicillin functions by inhibiting the 
synthesis of bacterial cell wall. The first penicillin that was discovered was penicillin 
G (benzylpenicillin) (Fig. 1.2), which is active against only gram-positive but not 
gram-negative bacteria. One factor that determines the spectrum of activity of penicil-
lins is their ability to cross the bacterial cell wall. For gram-negative bacteria they also 
have to cross the outer membrane, as a result, most gram-negative bacteria are intrin-
sically resistant to penicillin G. Based on their range of target specificities, antibiotics 
can be classified into two types: narrow-spectrum and broad-spectrum antibiotics. 
Narrow-spectrum antibiotics are effective against only some selective group of bacte-
ria, whereas broad-spectrum antibiotics are active against a much broader group of 
bacteria and thus can be used to treat a larger variety of infections. These two terms 
were originally coined in the 1950s and was used in a comparative sense; however, the 
terms have never been clearly defined [18], resulting in inconsistent use of the words. 
Narrow-spectrum antibiotics are prescribed when the infecting microorganism has 
been identified. One advantage of using a narrow-spectrum antibiotic is that it will not 
kill as many resident nonpathogenic bacteria in the body as will the broad-spectrum 
antibiotics. So there is less chance of causing superinfection, which is defined as a 
second infection superimposed on an earlier one and happens since the normal flora 
of the body is suppressed by the antibiotic [19, 20]. Also, since only a few species of 
bacteria are affected by narrow-spectrum antibiotics, there is lesser probability of 
selecting for resistant bacteria. The obvious disadvantage of using narrow-spectrum 
antibiotics is that they may not be able to kill all species of bacteria and so should not 
be used if the infecting species has not been identified. So the discovery of broad-
spectrum antibiotics was a significant development in the history of antibiotics.

The first broad-spectrum antibiotic to be discovered was chloramphenicol 
(chloromycetin). Paul Burkholder at Yale Univerisity isolated chloramphenicol in 
1947 from Streptomyces Venezuela, a soil bacteria. The antibiotic is active against a 
broad range of bacteria including gram-positive, gram-negative as well as anaerobic 
ones. It was also the first antibiotic effective against typhoid. However, because of 
its numerous toxic side effects including bone marrow suppression and anemia the 
antibiotic’s use has been discontinued in most of the western world except in some 
special instances. In the developing world it continues to be used widely mainly 
because it is inexpensive and has a broad spectrum of activity.

The second broad-spectrum antibiotic, chlorotetracycline was discovered after 
a very large scale scientific search of soil samples coordinated by Benjamin Duggar 
under the direction of Yellapragada Subbarao at Lederle Laboratories in New York 
[21, 22]. American soldiers fighting in various places in the world during World 
War II were asked to bring soil samples from those places for screening at Lederle 
Laboratories for possible antibiotic producing fungi. This led to the discovery of a 
golden colored antibiotic secreted by Streptomyces aurofaciens. The antibiotic was 
named aureomycin, which was later renamed as chlorotetracycline and was the first 
member of the tetracycline group of antibiotics. As the name suggests, tetracycline 
molecules contain four hydrocarbon rings (Fig. 6.7). Other commonly used tetracy-
cline antibiotics are tetracycline and doxicycline. Similar to chloramphenicol, 
tetracyclines are inexpensive and broad-spectrum antibiotics that effectively cure 
many infections including typhoid.

1.5 � Discovery of Modern Antibiotics
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1.6  �Classification of Antibiotics

One way to classify antibiotics is based on the targets in the microbial cell that they 
interact with to cause growth inhibition. Accordingly, there are six major classes of 
antibiotics: (1) those that inhibit bacterial cell wall synthesis, (2) those that disrupt 
the cell membrane, (3) those that inhibit the synthesis of important metabolites, (4) 
those that inhibit DNA synthesis (replication), (5) those that inhibit RNA synthesis 
(transcription), and (6) those that inhibit protein synthesis (translation). The six tar-
gets in the cell that are affected by the six classes of antibiotics are shown below in 
Fig. 1.3. Recent research has identified other new targets for development of new 
antibiotics. Some of these are discussed later in Chap. 7.

Bacteriostatic and bactericidal antibiotics. Another way to classify antibiotics 
is based on their effect on growth and survival of the bacteria. Those antibiotics 
that kill bacteria are called bactericidal eg. penicillin and those that stop the 
growth of bacteria but do not kill them are called bacteriostatic, e.g.. chloram-
phenicol. Note that bacteriostatic antibiotics also can eventually kill bacterial cells 
if used at large concentration. Similarly, bactericidal antibiotics can also behave 
as bacteriostatic if the concentration used is too low. So these two terms are better 
defined as follows. An antibiotic is bacteriostatic if it inhibits growth of bacteria 
but does not kill bacterial cells at a safe and practically achievable concentration. 
An antibiotic is bactericidal if it kills bacterial cells at a safe and practically 
achievable concentration.

If a bacteriostatic agent is removed, then the bacterial growth will resume. So 
does this mean that bacteriostatic antibiotics are not useful? That is not true, bac-
teriostatic antibiotics are often prescribed by doctors. This is because by stopping 
growth of the infecting bacteria it gives the body’s immune system sufficient time 
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to kill the bacteria. So they work along with the help of the immune system. In fact, 
even bactericidal antibiotics sometimes do not kill 100 % of the bacteria. But by 
bringing down the total number of bacteria, they help the immune system tackle 
the problem.

To experimentally differentiate between bacteriostatic and bactericidal antibiotic 
first grow bacterial cells in broth to mid-log phase as measured by OD600. Distribute 
the cells into three test tubes. Continue incubating one tube without any addition. To 
the second tube add a bacteriostatic antibiotic and to the third add a bactericidal 
antibiotic and continue incubating the tubes. Monitor growth of the bacteria in each 
tube by measuring OD600 at selected time intervals. Also monitor cell viability at 
time intervals by removing aliquots and spreading serial dilutions on agar plates. 
Number of viable cells can be determined after overnight incubation of the plates 
followed by counting of colonies. In the first tube, which functions as a control, both 
OD600 and viable cell count will continue to increase till they become constant in the 
stationary phase of growth. In both the second and third tubes the OD600 will remain 
constant since the growth of the bacteria will be stopped by the antibiotics. However, 
OD600 cannot differentiate between bacteriostatic and bactericidal antibiotics since 
both live cells as well as dead cells will scatter light to the same extent. The two 
types of antibiotics can be differentiated by their viable cell counts. If the number of 
viable cells remains constant after addition of the antibiotic, then the antibiotic is 
bacteriostatic and if the number decreases with time, then the antibiotic is consid-
ered to be bactericidal (Fig. 1.4).

Bacteriostatic antibiotics function by stopping an essential metabolic process, 
which can later resume when the antibiotic concentration decreases. Bactericidal 
antibiotics cause irreversible damage to their targets thereby killing the cells. An 
alternative mechanism also has been proposed for the action of bactericidal anti-
biotics [23, 24]. The authors have proposed a unified mechanism of killing, 
whereby toxic reactive oxygen species (ROS) are produced in the presence of 
antibiotics, leading to cell death. However, this concept has also been challenged 
recently [25], who argued that ROS do not play any role in killing of bacterial 
pathogens by antibiotics.

a b c

Fig. 1.4  Hypothetical growth curves for bacteria. (a) in the absence or (b) presence of bacterio-
static or (c) bactericidal antibiotics. The arrows indicate the time of addition of the antibiotic

1.6 � Classification of Antibiotics
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1.7  �Background Biochemistry Information

1.7.1  �Enzymes

All classes of antibiotics except some of those that disrupt the membrane have some 
enzyme as their target. What are enzymes? They are usually proteins that act as 
biological catalysts. Similar to other chemical catalysts, the function of enzymes is 
to increase the rates of reactions. However, enzymes function better than other 
chemical catalysts since they are more efficient and more specific. Nearly all of the 
thousands of biochemical reactions taking place in the body are catalyzed by 
enzymes. Rates of enzyme-catalyzed reactions are about 108–1012 times that of 
uncatalyzed reactions.

A small portion of the three dimensional structure of an enzyme is actually 
involved in binding to the reactants (called substrate in biochemistry) and in cata-
lyzing the reaction. This region of the enzyme is called the active site (Fig. 1.5). The 
remainder of the protein is required for the proper shape of the protein such that the 
active site structure is formed and maintained. Enzymes are very specific for their 
substrates; they catalyze reactions with one specific substrate molecule and not with 
other molecules even if they have similar structure. The reason for this specificity 
can be explained by the “lock and key” model. The cleft where the substrate binds 
is complementary in shape to the portion of the substrate that binds. There has to be 
an exact fit of the substrate at the active site for the reaction to take place just as 
there has to be an exact fit of a lock with the key.

Coenzymes and metal ions. Besides the protein part, some enzymes may also 
require another factor for activity. These are called cofactors, which can be of two 
types: metal ions or small organic molecules called coenzymes. The metal ion or 
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coenzyme are also present as part of the active site and participate in the catalytic 
reaction. For example, a Zn2+ ion is present at the active site of some β-lactamase 
enzymes and is essential for their activity (Sect. 3.3.2.6). There are many coen-
zymes that are needed for activity of various enzymes. Some examples include ATP, 
NADH, FAD, and PLP. Knowledge of one coenzyme, folic acid is essential for the 
understanding of antibiotics and is discussed in Sects. 2.8 and 4.2. All species need 
coenzymes. Usually the lower organisms synthesize all their coenzymes while 
higher organisms including humans have lost their ability to synthesize coenzymes 
and so must obtain these from their diet. The coenzymes are required in small 
amounts (microgram to milligram amounts per day) and are obtained by humans in 
the form of vitamins, which are precursors of coenzymes. Vitamins are converted 
to the corresponding coenzymes in the body.

1.7.2  �Enzyme Inhibitors

Enzyme inhibitors are compounds that reduce the activity of the enzyme. Enzyme 
inhibitors can be classified in many ways; for example, they can be reversible or 
irreversible. It is reversible if the binding of the inhibitor to the enzyme is revers-
ible and thus the enzyme can regain its original activity when the inhibitor is 
removed. It is irreversible if the inhibitor forms a permanent (covalent) bond with 
the enzyme and thus the enzyme loses activity permanently even if the rest of inhib-
itor is removed. Both these types of inhibitors can be further classified as specific or 
nonspecific inhibitors. Specific inhibitors target only one enzyme while nonspecific 
ones can inhibit any enzyme. Enzyme inhibitors may also function by binding to the 
coenzyme, the small organic molecule present at the active site or metal ion cofac-
tor, which is also present at the active site, or the apoenzyme, the protein part of the 
enzyme. The reversible apoenzyme inhibitors can be of three types: competitive, 
noncompetitive, and uncompetitive. For a detailed description of all types of 
inhibitors, please refer to biochemistry textbooks. For the purpose of understanding 
antibiotics, only two types of inhibitors are described here in detail: competitive 
inhibitors, which are specific and reversible, and suicide or mechanism based 
inhibitors, which are the specific and irreversible.

Competitive inhibitors. Only a portion of the substrate molecule is complementary 
to the active site and binds to it. So if modifications are made in the portion of the 
molecule that is not involved in binding, the resulting molecule will be able to bind 
to the enzyme but the reaction will not take place because it is not the right substrate 
(Fig.  1.5). This results in inhibition of enzyme activity. Such molecules which 
inhibit an enzyme by binding to the active site are called competitive inhibitors 
because they compete with the normal substrate for binding to the enzyme. The 
higher the concentration of the competitive inhibitor, the more the inhibition. The 
reverse is also true; at very high substrate concentration, a small amount of inhibitor 
will have very little effect because the substrate largely outnumbers the inhibitor. It 
can be said that this concept of competitive inhibition has saved more lives than 
anything else because a large majority of medicines function by inhibiting a certain 
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enzyme in the body by competitive inhibition. The same is true for many antibiotics. 
Most antibiotics function by inhibiting a certain enzyme that is essential for survival 
of the infecting microorganism.

Suicide (or mechanism based) inhibitors are discussed later, after enzyme 
mechanism.

1.7.3  �Enzyme Mechanisms

Enzymes can function as catalyst because they decrease the energy of activation of 
the reaction. Rate of a chemical reaction is given by the Arrhenius equation:

	 Rate Ae Ea RT= - /

	 (1.1)

where A is the Arrhenius constant, also known as the frequency factor, e is the base 
of natural logarithm, 2.718, Ea is the energy of activation, R is the gas constant, 8.31 
J/(K mol), and T is the absolute temperature. The value of frequency factor (A) 
depends on the frequency of collisions between the reactants in the proper orienta-
tion. Note that collisions between reactants in the wrong orientation will be non-
productive collisions and will not contribute towards the rate of reaction. The 
frequency factor is usually considered to be constant for a chemical reaction. 
However, it can be different if the reaction is catalyzed by an enzyme. In mammals 
the body temperature is constant. Thus the only variables in enzyme-catalyzed reac-
tions are A and Ea. Enzymes are able to increase the rate of reaction because they 
can either increase the value of A or decrease the value of Ea or both. Note that, 
because of the negative sign of Ea in the Arrhenius equation, the rate of reaction 
increases as Ea decreases.

The value of Ea can be lowered in two ways: either by decreasing the energy of 
the transition state (TS) or by increasing the energy of the reactants (Fig.  1.6). 
Examples for both mechanisms have been seen in enzymes. To increase the energy 
of the reactants, the reaction is broken into two separate steps. For any reaction that 
consists of several elementary steps, the slowest of those steps (one with the highest 
Ea), known as the rate determining step (RDS), will determine the overall rate of 
reaction. Enzyme-catalyzed reactions are faster because the Ea for the RDS is lower 
than the Ea for the uncatalyzed reaction (Fig  1.6a, b). Another mechanism for 
increasing the rate of reaction is by lowering the energy of the transition state. This 
can happen if the enzyme binds to the TS better than to the reactant (substrate) and 
it does so because the active site is more complementary to the TS structure than to 
the structure of the substrate. However, the TS is a transient form that no one has 
ever seen. So how does one know about the TS structure? One fact for sure is that 
the TS structure must have some similarity to the reactant(s) and some similarity to 
the product(s). The extent of similarity can be predicted based on Hammond’s pos-
tulate, which states that the TS looks more like the molecule it is closest in energy 
to. For exothermic reactions the TS is closer in energy to the reactant and thus, looks 
like the reactant, while in endothermic reactions the TS is closer in energy to the 
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product and thus, looks like the product. By binding to the TS, the energy of the TS 
is lowered and thus the Ea of the RDS is lowered (Fig. 1.6c). Since the RDS in 
Fig 1.6c is endothermic, the TS must look like the intermediate. The enzyme binds 
to the intermediate (and TS) and lowers the energy of the TS and thus, increases the 
rate of the reaction. In the past, search for synthetic antibiotics have focused on 
developing substrate analogs as competitive inhibitors; however, recently pharma-
ceutical companies have expanded their search by also developing analogs of the 
intermediate. Examples of both types of antibiotics are known, those that resemble 
the substrate as well as those that resemble the intermediate.

Suicide Inhibitors (Mechanism Based Inhibitors). These are the most effective 
inhibitors. Similar to competitive inhibitors, they are specific for binding to the 
active site, but unlike competitive inhibitors they irreversibly inhibit the enzyme and 
so are needed only in stoichiometric amount.

In suicide inhibition, the inhibitor closely resembles the substrate such that it not 
only competes with the substrate for binding to the active site but also participates as 
a substrate for the first few steps of the reaction mechanism. However, after those 
first few steps it forms a stable covalent bond with the enzyme. Because of the highly 
stable bond with the enzyme, the reaction can neither go forward nor go in the reverse 
direction and thus permanently inactivates the enzyme. Sometimes this process 
involves a prosthetic group or coenzyme to form a reactive intermediate which then 
reacts with the enzyme to form a stable covalent bond. The suicide inhibitor does not 
necessarily have to inactivate the enzyme molecule. Equal effectiveness can be 
achieved by forming a stable covalent bond with a prosthetic group, which is tightly 
bound to the enzyme and is needed for its activity. For example, α-fluoromethylhistidine 
functions as a suicide inhibitor of the enzyme histidine decarboxylase by forming a 
stable covalent bond with the tightly bound coenzyme, pyridoxal phosphate [26]. A 
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common strategy in designing a suicide inhibitor is to replace a hydrogen with a fluo-
rine atom in the substrate molecule. Since hydrogen and fluorine atoms are of similar 
size the molecule is recognized as a substrate analog and effectively competes with 
the substrate for binding to the active site of the enzyme. The reaction is initiated by 
forming a covalent bond between the inhibitor and an amino acid at the active site. 
The hydrogen that has been replaced is normally removed as a H+ in one of the steps 
in the mechanism of enzyme-catalyzed reaction. Since fluorine is highly electronega-
tive, it cannot be removed as F+ and so further reaction is halted permanently while 
the inhibitor remains covalently bound to the enzyme. Since one molecule of the 
inhibitor inactivates one molecule of the enzyme (or coenzyme), a very small and 
stoichiometric amount of the inhibitor is needed to inactivate all the enzyme.

Several antibiotics are known that function as suicide inhibitors and so are 
needed in small amounts. Some examples include fosfomycin (Sect. 3.3.1.1), peni-
cillin (Sect. 3.3.2.1), and the anticancer antibiotic 5-fluorouracil (Sect. 4.3.7).

Bi-substrate reactions. Many enzyme-catalyzed reactions involve two substrates, 
S1 and S2 and may produce one or more products, P1, P2, etc. Bi-substrate reac-
tions can be classified into two types (Fig. 1.7):

	1.	 Sequential bi-substrate reactions, in which both substrates must bind to the 
enzyme active site before reacting to form the products. If the binding of the 
reactants and release of the products have to be in a certain order, the reaction is 
said to be ordered sequential. If the order of addition and release is not important, 
the reaction is said to follow a random sequential bi-substrate mechanism.

	2.	 Ping-pong bi-substrate reaction, which is more relevant to the understanding of 
the mechanism of action of antibiotics. First substrate binds, the first product is 
released; then the second substrate binds and the second product is released.

1.7.4  �Metabolism and Metabolic Pathways

In order to understand biosynthesis of any molecules such as carbohydrates, pro-
teins, lipids or nucleic acids, it is important to know the background knowledge 
about metabolic pathways and the thermodynamic principles governing them. All 
biochemical reactions taking place in living cells are collectively called metabolism. 
Biochemical reactions never occur as single reactions but each reaction is fol-
lowed by another reaction, forming a series of steps known as a metabolic pathway. 

Fig. 1.7  Sequential and ping-pong bi-substrate reaction mechanisms
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In the pathway, the product of one reaction is a reactant of the next reaction. Thus, 
all these products are also intermediates in a metabolic pathway and are called 
metabolites. Some intermediates may be common for more than one pathway and 
thus form branches that connect one pathway with another. The entire network of 
reactions and pathways is called metabolism and can include hundreds of reactions in 
each cell. Each of these reactions is catalyzed by an enzyme. Metabolic pathways do 
not have any beginning or end although every textbook will show a beginning and end 
for every pathway. These are determined almost arbitrarily by scientists and authors 
for our convenience. For most pathways there will be more reactions before and after 
the first and last steps respectively, of the pathways shown in any publication.

All metabolic pathways consist of multiple steps. Why do metabolic pathways 
have so many distinct reactions? An experienced organic chemist may be able to 
synthesize some of these products in the laboratory in fewer steps. Degradation 
reactions can be performed in the laboratory in even fewer steps. For example, deg-
radation of glucose to CO2 and H2O and can be done even by a small child in just 
one step by burning the glucose in the fire. However, in living cells the process of 
burning glucose to CO2 and H2O requires at least 28 steps. There are four main 
reasons for having multiple reactions in all pathways. (a) All biochemical reactions 
are catalyzed by enzymes and each enzyme carries out only a specific type of reac-
tion. The overall pathway may involve many types of reactions. (b) Some com-
pounds can be substrate or product of more than one metabolic pathway. So more 
steps will ensure more intermediates that can participate in other pathways. (c) 
Metabolic pathways in cells are highly regulated. All pathways are not on all the 
time. They are turned on or off as needed by the cell. This process is called regula-
tion and is done by turning on or off one or some steps of the whole pathway. So the 
more steps there are, the more will be the possible points where the pathway can be 
regulated. (d) Finally, the reason that is most relevant for the understanding of anti-
biotics, is the energy factor of biochemical reactions. Many of these reactions either 
absorb energy (endergonic, ΔG positive) or release energy (exergonic, ΔG nega-
tive). For endergonic reactions, the energy required is obtained from ATP and for 
exergonic reactions, the released energy is used to synthesize ATP. The equation for 
the reaction involving synthesis and breakdown of ATP is as follows:

	
ATP H O ADP Pi G kj mol+ + = -2

0 30 D ¢ /
	 (1.2)

Where Pi stands for inorganic phosphate including PO4
3— ion and its protonated 

forms HPO4
2— and H2PO4—, the predominant form depending on the pH. The mean-

ing of ΔG0′ is explained below (Sect. 1.7.5). The most efficient utilization or forma-
tion of ATP can happen if there are multiple steps in the metabolic pathways. For 
example, when glucose is oxidized to CO2 and H2O, it releases a total of ~2800 kJ/
mol. If all this energy is released in one step, most of that energy will be wasted as 
heat energy since only 30 kJ/mol energy can be transferred to ADP in one step. The 
remaining ~2770 kJ/mol will be released as heat energy and cause a drastic increase 
of body temperature. By having multiple steps for the degradation of glucose, ATP 
can be made in many of these steps, thus accounting for a total of 32 ATP molecules 
for each glucose molecule oxidized. In case of synthesis reactions that require 
energy, only one ATP molecule can be used per step to provide energy (~30 kJ/mol). 

1.7 � Background Biochemistry Information



18

Thus biosynthesis of glucose cannot take place in one step since one ATP cannot 
provide all the energy necessary (2800 kJ/mol) for the reaction. The synthesis takes 
place in multiple steps, with no step requiring more than one ATP.

1.7.5  �Thermodynamics of Metabolic Pathways

Biochemical reactions follow the same thermodynamic principles as any other 
chemical reaction. For a reaction to be spontaneous, D DG G< 0. , the Gibb’s free 
energy difference is given by the equation D D DG H T S= – . A reaction can take 
place only if ΔG is negative. If DG = 0 , the reaction is at equilibrium. If ΔG is posi-
tive the reaction will not happen as written. Even if ΔH is positive (endothermic), 
the reaction can still have a negative ΔG provided ΔS is a large positive number. 
Such reactions that proceed because of a large positive ΔS are said to be entropy 
driven. Two examples of entropy driven processes that are important for understand-
ing of antibiotics are the formation of lipid bilayers and the folding of proteins to an 
active conformation. Both these processes depend on what is known as the hydro-
phobic effect. At first sight neither of these processes appears to be entropy driven 
since the entropy of the lipid as well as the protein actually decreases by being more 
ordered (note that entropy is a measure of disorder). However, one should consider 
the total entropy of the whole system, including that of the surrounding water mol-
ecules. The decrease in entropy of the protein or the membrane is offset by a large 
increase in the entropy of the surrounding water molecules, which now has a much 
greater mobility because the hydrophobic regions of the protein or the membrane 
are now separated from the water molecules. This process of separating the hydro-
phobic regions from the polar solvent molecules to make the system more stable is 
known as the hydrophobic effect. The same explanation applies to the automatic 
conversion of a mixture of oil and water into two separate layers.

Chemical Equilibria. An enzyme does not change the ΔG of a reaction and cannot 
change the laws of thermodynamics. For example, if ΔG for a reaction is positive, 
an enzyme will not be able to catalyze such a reaction. An enzyme as well as all 
other catalysts functions by increasing the rate of reaction. It can only increase the 
speed at which equilibrium is reached. Gibb’s free energy, ΔG for the reaction 
aA bB cC dD+ +  is given by the equation

	

∆ ∆G G RT
C D

A B

c d

a b
= +

[ ] [ ]
[ ] [ ]

0 ln

	

(1.3)

where ΔG0 is the free energy change of the reaction when all of its reactants and 
products are in their standard states. At equilibrium, DG = 0

	 \ + =DG RTlnKeq0 0 	

 or G RTlnKeqD 0 = - . 	
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Thus, ΔG0 can be calculated from the equilibrium constant. The ΔG0 values for 
various reactions can be found in any Chemistry textbook. However, these numbers 
are different from those in Biochemistry books, which list ΔG0′ values and not ΔG0 
values. Since most biochemical reactions occur at pH 7, the concentration of H+ 
(10-7 M) is included in the ΔG0′ values for those reactions that have H+ ion as one 
the reactants or products. Many metabolic reactions have positive ΔG0′ values but 
are still spontaneous (do take place) because actual ΔG is negative. The concentra-
tion of the reactants and products in the cell are maintained at such levels that 
calculated ΔG based on the above equation (Eq. 1.3) is negative.

Coupled Reactions. Consider the two reactions:

	

A B W X G

W C Y Z G

A B C X Y Z G

+ ® + =+
+ ® + = -
+ + ® + + = -

D
D
D

1

2

	

The first reaction cannot take place since ΔG1 is positive. However, if ΔG2 is suf-
ficiently negative so that D DG G is1 2 0+ < , then the two reactions can go forward. 
The second reaction helps the first reaction to move forward. The two reactions are 
said to be coupled through the common intermediate, which in this case is W. Note 
that for two reactions to be coupled there has to be a common intermediate between 
the two reactions. In biochemistry there are numerous examples of coupled reac-
tions. In fact, all biosynthetic reactions are coupled to breakdown of ATP which 
provides energy for the otherwise non spontaneous reaction. Energy released by the 
oxidation of food (carbohydrates, proteins and lipids) are in the form of phosphate 
bond in ATP (or, to a lesser extent, other nucleotide triphosphates). This ATP then 
provides the energy needed for all biosynthetic reactions. So ATP can be considered 
as the “energy currency” of the body.

1.7.6  �High Energy Compounds

Why is ATP chosen as the energy currency in cells? That is because a large amount 
of energy can be released when ATP is hydrolyzed to give ADP. Note that ATP con-
tains two phospho-anhydride and one phospho-ester linkages. Acid anhydrides are 
unstable and will release a lot of energy when hydrolyzed. The reaction for the 
hydrolysis of ATP is shown below (Fig. 1.8).

For more energy to be released in a reaction, either the energy of the reactants 
must be raised or the energy of the products lowered or both. In other words, unsta-
ble reactant(s) and stable product(s) can make the ΔG highly negative. Several fac-
tors contribute to the large negative ΔG during hydrolysis of ATP. (a) In ATP, the 
repulsion between the four negative charges makes it more unstable (higher energy) 
compared to ADP which has three negative charges. (b) The products of hydrolysis 
ADP and Pi or AMP and PPi are better hydrated since they have greater charge 
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densities (charge/surface area). This makes the products more stable (less energy). 
(c) The products HPO4

2− and ADP3− are stabilized more by resonance than the 
reactant ATP4−. Resonance structures make a compound stable. Each terminal phos-
phate has three while each internal phosphate has two resonance forms as shown 
below (Fig. 1.9).

Hydrolysis of ATP replaces one terminal phosphate of ATP with two terminal 
phosphates of ADP and HPO4

2−. This makes the products more stable (lower energy) 
than the reactants.

Because of the three reasons mentioned above, hydrolysis of ATP is accompa-
nied by release of large amount of energy. Compounds such as ATP and all other 
nucleotide triphosphates (NTPs) that release large amount of energy when hydro-
lyzed are referred to as high energy (or energy rich) compounds. The phosphate 
bonds in ATP are sometimes mistakenly called high energy bonds. The term “high 
energy compound” is often used in Biochemistry and is different from, and unre-
lated to the term “high energy bond,” that is often used in Chemistry and is defined 
as the energy needed to break (not hydrolyze) a bond. The reaction for breaking a 
bond has a highly positive ΔG as opposed to highly negative ΔG for hydrolysis of 
high energy compounds. Note that the hydrolysis reaction in Fig. 1.8 is shown to 
explain the concept of “high energy compounds.” The energy that can be released if 
the compound is hydrolyzed represents the amount of potential energy present in 
the compounds. Actually, such hydrolysis reactions never take place in the cells. If 
these compounds were to be hydrolyzed, the energy released would be “wasted” as 
heat energy. Instead, nature has developed methods for utilizing the energy for use-
ful purposes such as synthesizing biochemicals, doing mechanical work or trans-
porting various molecules across membranes,

Fig. 1.8  Reaction for hydrolysis of ATP. Ad = adenosine, Rib = ribose

Fig. 1.9  Resonance structures of ATP. Resonance for only one internal phosphate is shown

1  Introduction to Antibiotics
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Phosphoryl group transfer potential. Although hydrolysis of ATP has a highly 
negative ΔG, this reaction actually never takes place in the cell because of two rea-
sons: (1) as explained above, if hydrolyzed, the energy of hydrolysis will not be 
utilized for any useful purpose other than generation of heat and (2) even though the 
reaction is thermodynamically feasible, it is not kinetically feasible because the 
energy of activation for the reaction is very high making the reaction extremely slow. 
Moreover, there is no enzyme available that can catalyze the reaction to make it 
faster since it is not a desirable reaction for the cell. The enzyme pyrophosphatase is 
an exception as explained below. Hydrolysis of ATP can be also viewed as transfer 
of phosphate group to the OH group of water. However, this reaction does not hap-
pen; instead, the phosphate is transferred to OH group of certain metabolites. For 
example ATP can phosphorylate glucose to form glucose-6-phosphate. Henceforth a 
phosphate group (PO4

2− or HPO4
−) linked to organic compounds is written as P.

	 ATP Glc Glc P ADP+ → +  6 	

The glucose-6-P formed is also a high energy compound and is capable of transfer-
ring the phosphate to other compounds. Since ATP can transfer a phosphate to glu-
cose, ATP is said to have a higher phosphoryl group transfer potential than 
Glc-6-P. A list of high energy compounds and their ΔG0′ values for hydrolysis reac-
tion can be found in any biochemistry textbook. Some high energy compounds in 
the list and their ΔG0′ for hydrolysis are as follows:

Phosphoenolpyruvate (PEP) (−62  kJ/mol), 1,3-bis-phosphoglycerate (−49  kJ/
mol)), ATP (−31 kJ/mol), Glu-6-P (−14 kJ/mol). One higher in the list can transfer 
a phosphate to make the one lower in the list when catalyzed by an enzyme. Thus, 
ATP can transfer a phosphate to glucose to make glucose-6-P. In the same way, PEP 
and 1,3-BPG can transfer a phosphate to ADP to make ATP. Note that ΔG0′ repre-
sents the standard free energy changes. The actual ΔG depends not only on the ΔG0′ 
values but also on the actual concentrations of the reactants and products in the cell 
as shown in Eq. (1.2).

Note that 1,3-bis-phosphoglycerate, similar to ATP, also has a phoshoanydride 
linkage and so is a high energy compound because hydrolysis of the anhydride bond 
can release a lot of energy (Fig. 1.8). Phosphoenolpyruvate is a high energy com-
pound for a different reason. As the name suggests, it is an enolphosphate. In aque-
ous solution, any ketone exists in equilibrium with the enol form and the process is 
called keto-enol tautomerism. Of the two, the enol form is much less stable and so 
a majority of the molecules exist in the keto form. Phosphoenolpyruvate contains an 
ester bond between the enol (an alcohol) and a phosphate (an acid). Thus, the com-
pound is locked in the unstable enol form due to the phosphoester bond. If the 
enolphosphate bond is hydrolyzed it immediately equilibriates to the more stable 
keto form releasing a large amount of energy, making phosphoenolpyruvate one of 
the highest energy compounds (Fig. 1.10).

Thioesters are high energy compounds. Another type of high energy compound 
that is frequently used in cells is a thioester. Examples include are acetyl CoA (coen-
zyme A) and acetyl ACP (acyl carrier protein). Oxo-esters are stabilized by two 
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resonance structures in each of which a π-bond is formed between carbon and oxy-
gen by overlap of p orbitals of the two atoms. Thioesters cannot have one of these 
resonance forms in which the π-bond is formed between carbon and sulfur because 
of inefficient overlap between two unequal size p orbitals (Fig. 1.11). This makes 
thioesters more unstable compared to oxo-esters. So more energy is released when 
thioesters are hydrolyzed. This classifies thioesters as high energy compounds.

1.7.7  �Metabolically Irreversible and Near Equilibrium 
Reactions

A metabolic pathway consists of multiple steps. By definition, the overall ΔG of any 
pathway that is turned on should be negative. Each step of a pathway can either be 
a near equilibrium reaction (ΔG very close to zero but negative) or a metabolically 
irreversible reaction (ΔG highly negative). The concentrations of the reactants 
and products in the cell are always adjusted to maintain these negative ΔG values. 

Fig. 1.10  Phosphoenolpyruvate (PEP) is a high energy compound. Hydrolysis of PEP gives the 
enol form of pyruvate which quickly equilibrates to the keto form and releases energy

Fig. 1.11  Greater resonance stabilization of oxo-esters compared to thio-esters

1  Introduction to Antibiotics
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Each pathway must have at least one irreversible step for the overall pathway to 
move forward. Even biosynthetic pathways, which require energy must contain at 
least one irreversible step. This is often achieved by “sacrificing” a high energy 
molecule in order to make ΔG highly negative as explained below. The irreversible 
steps are of special importance since pathways are regulated (turned on or off) by 
regulating the activities of the enzymes of these steps.

First committed step. Some intermediates of a pathway may be part of more than 
one pathway. These are called the branch points. A pathway consists of near equi-
librium and metabolically irreversible steps and will also contain a first committed 
step. This is the first irreversible step after the last branch point in the pathway. After 
this step takes place the metabolites are committed to continue to the final product 
of the pathway. The enzyme catalyzing this step is an attractive target for develop-
ment of antibiotics to inhibit the pathway. Inhibition of this step will ensure that the 
final product of the pathway will not be made and no other pathway will be affected 
since this step is after the last branch point in the pathway. In the following hypo-
thetical scheme of reactions, steps 4, 7, and 10 are the first committed steps for 
biosynthesis of the compounds G, N, and Y respectively (Fig. 1.12).

Pyrophosphatase makes reactions irreversible. As mentioned above, all path-
ways, including biosynthetic ones must have at least one metabolically irreversible 
step. Synthetic reactions such as those joining two monomers to form a dimer 
involve formation of new bonds. The energy required for the new bond is provided 
by a high energy compound such as ATP. Because of the new bond formed, the 
product will be of higher energy than reactant, which is the opposite of what is 
needed for the reaction to be irreversible. So to make this an irreversible reaction the 
reactant energy must be raised to a higher level than the energy of the product. If 
energy for the reaction is provided by one molecule of a high energy compound, the 
reaction can become at best an equilibrium reaction but not an irreversible reaction, 
for which the energy of the reactant must be raised to a much higher level than the 
product. This is achieved by using two equivalents of high energy molecules and not 
just one (Fig.  1.13). However, as mentioned before (Sect.  1.7.4), a biochemical 
reaction can utilize only one high energy molecule at time. So the reaction is broken 
into two steps, each step using one high energy compound. Of these, the second step 

Fig. 1.12  A hypothetical metabolic pathway showing reversible and irreversible steps and branch 
points
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is usually a hydrolysis reaction of the ion pyrophosphate (P2O7
4−) to give two phos-

phate ions (HPO4
2−) and is catalyzed by the enzyme pyrophosphatase. For such 

biosynthetic reactions it a common strategy to first “activate” the reactant to a high 
energy level and in the next step use the extra energy to form the new bond in the 
product (Fig. 1.13). This can also be understood based on Le Chatelier’s principle 
which states that a reaction will move forward if one of the products (in this case, 
pyrophosphate) is removed.

An example in which this strategy is seen is the following reaction for the exten-
sion of a glucose polymer by adding one more glucose residue.

	
G P G G

n n
  1

1
+ ( ) →( ) + 	

The energy for the formation of G–G bond in the product is provided by the energy 
in the glucose–phosphate bond in the reactant. However, that cannot make the reac-
tion irreversible (highly negative ΔG). To make the reaction feasible and also meta-
bolically irreversible, the G-1-P is further activated using ATP (or other NTPs).

	
G P P P P Rib Ad G P P Rib Ad PPi

ATP ADP Glucose

           
 

1 1+ → +
( ) ( ) 	


G P P Rib Ad G G ADP

n n
     1

1
+ ( ) → ( ) +

+ 	

A similar example can also be seen in bacterial cell wall biosynthesis pathway as 
discussed later (Sect. 3.2.1).

1.7.8  �Membrane Transport

Biochemistry of membrane composition and structure is discussed later (Sect. 
7.1.2). One of the functions of the cell membrane is to act as a barrier for entry and 
exit of molecules into and out of the cells. Knowledge of this process is necessary 
for understanding the mechanisms of action of antibiotics and resistance develop-
ment to the antibiotics. Transport through both bacterial as well as the human mem-
branes is relevant to function of antibiotics but the focus in this book is on 
the transport through bacterial plasma membrane. Transport of molecules across the 
membrane can be either by simple diffusion or mediated by protein(s) present in the 

Fig. 1.13  Two equivalents 
of energy are spent to 
make a product that 
contains one equivalent of 
energy higher than the 
substrate
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membrane. Because of the hydrophobic nature of the membrane, small hydrophobic 
molecules can easily cross the membrane by simple diffusion without the assistance 
of any mediator. Polar molecules are unable to cross the hydrophobic membrane 
and so are transported with the aid of proteins in membrane. One way the protein 
can function is as a carrier that binds to the molecule and transports it from one side 
of the membrane to the other. In another method the proteins form transmembrane 
pores through which the molecules can be transported from one side to the other. 
The carriers and pores are usually specific for certain molecules or ions. The speci-
ficity is due to the various sizes of the pores. Specificity for certain charge of the 
ions (positive or negative) is due to charged amino acids present in the proteins 
forming the pores. The ion to be transported interacts with the oppositely charged 
amino acids in order to be transported.

Energetics of membrane transport. In both simple diffusion and protein mediated 
diffusion molecules always move from high concentration to low concentration. No 
extra energy from ATP or other high energy compounds is needed for such transport 
since difference of concentration, also known as a concentration gradient itself is 
equivalent to energy. Based on the energy needs of the process, membrane transport 
can be classified into two types: passive and active transport. In passive transport 
molecules move from high concentration level to low concentration level without 
requiring any extra energy. In active transport molecules are transported against a 
concentration gradient (from low to high concentration level) and this process 
requires extra energy. Depending on the source of this extra energy, active transport 
can be classified into two types. It is called primary active transport if the source of 
energy is a high energy compound such as ATP and is called secondary active trans-
port if the energy comes from an existing concentration gradient of some other 
molecule or ion. The existing gradient may be that of Na+ or K+, as in transmission 
of nerve signals or a proton gradient that is used in respiration (oxidative phosphory-
lation). Note that these gradients are first formed by using energy from ATP, so the 
ultimate source of energy for both types of active transports is a high energy com-
pound. These existing gradients in the cell can then be used to transport other mol-
ecules against their concentration gradients. Active transport is mediated by proteins 
in the membrane which form pores through with the molecules are transported. The 
proteins involved in the transport are transmembrane proteins. These protein chains 
usually go through the membrane several times to form loops on both sides of the 
membrane. The amino acids in the membrane bilayer are hydrophobic since they 
form hydrophobic interaction with the interior of the membrane while those forming 
the loops are usually hydrophilic since they have to interact with the aqueous envi-
ronment on the two sides of the membrane and also have to interact with the polar 
molecules to be transported. Note that any existing gradient of any molecule or ion 
is a potential source of energy irrespective of the direction of the gradient. So based 
on the direction of the existing gradient, secondary active transport can be of two 
types: symport and antiport. In symport, the molecule or ion that is transported and 
the molecule or ion that forms the existing gradient are both moved through the 
transmembrane protein machinery in the same direction, whereas in antiport they 
move in opposite direction.

1.7 � Background Biochemistry Information
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    Chapter 2   
 Development of Resistance to Antibiotics                     

    Abstract     Widespread use and misuse of penicillin and other antibiotics have 
resulted in development of resistance most antibiotics. The mechanisms by which 
microorganisms develop resistance to antibiotics are discussed. Topics covered 
include acquisition of point mutations and antibiotic resistance genes, methods of 
transfer of resistance genes between bacteria, and the advantages of synthetic anti-
biotics. Contribution of subtherapeutic use of antibiotics to resistance development 
and the response of the governments and other regulatory agencies to address the 
problem are also discussed.  

2.1           Antibiotics Are No Longer Considered 
to be Miracle Drugs 

 Antibiotics, which were hailed as the miracle drugs that cured most infected people 
before, do not work in many cases today. This is because bacteria are increasingly 
becoming resistant to antibiotics at an alarming rate and the resistance is spreading 
throughout the world among all species of bacteria. The main reason for this resis-
tance development is the excessive use of the antibiotics. After the discovery and 
introduction of  penicillin   people were so excited about its miracle properties in cur-
ing infections that the drug was not only available as over-the-counter medicine 
(one that does not require a prescription) but was also added to a large variety of 
household items such as ointments and cosmetics. Later the practice was banned 
and penicillin was made a prescription drug but by then there was already wide-
spread resistance to the antibiotic. 

 It is not surprising that development of antibiotic resistant bacteria is a major 
concern in the scientifi c and medical community. This is evident from the amount 
of research that is being done on the subject. When signifi cant amount of research 
has been done on an important scientifi c topic, journals usually publish review arti-
cles on the topic. So one way to determine the importance of a research topic is to 
count how many review articles are being published on that subject. To do that, one 
can search in the “PubMed” website of NCBI and search for “antibiotic resistance” 
or “ antimicrobial   resistance” reviews for each year. The website will display a list 
of all the review articles on antibiotic resistance that have been published in that 
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year. Results of such a search are shown as a bar graph in Fig.  2.1 . As can be seen 
from the graph, very little was known about antibiotic resistance in the 1960s but 
today it is an extremely important subject of study.

2.2        Detection of Antibiotic Resistance 

 How effective an antibiotic is is determined by its minimum inhibitory concentra-
tion (MIC), which is the minimum concentration of the antibiotic that can stop 
growth of a particular microorganism. The lower the MIC, the stronger is the anti-
biotic. The MIC is usually determined by either the “broth dilution” or “agar dilu-
tion” method. In broth dilution method, increasing amounts of the antibiotic are 
added to liquid growth medium (broth) in test tubes, which are then inoculated with 
the same number of cells. The minimum concentration of the antibiotic that pre-
vents growth as seen visually by the lack of turbidity is designated as the MIC for 
the antibiotic for that microorganism. For the agar dilution method, varying concen-
trations of the antibiotic are added to the molten agar immediately prior to pouring 
the plates. Serial dilutions of the cells are then spread on the plates and MIC is 
determined as the minimum concentration of the antibiotic that prevents growth of 
colonies on the plates. 

 Another method that is easier and less expensive than the broth or agar dilution 
method is the Kirby–Bauer method, also known as the disk diffusion method [ 27 ]. In 
this method, cells are fi rst spread on a plate and a fi lter paper disk containing a known 
amount of the antibiotic is placed in the center of the plate. As the antibiotic diffuses 
from the paper to the agar medium in the plate, a gradually decreasing concentration 
gradient of the antibiotic is created. After overnight incubation, an absence of growth 
observed around the disk indicates sensitivity to the antibiotic. The visibility of the 
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 zone of inhibition   can be dramatically improved by staining the cells with cationic 
dyes such as methylene blue [ 28 ]. The diameter of the zone of inhibition indicates 
the strength of the antibiotic but is only a qualitative indicator of the strength since 
the zone also depends on other factors such as the depth of the agar as well as size 
and water solubility of the antibiotic molecules. The MIC of the antibiotic is the con-
centration at the boundary of the zone of inhibition; however, it is not feasible to 
measure that concentration. An easier method for determining the MIC is the E-test 
in which a commercially available plastic strip containing a gradually decreasing and 
known concentration of an antibiotic is placed on an agar plate. The minimum con-
centration in the E-strip that shows no cell growth is the MIC. For a diagrammatic 
representation of the results of zone of inhibition and E-test see Fig.   3.24    .  

2.3     Classifi cation of Antibiotic Resistance 

 Antibiotic resistance in bacteria can be of two types: intrinsic or acquired. 

  Intrinsic resistance :  Intrinsic resistance   is when by virtue of their structural or func-
tional features, some bacteria are naturally resistant to some antibiotics without 
having prior exposure to the antibiotics. For example, gram-negative bacteria are 
intrinsically resistant to  vancomycin  , which is too large a molecule to cross the 
outer membrane (Sect.   3.3.3.4    ). Aerobic bacteria are intrinsically resistant to  metro-
nidazole  , which requires an anaerobic environment to be reduced to its active form 
(Sect.   5.4    ). These and other examples will be discussed separately for each antibi-
otic in later chapters. 

   Acquired resistance :   In a population of antibiotic sensitive bacteria, some cells may 
acquire the ability to be resistant to the antibiotic. Thus, unlike  intrinsic resistance  , 
which is effective in all cells of a certain species, acquired resistance can be observed 
in only a subpopulation of any bacterial species. Acquired resistance development 
can take place by two different mechanisms: (1) By point mutations and (2) by 
resistance gene acquisition.     

2.4      Resistance Development by Point Mutations 

 Methods of development of point mutations can be of two types: natural methods 
and induced methods. 

  Natural methods: Replication errors : Many bacteria usually have a generation time of 
about 20 min, which means that the number of bacteria will double every 20 min. So 
one bacterium in 10 h will double 30 times to give 2 30  or approximately one billion 
bacteria. This high number facilitates development of mutants. Before every cell divi-
sion the chromosomal DNA has to be duplicated by a process called DNA replication. 
This copying of DNA is catalyzed by the enzyme  DNA polymerase   III, which binds 
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to the template DNA, brings in the correct complementary base from the surrounding 
medium and ligates (joins) it to the previous base in the chain. It does all this at the 
incredibly fast rate of about 1000 bases per second, which is the fastest known enzy-
matic polymerization reaction. Because of this very fast rate the enzyme makes some 
mistakes during replication. The error rate is about 10 −5 , i.e., 1 in 10 5 . About 99 % of 
these errors are corrected by the DNA polymerase itself. This is because the poly-
merase enzyme has a proofreading activity. Every time it incorporates a wrong base, 
it removes that and brings in the right base in its place. Since only 99 % errors are 
corrected, 1 % still remains. So the overall error rate in replication is 1 % of 10 −5  = 10 −7 . 
Each of these errors can give rise to a mutation. Besides the proofreading function of 
the DNA polymerase enzyme there are other repair enzymes that correct most of 
these errors after the replication process is completed giving an overall error rate of 
10 −9 . That means, out of every billion bases copied, one will be a mistake. Bacteria 
usually have about 3 × 10 6  base pairs of DNA in their genome. So everytime the bacte-
rial cell multiplies, there is a 3 × 10 6  × 10 −9  = 3 × 10 −3  probability of containing a muta-
tion. This may not appear to be a high rate of mutation. However, because of the high 
number of bacteria present in an infected patient, the probability of a mutant being 
present in the population of bacteria becomes very signifi cant. In a typical infection 
there can be about 100,000 bacterial cells per gram of tissue or per ml of urine. 
Assuming there are about 10 8  bacterial cells in an infected person, the number of 
mutants in this population will be about 3 × 10 −3  × 10 8  = 3 × 10 5 . Since these are ran-
dom mutations, also known as spontaneous mutations, they can be expected to be 
equally distributed over the 3000 genes in the bacteria. So for every gene there will be 
about 100 bacteria that will have a mutation somewhere in the gene. It should be clari-
fi ed here that all 100 mutations are not in the same bacterial cell but rather, there are 
100 bacteria in the population having one mutation each in a particular gene. Actually 
the mutations are not uniformly distributed in all genes because mutations are more 
tolerated in some genes than in others. Mutations in housekeeping genes (those that 
are expressed in all cells all the time) are less tolerated because they code for proteins 
that perform indispensable functions. 

  Induced methods : Point mutations can also happen due to harsh environmental con-
ditions such as strong ionizating radiations or oxidizing or alkylating chemicals. 
These methods are not relevant for resistance development in infecting bacteria 
because such harsh conditions do not exist in the host. However, recently it has been 
discovered that use of antibiotics by the host can induce generation of point muta-
tions in the infecting bacteria. Lethal concentration of  bactericidal   antibiotics will of 
course kill the bacteria but if sublethal concentration of antibiotic is used, it triggers 
the formation of  reactive oxygen species  , which can cause mutations in the DNA 
[ 29 ]. Since this has relevance to use of antibiotics in farm animals, this phenomenon 
will be discussed further under “ Subtherapeutic use   of antibiotics” (Sect.  2.10.2 ). 

  Effect of point mutations : Most mutations (but not all) will result in a change in pro-
tein sequence (Sect.   6.1    ). Some of these changes (but not all) can affect the  activity of 
the protein. For example, changes in the sequence at the active site of an enzyme can 
have an effect on its activity while mutations in the structural part of the enzyme 
will have less or no effect. Mutations do not always result in a loss of function; some 
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mutations can cause a gain of function. For example, a mutation can give the 
bacterium a selective advantage for survival even in the presence of an antibiotic. 
Such a mutant is said to be antibiotic resistant.  

2.5       Selection for Resistance 

 In the absence of antibiotic in the growth medium the mutants and wild type bacteria 
will all grow at the same rate as they compete with each other for nutrients. However, 
if grown in the presence of antibiotic only the mutants that are resistant to the anti-
biotic will grow fast while all others will either die or grow slowly. Thus at the 
beginning there may have been only one mutant cell out of several million but at the 
end the culture will consist of 100 % antibiotic resistant cells. This process is called 
“selection.” Note that this selection process could take place because the mutant was 
resistant to the antibiotic at the concentration that was used. If a higher concentra-
tion was used, it is possible that all bacteria including the mutant would have died 
and so there would have been no selection for the mutant. The minimum concentra-
tion of an antibiotic that can stop the growth of bacteria is called its minimum inhib-
itory concentration (MIC). In the above example the wild type cells have a much 
lower MIC than the mutant. If the antibiotic concentration prescribed to the patient 
is not high enough to kill the mutant then a false sense of curing will result since the 
wild type bacteria, which constitutes the majority of the infecting bacterial popula-
tion will be killed. However, this good feeling is temporary since the few resistant 
bacteria that survive will then multiply rapidly without any competition from wild 
type bacteria. Within a few days the mutants will be suffi ciently high in number to 
continue the disease as before. The only difference now will be that the antibiotic 
will not work anymore against this infection. So it is important for the doctor to 
prescribe the right dose of the antibiotic that can kill all infecting bacterial cells. 

 Even if the doctor prescribed the right dose of antibiotic, selection for antibiotic 
resistant mutant can still take place if the patient failed to complete the full course of 
the prescription. After the antibiotic enters the bloodstream it is cleared form the body 
within a certain time either through urine or by degradation. So the concentration of 
the antibiotic decreases with time. In order to maintain the concentration at a level 
higher than the MIC, more doses need to be taken as prescribed. Within the fi rst one 
or two doses most of the wild type bacteria will be killed giving the patient a false 
impression that the disease has been cured. However, the few resistant mutants will 
survive and unless more doses are taken, they will gradually multiply to bring back the 
symptoms of the disease. The resistant bacteria can then be transmitted to other people 
and thus increase the pool of antibiotic resistant bacteria in the environment. To stop 
the selection of antibiotic resistant bacteria it is the  doctors’ responsibility to prescribe 
the right dose of the antibiotic and it is the patients’ responsibility to complete the 
prescribed dose of the antibiotic and not stop taking the remaining doses just because 
they start to feel better. Because of such misuse of antibiotics, resistance has devel-
oped to most antibiotics available. The more prescriptions a doctor writes for a certain 
antibiotic the more probable is the development of resistance to that antibiotic. 
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  Misuse of antibiotics selects for gradually increasing level of antibiotic resistance : 
Point mutations usually confer low level resistance to the bacteria. However, the 
mutants that have low level resistance can develop new mutations that provide 
increased level of resistance. Probability of developing chromosomal mutations in 
any species is very low, about 10 −9  replication error per cell per cell division 
(Sect.  2.4 ). Probability of developing two mutations in the same cell in a population 
of wild type bacteria is even lower, about 10 −18  per cell. So direct acquisition of high 
level resistance by point mutations is very unlikely. However, the probability of 
developing the second mutation will be higher if improper use of the antibiotic has 
already resulted in selection for the fi rst mutation which confers low level resistance 
since 100 % of the bacteria would then have the fi rst mutation. The two mutations 
(the old and the new one) can act by the same or different mechanism. For example, 
the fi rst mutation may decrease the binding of the antibiotic to the active site of the 
enzyme while the second mutation may decrease it even further. Another possibility 
is that the fi rst mutation decreases the permeability of the antibiotic through the cell 
membrane while the second mutation may decrease the binding of the antibiotic to 
the active site. It is easy to treat low level antibiotic resistance since the bacteria can 
be killed by usual therapeutic doses of antibiotics. However, an incomplete dose of 
antibiotic will select for the low level resistant bacteria, which can later acquire a 
new mutations giving rise to gradual selection of high level antibiotic resistance 
which cannot be treated by the usual therapeutic dose of the same antibiotic which 
would have been suffi cient before. 

 The development of antibiotic resistance is not a recent concept. Way back in 
1945 in his Nobel Lecture Alexander Fleming had warned, “It is not diffi cult to 
make microbes resistant to  penicillin   in the laboratory by exposing them to concen-
trations not suffi cient to kill them” [ 15 ]. He had also warned that misuse of penicil-
lin could lead to selection of mutant bacteria that are resistant to the drug. This was 
not just a prediction; he actually produced these penicillin resistant mutants in his 
lab to demonstrate this. When penicillin V became available for oral use, there was 
a dramatic increase in use of the drug. In those days it was available without a pre-
scription and was advertised to the public as a miracle drug. Easy access resulted in 
rampant misuse of the antibiotic. People were taking it even for diseases that were 
not caused by bacteria. Excessive use rapidly increased the development of resis-
tance to the antibiotic.  

2.6         Resistance Development by Resistance Gene Acquisition 

 Alexander Fleming’s prediction that bacteria can become resistant to antibiotics by 
point mutations has been proven by him as well as numerous others later. However, 
if point mutations were the only mechanism for resistance development then this 
would have been only a nuisance and not a serious health problem since the resis-
tance level will be low and the bacteria can be killed by the usual dose of the antibi-
otic. Actually the situation has become more serious than what Fleming had 
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predicted. Today  penicillin   does not work for most infections. This has happened 
because of another mechanism of resistance development that is more important 
than point mutations and this was not known during Fleming’s time. This mecha-
nism of resistance development is by acquisition of resistance genes that already 
preexist in nature. Humans have been using antibiotics for only about 80 years since 
their fi rst discovery but these natural antibiotics have been present in the environ-
ment for a billion years since the existence of bacteria, which produce them. This is 
a long time during which other bacteria have evolved by developing multiple muta-
tions that have resulted in the formation of new genes coding for enzymes which 
degrade various antibiotics or make them ineffective. So long before humans started 
to use penicillin, there already existed bacterial strains that can make  penicillin   
degrading enzymes. These enzymes are called   β - lactamases    since they can break 
the  β-lactam   ring in the structure of penicillin. We will study about the enzyme in 
more detail later (Sect.   3.3.2.5    ). Enzymes that degrade antibiotics are much more 
effective in providing resistance than point mutations in proteins. So if such a highly 
resistant bacterium exists in the infecting bacterial population, it will be selected for 
and the infection will not be cured. Under such circumstances a full course of a dif-
ferent antibiotic should then be taken. Until all the resistant bacteria are killed there 
will be a fi nite possibility of spreading the resistant bacteria to other people. 

   Plasmids,     Transposons and Integrons : Antibiotic resistance genes usually reside in 
either the chromosome or plasmids or transposons or integrons. Plasmids are small 
(up to a thousand fold smaller than the chromosome) pieces of extrachromosomal 
DNA, usually circular. They can be present in multiple copies and use the cellular 
proteins for their replication. Replication is initiated at a specifi c site called the ori-
gin of replication (oriV). Of the various genes that are present in plasmids, one 
important gene that is usually present is resistance gene for some antibiotic. Many 
plasmids contain resistance genes for more than one antibiotic. Plasmids do not 
carry out any useful function for the cell and so they may be lost if one daughter 
does not receive a copy of the plasmid when the cell divides. If the particular anti-
biotic is present in the environment then the plasmid will be maintained in all cells 
since those daughter cells that do not receive a copy of the plasmid will be killed by 
the antibiotic. The process is called selection. Some plasmids have specifi c genes 
which ensure that each daughter cell always receives a copy of the plasmid during 
cell division even in the absence of antibiotic in the environment. These genes 
together form the “plasmid maintenance  system  .” 

  Transposons   (also known as insertion sequence (IS) elements) are small pieces 
of DNA that can insert into the chromosome mostly at random sites or in some 
cases, specifi c sites, and are commonly known as “jumping genes.” They can also 
be excised from the chromosome and then inserted at a different location in the 
chromosome. Transposons were fi rst discovered by Barbara McClintock, for which 
she was awarded the Nobel Prize in 1983. There are two main requirements for a 
transposon to function. It contains a direct or inverted repeat sequence at the two 
ends and the transposon sequence is preceded or followed by a gene sequence for 
the enzyme Transposase. The enzyme cleaves the DNA at the two repeat sequences 
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and inserts it, along with any DNA sequence in between, into the target DNA. Various 
genes including antibiotic resistance genes can be present in between the two ends 
of the transposon. There are two ways by which transposon insertions into the 
genome can confer antibiotic resistance to the bacteria. (1) The transposon may 
have an antibiotic resistance gene in it. So when it inserts at any region in the chro-
mosome, the antibiotic resistance gene will be expressed. (2) If a transposon does 
not contain any resistance gene but inserts into a gene that is essential for proper 
functioning of an antibiotic then the cell will become resistant to the antibiotic. One 
common example of the latter type is by insertion into a gene for  porins  , which are 
needed for transport of the carbapenem antibiotics from the outside to inside the cell 
(Sect. 3.3.2.12). Note that most natural plasmids as well as some transposons con-
tain resistance genes for more than one antibiotic. So improper use of any one of 
these antibiotics will select for the whole plasmid or transposon and thus, will auto-
matically select for resistance to more than one antibiotic. 

 Similar to transposons, another type of mobile genetic elements is called inte-
grons, which have the added ability to capture various genes such as antibiotic resis-
tance genes from the DNA that they are inserted into [ 30 ]. So integrons can acquire 
resistance genes for multiple antibiotics. Unlike  transposons  , integrons do not have 
any direct or indirect repeats on two sides of the resistance gene. They contain an 
integrase gene that is needed for the insertion process. 

  Transfer of resistance genes between bacteria : If some bacteria in the infecting 
population contain an antibiotic resistance gene they can transfer the gene to other 
bacteria in the population that are sensitive to the antibiotic. These bacteria that 
acquire the resistance genes also become resistant. Transfer of genes between bac-
teria can take place in three ways: (1)  Bacterial    Conjugation   . In 1946, Joshua 
Lederberg, who was awarded the Nobel Prize in 1958, discovered that bacteria can 
mate with each other and transfer DNA from one bacterium to another by a process 
called conjugation. The chromosomal DNA is usually not transferred (with some 
exceptions). Some plasmids, called “conjugative plasmids” are capable of being 
transferred by this method. Another type of plasmids called “mobilizable plasmids” 
contain some but not all the genes necessary for conjugative transfer. So these plas-
mids can be transferred only in the presence of another conjugative plasmid, which 
acts as a helper plasmid. In order to be transferred, one strand of the plasmid DNA 
is cut at a site called the origin of transfer (oriT). The cut single strand is transferred 
and then joined to make it circular [ 31 ]. The second strand is synthesized in both the 
donor and recipient strain. Thus, by the method of bacterial  conjugation  , more and 
more antibiotic sensitive bacteria can acquire antibiotic resistance genes and become 
resistant. (2)  Bacterial    Transformation   . This is the process by which bacteria take in 
DNA from outside which is usually released from dead bacteria. Some bacteria can 
be artifi cially made transformable in the presence of added chemicals such as cal-
cium chloride. Some, but not all bacterial species are capable of natural transforma-
tion. This takes place by an active process in which competence genes present in the 
bacteria are expressed and the proteins facilitate the process of transformation. 
Natural transformation can be of two types: nonspecifi c, in which case any DNA 
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can be taken in or specifi c, in which case only DNA from the same species can be 
taken in. The bacteria recognize DNA from the same species by the presence of an 
“Uptake Signal Sequence” (USS) that is repeated numerous times throughout the 
genome [ 32 ]. (3)  Transduction/Transfection.  This is the process by which DNA is 
transferred between bacteria using  bacteriophages  as intermediaries. Bacteriophages 
are viruses that infect bacteria. After infecting the cell one bacteriophage can multi-
ply to give more bacteriophages which are then released from the bacteria and can 
then infect other bacteria. In the process of multiplication the bacteriophage can 
incorporate some of the bacterial DNA into their DNA and can then transfer the 
DNA to other bacteria that they infect. This way, antibiotic resistance genes are 
transferred between bacteria thus contributing to spread of resistance. 

 Note that transposons that are present in the  plasmid   or chromosome can also 
be transferred to other bacteria along with the plasmid or chromosomal DNA dur-
ing  transformation  ,  conjugation   or transduction. There are some  transposons   
called conjugative transposons that are capable of transferring by the process of 
conjugation [ 33 ]. 

  Antibiotic Resistance Pool : Taking insuffi cient dose, not completing the full course, 
taking the wrong antibiotic and taking antibiotics for viral infections such as com-
mon cold constitute misuse of antibiotics. Note that antibiotics which are antibacte-
rials will not be able to cure viral infections. Misuse of antibiotics increases the 
population of antibiotic resistant bacteria (also known as “antibiotic resistance 
pool”). The more an antibiotic is used, the greater will be the resistance pool for that 
antibiotic. With time more and more bacterial strains will become resistant to the 
antibiotic. Historically, resistance to an antibiotic has been observed within a few 
years after its introduction into the market. The Center for Disease Control (CDC) 
estimates that, each year, nearly two million people in the USA acquire an infection 
while in a hospital ( nosocomial   infection, Sect.   1.1    ), resulting in 90,000 deaths. 
More than 70 % of the bacteria that cause these infections are resistant to at least one 
of the antibiotics commonly used to treat them. Table  2.1  shows the timeline for 
introduction and resistance development for some antibiotics. A more complete list 

    Table 2.1    Timeline for resistance development   

 Name 
 Year 
introduced 

 Year resistance 
fi rst reported 

 Years taken for 
resistance development 

  Penicillin    1943  1940  −3 
  Tetracycline    1950  1959  9 
  Erythromycin    1953  1968  15 
  Methicillin    1960  1962  2 
  Gentamycin    1967  1979  12 
  Vancomycin    1972  1988  16 
  Imipenem    1985  1998  13 
  Levofl oxacin    1996  1996  0 
  Linezolid    2000  2001  1 
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of antibiotics and resistance development to them can be found in the 2013 CDC 
report [ 34 ]. As can be seen in Table  2.1 , resistance developed to most antibiotics 
within a few years. Although  penicillin   was discovered in 1928, it was not until 
1943 that it was marketed. Resistance development to the antibiotic had already 
been reported in 1940, 3 years before it was marketed (Sect.  2.5 ).

2.7        Mechanism of Antimicrobial Resistance 

 Mechanisms of resistance development  to   antibiotics can be classifi ed into two 
types. (1) Altering the target of the antibiotic such that it is no longer affected by the 
antibiotic [ 35 ]. (2) Decrease the concentration of the antibiotic to a level that is 
lower than the MIC such that it will not have a signifi cant inhibitory effect on the 
bacteria. The low concentration can be achieved in three different ways: (a) 
Preventing entry of the antibiotic into the cell, (b) Pumping out the antibiotic after it 
enters the cell and (c) Degrading or inactivating the antibiotic by enzyme catalyzed 
chemical modifi cation before it can bind to its target. The actual mechanism used 
depends on the type of bacteria as well as the type of antibiotic. For example, the 
mechanism of resistance development in gram-positive and gram-negative bacteria 
may be different because of the differences in their structures. Cell membranes act 
as selective barriers for various molecules including antibiotics. Gram-positive bac-
teria have one membrane (cytoplasmic) while gram-negatives have two membranes 
(one outer and one inner or cytoplasmic). Because of the double membrane, gram-
negative bacteria have  intrinsic resistance   to many antibiotics. Entry of the antibiotic 
may be prevented by either the outer or the inner or both membranes. Entry of vari-
ous molecules through membranes takes place through specifi c pores present in the 
membranes. Pores in some bacteria may be specifi c for transporting only positively 
charged molecules while those in other bacteria may be specifi c for only negatively 
charged molecules. If this does not match with the charge of the antibiotic then the 
bacteria will be resistant to that antibiotic. For details see the effect of  penicillins   on 
various gram-negative bacteria (Sect.   3.3.2.4    ). Resistance to  tetracyclines   is by 
pumping out the antibiotic after it enters the cell (Sect.   6.2.4    ). Resistance to  β-lactam   
antibiotics can be by degradation of the antibiotics by enzymes called  β-lactamases   
(Sect.   3.3.2.5    ). Resistance to  aminoglycosides   is also by modifi cation of the drugs 
(Sect.   6.2.3    ). Resistance development to  quinolones   is by target modifi cation (Sect. 
  5.3    ). More than one mechanism may be applicable for some antibiotics.     

2.8     Synthetic Antibiotics 

 Semisynthetic antibiotics were made in the laboratory by chemically modifying nat-
ural antibiotics with the purpose of improving their properties. Some desired proper-
ties are broader spectrum of activity, less side effects, lower cost, greater shelf life or 
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bio-stability, and lower frequency of resistance development. The fi rst example of 
semisynthetic antibiotic was tetracycline which was made by catalytic hydrogenation 
of  chlorotetracycline   (the Cl was replaced with H) at Pfi zer laboratory. 

 Various modifi cations were made synthetically to the  penicillin   structure to 
obtain broader spectrum of activity as well as other improved properties. Some 
examples include  amoxicillin  ,  ampicillin  ,  carbenicillin  , and tricarcillin (Fig.   3.14    ). 
The modifi ed drugs ampicillin (α-aminobenzylpenicillin) and amoxicillin, both 
semisynthetic penicillins, are important because they are effective against both 
gram-negative and gram-positive bacteria (broad spectrum), while penicillin G 
works only for gram-positive bacteria. One important semisynthetic penicillin is 
methicillin, which was introduced in the early 1960s. Methicillin is not degraded by 
 β-lactamase   (Sect.   3.3.2.10    ) and so it is effective against bacteria that are resistant 
to  penicillin  . However, resistance to  methicillin   has also increased over the years, 
especially in the case of infection by  MRSA   (methicillin resistant  Staphylococcus 
aureus , Sect.   3.3.2.10    ) which has become a major concern today. 

  Advantage of Synthetic Antibiotic s: Although most antibiotics are natural products 
or their semisynthetic derivatives, there are some antibiotics that are entirely man-
made. The fi rst chemically synthesized antibiotics were the  sulfonamides  . In later 
years several more synthetic antibiotics were developed including  trimethoprim  , 
 nalidixic acid   and its derivatives. Mechanisms of action of all these antibiotics are 
discussed in later chapters. Except for a few synthetic antibiotics, most other antibi-
otics are natural products made by other microorganisms namely bacteria and fungi, 
which have existed on this earth for millions of years. As discussed before (Sect.  2.6 ) 
mutations can develop within a day of bacterial growth. So in the millions of years 
many mutations have developed including those that have resulted in formation of 
genes for antibiotic resistance. Thus for all natural antibiotics there already exists 
resistance genes that can be transferred from one microorganism to another. 
Synthetic antibiotics on the other hand have been in existence for not more than 
85 years since the fi rst one was made in the 1930s. In this short period of time some 
point mutations may have developed but no gene is expected to be present in nature 
for resistance to these antibiotics. As discussed before, point mutations confer much 
weaker resistance than antibiotic resistance genes. So for pharmaceutical compa-
nies it is always more desirable to develop new synthetic antibiotics than to  discover 
new natural antibiotics. However, unfortunately very few synthetic antibiotics have 
been developed or are in the pipeline. 

  Discovery of sulfonamides : In 1932,    Gerhard Domagk, in Germany, was examining 
various dyes for their antibacterial activities. There was precedence for testing dyes 
as potential chemotherapeutic agents. That is how Ehrlich had discovered  Trypan Red   
(Sect.   1.2    ). The reasoning for testing dyes is that they stain bacteria. So it was thought 
that dyes may interfere with their growth. Domagk tested thousands of dyes for anti-
biotic property and discovered the dye  Prontosil  , which had such property. He 
received the 1939 Nobel Prize for his discovery of Prontosil. Normally when scien-
tists test potential new antibiotics, they will fi rst test them on bacteria growing in a 
test tube (in vitro). If it works then they will test it in animals that have been infected 
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with the bacteria (in vivo). However, when Domagk did the test, he did it simultane-
ously on bacteria growing in a test tube and he also injected these dyes in mice that 
were infected with bacteria. He made the strange discovery that one of the dyes, 
named Prontosil was effective against bacteria present in mice. However, in test tube 
assay the dye had no effect on the bacteria. So if he had relied only on test tube assay, 
his discovery would never have been made. Usually when new drugs are tested, many 
of them work in vitro but not in vivo and so those drugs will not be useful clinically. 
In this case it was just the opposite. The reason it worked only when administered to 
mice is because during metabolism in the mice the prontosil molecule was broken 
down to its smaller part called sulfanilamide (para-aminobenzenesulfonamide) which 
had the antibiotic property (Fig.  2.2 ). The dyeing property of the molecule was unre-
lated to its antibiotic property. Thus, prontosil can be classifi ed as a “ prodrug  ,” which 
is defi ned as a medication that is administered in inactive form and is converted to the 
active form by metabolic reaction in the body. Once the active part of the prontosil 
dye was determined, scientists synthesized various derivatives of sulfonamides and 
tested them for their antibiotic properties. Thus the fi rst class of synthetic antibiotics, 
called “ sulfa drugs  ,” was born and continues to be used even  today  .

    Other synthetic    antimicrobials :   The second synthetic antibiotic to be made was  tri-
methoprim  . In the 1960s Hitchings and Elion explored the idea of developing drugs 
to target bacterial or viral DNA synthesis to cure infections. Their work resulted in 
the synthesis of trimethoprim and  pyrimethamine   which was used to treat malaria, 
meningitis, septicemia and a variety of other infectious diseases. They were the 
awarded the 1988 Nobel Prize for their work [ 36 ]. Similar to the  sulfonamides  , tri-
methoprim inhibits the biosynthesis of  folic acid   in bacteria. In fact, for a long time 
the two drugs were administered together as combination drugs under the brand 
names Septra, Bactrim, etc.  Trimethoprim   is able to penetrate deep into tissues, 
which made it a drug of choice for diseases such as typhoid. The mechanism of 
action of trimethoprim is discussed in Sect.   4.3.6    . Another group of synthetic anti-
biotics are  nalidixic acid   and its derivatives called fl uoroquinolones which can be 
taken by mouth and still achieve high concentration in the blood. These are  dis-
cussed   in Sect.   5.3    . 

  Multidrug resistant microorganism : Those microorganisms that are resistant to at 
least three out of the four antibiotic classes (those that affect the cell membrane, the 
cell wall, nucleic acid synthesis, and protein synthesis), are said to be multidrug 
resistant. Instances of infections by multidrug resistant microorganisms have been 
rapidly increasing and are of great concern because most of the available antibiotics 

  Fig. 2.2    The  prodrug    Prontosil   metabolized to the antibiotic  Sulfanilamide         
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do not work against them. A group of bacteria known as ESKAPE are of particular 
concern. This group comprises of  Enterococcus faecium  ( vancomycin   resistant), 
 Staphylococcus aureus  ( methicillin   or  vancomycin   resistant),  Klebsiella pneumonia , 
 Acinetobacter baumannii ,  Pseudomonas aeruginosa , and  Enterobacter  spp., the lat-
ter four being carbapenem resistant. Some of these are discussed in later chapters. 

  New Antibiotic s: We see that most of the antibiotics in use today were discovered in 
the fi rst four decades since the discovery of  penicillin  . Bacteria have been found to 
develop resistance to all of them. The antibiotic crisis is made even worse by the fact 
that pharmaceutical companies are not developing many new antibiotics. Only two 
classes of synthetic antibiotics were developed in the past 50 years: fl uoroquinolones 
(introduced in 1968) and  oxazolidinones  , a  linezolid   (introduced in 2000). The big-
gest advantage of totally new antibiotic is that there will be no resistance gene that 
neutralizes the effect of the antibiotic and point mutations conferring resistance to 
the antibiotic have not yet been selected for. Very few “truly new” antibiotics have 
been developed in the last three decades. Most “new” antibiotics developed are mod-
ifi ed versions of already existing ones. Pharmaceutical companies are not investing 
much for research that can lead to developing new antibiotics because it is more 
profi table to develop drugs for fi ghting chronic problems such as high  cholesterol   or 
heart problems rather than antibiotics which are used by the patient for a short time 
only. Moreover, it is likely that the new antibiotic will lose effectiveness soon 
because of excessive use. The ideal use of a new antibiotic is to use it very little so 
that resistance development is delayed. However, that goes against any reasonable 
business model. Companies would want to make the maximum profi t possible before 
the term of the patent expires. Solutions to these problems will be to signifi cantly 
increase government funding and subsidizing of antibiotic research and manufactur-
ing and revising patent validity period for new antibiotics.  

2.9     Alternative Approaches for Studying Antibiotics 

  Fitness cost of antibiotic resistanc e: It is generally believed that antibiotic resis-
tance makes bacteria weaker because the gain of antibiotic resistance will result in 
a loss of some function. For example, if a hypothetical antibiotic enters the bacterial 
cell through a certain pore in the cell membrane, resistance can develop by mutating 
the protein that makes the pore. However that will also affect the transport of nutri-
ents that normally enter through that pore, thus decreasing the fi tness of the bacteria. 
Similarly, if resistance develops by decreasing the binding of the corresponding 
enzyme to the antibiotic, that may also decrease the binding to the natural substrate. 
If the resistance is due to the presence of an antibiotic resistance gene inserted into 
the chromosome, it will be an extra burden on the cell to express that gene. If the 
antibiotic resistance gene is on a  plasmid   the cell will have to spend even more 
resources for not only expression of the resistance gene but also other genes that are 
on the plasmid. Also more energy and resources will be needed to replicate and 
maintain the plasmid. 
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 Fitness cost of antibiotic resistance has been well documented. For example, 
resistance to fl uoroquinolones has been shown to cause impaired motility in pseu-
domonads [ 37 ] and resistance to  aminoglycosides   is known to affect the structure of 
the  ribosomes   [ 38 ]. This fi tness cost suffered by the bacteria is of benefi t for us 
because resistant bacteria grow slower than nonresistant ones even in the absence of 
added antibiotic. Widespread use of antibiotics has resulted in a large increase in 
antibiotic resistant strains. The best way to control the spread of antibiotic resis-
tance is by stopping or regulating use of the antibiotics. Since the fi tness of the 
resistant strains is less than that of the nonresistant strains, with time, the proportion 
of resistant strain in the population will gradually decrease. A careful analysis of 
many mutations causing antibiotic resistance showed that most of these resistance 
mutations confer a fi tness cost on the bacteria since most antibiotics target impor-
tant cellular processes and resistance to them disrupts those processes [ 39 ]. 

  Some antibiotic resistances can confer enhanced fi tness on the bacteria : Contrary to 
the popular belief that antibiotic resistant strains are less fi t than wild type strains 
and so can be easily eliminated by stopping use of the antibiotic, alarm bell has been 
sounded by reporting that this is not universally true for all antibiotic resistance. So 
better methods, such as developing vaccines against the bacteria are needed to 
tackle the problem of antibiotic resistance [ 40 ]. The authors reported that they found 
enhanced fi tness in  Pseudomonas aeruginosa  because of antibiotic resistance. 
A  transposon   containing resistance gene for carbapenem was inserted in the  oprD  
gene of the bacteria. Inactivation of the outer membrane  porin   ( oprD  ) confers car-
bapenem resistance to the bacteria since the antibiotic normally enters the cell 
through this porin (Sect.   3.3.2.12    ). However it was observed that in addition to gain-
ing the carbapenem resistance property, the bacteria at the same time acquired 
enhanced resistance to killing at acidic pH. The reason proposed for this enhanced 
fi tness is that the inactivation of the  oprD  gene led to changes in transcription pat-
tern of numerous genes, some of which may be the cause of the new benefi cial 
property. This result is of immense concern because if antibiotic resistance develops 
during antibiotic therapy (due to inadequate concentration of antibiotic used), it 
may lead to increased fi tness and virulence of the bacteria and may be more diffi cult 
to cure even if the particular antibiotic is no longer used by the patient. 

  Bacterial    Persistence :   Although antibiotic resistance development is the major rea-
son why some bacteria are not killed by an antibiotic, another reason can be that 
some bacteria enter a slow growing physiological state in which antibiotics cannot 
kill them, a phenomenon fi rst reported for  Staphylococcus aureus  [ 41 ]. However, it 
is believed that this applies to all bacteria. This phenomenon by which a population 
of antibiotic sensitive cells produces some transiently resistant cells is known as 
“persistence” [ 42 ]. Later the persister cells can switch back to the growing state 
after surviving the antibiotic treatment. Since persisters are only transiently resis-
tant, when the cells multiply, the daughter cells will not be antibiotic resistant. This 
phenomenon of forming persisters is not dependent on use of the antibiotic but can 
happen anytime and the transient resistance developed is not just to the antibiotic 
being used but to all antibiotics. Thus, persister cells are transiently multidrug 
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resistant cells. This is because antibiotics usually inhibit active targets and thus in 
slow- growing or dormant bacteria the antibiotics cannot inhibit the targets. 

 Although this phenomenon applies to all bacteria, it does not create an alarming 
problem because the multidrug resistance is only transient and secondly, only a 
very small percentage of the bacterial population become persisters, so the body’s 
immune system can effectively cope with this small number of resistant bacteria. 
However, the persisters are of serious concern in  tuberculosis  . The molecular 
mechanism of bacterial persistence has recently been reviewed [ 43 ] in which the 
authors summarize the role of the bacterial stress alarmone, 5′-diphosphate-3′-
diphosphate guanosine (ppGpp) as a central regulator of persistence. An alarmone 
is an intracellular signal molecule that is produced in response to harsh environ-
mental conditions. 

  Alternative view regarding function of antibiotics and antibiotic resistance genes : It 
is widely accepted that microorganisms secrete antibiotics to inhibit or kill other 
microorganisms in response to competition for limited resources. However, that 
concept has been challenged by some scientists [ 44 ,  45 ]. According to the authors, 
the natural concentrations of antibiotics made and secreted by microorganisms usu-
ally are much lower than the therapeutic concentrations needed for killing other 
neighboring microorganisms. It has been proposed that the principal roles of these 
so called “antibiotics” are cell–cell communication and not antibiosis and they also 
have regulatory effects on various pathways. After sensing these antibiotics, some 
of these pathways are upregulated (increased activity) and some are downregulated 
(decreased activity).    

 It is also widely accepted that the function of antibiotic resistance genes in 
microorganisms is to protect them from the effect of antibiotics. However, that the-
ory has also been challenged by some scientists who propose that antibiotic resis-
tance genes have a different function [ 46 ]. This suggestion stems from the 
observation that the expression levels of most antibiotic resistance genes are much 
higher than what is required to effectively combat the therapeutic doses of  antibiotics 
that is normally used. In fact, as explained above, the actual concentrations of anti-
biotics present in nature is even less. What is the reason for this large excess of 
resistance strength? It was also observed that antibiotic resistance often persists 
despite reduction in the use of the antibiotics suggesting that the antibiotic resis-
tance genes have an alternative physiological role. As an example the authors have 
pointed out that the  tetracycline   effl ux transporter, Tet(L) as well as a multidrug 
effl ux transporter, MdfA, both confer alkali tolerance to the bacteria besides the 
usual antibiotic resistance.  

2.10     Antibiotic Use in Animals 

 Antibiotic use in animals is a major cause of resistance development. There are two 
types of use of antibiotics in animals. 
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2.10.1     Therapeutic Use 

 Similar to infections in humans, infections in animals are also cured with antibiot-
ics. There are many times more farm animals than there are humans. According to 
the US Department of Agriculture report of 2010, more than ten billion animals 
(excluding fi sh) are raised and killed in the USA every year. Of these 91 % are 
chickens raised for meat, 4.5 % are chickens raised for eggs, 2.5 % are turkeys, and 
2 % are cows pigs and other animals. This corresponds to an average of 28 land 
animals per person per year plus, according to another estimate, about 175 aquatic 
animals per person per year. Total number of land animals killed every year for food 
worldwide is about 65 billion. Use of antibiotics to cure infectious diseases in these 
animals is understandable but one should be aware that all use of antibiotics will 
contribute to increase in antibiotic resistance pool (Sect.  2.6 ). 

 Similar to animals, plants can also suffer from infections, which can be cured 
with antibiotics. These antibiotics are also sprayed on the plants, a process by which 
most of the antibiotics end up in the soil thereby increasing the resistance pool. 
 Subtherapeutic use   (see below, Sect.  2.10.2 ) of antibiotics in fi sh for growth promo-
tion has been discontinued in Europe and North America; however, therapeutic use 
in fi sh is still a common practice. Since the antibiotics are added to fi sh food, the 
whole body of water gets contaminated with the antibiotic. This increases the anti-
biotic resistance pool and selects for antibiotic resistant bacteria in the water. 

 Antibiotic are also used for pets. According to estimates by the US Humane 
Society, about 62 % of US households have at least one pet. They are also given 
antibiotics for treatment of bacterial infections. One can buy antibiotics from a pet 
store without a prescription. As a result there is misuse of these antibiotics. Since 
the antibiotics given for pets are the same as those given for humans, people often 
buy antibiotics for themselves from pet stores. This way they save money because 
antibiotics in pet stores are cheaper and also they avoid seeing a doctor. This kind 
of self-medication is potentially dangerous and also increases the antibiotic resis-
tance pool. 

  Misleading safety standards : Fruits and vegetables are declared to be safe for con-
sumption if antibiotic residue is below a certain limit. However, it is not the antibi-
otic residue that should be the only concern but the process by which the produce is 
obtained. If antibiotic was used during its growth, it will contribute to the antibiotic 
resistance pool even though all residues are later washed away from the produce. 
The resistant bacteria that are selected for due to the antibiotics can then transfer the 
resistance to other bacteria including those that infect humans. 

 According to rules, fi sh that have previously been treated with antibiotics, can be 
harvested and sold only after waiting for a certain period of time, known as the 
withdrawal period. The withdrawal time, which depends on the fi sh as well as the 
antibiotic used ensures that there will be no antibiotic residue left in the fi sh. 
However, once again it should be noted that the antibiotic residue should be only a 
minor concern, the greater concern should be the history of the fi sh and how much 
the farming has contributed to the antibiotic resistance pool.  

2 Development of Resistance to Antibiotics



43

2.10.2        Subtherapeutic Use 

 Contribution of therapeutic  use   of antibiotics to the antibiotic resistance problem 
actually appears to be insignifi cant when compared to another type of use of antibi-
otics in animals. This is known as subtherapeutic use and is not related to any infec-
tion. According to FDA reports, only about 20 % of the approximately 18,000 tons 
of  antimicrobials   sold in the USA are used by humans while the rest 80 % are used 
in animals [ 47 ,  48 ]. Of course our farm animals are not so sick that they will need 
this amount of therapeutic antibiotics. Most of this antibiotic is added to animal feed 
to increase their body weight, which means more profi t for the farmers. Antibiotics 
used this way are also called antimicrobial growth promoters (AGPs). This phenom-
enon of growth promotion was an accidental discovery when scientists were testing 
random food additives to discover new vitamins. In 1948, Robert Stokstad and 
Thomas Jukes added cellular debris of  Streptomyces auerofaciens  to chicken feed, 
after the antibiotic  chlorotetracycline   was extracted from the bacterial culture and 
observed faster growth of the chicken. Initially they thought that it was due to vita-
min B12 present in the additive but later it was understood that the growth promo-
tion was due to small amounts of chlorotetracycline still remaining in the bacterial 
cell debris. Further studies confi rmed the surprise discovery that addition of a small 
amount (much less than therapeutic dose) of chlorotetracycline increased the growth 
rate of farm animals. Soon it was found that the same effect was observed with 
many other antibiotics. Since only a small amount of antibiotic was suffi cient to get 
this effect, the practice was allowed by the government and antibiotics for farm 
animals was allowed to be sold without a prescription. The simple logic was not 
considered that therapeutic use is only for a short time (about 10 days per infection) 
whereas subtherapeutic use is for lifetime of the animal. 

 The mechanism of growth promotion by subtherapeutic use of antibiotics is not 
clearly understood. It is possible that antibiotics kill bacteria that compete with 
benefi cial bacteria in the intestines of the animals, thereby promoting growth of the 
animals. Although it is not clearly understood how antibiotics promote growth, one 
observation made is that the antibiotic does not have to enter the bloodstream to 
show the growth promoting effect because its site of action is in the intestines. 
 Bacitracins  , which are not absorbed through the intestinal walls are not used inter-
nally in humans but are used only as ointments for skin infections. However, it is 
one of the most commonly used growth promoting antibiotic in animals. Of all the 
bacitracin manufactured, 90 % is used for growth promotion in farm animals. 

  Negative aspects of subtherapeutic use : With time it was realized there is a big nega-
tive effect of the subtherapeutic use of antibiotics that far outweighs the minor mon-
etary benefi t of growth promotion. The constant exposure of the bacteria present in 
the animals to the antibiotics, selects for antibiotic resistant bacteria as explained in 
Sect.  2.5 . If these bacteria are opportunistic pathogens, they may later infect the ani-
mals under conditions of weakened immune system. Or it may be possible that anti-
biotic resistant benefi cial bacteria in the animals may transfer (Sect.  2.6 ) the antibiotic 
resistant genes to any infecting bacteria making it diffi cult to cure the disease. 
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 Antibiotic resistant bacteria may be transferred from animals to humans both of 
which can be infected by the same pool of resistant bacteria. The spread of resistant 
bacteria from animals to humans can take place by any of the following ways: (a) 
by eating contaminated meat that is not cooked properly, (b) by every-day direct 
contact of farm workers with the animals, (c) by transfer of resistant bacteria from 
animal manure to soil then to plants and then to humans through the food chain, and 
(d) by transfer of bacteria from dead non-farm animals or farm animals who died 
because of disease, to the soil and then to plants and then to humans. 

  Call to ban subtherapeutic use of antibiotics : Because of the negative effects of 
subtherapeutic use, there has been calls to ban the practice particularly in the devel-
oped world where the practice was more prevalent. In 1969, the UK Government 
asked the Swann Committee to report on the use of antibiotics in both humans and 
animals. The committee concluded that AGPs contribute signifi cantly to the devel-
opment of antibiotic-resistant infections. The committee recommended that growth 
promotion in animals with antibiotics used for human therapy should be banned. 
The use of  tetracycline   and later  penicillin   as growth promoters was gradually 
phased out by the European Common Market in the 1970s [ 49 ]. Later the European 
Union banned the subtherapeutic use of avoparcin in 1997 and  bacitracin  ,  spiramy-
cin  ,  tylosin  , and  virginiamycin   in 1999. In 2006, it banned subtherapeutic use of all 
antibiotics. 

 Following the ban by the European Union, numerous studies have shown that 
there has been a decline in the cases of antibiotic resistance [ 50 ]. It should be pointed 
out that although most studies show that banning subtherapeutic use of antibiotics 
has a positive effect, there is not a 100 % agreement on that conclusion. It is believed 
by some that subtherapeutic use has a prophylactic effect and is needed for proper 
health of the animals. Banning the practice will increase diseases in the animals 
which can then be passed on to humans [ 51 ]. 

 In the USA in 1977, based on the recommendations of a 1970 FDA Task Force 
Report, the FDA proposed to withdraw drug approvals for subtherapeutic uses of 
 penicillin   and  tetracyclines   in animal feed [ 52 ]. These two drugs were chosen 
because of their importance in human medicine. However the proposal was criti-
cized for lack of adequate evidence and US Congress directed FDA to hold the 
proposed withdrawal until further studies are conducted. In the meantime there have 
been numerous reports of antibiotic resistance (including multidrug resistance) 
development related to subtherapeutic use of antibiotics. 

 In 1999, in an open letter to the Commissioner of FDA, 53 eminent scientists 
from universities and research institutions throughout the USA urged that swift 
action be taken to protect the effectiveness of antibiotics by limiting their subthera-
peutic use in agriculture [ 53 ]. In the letter they pointed out that although the FDA 
initiated proceedings to ban the subtherapeutic use of antibiotics in animal feed in 
1977, that work was never completed while new research continued to demonstrate 
that subtherapeutic use increases antibiotic resistance in pathogens. Those resistant 
bacteria can be transferred to humans via contaminated food products or through 
direct or indirect contact with animals. 
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  Transfer of resistance genes between bacteria puts humans at risk : The fact that 
subtherapeutic use of antibiotics increases the development of antibiotic resistance 
in bacteria has been demonstrated repeatedly in numerous studies. Some of these 
bacterial species can then infect humans who come in contact with the animals. In 
another scenario, the resistance genes can be transferred to other bacteria which can 
then infect humans. It was shown that when  tylosin   (a  macrolide   antibiotic, Sect. 
  6.2.6.1    ) was given to pigs for growth promotion it resulted in the appearance of 
 erythromycin   (also a macrolide) resistant enterococci in the pigs’ guts and at the 
same time erythromycin resistant staphylococci was detected in the pigs’ skin. These 
results demonstrate that use of one antibiotic can promote resistance to a different 
antibiotic and then the resistance can be transferred to another species of bacteria 
[ 54 ]. Bacteria that cause diseases in animals and plants may not infect humans. 
However, these bacteria may belong to the same family as those that infect humans. 
One example is the bacterial species  Erwinia  that causes fruit disease but does not 
infect humans. However, it is in the same family of bacteria ( Enterobacteriaceae ) as 
 E. coli ,  Salmonella  and  Shigella  which infect humans. Transfer of resistance genes 
between these species of bacteria has been well documented [ 55 ,  56 ]. 

 It was shown in 1975 that adding low dose  oxytetracycline   in chicken feed 
resulted in the appearance of tetracycline-resistant  E. coli  in the intestinal fl ora of 
not only the chickens but also the farm workers who routinely handle the chickens 
[ 57 ]. Thus, this demonstrated the selection of antibiotic resistant bacteria in the 
chicken and then transmission of the bacteria from chicken to humans. Another 
example is the antibiotic  enrofl oxacin  , which is currently approved by the FDA for 
the treatment of individual pets and domestic animals in the USA. Both therapeutic 
and subtherapeutic use of the antibiotic in chicken feed can result in development of 
resistance in  E. coli  which can then transfer the resistance to  Campylobacter , another 
resident bacterial species present in chicken. The  Campylobacter  is harmless to the 
chickens but can infect humans. It is estimated that more than 80 % of the chicken 
meat in the USA is contaminated with  Campylobacter , which is the most common 
cause of food borne bacterial infection in the USA. If the bacteria have  acquired 
resistance   to  enrofl oxacin   that was given to the chicken, the same resistance will 
also be effective against  ciprofl oxacin   (Sect.   5.3    ), which is very similar to enrofl oxa-
cin and is the most widely used antibiotic for food borne illnesses in humans. One 
encouraging news came in 2005 when the FDA withdrew approval of Baytril (brand 
name for enrofl oxacin) for use in water to treat fl ocks of poultry. The reason cited 
was that this practice was known to promote the evolution of fl uoroquinolone- 
resistant strains of the bacterium  Campylobacter , a human pathogen [ 58 ]. 

 There is another well-known example of subtherapeutic use of one antibiotic 
resulting in resistance to other related antibiotics. A class of antibiotics called  strep-
togramins   is often used as an antibiotic of last resort when other antibiotics, includ-
ing  vancomycin   have failed because of infection by multidrug resistant bacteria. 
One such antibiotic combination,  Synercid   was approved by FDA for human use in 
1999. However, before its fi rst use in humans, the effectiveness of Synercid had 
already been compromised because another  streptogramin   antibiotic,  virginiamycin   
was already approved for use in animals and had been extensively used not just for 
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curing infections but to a much greater extent for growth promotion in animals. As 
a result, turkeys that were fed with virginiamycin were found to harbor bacteria that 
had developed resistance to Synercid even though they had not been previously 
exposed to  Synercid   [ 59 ]. Bacteria resistant to Synercid were detected in humans 
even before the antibiotic was fi rst used in humans in Germany [ 60 ]. Thus virginia-
mycin resistant bacteria arising due to subtherapeutic use in animals had been trans-
mitted to humans either through food or through people who handle the animals. 

 Sweden was the fi rst country to ban subtherapeutic use of antibiotics in as far 
back as 1986. At that time this was done mainly out of concern for residues of anti-
biotics that remain in food due to their subtherapeutic use. However, antibiotic resi-
due in food is actually a very minor concern because of the small amount of residual 
antibiotic. Also most of the residual antibiotic can be easily removed by washing the 
food and are also destroyed during cooking the meat. Of much greater concern is the 
fact that subtherapeutic use increases the antibiotic resistance pool, creates resistant 
mutants and what is even worse, results in resistance to antibiotics that are used in 
humans as described above. In 1998, the World Health Organization (WHO) called 
for a ban on the subtherapeutic use of those antibiotics that either (1) are used thera-
peutically in humans or (2) are known to select for cross-resistance to antibiotics 
used in humans. As mentioned above, by 1999, the European Union banned the use 
of some antibiotics used in animal feed because of concerns about cross resistance to 
antibiotics used in humans. In 2006, it banned subtherapeutic use of all antibiotics. 

  The USA and Canada stand out : By now most developed nations except the USA 
and Canada have banned the subtherapeutic use of some or all antibiotics. In the 
USA a slight progress has been made recently when the FDA issued not a ban but a 
nonbinding recommendation for voluntary withdrawal of medically important anti-
biotics from growth promotion [ 61 ]. This slight progress is too little too late while 
the problem of antibiotic resistance keeps increasing. The situation in Canada is the 
same if not worse. In Canada also there is denial by people in authority regarding 
any link between subtherapeutic use of antibiotic and development of antibiotic 
resistance. In some parts of Canada farmers do not need prescriptions to buy antibi-
otics even the ones that are important for human medicine. Like in the USA, in 
Canada also there is expected be self-regulation by farmers and drug manufacturers 
to use antibiotics sensibly. Leaving such important decisions to agencies that benefi t 
fi nancially from it is not expected to give the desired results. 

  Multidrug resistance development caused by subtherapeutic use : While some peo-
ple continue to deny that subtherapeutic use of antibiotics causes development of 
antibiotic resistance, a recent publication has provided evidence for a direct link 
between the two. There are two methods of antibiotic resistance development that 
have been well established: (1) by selection of naturally occurring point mutations 
and (2) by resistance gene acquisition (Sect.  2.6 ). In the recent publication a new 
method of antibiotic resistance development has been described. It was shown that 
the presence of subtherapeutic level of an antibiotic induces generation of point 
mutations in the bacterial genome. Some of these mutations can confer resistance to 
other antibiotics that may not be related to the antibiotic that the cells have been 
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subjected to [ 29 ]. The authors have demonstrated that low levels of  bactericidal   
antibiotics stimulate production of reactive oxygen species, which are known to 
cause mutations which result in emergence of resistance to various other antibiotics 
including multidrug resistance. Formation of  reactive oxygen species   in response to 
low concentrations of antibiotics has previously been shown to take place for  quino-
lones  ,  β-lactams  , and  aminoglycosides   [ 23 ,  24 ,  62 ]. 

 Whatever is the mechanism of development of multidrug resistant bacteria in 
animals, there is a defi nite threat of transfer to humans even if they are not in direct 
contact with the animals. The most vulnerable are those people who are already tak-
ing an antibiotic for some other unrelated infection. This is because the antibiotic 
kills all bacteria in the body including the benefi cial ones. So the infecting multidrug 
resistant bacteria can more easily cause disease because (1) they are not killed by the 
antibiotic and (2) they face no competition from any resident bacteria in the body. 

  Growth promoting effect is less than what was previously thought : Subtherapeutic 
use of antibiotics in farm animals was banned by the European Union in 1999 and 
since then there has been a decline in the prevalence of antibiotic resistant bacteria 
[ 50 ]. This is encouraging news for proponents of a ban on subtherapeutic use of 
antibiotics. Productivity of Danish swine farms was monitored for 8 years before 
and 8 years after the ban. Stoppage of subtherapeutic use of antibiotics had no nega-
tive effect on pig productivity, in fact there was an increase in the number of pigs, 
and mortality rate of pigs remained constant [ 63 ]. This result challenges the “(mis)
conception” that antibiotics have any signifi cant growth promoting effect. 

 Recent reports show that the amount of growth promotion is about 1–2 % as 
opposed to 10 % that was originally reported in the 1950s [ 64 ]. Considering the 
diminishing returns, and the certainty of increasing antibiotic resistance, it needs to 
be decided whether it is worth the risk to obtain about 1–2 % increase in profi t. 
Today the amount of antibiotic needed to obtain the level of growth increase sup-
posedly obtained in the 1950s is gradually increasing to that of therapeutic doses. 
Thus, today it makes even more sense to ban all subtherapeutic use of antibiotics .   

2.11     Prevention of Antibiotic Resistance Development 

 Every misuse of antibiotics contributes to development of antibiotic resistance. 
Antibiotics are misused by many people in most countries. People often request 
antibiotics from doctors for any disease because of the misconception that antibi-
otics, which are antibacterials, can cure viral infections such as common cold. 
Many times doctors agree to the patients’ demands just to appear nice to their 
customers. Oftentimes antibacterial antibiotics are prescribed for viral infection in 
order to prevent secondary bacterial infection. There is also the misconception that 
antibiotics can do no harm. In many countries antibiotics and most other drugs are 
available without prescription, so people themselves decide that they need an anti-
biotic. In the developed countries this is theoretically not possible, but still many 
people manage to get antibiotics without a prescription. One source of antibiotics 
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is half used antibiotic dose from a previous infection. This creates double the prob-
lem. There is chance of resistance development after the fi rst infection since the 
complete dose was not taken and then the second time, because of self medication 
the patient may be unnecessarily taking the antibiotics for a viral infection. Even 
if the antibiotics is the right one for the second infection, the patient will get only 
half the required dose, again increasing the chance of resistance development. 
Thus, everyone, including doctors, patients, as well as everyone involved in the 
 subtherapeutic use   of antibiotics in animals shares the responsibility for resistance 
development to antibiotics. 

 What is the solution to the problem? There is no simple solution. Doctors should 
stop overprescribing antibiotics. Certainly, the sale of antibiotics need to be regu-
lated. In the poor countries this is not an enforceable solution because of the scar-
city of doctors. Even if patients have access to a doctor, they may not be able to 
afford their fees. This will encourage the creation of a black market for antibiotics. 
A long term but more effective solution is to educate the people about the antibiotic 
resistance development problem. Subtherapeutic use is a major contributor and the 
farming industry needs to stop the practice. The government has a big role to play 
in the prevention of antibiotic resistance development. It costs millions of dollars 
for discovery, development, and clinical trials of new drugs. Once approved by the 
FDA, the companies have only a limited amount of time before the patent expires 
and they want to make as much money as possible in that short time. However, the 
best use of an antibiotic is to use it very little. The government needs to recognize 
this dilemma and change patent laws and tax laws so that the pharmaceutical com-
panies will be willing to invest their time and money in developing new antibiotics. 
The government should also provide more grant money to scientists to develop 
new antibiotics. If enough action is not taken now, very soon the problem will 
reach a crisis situation. 

  The National Action Plan : According to Centers for Disease Control and Prevention 
(CDC), drug-resistant bacteria cause 23,000 deaths and two million illnesses each 
year in the USA. The threat of increasing antibiotic resistance has been taken seri-
ously by the government. Recently, in a White House Press Release, March 27, 
2015, President Barack Obama’s offi ce released a comprehensive plan to combat 
the rise of antibiotic resistant bacteria [ 65 ]. The National Action Plan for Combating 
Antibiotic Resistant Bacteria describes fi ve goals, one of which is to slow the emer-
gence of and prevent the spread of antibiotic resistance. According to the CDC, 
about half of all human antibiotic use is unnecessary. By the year 2020 it is expected 
that inappropriate use of antibiotics will be cut by 50 % in outpatient settings and the 
use of medically important antibiotics for growth promotion in food-producing ani-
mals will be completely eliminated. Another goal of the Action Plan is to accelerate 
basic and applied research and develop new antibiotics. The federal funding for 
research on antibiotics has been nearly doubled in the President’s FY 2016 Budget.       
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    Chapter 3   
 Antibiotics That Inhibit Cell Wall Synthesis                     

    Abstract     Structure of the bacterial cell wall, the metabolic pathway for the biosyn-
thesis of cell wall, and various antibiotics affecting various stages of cell wall syn-
thesis are presented. Mechanisms of action of the antibiotics and the mechanisms of 
resistance development to the antibiotics are discussed. The antibiotics include 
fosfomycin, cycloserine, β-lactams, carbapenems, bacitracin, moenomycin, mer-
sacidin, vancomycin, and teixobactin. β-lactamase and β-lactamase inhibitors are 
discussed in the context of antibiotic resistance.  

3.1           Background Biochemistry Information 

3.1.1     Carbohydrates 

 An introduction to sugars and polysaccharides is necessary in order to understand 
the structure of the bacterial cell wall. 

  Monosaccharides . Carbohydrates or saccharides, which have the general formula 
(CH 2 O)  n   where  n  > 3, can be considered as “carbon hydrates.” The basic unit of a 
carbohydrate is called a monosaccharide, which usually has 3, 4, 5, or 6 carbons, the 
most common being C6 monosaccharides (Fig.  3.1 ). Polysaccharides have many 
covalently linked monosaccharides and can have molecular weights of millions of 
daltons.

   Monosaccharides can be aldehydes or ketones and are called aldoses or ketoses 
respectively. Ketoses have one chiral center less than aldoses. For example, glucose 
and fructose are both hexoses. Glucose is an aldose with four chiral centers and so 
has 2 4  = 16 stereoisomers. Fructose is a ketose with three chiral centers and so has 
2 3  = 8 stereoisomers. Only half of these sugars are natural: those that have the OH at 
C5 on the right in Fischer projection formula and are called  D -sugars. Sugars also 
exist in ring form, which is formed by reaction of C5–OH with the carbonyl carbon 
to form a hemiacetal or hemiketal. By this reaction the carbonyl carbon is changed 
to a new chiral center (called anomeric carbon) and so two stereoisomers (called 
anomers) are formed for each sugar. These are called α (anomeric OH pointing 
down) and β (anomeric OH pointing up) anomers. One way of drawing the ring 
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structure is the Haworth projection formula in which all six atoms (5 carbons and an 
oxygen) of the ring are shown in one plane. However, this is not the true structure of 
the rings. Each carbon is sp 3  hybridized and so is tetrahedral. In order to maintain 
~108° angle (for sp 3 ) with least torsional strain, the sugars exist in chair like struc-
tures in which four atoms of the ring are in one plane while C1 and C4 are alter-
nately above and below the plane of the ring. Substituents can be either equatorial 
(pointing along the plane of the ring) or axial (perpendicular to the ring). Molecules 
are more stable if larger substituents are in equatorial position. If they are in axial 
positions, they will experience steric hindrance from axial hydrogens at the third 
carbons from the carbon in question (known as 1,3-diaxial interaction). β- D -glucose 
is the only  D -aldohexose that has all substituents in equatorial positions and so is the 
most abundant naturally occurring monosaccharide. 

 There are several biologically important sugar derivatives. Sugars in which an OH 
is replaced by H are known as deoxy sugars. 2-Deoxy ribose, an aldopentose, is a 
biologically important sugar present in DNA. Amino sugars are components of many 
polysaccharides. They usually have an NH 2  group at C2 for example α- D - glucosamine 
(full name: 2-amino-2-deoxy-α- D -glucopyranose). In many natural carbohydrates an 
acetyl group is linked to the nitrogen as an amide bond forming   N -acetylglucosamine   
(Fig.  3.2 ). An example of this is found in the cell wall of bacteria.

  Fig. 3.1    Structures of fructose and glucose. The wavy bond indicates that the bond can be point-
ing up (α- D -glucose) or down (β- D -glucose)       

  Fig. 3.2    Modifi ed sugars:  Glucosamine  ,   N -acetylglucosamine  , and   N -acetyl muramic acid         
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    Disaccharides and Polysaccharides . Disaccharides are formed by linking two 
monosaccharides by a covalent bond. The anomeric OH condenses with any OH of 
another sugar and releases a molecule of water resulting in the formation of α and 
β-glycosides. The new bond is called a glycosidic bond (Fig.  3.3 ) and is written as 
 a 1 4®( )  

  or  b 1 4®( )  
  or  a 1 2®( )  

 . A polysaccharide is formed when many 
monosaccharides are glycosidically linked to one another to form a chain. 
Polysaccharides are also known as “glycans.” Since glycosidic linkage can be 
formed to any one of the OH groups of a sugar, it is possible for one sugar to have 
more than one glycosidic bonds, thus resulting in branch points. Unlike proteins and 
nucleic acids (DNA and RNA), polysaccharides can form branched as well as linear 
chains. Functions of polysaccharides are (a) storage (e.g. starch, glycogen) for 
future use as source of energy and (b) structural (e.g., cellulose in plants and pepti-
doglycan in bacteria).

     Structural Polysaccharides . Plant cell walls are made of cellulose, a linear polymer 
of up to 15000  D -glucose residues linked by  b 1 4®( )  

  glycosidic bonds. Plant cell 
walls will not be discussed further since antibiotics do not affect plant cell walls. 
However, there is a class of antibiotics that functions by inhibiting cell wall synthe-
sis in bacteria. Cell walls of bacteria have a more complex structure than plant cell 
wall and the enzymes involved in the two processes are different and thus the anti-
biotics are specifi c for bacterial cell wall. Structures of gram-positive and gram-
negative bacterial cells are shown in Fig.   1.3    . Gram-positive bacteria have a plasma 
membrane that is surrounding by a thick (20–50 nm) cell wall while gram- negative 
bacteria have two membranes and the inter membrane space contains a thin (10–
15 nm) cell wall. Human cells do not have cell walls because the cells are always 
present in an isotonic environment (salt concentrations inside and outside the cells 
are the same). Bacterial cells encounter variable environments. If they are present in 
a hypotonic environment (lower concentration outside), water will enter the cell and 
create high osmotic pressure. Function of the cell wall is to maintain cell shape and 
withstand the high osmotic pressure of the cytoplasm. Total concentrations of all 
solutes in the cytoplasm are higher in gram-positive than in gram- negative bacteria. 
So the cell walls of gram-positive bacteria are thicker in order to withstand a higher 
osmotic pressure. Antibiotics such as  penicillin   inhibit the synthesis of cell wall 
which causes the cell to swell and lyse because of the osmotic pressure of the cyto-
plasm. However, only growing bacteria are affected this way and so penicillin is 

a b

  Fig. 3.3    ( a ) α(1 → 4) and ( b ) β(1 → 4) glycosidic bonds between two glucose units       
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 bactericidal   only for growing cells. Similarly, the enzyme  lysozyme  , which was the 
fi rst antibiotic discovered by Fleming, hydrolyzes the peptidoglycan layer and also 
causes the cells to lyse.  

3.1.2      Molecular Structure of Bacterial Cell Wall 

 The major component of the bacterial cell wall is a peptidoglycan (also called 
mucopeptide or murein). As the name suggests, a peptidoglycan molecule consists 
of mostly a carbohydrate polymer (glycan) that contains some peptides linked to it. 
The glycan chains are arranged parallel to each other and are cross-linked to each 
other by peptide bonds involving a few amino acids. The glycan chains consist of 
alternating monomer units,   N -acetylglucosamine (NAG)   and   N -acetylmuramic acid 
(NAM)   (Fig.  3.2 ) linked by  b 1 4®( )  

  glycosidic bonds. The NAM monomer is the 
same as the NAG except that carbon 3 of the sugar is bonded to a lactic acid. The 
lactic acid of NAM is further linked by peptide bonds to four amino acids in series: 
 L -alanine, γ- D -glutamate,  L -lysine, and  D -alanine. The third amino acid is  L -lysine 
in most gram-positive bacteria and a  meso -diaminopimelic acid in most gram- 
negative and some gram-positive bacteria. None of the peptide bonds are normal 
peptide bonds, which are usually bonds between the α-COOH of one  L -amino acid 
and the α-NH 2  of the next  L -amino acid. The fi rst peptide bond in NAM is to a lactic 
acid, which is not an amino acid, the second peptide bond is to an uncommon  D - 
glutamate. The third peptide bond is also unusual since the peptide bond is to the 
γ-COOH (not the usual α-COOH) of the  D -glutamate. The fourth peptide bond is to 
the unusual  D -amino acid,  D -Ala. It is believed that these unusual peptide bonds in 
the cell wall help the bacteria to evade destruction by proteases that are used by the 
host as defense against foreign proteins. 

 The tetrapeptide chain on each NAM unit is cross-linked to the tetrapeptide chain 
of another NAM unit of an adjacent glycan chain through a peptide chain consisting 
of fi ve glycines. The pentaglycine chains connect the ε-NH 2  group of lysine (or a 
diaminopimelic acid) to the COOH of the terminal  D -Ala (Fig.  3.4 ). The glycan 
chain forms a helical structure and thus the peptide chains protrude in all directions 
and are able to form cross-links with adjacent peptidoglycan chains in all directions 
[ 66 ]. This helps to make the cell wall strong. Depending on the bacterial species, 
there can be considerable variation from the structure described here.   

3.2      Biosynthesis of Peptidoglycan of the Cell Wall 

 Biosynthesis of cell  wall   takes place in three stages. The process starts in the cyto-
plasm (Stage 1) and is followed reactions in the membrane (Stage 2). The product 
then crosses the membrane and the fi nal reactions take place in the cell wall (Stage 
3). There are several enzymes that are needed to catalyze these reactions. 

3 Antibiotics That Inhibit Cell Wall Synthesis



53

3.2.1       Stage 1: The Cytosolic Phase of Synthesis 

 Reaction scheme for the cytosolic phase of cell wall synthesis is shown in Fig.  3.5 . 
As discussed before (Sect.   1.7.4    ), metabolic pathways do not have any beginning or 
end. Scientists and authors almost arbitrarily (but with some reasoning) decide 
about which steps should be considered as the fi rst and last steps of a pathway. The 
enzymes catalyzing reactions 5–9 and 12 in Fig.  3.5  have been named as MurA–F 
[ 67 ] where mur stands for “murein,” which is another name for the peptidoglycan 
of the cell wall.

   The following are the names of the enzymes catalyzing the twelve steps in the 
scheme.

    1.    Glucosamine-6-phosphate synthase (or,  L -glutamine: D -fructose-6-phosphate 
amidotransferase).   

   2.     Glucosamine   mutase.   
   3.    Glucosamine-1-phosphate acetyltransferase.   
   4.    UDP-NAG Synthase (or, UDP-GlcNAc pyrophosphorylase)   

  Fig. 3.4    Structure of bacterial cell wall showing cross-linking of adjacent peptidoglycan strands       
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  Fig. 3.5    Reactions in the cytosolic phase of cell wall synthesis       
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   5.    Phosphoenolpyruvate transferase (UDP-GlcNAc enolpyruvyl transferase, or 
MurA)   

   6.    UDP-NAG-enolpyruvate reductase (MurB)   
   7.    MurC   
   8.    MurD   
   9.    MurE   
   10.    Alanine racemase   
   11.     D -Ala- D -Ala synthetase ( D -Ala- D -Ala ligase)   
   12.    MurF     

 The cytosolic phase (Fig.  3.5 ) may be considered to start from fructose-6- 
phosphate, which receives an amino group from the usual amino group donor, glu-
tamine to form 2-glucosamine-6-phosphate (Step 1), which is then isomerized to 
2- glucosamine-1-phosphate (Step 2) and then acetylated to form N-acetyl 
glucosamine- phosphate (Step 3) [ 67 – 69 ]. 

 The NAG-1-P is then activated by reacting with UTP to form UDP-NAG as 
shown in Eq. ( 3.1 ) and in Step 4, Fig.  3.5 . For meaning and signifi cance of activation 
of the reactant, see Sect.   1.7.7    .

   

NAG-1- P PP PP U

PPi

NAG-1- P U

(UTP)(N-acetylglucosamine-
1-phosphate)

(Pyrophosphate)

(UDP-NAG)
   ( 3.1 )    

It is a common strategy in cells to form PPi (pyrophosphate, P 2 O 7  4− ) as a product if 
the reaction is thermodynamically unfavorable (Δ G not highly negative). The net Δ 
G is made negative because PPi is immediately hydrolyzed by the enzyme  pyrophos-
phatase  , which is a constitutive enzyme (that is always present in the cell). PPi → 2 
Pi, Δ G for this reaction is highly negative. So by coupling the hydrolysis reaction, 
the previous reaction is made thermodynamically favorable (see Sect.   1.7.7    ). 

 A second precursor of peptidoglycan,  phosphoenolpyruvate   (PEP) is formed 
from glucose in the ninth step of glycolysis, which is a sequence of ten steps in the 
metabolism of glucose. As discussed before in Sect.   1.7.6    , PEP is a  high energy 
compound   because it is locked by the phosphate in the unstable enol form (Fig. 
  1.10    ). In Step 5 PEP transfers a pyruvate to the 3-OH of the glucose unit of UDP- 
NAG. The energy in PEP is used to form a C–O–C ether linkage between pyruvate 
and the hydroxyl group at C3 of UDP-NAG. This step (Fig.  3.5 , step 5) is the target 
of the antibiotic  fosfomycin   (Sect.  3.3.1.1 ). The pyruvate residue is then reduced 
(Step 6) to lactate by NADPH, which is a common reducing agent in biochemical 
reactions. Note that NAG-Lactate is also known as  N -acetyl muramic acid or  NAM  ). 

 Three amino acids are then added in sequence (Steps 7, 8, and 9) to form UDP- 
NAG- L-Lac-L-Ala-γ-D-Glu-L-Lys (aka UDP-NAM-tripeptide). Note that this 
enzyme-catalyzed peptide bond formation does not involve  ribosomes   and t-RNA 
and thus is different from the usual protein synthesis process. Another difference 
between the two processes is that ribosome-catalyzed protein synthesis takes place 
from N-terminal to C-terminal direction while in bacterial  peptidoglycan biosynthesis   
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amino acids are added from the C-terminal to N-terminal direction. The MurE 
enzyme links the L-Lys to γ-carboxyl group of D-Glu instead of the α-carboxyl 
group, which is normally seen in proteins. Although ATP is required to provide 
energy for peptide bond formation, no ribosomes or t-RNAs are involved. 

 To form the UDP-NAM-pentapeptide, fi rst a L-Ala is isomerized to D-Ala (Step 
10) by the enzyme alanine racemase and then two D-Ala amino acids are joined to 
form a peptide bond (Step 11), a reaction catalyzed by the enzyme D-Ala-D-Ala 
synthetase. Both these enzymes are the targets of the antibiotic  cycloserine   
(Sect.  3.3.1.2 ). The D-Ala-D-Ala dipeptide is then added to the UDP-NAM- 
tripeptide to form UDP-NAM-pentapeptide (Step 12).

  

L-ala D-ala D-ala-D-ala

UDP-NAM-Tripeptide UDP-NAM-Pentapeptide  
 ( 3.2 ) 

   

3.2.2          Stage 2: The Membrane Phase of Synthesis 

 The reactions described above take place in the cytosol while the cell wall is located 
on the other side of the membrane. The products of these reactions are polar and 
need to be transported through the membrane, which has a hydrophobic interior. 
Polar compounds cannot enter or cross the lipid bilayer of the membrane because of 
the hydrophobic environment. A membrane carrier is needed to bring a polar com-
pound into the membrane where the next phase of cell wall synthesis takes place. 
The membrane carrier used is  undecaprenyl phosphate   ( C55-P  ), a 55 carbon lipid 
which consists of the fi ve carbon unit, isoprene repeated eleven (undeca) times. 
Because of the long 55 carbon hydrophobic chain, it is soluble in the membrane and 
is able to bring the polar products through the membrane. It forms phospho anhy-
dride linkage to P-NAM-pentapeptide (Fig.  3.6 , Step 1). The reaction takes place at 
the interphase of the membrane and the cytoplasm.

   

U P P NAM pentapeptide C P

C P P NAM pentapeptide UMP

- - - - -

- - - -

+
® +

55

55    ( 3.3 )    

Since a phosphoanhydride bond in the reactant (U-P-P-NAM-pentapeptide) is 
replaced by another phosphoanhydride bond in the product (C55-P-P-NAM-
pentapeptide), the reaction is energetically favorable. This is then followed by a 
reaction with a molecule of UDP-NAG to form a β(1 → 4) bond between the NAG 
and NAM (Fig.  3.6 , Step 2). The energy of the phosphoester bond between NAG 
and phosphate of UDP is used to form the new glycosidic bond between NAG and 
NAM.

  

C P P NAM pentapeptide U P P NAG
C P P NAM pentapeptide

55
55

- - - - - - -
- - -

+
® (( ) +- NAG UDP

  
 ( 3.4 ) 
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Five glycine residues are then added sequentially to form peptide bonds, the fi rst 
bond being to the lysine ε-amino group of the pentapeptide (Step 3). The donor is 
glycyl-tRNA, which is different from the usual glycyl-tRNA that is involved in 
protein biosynthesis. The product is C55-P-P-NAM-(NAG)-pentapeptide-(Gly) 5  
bridge, also known as “ Lipid II  ” and is the monomer for the formation of the pepti-
doglycan polymer. The C55 then transports the monomer through the membrane 
from the cytoplasmic side to the periplasm side (Step 4). The next step takes place 
at the junction of the membrane and the cell wall since the monomer is transferred 
to the existing peptidoglycan polymer of the cell wall while the C55-P-P remains in 
the membrane (Step 5). The reaction is catalyzed by transglycosylase enzyme, 
which is a target for several antibiotics including  moenomycin  , mersacidin, and 
 vancomycin   (Sects.  3.3.3.2 – 3.3.3.4 ). The released C55-P-P again is important for 
thermodynamics of the reaction. The pyrophosphate is hydrolyzed by a specifi c 
 pyrophosphatase   to give  C55-P  . This serves two purposes. The C55-P is recycled 
again for another round of reaction, which cannot happen unless the C55- 
pyrophosphate is hydrolyzed. The reaction also lowers the concentration of the 
C55-P-P, which is the product of the previous transfer reaction. Lowering the con-
centration of one of the products drives the reaction forward (Le Chatelier’s prin-
ciple, Sect.   1.7.4    ). Another way of stating this is that the ΔG of the reaction becomes 
more negative if the product concentration decreases, thus making the reaction ther-
modynamically favorable and irreversible (Eq.   1.3    ). Hydrolysis of C55-P-P is a 
target for the antibiotic bacitracin (Sect.  3.3.3.1 ).  

  Fig. 3.6    Membrane and cell wall phases of cell wall synthesis       
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3.2.3          Stage 3: The Cell Wall Phase of Synthesis 

 The fi nal stage of the biosynthesis takes place in the cell wall. As mentioned before, 
the  transglycosylation   reaction involves both the membrane and the cell wall. From 
the membrane, the peptidoglycan monomer is added to the existing peptidoglycan 
polymer in the cell wall. However, a small cell already has a complete cell wall. So 
when the cell is growing, where are the new monomer units added? In order to add 
new monomer units some covalent bonds need to be broken fi rst in the existing cell 
wall. There are various lytic enzymes present that break (hydrolyze) different cova-
lent bonds in the existing cell wall. New monomer units are added at these places to 
form new covalent bonds. The main reaction taking place is a transglycosylation 
(formation of a β(1 → 4) glycosidic bond) reaction between two new monomer units 
or between a new monomer and the existing peptidoglycan (Fig.  3.6 , step 5). The 
 transglycosylation   reaction is the target of three different antibiotics:  Moenomycin   
(Sect.  3.3.3.2 ),  Mercacidin  , a  lantibiotic   (Sect.  3.3.3.3 ) and  Vancomycin   (Sect.  3.3.3.4 ). 

 The fi nal step in cell wall biosynthesis is the cross-linking of the peptidoglycan 
strands by transpeptidation. The cross-linked structure of the cell wall is shown in 
Fig.  3.4 . The cross-linking is important because it makes the cell wall strong and rigid. 
Note that the peptidoglycan monomer has fi ve amino acids linked to NAM whereas 
the fi nal mature cell wall has only four amino acids (Fig.  3.4 ). The last amino acid, 
 D -alanine is released during transpeptidation reaction (Fig.  3.7 ). The NH 2  of the fi fth 
glycine of the pentaglycine of one glycan chain forms a peptide bond to the second 
last D-ala of the pentapeptide of an adjacent glycan chain. Nature’s design should be 
appreciated here since a bond is formed between adjacent glycan chains but no ATP 
is used. In fact, there is no ATP or any other NTP available in the periplasm where the 
cross-linking reaction takes place. The  transpeptidation reaction for cross-linking 
does not require any ATP because the energy required for the new bond formation is 
obtained from the energy of the terminal D-ala-D-ala peptide bond.

   Note that all monomer units are not cross-linked because that will make the cell 
wall too rigid. Depending on the strain and growth conditions the percentage of 

  Fig. 3.7    Cell wall phase of cell wall synthesis: Peptidoglycan cross-linking by  transpeptidase         
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monomers cross-linked can vary from 45–90 %. If a monomer unit is not cross- 
linked, its terminal D-Ala residue is usually removed by hydrolysis reaction cata-
lyzed by a  carboxypeptidase   enzyme [ 66 ]. Both  transpeptidase   and carboxypeptidase 
have similar reaction mechanisms in the initial part. During transpeptidation reac-
tion mechanism, the enzyme fi rst reacts with the fourth D-ala of the pentapeptide to 
form a covalent bond with it in order to preserve the energy of the peptide bond 
while the fi fth D-ala is released. Then a new peptide bond is formed with the NH 2  
group of Gly of the pentaglycine bridge of another strand, thus cross-linking the two 
strands. In case of carboxypeptidase reaction, instead of transferring the D-ala from 
the enzyme-D-ala covalent intermediate to the amino group of glycine to form a 
peptide bond, it is transferred to the OH group of water. This effectively results in 
the hydrolysis of the terminal D-ala-D-ala bond of the pentapeptide monomer units. 
  Hydrolases are also transferases.  The  transpeptidase   enzyme belongs to the cate-
gory of enzymes called transferases. The name derives from the fact that the D-ala 
residue is transferred from the D-ala-D-ala part of the peptidoglycan to the glycine 
of the pentaglycine unit. Transferases always follow a ping pong mechanism 
(Fig.   1.7    ) in which an intermediate covalent complex is formed with the enzyme as 
explained above. The second substrate then displaces the enzyme from the com-
plex. Both these steps are nucleophilic substitution (SN2) reactions. In the fi rst step 
the OH group of the serine residue is the nucleophile and in the next step, the sec-
ond substrate is the nucleophile. In case of transpeptidation reaction, the second 
nucleophile is the NH 2  group of the glycine. For all transferase reactions, one ques-
tion always arises: why does the transfer take place to the second substrate acting 
as the nucleophile but not to the more abundant nucleophile, water? Since all bio-
chemical reactions take place in aqueous solution, the concentration of water is 
extremely high (55 M) compared the concentration of the second substrate (usually 
in the mM range). Also, water being a small molecule can easily get into the active 
site compared to the much larger second substrate (in this case, the pentaglycine 
unit of the peptidoglycan chain). Moreover, reaction with the second substrate, for 
example, NH 2  group of glycine in case of transpeptidation reaction, has the same 
energy requirement as reaction with H 2 O. In spite of the greater concentration of 
water, all transferases transfer the intermediate to the second substrate and not to 
water. The reason, which applies to all transferases is that, after the second sub-
strate binds to the active site, the enzyme undergoes a conformational change that 
closes the active site to make its shape more complementary to the shape of the 
substrate so that the enzyme binds tightly to the substrate and entry of water mol-
ecules into the active site is prevented. This is known as Koshland’s “induced fi t” 
model. If water does act as a nucleophile the reaction would be called a hydrolysis 
reaction, in which the intermediate group is transferred to OH group of water. There 
are many enzymes whose functions are to catalyze hydrolysis reactions and are 
known as hydrolases. Examples include all the digestive enzymes which hydrolyze 
peptide bonds of proteins or glycosidic bonds of carbohydrates or acyl bonds of 
lipids. Thus hydrolases are a special category of transferases in which water acts a 
nucleophile. The difference between a transferase and a hydrolase is that a trans-
ferase does not allow water to enter the active site after the second substrate binds 
whereas hydrolases let water enter easily. So in case of transpeptidation reaction, 

3.2   Biosynthesis of Peptidoglycan of the Cell Wall

http://dx.doi.org/10.1007/978-3-319-40746-3_1


60

after a covalent bond is formed between a serine at the active site of the  transpep-
tidase   enzyme and the penultimate D-ala of the monomer unit, the enzyme under-
goes a conformational change in order to bind more tightly to the intermediate and 
to prevent water from entering the active site.

 
     Enzyme Ser OH A B Enzyme Ser O B AH
Or Enzyme Ser O B C

- - - - - -
- - -

+ ® +
+ HH C B Enzyme Ser OH transferase

    Enzyme Ser O B H O B

® + ( )
+ ®

- - -
- - - -2 OOH Enzyme Ser OH hydrolase+ ( )- -

 
 

 

( 3.5 )    

   Carboxypeptidases are hydrolases.     Not all polypeptide chains of the cell wall are 
cross-linked. This is because besides  transpeptidase  , there is another type of enzyme 
involved in cell wall synthesis that also binds to the terminal D-ala-D-ala of the 
peptidoglycan and catalyzes the release of the terminal D-ala. However, instead of 
forming a cross-link with an adjacent peptidoglycan chain, it reacts with water that 
is allowed to enter the active site. The net result is the hydrolysis of the D-ala-D-ala 
peptide bond. Since the hydrolysis reaction takes place at the carboxy end of the 
polypeptide, the enzyme is called a carboxypeptidase. The energy of the peptide 
bond is released as heat energy and so no cross-linking takes place with lysine of the 
next strand. So the function of carboxypeptidase in cell wall biosynthesis is to com-
pete with transpeptidase in order to limit the extent of cross-linking and thus prevent 
excessive rigidity of the cell wall. The extent of cross-linking varies in different 
bacteria and is determined by the extent of  carboxypeptidase   activity.    

3.3     Antibiotics  that Inhibit Cell Wall Biosynthesis 

 As discussed before,    the cell wall synthesis takes place in three stages: the cytosolic 
stage, the membrane stage, and the cell wall stage. There are antibiotics that target 
each of these stages of the cell wall synthesis. 

3.3.1     Antibiotics Targeting the Cytosolic Phase of Synthesis 

3.3.1.1        Fosfomycin   

 The antibiotic fosfomycin (aka  phosphomycin  ) is a broad-spectrum antibiotic that 
is produced by some  Streptomyces . The antibiotic inhibits the enzyme, pyruvyl 
transferase (aka UDP- N -acetylglucosamine enolpyruvyl transferase, or MurA), 
which catalyzes the transfer of pyruvate from PEP to UDP-NAG (Fig.  3.5 , step 5). 
This is the fi rst committed step (Sect.   1.7.7    ) of cell wall biosynthesis. Deletion of 
the  murA  gene is lethal in both gram-positive [ 70 ] and gram-negative [ 71 ] bacteria. 
There is no homolog of this enzyme in mammalian cells and so is an ideal target for 
development of antibiotics. 
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  Mechanism of action . The structure of fosfomycin resembles PEP to some extent; 
however, the resemblance is not much (Fig.  3.8 ). In a way this lack of resemblance 
is good because PEP is a common  metabolite   in several other pathways in both the 
pathogen as well as the host. If fosfomycin resembled PEP more closely, it would 
act as a competitive inhibitor in all these pathways and so would adversely affect the 
host. However, fosfomycin is highly specifi c for this enzyme and because of this, it 
has very low toxicity.

   Fosfomycin is an effective antibiotic because it functions as a  suicide inhibitor   
(Sect.   1.7.3    ) of MurA enzyme. The mechanisms of the reaction catalyzed by the 
enzyme with the natural substrates UDP-NAG and PEP and the reaction of the 
enzyme with the antibiotic fosfomycin are shown in Figs.  3.9  and  3.10  respectively. 
Fosfomycin forms a covalent bond to a cysteine amino acid present at the active site 
of the enzyme [ 72 ]. The mechanism of this reaction is similar to the fi rst part of the 
mechanism of the reaction between UDP-NAG and the PEP catalyzed by the 
enzyme (Fig.  3.9 ). The thiol (-SH) group of the cysteine reacts with the unstable 
epoxide ring of fosfomycin and forms an irreversible covalent bond with it, thereby 

  Fig. 3.8     Fosfomycin   mimics  phosphoenolpyruvate   and glycerol-3-phosphate       

  Fig. 3.9    Reaction between UDP-NAG and PEP catalyzed by pyruvyl transferase. The  B:  and  A–H  
are basic and acidic amino acids respectively at the active site       

  Fig. 3.10    Mechanism based (suicide) inactivation of pyruvyl transferase by  fosfomycin  . The SH 
group belongs to a cysteine residue at the active site of the enzyme       

 

 

 

3.3  Antibiotics  that Inhibit Cell Wall Biosynthesis

http://dx.doi.org/10.1007/978-3-319-40746-3_1#Sec10


62

permanently inactivating the enzyme. This mechanism is supported by the fact that 
mutation of this Cys115 in  E. coli  MurA enzyme to an Asp makes the bacteria resis-
tant to fosfomycin [ 73 ]. It is to be noted that in PEP there is a phosphate group 
bonded to a carbon (C–O bond) whereas in fosfomycin there is a C–P bond. In the 
normal reaction with PEP the C–O bond breaks because phosphate ion is a good 
leaving group but the C–P bond in fosfomycin does not break. Instead, reaction 
takes place at the adjacent carbon, breaking the epoxide ring.

     Resistance development.  Even though fosfomycin is highly specifi c and is not toxic 
for the host, it is not considered a good antibiotic because bacteria can develop 
resistance to the drug quickly. One mechanism of resistance development is by pre-
vention of uptake into the bacterial cells. Fosfomycin is normally transported into 
the cell through the transporter for glycerol-3-phosphate to which it has some struc-
tural similarity (Fig.  3.8 ). The transporter is not absolutely essential for the bacteria. 
Mutations in the transporter protein can prevent entry of fosfomycin, thus making 
the cells resistant. Entry of glycerol-3-phosphate will also be prevented but the com-
pound is not essential for the bacteria. 

 Another method of resistance to fosfomycin is by modifi cation of the drug. Three 
enzymes, FosA, FosB, and FosX present in various microorganisms catalyze the 
modifi cation of fosfomycin that make it inactive [ 74 ]. The thiol transferase enzymes 
FosA and FosB catalyze the inactivation of fosfomycin by addition of glutathione 
and cysteine to C1 of the oxirane, respectively. FosX catalyzes the inactivation by 
the transfer of a water molecule to the C1 of the oxirane. The resistance gene may 
also be present on small  plasmids   in some strains of bacteria .  

3.3.1.2      D-Cycloserine 

  D -cycloserine (oxamycin) is an antibiotic that inhibits two enzymes in the cytoplasmic 
phase of bacterial cell wall synthesis. The two enzymes are alanine racemase, which 
converts L-ala to D-ala (Fig.  3.5 , step 10) and D-ala-D-ala synthetase, which joins two 
D-ala molecules to form D-ala-D-ala dipeptide (Fig.  3.5 , Step 11). Cycloserine 
(Fig.  3.11 ) functions as an antibiotic since it resembles alanine and thus acts as com-
petitive inhibitor of both enzymes. The growth inhibition can be antagonized by 
 D -alanine and to a lesser extent by  L -alanine. As can be seen from the structure of the 
antibiotic, the name cycloserine is a misnomer since the formula has an oxygen atom 

  Fig. 3.11     Cycloserine   as analog of  D -alanine       
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of the carboxyl group of serine replaced by a nitrogen atom.  Cycloserine   has not been 
used much as an antibiotic because of its side effects on the host. It is able to penetrate 
the central nervous system and cause neurological disorders. As an antibiotic it is 
effective against   Mycobacterium      tuberculosis   . Cycloserine is used clinically as a sec-
ond line drug for the treatment of tuberculosis if the fi rst line drugs fail.

    Resistance development against   D  -Cycloserine.  One method of resistance develop-
ment is by increasing the expression of the enzyme alanine racemase or the enzyme 
D-ala-D-ala synthetase or both [ 75 ]. Another method is by mutations that inhibit the 
entry of  D -cycloserine into the bacteria, which takes place by utilizing the transport 
system that normally transports  D -alanine and glycine into the cell. Mutations in this 
transport system can decrease the entry of the antibiotic. Transport of  L -alanine, 
which uses a different transport system, is not affected [ 76 ].   

3.3.2      Antibiotics Targeting the Cell Wall Phase of Synthesis 

 Based on the sequence of reaction in the biosynthesis of the cell wall (Fig.  3.6 ), the 
membrane phase of the synthesis takes place before the cell wall phase. However, 
antibiotics targeting the membrane phase will be discussed (Sect.  3.3.3 ) after the 
antibiotics targeting the cell wall phase. This is because of two reasons: (1) 
Chronologically, the  β-lactam   antibiotics acting in the cell wall phase of biosynthe-
sis were discovered fi rst and (2) Discussion of the antibiotics affecting the mem-
brane phase of synthesis will have frequent references to the β-lactam antibiotics 
and so prior knowledge of the latter will be necessary. For the same reason, antibiot-
ics targeting the transglycosylase reaction will also be discussed after the β-lactam 
antibiotics even though the  transglycosylation   reaction actually takes place before 
the cross-linking step in the sequence of reactions for the synthesis of the cell wall. 

  β-lactam antibiotics.  The  β-lactams include    penicillins  ,  cephalosporins   and  car-
bapenems   and is clinically the most important class of antibiotics. About 55 % of all 
antibiotics used globally belong to this class. Figure  3.12  shows the nomenclature 

  Fig. 3.12    Nomenclature of some relevant ring systems       
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of some common ring systems related to β-lactam antibiotics. Cyclic esters are 
called lactones while cyclic amides are called lactams and “β” indicates that the 
amino group is at β position from the carboxyl carbon. Thus β lactams are four- 
membered rings, γ lactams are fi ve-membered rings, etc.

3.3.2.1       Penicillin 

  Penicillin   structure is shown in Fig.  3.13 . The fi ve-membered ring in penicillin con-
tains a sulfur atom and is called the  thiazolidine   ring. The two rings together is 
called the penam ring and along with the methyl and carboxyl substituents is called 
penicillanic acid and is biosynthetically formed from the amino acids cysteine and 
valine. Penicillins are acyl derivatives of 6-amino penicillanic acid. Other semisyn-
thetic derivatives of penicillin are made from 6-amino penicillanic acid which is 
obtained by deacylation of penicillin (Fig.  3.13 ). The various penicillin derivatives, 
penicillin G, penicillin V,  methicillin  ,  ampicillin  ,  amoxicillin  ,  carbenicillin  , and 
 ticarcillin   differ from each other in  the   R group as shown in Fig.  3.14 .

  Fig. 3.13    Synthesis of  penicillin   derivatives       

  Fig. 3.14    Structures of some  penicillin   derivatives       
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3.3.2.2          Cephalosporin   

 Cephalosporin antibiotics have structures similar to  penicillin  . They also have a 
 β-lactam   ring but it is fused to a six-membered ring instead of a fi ve-membered ring 
that is present in penicillins (Fig.  3.15 ). Also cephalosporins have more variable 
substituents (R1 and R2) in the rings. Cephalosporins and penicillins are produced 
by different microorganisms but the pathways for their synthesis are similar. Their 
mechanisms of action are also similar (Sect.  3.3.2.3 ). However, cephalosporins have 
a broader spectrum of activity than  penicillins   and are effective against both gram- 
negative and gram-positive bacteria.

   Although cephalosporin C, the fi rst discovered natural cephalosporin, has not 
been used much as an antibiotic, there are many semisynthetic derivatives of the 
drug that have found signifi cant use as antibiotics. Cephalosporins are the largest 
and most diverse family of antibiotics. There can be many variations in the R1 and 
R2 groups shown in Fig.  3.15  resulting in numerous natural and semisynthetic ceph-
alosporins. Only a few representative ones are  shown   in Fig.  3.15 .  

3.3.2.3         Mechanism of Action of   Penicillin   

 A lot of research is involved in determining the mechanism of action of any drug. In 
this book, the mechanism of action of all classes of antibiotics is presented but the 
extensive research done to establish those mechanisms will not be discussed for 

  Fig. 3.15    Structures of some  cephalosporin   derivatives       

 

3.3  Antibiotics  that Inhibit Cell Wall Biosynthesis



66

most antibiotics. Since historically, penicillin was the fi rst antibiotic to be discov-
ered and studied in detail, some of the initial research that lead to the mechanism 
have also been discussed. Penicillin functions as an antibiotic by inhibiting the 
 transpeptidase   enzyme, which catalyzes the cross-linking of the peptidoglycan 
strands in the cell wall phase of the cell wall biosynthesis (Sect.  3.2.3 ). Penicillin is 
able to bind to the active site of transpeptidase enzyme since its structure resembles 
that of the substrate, which is the terminal D-ala-D-ala dipeptide of the pentapeptide 
of each monomer unit (Fig.  3.16 ). Note that D-ala-D-ala dipeptide of the substrate 
can exist in multiple conformations formed by rotation around the C–C single bonds 
but a penicillin molecule has limited variation of conformation because of the rigid-
ity of the four-membered  lactam   ring. Of the many conformations possible for the 
terminal dipeptide the one that binds to the enzyme resembles the structure of peni-
cillin (Fig.  3.16 ), and thus, the two can compete for binding to the active site of the 
enzyme. The –C(O)–N bond of the  β-lactam   mimics the –C(O)–N of the peptide 
bond of the terminal dipeptide.

   Penicillin is an effective antibiotic not just because it functions as a competitive 
inhibitor, but because it is a suicide (mechanism based)  inhibitor   (Sect.   1.7.3    ). 
 Suicide inhibitors   are more effective inhibitors because they stoichiometrically and 
irreversibly inactivate the enzyme and so are needed in very small amount. Since 
penicillin is a mechanism based inhibitor, it is important to fi rst understand the 
mechanism of the transpeptidation reaction. During normal transpeptidation reac-
tion a peptide bond is formed between a glycine and the penultimate  D -alanine of 
the pentapeptide while the terminal D-ala is released. Energy is needed to form the 
new peptide bond but no ATP is used in the reaction because energy is obtained 

a

b

  Fig. 3.16    Reaction of  transpeptidase  . ( a ) with the natural substrate, the D-Ala-D-Ala of the pen-
tapeptide and ( b ) with  penicillin         
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from the terminal D-ala-D-ala peptide bond which is broken. Such reactions usually 
follow a general mechanism known as the ping pong mechanism as shown below.

  

Enzyme A B Enzyme B A

Enzyme B C C B Enzyme

+ ® +
+ ® +
- -

- -   
 ( 3.6 ) 

   

The energy of the A–B bond is conserved in the intermediate species, Enzyme-B 
and then is used to form a bond between C and B. Such a mechanism is seen for 
numerous biochemical reactions. For transpeptidation reaction in bacterial cell wall, 
the OH group of a serine residue at the active site of the  transpeptidase   enzyme 
forms an ester linkage with the penultimate D-ala while displacing the terminal 
D-ala. Then the NH 2  group of the terminal glycine residue of the pentaglycine of the 
adjacent peptidoglycan strand displaces the serine residue of the enzyme while 
forming a peptide bond with the D-ala. Thus the two adjacent peptidoglycan chains 
are cross-linked, making the cell wall strong and rigid (Eq.  3.7 ).
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+
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- -

- - -
4

5
PPeptidoglycan Enzyme+

  

 ( 3.7 ) 

   

  When penicillin competes with the natural substrate and binds to the active site, 
the serine–OH reacts at the β-lactam ring since its structure resembles that of the 
D-ala-D-ala of the peptidoglycan. However, unlike reaction with the normal sub-
strate, in which case one alanine residue is released, no part of the penicillin mole-
cule is released. Because of the ring structure of the  β-lactam  , the penicillin is still 
attached to the enzyme even after reaction. The normal transpeptidation reaction 
and the reaction with penicillin are shown in Fig.  3.16 . Since the bond between the 
enzyme and the penicillin is a stable covalent bond, the enzyme becomes irrevers-
ibly inactivated. The acyl bond between the enzyme and the penicillin cannot be 
hydrolyzed to free the enzyme since the active site of the  transpeptidase   enzyme 
does not allow water molecules to enter and so the penicillin remains covalently 
bound to the transpeptidase enzyme. 

  Multiple targets of penicillin.  In order for any drug to inhibit the activity of a pro-
tein, the two must fi rst bind to each other. Thus, the target of the drug can be identi-
fi ed by determining which protein binds to the drug. For this, scientists use 
radioactive drug as marker. The protein bound to the drug can be purifi ed by using 
various separation techniques while monitoring the presence of the drug by its 
radioactivity. One such technique is polyacrylamide gel electrophoresis, which can 
be used to separate proteins based their sizes. Exposing a photographic fi lm on the 
gel determines the position and thus the size of the protein, which is radioactive due 
to the drug bound to it. Further characterization and identifi cation of the protein can 
help to determine the mechanism of action of the drug. In a similar experiment, 
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radioactive penicillin was added to bacterial cells and then all proteins were 
extracted from the cells and were analyzed by electrophoresis [ 77 ]. Surprisingly, the 
radioactivity was found bound to not one but six proteins indicating that they all 
bind to penicillin. Until all these proteins, which range in size from 40 to 90 kDa, 
were identifi ed and characterized they were all named Penicillin Binding Proteins 
(PBP1, PBP2, PBP3, etc.). The names may be somewhat misleading. The function 
of these proteins is not to bind penicillin; they just happen to bind penicillin because 
it resembles the normal substrate that binds to these proteins. Thus, all these PBPs 
are expected to be involved in the formation of the cell wall. 

 Why do bacteria need more than one PBP? In fact, later more  PBPs   were discov-
ered in  E. coli , increasing the number to twelve (PBP1a, 1b, 1c, 2, 3, 4, 4b, 5, 6, 6b, 
7 and AmpH). Similarly, multiple PBPs were discovered in many other bacteria. 
Although it was initially surprising to fi nd so many proteins binding to penicillin, 
the reason was understood later. The purpose of cell wall synthesis is not just for 
growth of bacterial cell size, it is also needed for formation of septum during cell 
division. Note that for septation the direction of cell wall synthesis is perpendicular 
to the existing cell wall and thus requires a different  transpeptidase  . Also, being a 
complex process, septation may require separate enzymes for initiation, elongation, 
and termination of the process. In  E. coli , PBP1, 2, and 3 are all transpeptidases. 
PBP 1 actually contains two similar size proteins 1A and 1B. However, PBP3, 4, 
and 5 are not transpeptidases but  carboxypeptidases  , whose function is to limit the 
extent of cross-linking in order to control rigidity/fl exibility of the cell wall. The 
carboxypeptidases are not essential for survival of the cell. Mutations in these 
enzymes do not have any signifi cant effect on cell growth or viability. The antibiotic 
activity of penicillin is dependent on their binding to the transpeptidase. Although it 
also binds to the carboxypeptidases, that binding is not related to its antibiotic prop-
erty since cell growth or survival is not affected. Some of the  PBPs   have more than 
one activity in the same protein. One domain (part) of the protein has transpeptida-
tion activity (for cross-linking) and another domain has glycosyltransferase activity 
that is needed for elongation of the glycan chain. Penicillin binds to only the domain 
with transpeptidase activity. Note that the numbers 1, 2, 3, etc. associated with the 
PBP is based on their relative molecular weights, PBP 1 having the largest size. 
These numbers are for  E. coli . The number of PBPs and their sizes in other bacteria 
may be different. Since many bacterial chromosomes have now been sequenced, 
their PBPs can now be compared and classifi ed based on their sequences. Such 
studies have been extensively reviewed [ 78 ]. Such comparisons reveal that the PBP 
numberings (which are based on size) do not necessarily relate to function and thus 
create confusion. For example PBP2 of  S. aureus  is similar to PBP1a of  E. coli  and 
PBP 3 of  S. aureus  is similar to PBP 2 of  E. coli  [ 78 ]. 

  Why is penicillin    bactericidal?    Attachment of penicillin to PBPs only results in inhi-
bition of growth since new cell wall is not synthesized. However, the question arises 
as to why this leads to cell death. Many reviews have been written on bactericidal 
effects of penicillin and other antibiotics [ 29 ,  79 ,  80 ]. Initially, it was thought that 
cell death was due to buildup of internal pressure resulting from increase of cell mass 
by normal growth in the cytoplasm and lack of growth of the cell wall [ 81 ]. This was 
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called the unbalanced growth hypothesis. However, according to a later model, cell 
death is due to hydrolysis of the cell wall by an enzyme called  autolysin  , also known 
as  L -alanyl- N -acetylmuramic acid amidase, or murein hydrolase [ 82 ]. Mutant bacte-
ria that were defi cient in murein hydrolase activity were not killed by  β-lactam   anti-
biotics. So these bacteria are said to be penicillin tolerant. Such cells can be lysed by 
addition of exogenous purifi ed autolysin enzyme thus confi rming the mechanism of 
cell death. Autolysins are enzymes that break bonds between and within peptidogly-
can strands. Autolysins are present in all bacteria that have cell wall. The normal 
function of autolysins is to maintain a rate of cell wall turnover by hydrolyzing the 
β-(1 → 4) bond between   N -acetylmuramic acid   and  N -acetyl glucosamine in the pep-
tidoglycan chain (Sect.  3.1.2 ). The purpose of breaking the bonds in the cell wall is 
to make room for cell wall expansion. New peptidoglycan monomers are added to 
these points where the existing peptidoglycan strands have been broken. 

 Cell walls contain  lipoteichoic acid   (LTA), which is an inhibitor of  autolysin  . 
Inhibition of peptidoglycan synthesis by penicillin weakens the cell wall especially 
at the points where the cell wall is broken due to autolysin activity. This triggers the 
release of lipoteichoic acids present in the cell wall and this relieves the inhibition 
of autolysin and so more covalent bonds are broken in the peptidoglycan polymer. 
This results in loss of osmotic integrity and thus causes cell lysis. 

 Another model explaining the role of autolysins is the “inside to outside” model 
[ 83 ]. The cell wall consists of three zones: inner, middle, and outer [ 84 ]. New pep-
tidoglycan is synthesized in the inner zone (closest to the cytoplasmic membrane) 
and is removed by  autolysin   action from the outer zone [ 85 ]. The inner zone con-
tains new unstressed peptidoglycan. As the cell grows in size, the peptidoglycan of 
the inner zone passes outwards and stretches to become the stress-bearing middle 
zone. The process continues and with further growth, the peptidoglycan of the mid-
dle becomes the outer zone, where partial hydrolysis by autolysins allow the cell 
wall to become loose and is eventually removed, making room for new cell wall to 
be made. Inhibition of synthesis of new cell wall by penicillin causes the cell to lyse 
since the outer zone is removed due to action of autolysi  n  .  

3.3.2.4      Resistance to  β-lactam   Antibiotics 

 Some bacteria are naturally resistant to certain antibiotics (intrinsic resistance), 
while others develop resistance to the antibiotics (acquired resistance). 

   Intrinsic resistance.  In   order to inhibit cell wall biosynthesis, the  penicillin   has to fi rst 
approach the cell wall. Cell wall of gram-positive bacteria is more accessible to the 
drug than is the cell wall of gram-negative bacteria for which the drug has to be fi rst 
transported through the outer membrane. However, the outer membrane is not as 
selective barrier as the inner membrane. Hydrophobic antibiotics such as  macrolides   
can diffuse through the hydrophobic lipid bilayer of the outer membrane while small 
hydrophilic antibiotics such as β-lactams can easily pass through the  porin   channels 
present in the outer membrane [ 86 ]. However, although not highly selective, the outer 
membrane porins of some bacteria have a preference for positive charges (cations) 
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while in some other bacteria they may have a preference for negative charges (anions). 
There is a carboxyl group in penicillin which at the neutral body pH will exist as car-
boxylate anion since it pKa is less than 7.0. The OmpC porin in  E. coli  has a preference 
for transporting cations and so are less accessible to the negatively charged β-lactams 
than are gram-positive bacteria, which do not have an outer membrane.  Gonococci  on 
the other hand, are more sensitive to  penicillin   because unlike other gram-negative 
bacteria, gonococcal porins have preference for anions.  Pseudomonas aeruginosa  are 
highly resistant to β-lactams because their outer membranes lack the classical porins 
found in enteric bacteria. 

   Acquired resistance .   There are three ways by which bacteria can acquire resistance 
to β-lactams: (1) by decreasing permeability of the drug into the cell, (2) by devel-
oping mutations in the target protein (PBP)    to decrease binding affi nity to the drug, 
and (3) by acquiring gene for  β-lactamase   enzyme which can degrade the  drug  . 

  Reduced permeability .  Penicillin   does not need to cross the cytoplasmic membrane 
because the cell wall, which is the target of the drug is located outside the cytoplasmic 
membrane. The cell wall itself does not act as a permeability barrier. So the  transpepti-
dase   enzyme ( penicillin   binding protein), which is the target for the drug, is easily acces-
sible in gram-positive bacteria. Therefore, for gram-positive bacteria, resistance to 
penicillin cannot occur by decreasing permeability or prevention of intracellular accu-
mulation. In gram-negative bacteria the outer membrane acts as a barrier for the drug. 
The drug passes through  porins   present in the outer membrane. Since the channels of the 
porins are formed by protein(s), point mutations developed in the protein sequence may 
alter the size or charge of the channel and thus lower the permeability of the drug. 

  Mutations in PBPs, the targets of    penicillins.    The target of penicillin is the transpep-
tidase enzyme, also known as  penicillin binding protein (PBP)   (Sect.  3.3.2.3 ). 
Antibiotic resistance may be due to an alteration in the target of the drug such that 
it binds poorly to the target. Since many of these alterations arise as a result of a 
point mutation in the genes encoding the target enzymes, resistance to these drugs 
may occur spontaneously as frequently as 1 in 10 6  to 10 7  cells (Sect.   2.4    ). With 
continued selection there can be more than one point mutation in the protein giving 
rise to greater degree of resistance .  

3.3.2.5       β- lactamase  : An Enzyme that Inactivates β-lactam Drugs 

 Since the discovery of  penicillin  , numerous improvements have been made in the 
fi eld of β-lactams as antibiotics. These include the various modifi cations made in 
the structure of penicillin as well as discovery and creation of several generations of 
 cephalosporins   (Sect.  3.3.3.2 ). However, resistance developed rapidly to all of these 
drugs. The most effective mechanism of developing resistance to penicillin is by 
production of an enzyme that inactivates the drug. Since it breaks down β-lactams 
the enzyme is called β-lactamase (aka penillinase), which hydrolyzes the four- 
membered  β-lactam   ring, thereby inactivating the antibiotic. Because of the low 
penetration of β-lactams into gram-negative bacteria it was found that only a small 
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amount of β-lactamase enzyme could confer a high level of resistance. In contrast, 
gram-positive bacteria required a much higher amount of the enzyme [ 87 ]. The fi rst 
report of  penicillinase   was made in 1940, a few years before clinical use of  penicil-
lin   in humans [ 88 ]. This suggests that existence of the gene was not a result of clini-
cal use of the antibiotic. As explained before (Sect.   2.6    ), formation of a new gene 
cannot happen in a few years but probably takes thousands of years. Since penicillin 
is a natural antibiotic, it has been used by nature long before humans discovered 
penicillin and produced it for clinical use. During this time the enzyme had already 
evolved to its current form even before the fi rst clinical use of the drug. 

 There are more than a thousand unique protein sequences for β-lactamases dis-
covered. Genes encoding these enzymes may be on the bacterial chromosome or in 
 plasmids   or in  transposons  . Based on conserved and distinguishing amino acid 
motifs β-lactamases can be classifi ed into four different classes: A, B, C, and 
D. Enzymes of the A, C, and D classes contain an active serine residue, which 
means that the serine can act as a nucleophile. These enzymes hydrolyze the 
β-lactam antibiotic by fi rst forming acyl bond between the active serine at its active 
site and the antibiotic and then hydrolyzing the bond (Fig.  3.17 ). β-lactamases of the 
B class are metalloenzymes that contain one or two zinc ions at the active site to 

a

b

c

  Fig. 3.17    Reactions of  β-lactams  . ( a )  Transpeptidase  , ( b )  Serine β-lactamase   and ( c )  Metallo-β- 
lactamase  . All interactions between the Zn and the enzyme are not shown.       
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facilitate β-lactam hydrolysis. Another way of classifi cation of β-lactamases is based 
on their function. Group 1: cephalosporinases; Group 2: broad-spectrum, inhibitor-
resistant,  and   extended-spectrum β-lactamases; and Group 3:  metallo-β- lactamases   
[ 89 ]. A β-lactamase is a  penicillinase   if it is more specifi c for  penicillin  , it is cepha-
losporinase if it is more specifi c for cephalosporins, it is a broad spectrum β-lactamase 
if it hydrolyzes both penicillins and  cephalosporins   equally well. β-lactamase enzyme 
is usually found in gram-negative bacteria since the outer membrane is a permeabil-
ity barrier for β-lactam antibiotics. So the concentration of the antibiotic in the peri-
plasm, which is the site of cell wall synthesis, is very low. So gram-negative bacteria 
do not need to produce a large amount of β-lactamase and also do not need to secrete 
it outside the cell. Gram-positive bacteria on the other hand do not have an outer 
membrane and its cell wall is exposed to the outside environment. So a large amount 
of the β-lactamase has to be secreted to the outside environment to degrade the large 
amount of antibiotic present there. Staphylococcal β-lactamase is one of the few 
gram-positive β-lactamases. The enzyme can hydrolyze  penicillin   but not  methicil-
lin  ; so methicillin is an effective antibiotic for treatment of staphylococcal infection. 
That is why emergence of methicillin-resistant Staphylococcus aureus (MRSA)    is of 
great concern since they produce β-lactamase which can hydrolyze all  β-lactam   anti-
biotics including methicillin and so there is not much of an option available for treat-
ing infections with MRSA  (For further discussion see Sect.  3.3.2.10 ).

3.3.2.6          Mechanism of Action of  β-lactamases   

 As mentioned above, the A, C, and D classes of β-lactamases have an active Ser 
residue at the active site, similar to the PBPs ( transpeptidases  ). The term “active 
serine” means the that there is enough negative charge on the serine OH group to 
make it a good nucleophile so that it can react at a carbonyl carbon. Note that alco-
hols are weak nucleophiles while alkoxide ions are very strong nucleophiles. So all 
serines in a protein are weak nucleophiles but the active serine at the active site, by 
virtue of hydrogen bonds to other amino acids at the active site, is made a strong 
nucleophile that is somewhere in-between alcohols and alkoxides in strength. For 
both transpeptidases and β-lactamases, the Ser attacks the β-lactam ring to form a 
covalent bond with  penicillin   (Fig.  3.17 ). However, the outcomes are different for 
the two: the penicillin inactivates the transpeptidase enzyme (PBP) while β-lactamase 
destroys the penicillin. The difference arises from different stabilities of the 
enzyme–penicillin acyl–O–Ser complex. The acyl bond between the transpeptidase 
and penicillin is stable because water is excluded from the active site due to confor-
mational change at the active site as explained for normal reaction of transpeptidase 
(Sect.  3.2.3 ). However, the structure of β-lactamase enzymes is such that water can 
easily enter the active site after acyl bond is formed between the β-lactamase and 
 penicillin  . This results in rapid hydrolysis of the acyl bond thus releasing the peni-
cillin with the hydrolyzed lactam ring. Stability of a complex is also expressed by 
its half life (t 1/2 ) which is the time taken for half of the complex to be hydrolyzed. 
The t 1/2  of transpeptidase-penicillin complex is ~90 min, which is more than 10 6  
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times longer than the t 1/2  (~4 ms) for the β-lactamase-penicillin complex, which 
means that the latter is hydrolyzed more than a million times faster than the former. 
Note that half life of 90 min is very high compared to usual doubling times of most 
bacteria and thus penicillin effectively stops growth of cells.  Cephalosporins   and 
 carbapenems   are also hydrolyzed in the same way. 

  Metallo-β-lactamases   (Class B) have one or two Zn 2+  ions rather than a serine at 
the active site. These enzymes are known to inactivate all clinically important 
β-lactams except  aztreonam   [ 90 ]. Some β-lactamases (subclass B1 and B3) are most 
active as dizinc enzymes, while subclass B2 enzymes, such as  Aeromonas hydroph-
ila  CphA, are inhibited by the binding of a second zinc ion [ 91 ]. Hydrolysis of the 
 β-lactam   ring requires reaction of a nucleophile at the carbonyl carbon of the 
β-lactam ring. Note that water is not a strong enough nucleophile as hydroxide 
(OH − ) ion to carry out such a reaction. The Zn ions function by facilitating ioniza-
tion of one water molecule to form hydroxide ion which functions as a nucleophile 
to react at the carbonyl carbon (Fig.  3.17 ). Another water molecule that is also 
bound to a zinc ion donates a proton to the nitrogen of the β-lactam ring and in the 
process becomes a hydroxide ion which carries out further catalytic cycles .  

3.3.2.7        β-Lactamase   Inhibitors 

 Since the discovery of  penicillin   scientists have made numerous other antibiotics. 
A few of these are natural, few are synthetic and all the remaining are minor modi-
fi cations of existing antibiotics resulting in various physical and chemical proper-
ties. Bacteria that are resistant to the existing antibiotics may not be resistant to 
these modifi ed molecules because of the difference in structure. The most effective 
method that bacteria have for resistance to  β-lactams   is by secretion of the enzyme 
β-lactamase either to the outside by gram-positive bacteria or into the periplasmic 
space by gram-negative bacteria. In order to overcome the problem of resistance, 
scientists have developed new antibiotics that cannot be degraded by β-lactamases. 
One example of such antibiotic is  methicillin  , which is resistant to degradation by 
β-lactamase. This property makes the antibiotic methicillin a very successful antibi-
otic (Sect.  3.3.2.10 ). 

 Another strategy that scientists undertake for rational drug design is to make 
compounds that can inhibit or permanently inactivate enzymes that destroy antibiot-
ics [ 92 ]. So the next big discovery in the fi eld of antibiotics was that of small mol-
ecules that function as mechanism based (suicide)  inhibitors   of β-lactamases. These 
compounds are used along with the antibiotics in order to prevent the destruction of 
the antibiotic by the β-lactamase enzyme. There are three β-lactamase inhibitors 
that have become clinically successful:  Clavulanic acid  ,  Sulbactam   and  Tazobactam   
(Fig.  3.18 ). The fi rst one is an enol ether  lactam   while the latter two are both sulfo-
nyl derivatives of  β-lactam  . All these three compounds inhibit only  serine 
β-lactamases   and not the  metallo-β-lactamases  , which still continue to pose signifi -
cant threat. Of special concern are the bacteria that are resistant to  carbapenems   by 
virtue of secretion of metallo-β-lactamase. For further discussion of carbapenem- 
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resistant bacteria, see Sect.  3.3.2.12 . The good news is that recently several inhibitors 
for metallo-β-lactamase also been developed (Sect.  3.3.2.8 ) [ 93 ,  94 ].

    Clavulanic acid, sulbactam, and tazobactam.  Clavulanic  acid         is a β-lactamase 
inhibitor produced by  Streptomyces clavuligerus . It is not an antibiotic (it has only 
weak antibacterial activity), its main function is to counteract the effect of 
β-lactamases.  S. clavuligerus  also produces and secretes the  β-lactam   antibiotic 
 cephamycin C  . The genes for biosynthesis of the antibiotic as well as the β-lactamase 
inhibitor are clustered together in the same region of the chromosome. Thus this 
organism is unique in that the biosynthesis of an antibiotic and of a molecule to 
protect the antibiotic from enzymatic degradation are controlled by shared mecha-
nisms [ 95 ]. This concept has been utilized clinically by prescribing β-lactam anti-
biotics in combination with clavulanic acid. Some popular and successful 
combinations are  Augmentin   (contains  penicillin   and clavulanic acid),  Timentin   
(contains  ticarcillin   and clavulanic acid),  Zosyn   (contains  piperacillin   and tazobac-
tam),  Unasyn   (contains  ampicillin   and  sulbactam  ). The clavulanic acid inactivates 
the β lactamase enzyme that is secreted by the infecting bacteria and thus allows 
penicillin to function. 

 The mechanism of action  of         clavulanic acid and the sulfones involves an “electron 
sink,” which is a double bond at the right position for accepting the electrons of the 
nucleophile, serine that initiates the reaction. In case of  transpeptidase   reacting with 
either the natural substrate, peptidoglycan monomer or with  penicillin  , and also in 
case of reaction of β-lactamases with penicillin or other  β-lactams  , the electrons of the 
serine go to the nitrogen of the amide bond that is broken, which then accepts a proton 
from an acidic amino acid at the active site of the enzyme (Figs.  3.16  and  3.19 ). In 
case of reaction of β-lactamase with clavulanic acid and the sulfones sulbactam and 
tazobactam, the electrons of the nucleophile goes all the way to the alkenyl carbon or 
to the oxygen of the sulfone, which then accept a proton from an acidic amino acid at 
the active site of the β-lactamase. The acyl enzyme bond formed between the 
β-lactamase and the inhibitor is different from the acyl bond formed with penicillin in 
that it is much slower to hydrolyze. What makes the release of free active enzyme 
even less probable is the formation of a second bond to another serine at the active site 
(Fig.  3.19 ). Because of the bonds of two serines of the enzyme to the fragmented 
inhibitor molecule, the β-lactamase becomes permanently inactivated.

  Fig. 3.18    Mechanism-based (suicide)  inhibitors   of  β-lactamases         
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   Mechanism of action of  sulbactam         and tazobactam are similar to that of clavu-
lanic acid. The main difference between them is that clavulanic acid has a carbon–
carbon double bond while sulbactam and tazobactam have a sulfur–oxygen double 
bond to act as “electron sink” to accept the electrons of the nucleophilic serine. 
After the fi rst step of the reaction the remaining steps are the same for the three 
inhibitors (Fig.  3.19 ). 

  Avibactam . The  β-lactamase    inhibitors   clavulanic acid, sulbactam and  tazobactam   
are effective against class A but not class C β-lactamases, the genes for which are 
found in the chromosomes of many clinically important pathogens such as 
 Pseudomonas aeruginosa  and many  Enterobacteriaceae  spp. and also on  plasmids   
that can be transferred to many other species of bacteria. One member of class C 
β-lactamase is AmpC, which is a cephalosporinase which mediates resistance to 
cephalothin, cefazolin, cefoxitin, and most  penicillins   [ 96 ]. A newly discovered 
compound, Avibactam, is a β-lactamase inhibitor that inhibits both class A and class 
C and some class D enzymes [ 97 ]. Avibactam is different from the commonly used 
β-lactamase inhibitors, clavulanic acid,  sulbactam   and  tazobactam   in that it is not a 
 β-lactam  . There is some difference in the mechanism of action also. The reaction 
starts with a ring opening as in case of the other three however, the reaction is 
reversible, so the inhibitor is regenerated as opposed to being hydrolyzed (Fig.  3.20 ). 

3.3.2.8          Inhibitors of   Metallo-β-lactamases   

  Clavulanic acid  ,  sulbactam  ,  tazobactam  , and  avibactam   inhibit only  serine 
β-lactamases   and not the metallo-β-lactamases. There are no known clinical inhibi-
tors of the metallo-β-lactamases to date [ 92 ,  98 ]. However, several inhibitors of 
metallo-β-lactamases are being studied. Carbapenem resistance in  Bacteroides 
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  Fig. 3.19     Suicide inhibitors   of  β-lactamase  . Reactions of ( a )  Clavulanic acid   and ( b )  Sulbactam   
( R  = methyl) and  Tazobactam   ( R  =  triazole  ) with β-lactamase enzyme. The base,  B : and the acid, 
 A–H  represent various basic and acidic amino acids respectively at the active site of the enzyme       
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fragilis  is due to the secretion of a metallo-β-lactamase that hydrolyzes the antibi-
otic.  Biphenyl tetrazoles (BPTs)   (Fig.  3.21 ) are a structural class of potent competi-
tive inhibitors of metallo-beta-lactamase identifi ed through screening and using 
molecular modeling of the enzyme structure. The compound was shown to inhibit 
the metallo-β-lactamase in vitro and converted  imipenem  -resistant  B. fragilis  from 
resistant to sensitive [ 93 ]. Based on crystallographic and kinetic studies, the authors 
proposed that the inhibitor functions by displacing a water molecule bound to the 
Zn 2+  atom at the active site of the enzyme while the biphenyl moiety interacts with 
the hydrophobic amino acids of the fl ap extending above the active site.

   Other metallo-β-lactamase inhibitors that are not related to  biphenyl tetrazoles   
have also been reported. Mercaptoacetic acid thiol esters are irreversible inhibitors 
of metallo-β-lactamases and function via hydrolytic release of mercaptoacetic acid 
which subsequently covalently modifi es a cysteine residue at the active site [ 90 ,  99 ]. 
Trifl uoromethyl alcohol and ketone derivatives of  L - or  D -alanine have been reported 
to be competitive inhibitors of metallo-β-lactamase. These compounds are proposed 
to bind to one of the Zn atoms in the active site [ 93 ]. Recently, a fungal natural 
product,  Aspergillomarasmine  -A (AMA) has been identifi ed as a potent inhibitor of 
metallo-β-lactamases such as  NDM-1   and VIM-2 [ 93 ]. The authors also demon-
strated that a combination of AMA and the carbapenem antibiotic  meropenem   was 
able to signifi cantly reduce the bacterial load in mice infected with meropenem- 
resistant bacteria. It has been previously shown that AMA can inhibit angiotensin 
converting enzyme (ACE), which is involved in increasing blood pressure by con-
stricting blood vessels. Both ACE and metallo-β-lactamases are zinc containing 
enzymes and share some functional similarities, which suggests that the inhibitor 
AMA may have similar mechanism of action on these enzymes [ 100 ]. It has been 
shown that AMA is able to remove zinc ion from NDM-1 and thus inactivate the 

  Fig. 3.20    Reaction of  avibactam   with  β-lactamase   enzyme.  B  and  A–H  are basic and acidic amino 
acids at the active site       

  Fig. 3.21    Inhibitors of  metallo-β-lactamase         
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enzyme [ 94 ]. There has been growing alarm over recent reports of infection by 
carbapenem-resistant bacteria that contain the  New Delhi metallo-β-lactamase  -1 
(NDM-1) gene (see Sect.  3.3.2.12 ). The newly discovered inhibitors may be able to 
alleviate some of that concern .  

3.3.2.9        Extended Spectrum β-Lactamases (ESBLs)   

 Bacteria are constantly evolving in order to survive various environmental condi-
tions. Since the introduction and subsequent frequent use of the  β-lactamase   inhibi-
tors, bacteria have evolved to make their β-lactamases carry out their function even 
in the presence of the inhibitors. This is achieved by the bacteria in two ways: (1) 
Develop mutations in the β-lactamase promoter that increase the expression level of 
the enzyme and (2) develop mutations at the active site that allow the enzyme to 
bind to the antibiotic (β-lactam) with greater affi nity than to the β-lactamase inhibi-
tor. The new enzymes containing these mutations are called the Extended Spectrum 
β-Lactamases (ESBLs). Thus, the ESBLs are derived from the usual broad spectrum 
β-lactamases, TEM, which was named after the patient, Temoniera from whom it 
was fi rst isolated and SHV, named so because sulfhydryl reagent had variable effect 
on activity [ 101 ]. The fi rst report of ESBL was in 1979 [ 102 ]. The ESBL enzyme 
makes the bacteria resistant to most beta-lactam antibiotics, including  penicillins  , 
 cephalosporins  , and the  monobactam aztreonam     . There have been many reports of 
outbreaks of infections caused by bacteria producing ESBL. These infections are 
very diffi cult to treat. However, the bacteria are usually sensitive to carbapenem 
antibiotics (Sect.  3.3.2.12 ) .  

3.3.2.10           Methicillin- Resistant    Staphylococcus aureus  (MRSA) 

 These gram-positive bacteria are part of the normal fl ora in 30 % of the population 
but can also cause severe infectious diseases mainly of the skin.  S. aureus  should be 
sensitive to the β-lactam antibiotics such as  penicillin   since it has four penicillin 
binding proteins, PBP-1, 2, 3, and 4, which are needed for cell wall synthesis 
(Sect.  3.3.2.3 ). However, because of the uncontrolled use and misuse of penicillin 
the bacteria rapidly developed resistance to penicillin and other common  β-lactams  . 
The most common mechanism of resistance is the acquisition of the gene for the 
enzyme  β-lactamase  , which hydrolyzes the penicillin to penicilloic acid 
(Sect.  3.3.2.5 , Fig.  3.17 ). In the 1950s scientists at Beecham pharmaceutical com-
pany in the UK developed a derivative of penicillin that contained two bulky 
methoxy substituents in the side chain benzyl group. Because of these bulky groups, 
the antibiotic did not bind to β-lactamase and so were resistant to destruction by the 
enzyme [ 103 ]. This new antibiotic was initially introduced under the trade name 
Celbenin but was later changed to the current name  methicillin   (Fig.  3.14 ). This new 
antibiotic has since been highly effective especially for treating penicillin-resistant 
bacteria. However, unfortunately, within 1 year the fi rst case of resistance to 
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methicillin was reported [ 104 ]. This resistant strain, methicillin-resistant 
 Staphylococcus aureus  (MRSA), which has now become a household name is of 
immense concern and is widely referred to as a “superbug” because of the diffi cult-
to-treat diseases that it causes. Initially it was responsible for hospital-acquired 
( nosocomial  ) infections but has now spread outside the hospitals, causing numerous 
illnesses in the community [ 105 ]. 

  Mechanism of resistance to methicillin.  Because of the binding and subsequent sui-
cide inactivation of penicillin binding proteins (PBPs),  methicillin   can kill most bac-
teria even if they produce β-lactamase since methicillin does not bind to  β-lactamase  . 
However, some bacteria develop resistance to methicillin by expressing a different 
 PBP   protein named PBP2a (also called PBP2′) in addition to the usual PBP2. Note 
that this same protein also confers resistance to  carbapenems   which is discussed 
later (Sect.  3.3.2.12 ). This new protein does not bind to methicillin and thus is not 
inactivated by the antibiotic. The gene,  mecA  that codes for the protein PBP2a is 
present in the chromosome in a mobile genetic element which is a large 40–60 kb 
stretch of foreign DNA called the  mec  element. DNA sequence analysis suggests 
that the  mecA  gene has originated from  Staphylococcus sciuri. S. aureus  has four 
PBPs involved in cell wall synthesis (Sect.  3.3.2.3 ). In presence of methicillin, 
which binds to and inactivates the four usual PBPs, the PBP2a enzyme can take over 
the function of the four PBPs and continue with cell wall synthesis [ 106 ]. Since 
PBP2a is essential in conferring methicillin resistance, any factor that interferes with 
the expression of the  mecA  gene or with the activity of PBP2a will affect methicillin 
resistance. Since PBP2a has strict substrate requirements, factors that infl uence for-
mation of the substrate have the potential to perturb or modulate methicillin resis-
tance. Some of these factors have been discussed in a review article [ 107 ]. However, 
another research lab has reported that the enzyme PBP2A is very adaptable to the 
conditions of the host cell. The  mecA  gene (which codes for PBP2A) of methicillin-
resistant  S. aureus  is originally from  S. sciuri , however, the cell wall structures of the 
two wild-type strains,  S. sciuri  and  S. aureus  are quite different.  Transpeptidase   
enzymes in the two strains use different substrates for the cross- linking reaction and 
thus synthesize cell walls with different structures. However, when the  mecA  gene 
from  S. sciuri  was cloned into  S. aureus  it was found that the cell wall structure of 
 S. aureus  did not change which suggests that the protein product of the  S. sciuri 
mecA  can effi ciently participate in  cell wall biosynthesis   and build a cell wall using 
the cell wall precursors that  are   characteristic of the  S. aureus  host  [ 108 ].  

3.3.2.11     Unusual  β-lactams  :  Monobactam   

 Search for more β-lactams have resulted in discovery of many other antibiotics with 
similar mechanisms of action. A range of diverse β-lactams, that are neither  penicil-
lins   nor  cephalosporins  , have been discovered. Two such antibiotics will be dis-
cussed:  aztreonam   and carbapenem. Aztreonam (Fig.  3.22 ) is an unusual β-lactam 
because it is a monobactam (a monocyclic β-lactam), in which the β-lactam ring is 
alone and not fused to another ring. Aztreonam is the only commercially available 
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monobactam and is active against aerobic gram-negative bacteria such as Neisseria 
[ 109 ] and Pseudomonas and was approved by the FDA in 1986. Commercial aztreo-
nam is made synthetically but was originally isolated from the bacterium 
 Chromobacterium violaceum . It is a useful antibiotic since it is resistant to some 
β-lactamases including  metallo-β-lactamases   (Sect.  3.3.2.6 ) but are sensitive to 
extended spectrum  β-lactamases   (Sect.  3.3.2.9 ). The drug is especially useful for 
treatment of patients who are allergic to  penicillin  ,  cephalosporin   or carbapenem. 
This is because  monobactams  , in spite of being lactams, are structurally different 
enough from the usual β-lactam antibiotics, so as to not induce allergic reactions.

3.3.2.12            Unusual    β-lactams  :  Carbapenems   

 Another antibiotic,  thienamycin   has a carbon in place of the sulfur in the fi ve- 
membered ring, but does have a sulfur containing side chain (Fig.  3.23 ). It is not 
inactivated by most  β-lactamases   including the extended spectrum β-lactamases 
(ESBL)   .  Thienamycin   was the fi rst naturally occurring member of the class of anti-
biotic called carbapenems. It was isolated from the soil bacteria,  Streptomyces cat-
tleya  and its structure was determined [ 109 ]. Other carbapenems were derived based 
on the structure of thienamycin. As the name suggests, carbapenems differ from 

  Fig. 3.22    Structure of  aztreonam  , a  monobactam         

  Fig. 3.23    Structures of  β-lactam   and some  carbapenems         
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conventional  penicillins   (penams) in two ways: they have a carbon instead of a sul-
fur atom and have a double bond (an “e” instead of “a” in the name) in the molecule 
(Fig.  3.23 ). Carbapenems have a very broad spectrum of activity. They are active 
against a broader range of both gram-negative and gram-positive bacteria than are 
penicillins and  cephalosporins   including bacteria that have acquired the extended 
spectrum β-lactamases (ESBL). The spectrum of activity of carbapenems encom-
passes virtually all bacterial pathogens except mycobacteria, cell wall-defi cient 
organisms, and a few infrequent non-fermenters and aeromonads [ 111 ]. The struc-
tures of some carbapenems are shown in Fig.  3.23 . The important structural features 
of carbapenems that are responsible for their broad spectrum of activity as well as 
their resistance to β-lactamases are the  trans  confi guration of the substituents of the 
β-lactam ring, the hydroxyethyl substituent (R1) at C6 and the methyl substituent 
(R2) at C1 [ 112 ]. The hydroxyethyl side chain at C6 has a chiral center and the ste-
reochemistry of the carbon (C8) should be R for the carbapenem to be active [ 110 ].

   Older carbapenems, such as  imipenem  , were susceptible to degradation by the 
enzyme dehydropeptidase-1 (DHP-1) located in renal tubules but newer ones such 
as  meropenem   (approved by FDA in 1996),  ertapenem   (approved in 2001), and 
 doripenem   (approved in 2007) are more stable [ 113 ]. One great advantage of car-
bapenems over  β-lactams   such as  penicillins   is that they are not degraded by most 
beta- lactamases   except metallo-beta- lactamases  .  Pseudomonas aeruginosa  is fre-
quently the cause of  nosocomial   (hospital acquired) pneumonia. Infections by  P 
aeruginosa  have very high mortality rates due to widespread antibiotic resistance, 
both intrinsic and acquired. One antibiotic that is frequently used effectively against 
these bacteria is carbapenem. Because of its broad spectrum of activity and its sta-
bility against β-lactamases,  carbapenems   are one of the most valuable antibiotics 
available today. In order to prevent development of resistance to the antibiotic, its 
use has been limited and is used as an antibiotic of last resort. Still, frequent use of 
the antibiotic has resulted in development of resistance to  carbapenem  . 

  Resistance to carbapenems.        Since the antibiotic has not yet been used excessively, 
there is less resistance development. However, many cases of resistant bacteria have 
been reported. There can be several methods of resistance development. 

  By point mutations.  One method of developing resistance to carbapenems is by 
acquiring point mutations in the target proteins, which in this case are the PBPs such 
that they bind less tightly to the drug. Such examples are seen in  Enterococcus fae-
cium  and methicillin-resistant Staphylococci [ 35 ]. However, the most common 
cause of resistance to carbapenem is mutation in the outer membrane  protein    OprD   
which is known to form outer membrane porins that are needed for transport of 
basic amino acids or peptides containing basic amino acids. Unlike the porin protein 
OmpF of  E. coli , the OprD protein of  P aeruginosa  forms a narrower porin. 
Carbapenems enter the cell through these porins. Since basic amino acids compete 
with carbapenem antibiotics for passage through the porins, MIC of carbapenems 
depends on the presence of basic amino acids in the growth medium. Mutations in 
the  oprD  gene cause conformational changes in the porin and thus give rise to resis-
tance to carbapenems [ 114 ]. 
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  By insertion of DNA.  Besides acquiring point mutations in a gene, another common 
method of mutation is by insertion of some DNA sequence in a gene. The inserted 
DNAs are called a  transposons   or insertion sequence (IS) elements, which are com-
monly known as “jumping genes” (Sect.   2.6    ). Insertion of DNA into a gene can give 
rise to antibiotic resistance in two ways. The insertion sequence itself may contain 
the sequence of an antibiotic resistance gene thus conferring resistance to that anti-
biotic. Another possibility is that the insertion into a gene inactivates a protein that 
is essential for functioning of an antibiotic. One such example is seen in  P. aerugi-
nosa  which can become resistant to carbapenem by insertion of IS elements in the 
 oprD  gene. In  P. aeruginosa  the  OprD   protein is used to form the outer membrane 
porins whose normal function is to transport basic amino acids. Since  carbapenems   
use these porins to enter the cell, insertions in the  oprD  gene make the bacteria 
resistant to antibiotics. Many such instances of carbapenem-resistant  P. aeruginosa  
have been reported from various  countries   [ 115 ]. 

  By acquiring resistance gene.  As mentioned above, carbapenems are resistant to 
most  β-lactamases  , and this makes them highly reliable antibiotics. However, car-
bapenems are not resistant to the metallo-β-lactamases (MBL) which are capable of 
degrading the drugs and are also known as carbapenemases. There have been sev-
eral reports of carbapenem-resistant bacteria that contain a  metallo-β-lactamase   
gene. However it was a matter of great concern when a new carbapenem-resistant 
 Klebsiella pneumoniae  was detected in a patient. These bacteria contained the  New 
Delhi metallo-β-lactamase 1 (NDM-1)   gene [ 116 ]. A high incidence of NDM-1 
producing carbapenem-resistant  Enterobacter cloacae  has recently been reported 
from China [ 98 ]. Such spread of the resistance gene is becoming a major public 
health threat. As discussed before (Sect.  3.3.2.7 ), several inhibitors of  serine 
β-lactamases   are known and are in clinical use in combination with β-lactam 
 antibiotics. No such inhibitors of  metallo-β-lactamases   are in clinical use as of 
today although, there are several promising candidates that have been discovered 
recently for inhibiting the  metallo-β-lactamases   (Sect.  3.3.2.8 ). 

  A new multi step method of acquiring resistance.  Another very unique mechanism 
of resistance to carbapenem that is independent of carbapenemase (metallo-β- 
lactamase) enzyme has been identifi ed recently by Levy and his colleagues at Tufts 
University [ 117 ]. They showed that the infecting bacteria,  E. coli  had mutated four 
separate times in order to develop resistance to  carbapenems  . The results support 
the concept that continued exposure to sublethal concentrations of an antibiotic will 
select for multiple mutations that can have a cumulative effect to eventually provide 
resistance to the antibiotic (Sect.   2.5    ). Mutations in the bacteria in a regulatory pro-
tein MarR decreased the expression of outer membrane  porin   proteins OmpF and 
OmpC, thus decreasing the permeability of carbapenem antibiotics, and increased 
the expression of a multidrug  effl ux pump   resulting in pumping out any antibiotic 
that enters the cell. The mutations also resulted in the expression of a new protein 
 YedS  , which is usually a non-translatable protein due to a large gap in the open 
reading frame (ORF). Expression of the outer  membrane protein   YedS also increases 
resistance to  carbapenems  . 
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  Target bypass mechanism.  In some bacteria resistance takes place by a target bypass 
mechanism. These strains produce a second  PBP   called PBP2′ (also known as 
PBP2a), which is also a peptidoglycan  transpeptidase   as are other PBPs. The same 
mechanism applies to  methicillin   resistance also and has been discussed in more 
detail before (Sect.  3.3.2.10 ). In presence of carbapenem the usual transpeptidases 
(PBP 2 and 3) are inactivated. However, presence of the carbapenem induces the 
expression of PBP2′ which now continues the cross-linking reaction. PBP-2′ has 
decreased affi nity for all β-lactams, so the resistance is developed against a broad 
spectrum of antibiotics including  carbapenems  . 

 As discussed before (Sect.   2.2    ), antibiotic resistance can be determined by the 
Kirby-Bauer disk diffusion test. Antibiotic sensitive strains will give a  zone of 
inhibition   while resistant strains will grow uniformly throughout the plate. Disk 
diffusion test done with the antibiotic  imipenem   (a carbapenem) on a lawn of 
 Streptococcus haemolyticus  gives an interesting result: a double zone of growth 
around the disk is observed. There is growth around the disk as well as at the 
edge of the plate with a zone of no growth in between (Fig.  3.24 , compare A and 
B). A similar pattern can be seen in the E-test (Sect.   2.2    ), which also gives a 
double zone of growth (Fig.  3.24 , compare C and D). Such a double zone of 
growth is characteristic of  Streptococcus haemolyticus  in the presence of car-
bapenem [ 118 ]. A likely explanation for the double zone of growth is that induc-
tion of the PBP2′ gene requires a certain minimum concentration of the 
carbapenem antibiotic. The concentration is high enough around the antibiotic 
disk and so PBP2′ is synthesized and the bacteria are resistant immediately 
around the disk. Beyond a certain distance from the disk, the concentration of the 
antibiotic is not high enough to induce the expression of the gene for PBP2′ and 
so the bacteria are killed by the antibiotic. At even farther distance the concentra-
tion of antibiotic is below the MIC and so does not kill the bacteria and results in 
the second zone of  growth    .

ca b d

Cell growth No growth

  Fig. 3.24    Diagrammatical representation of  zone of inhibition  .  Kirby-Bauer test   ( a ,  b ) and E-test 
( c ,  d ).  a  and  c  represent most antibiotics. ( b ) and ( d ) show carbapenem resistance and demonstrate 
the target by-pass mechanism. Note that the cells and background can be stained differentially with 
methylene blue to make the zone of inhibition appear more prominent [ 28 ]       
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3.3.3          Antibiotics Targeting the Membrane Phase of Synthesis 

 As explained before (Sect.  3.3.2 ), although the membrane phase comes before the 
cell wall phase in the sequence of reactions for the biosynthesis of the cell wall, the 
antibiotics acting in the membrane phase of cell wall biosynthesis are being dis-
cussed here after the  β-lactams   which affect the cell wall phase of biosynthesis of 
the cell wall. 

3.3.3.1        Bacitracin  

   Bacitracin , named   after a patient, Treacy, is a peptide antibiotic produced by some 
strains of  Bacillus licheniformis  and  Bacillus subtilis , and inhibits the cell wall for-
mation in gram-positive as well as some gram-negative bacteria [ 119 ]. 

  Structure and use.  Bacitracin is a mixture of several cyclic polypeptides containing 
12 amino acids (Fig.  3.25 ) many of which are unusual amino acids. Four of them are 
 D -amino acids instead of the usual  L -ones, one is ornithine and two are modifi ed 
amino acids. In fact, there is something unusual about every peptide bond of bacitra-
cin. This is a common biochemical strategy that organisms often take to protect 
against degradation by proteases which can cleave only normal peptide bonds in 
proteins. Another unusual feature of bacitracin is that an extra peptide bond is formed 
between the γ-carboxyl group of aspartate and the ε-amino group of lysine, thus 
forming a ring. The Lys and Asp, each participate in more than two peptide bonds.

   Bacitracin is too toxic for systemic use and so is used topically for skin infec-
tions. At high concentration it is nephrotoxic if ingested. However, it is an ingredi-
ent in many over-the-counter fi rst aid ointments. Topical application on pets may 
result in toxic effects including death since pets have a tendency to lick the topically 
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  Fig. 3.25    Structure of  bacitracin         
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applied medication. At low concentrations bacitracin is widely used as a growth- 
promoting food additive for animals (see  subtherapeutic use  , Sect.   2.10.2    ). 
Bacitracin is not absorbed through the intestinal walls and so is one of the most 
commonly used growth promoting antibiotic in animals. Of all the bacitracin manu-
factured, 90 % is used for growth promotion in farm animals. 

  Mechanism of action.  Although the mechanism of subtherapeutic effect is not 
clearly understood, the mechanism of therapeutic effect of bacitracin has been well 
studied. Bacitracin inhibits the hydrolysis of C55-P-P by  pyrophosphatase   
(Sect.  3.2.2 ). Since the product  C55-P   is not formed, the next cycle of reaction can-
not take place, thus stopping cell wall synthesis. Mechanism of action of bacitracin 
is somewhat unusual. Most antibiotics function by binding to an enzyme and inhib-
iting its activity. Bacitracin functions by binding not to the enzyme but to the sub-
strate, C55-P-P in the presence of Zn 2+  or other divalent cations [ 120 ]. Another 
antibiotic that functions by binding to a substrate is  vancomycin   (Sect.  3.3.3.4 ). 

  Resistance development.  One common mechanism of resistance development to 
any antibiotic is by point mutations in the enzyme catalyzing an essential reaction. 
However, in this case that is not possible since bacitracin does not bind to any pro-
tein. So resistance development to bacitracin is rare in spite of the widespread use 
since its discovery in the early 1940s. Nevertheless, several methods of resistance to 
bacitracin have been reported [ 121 ]. 

 Some bacteria are resistant to the antibiotic because of the presence and expres-
sion of the BacA enzyme. It was initially proposed that BacA is a kinase catalyzing 
the phosphorylation of the lipid C55 (undecaprenol) to produce  C55-P  , thus com-
pensating for the defi ciency of the undecaprenyl (C55)  pyrophosphatase  , which also 
produces C55-P but is inhibited by bacitracin [ 122 ]. However, when BacA was 
purifi ed it was found to be an undecaprenyl pyrophosphatase enzyme [ 123 ]. In fact 
there are multiple genes encoding membrane proteins with undecaprenyl pyrophos-
phate phosphatase (UppP) activity. All these proteins outcompete bacitracin for 
binding to C55-P-P to produce C55-P and provides low level resistance to bacitra-
cin. Thus, is an example of a unique phenomenon. Usual enzyme inhibitors com-
pete with the substrate for binding to the enzyme. Here, enzyme molecules compete 
with the inhibitor (bacitracin) for binding to the substrate. 

 Another mechanism of resistance to bacitracin is by the BcrABC transporter 
system which pumps out the bacitracin molecules from the interior of the mem-
brane, where the C55-P-P resides. The hydrophobic proteins BcrB and BcrC form a 
transmembrane channel and two identical subunits of BcrA protein function as 
ATPases that hydrolyze ATP to provide energy for the transport [ 124 ]. The presence 
of bacitracin is sensed by the bacitracin sensor BcrR, which activates the expression 
of the BcrABC transport system. The original source of the BcrABC transport sys-
tem is  Bacillus licheniformis , which produces the antibiotic bacitracin and protects 
itself from the antibiotic by pumping it out using the transport system. The system 
can be acquired by a wide range of bacterial species to gain resistance.  
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3.3.3.2    Antibiotics that inhibit transglycosylation reaction 

    As discussed before (Sect.  3.2.3 ), transglycosylation reaction involves both the 
plasma membrane and the cell wall as its location. Three antibiotics that inhibit the 
transglycosylation reaction will be discussed:  Moenomycin  , Mersacidin (a  lantibi-
otic  ) and Vancomycin    .  

3.3.3.3          Moenomycin    

  Moenomycin  complex of antibiotics (other names  fl avomycin  ,  bambermycin  ) is a 
mixture of fi ve components A, A12, C1, C3, and C4 isolated in the 1960s from 
several strains of  Streptomyces :  Streptomyces bambergiensis ,  ghanaensis ,  ederen-
sis , and  geysirensis . Unlike the many antibiotics that inhibit the  transpeptidase   
enzyme, moenomycin is the only antibiotic known that inhibits the transglycosylase 
enzyme (also known as PBP1b or glycosyltransferase). The structure of moenomy-
cin A is shown in Fig.  3.26 . The various components of moenomycin complex differ 
from each other in the substituents of the sugar rings marked in blue. The molecules 
contain a pentasaccharide chain attached to a lipid (menocinol) via a phosphodiester 
linkage. The structure was determined by Kurz et al. [ 125 ]. The red color indicates 
functional groups that interact with the enzyme and are essential for activity. The 
two carbohydrate rings shown in blue mimic the two carbohydrate rings of the sub-
strate. Moenomycin has a broad spectrum of activity against gram-positive bacteria. 
It is not as potent against gram-negative bacteria because of the outer membrane 
barrier. However, it can lyse growing  E. coli  cell but not stationary phase cells 
[ 126 ]. Some gram-negative bacteria including  Neisseria ,  Helicobacter ,  Brucella , 
 Pasteurella , and  Pseudomonas , are more sensitive to moenomycins than others sug-
gesting differences in permeability of the outer membrane [ 127 ].

  Fig. 3.26    Structure of  Moenomycin  . The structure was determined by Kurz et al. [ 125 ] based on 
NMR data. The red color indicates functional groups that interact with the enzyme and are essen-
tial for activity. The two carbohydrate rings shown in  blue  mimic the two carbohydrate rings of 
the substrate       
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   Some transglycosylases can be bifunctional enzymes which also have  transpepti-
dase   activity. The enzyme has a transmembrane domain and thus, is anchored to the 
membrane. Binding of moenomycin was studied by Cheng et al. [ 128 ] who made 
deletions in the gene for the enzyme to obtain truncated proteins. They observed that 
the transmembrane domain was important for binding to moenomycin. 

 In spite of its unique mechanism of action, moenomycin is not used in humans 
because of toxicity and poor bioavailability. Due to the hydrophobic lipid tail and 
hydrophilic sugars and phosphate, moenomycin behaves as a detergent and so is 
very stable but forms aggregates in aqueous solution. This prevents absorption 
through the intestinal walls and if injected into the bloodstream, can cause hemoly-
sis, which explains its toxicity [ 127 ]. So its main use is as a growth promoter in 
animal feed ( Subtherapeutic use  , Sect.   2.10.2    ). However, appropriate moenomycin 
derivatives should be further explored as promising antibiotics. There are several 
advantages of such antibiotics [ 129 ]. This is the only antibiotic known that func-
tions by inhibiting glycosyltransferase enzyme. Function of glycosyltransferase is 
conserved among all bacteria and does not have any eukaryotic counterpart [ 130 ]. 
Similar to  penicillin  , it inhibits cell wall synthesis and so it has  bactericidal   activity. 
Since the antibiotic has never been used in humans and when added to animal feed, 
it is not absorbed but excreted, there is no known case yet of signifi cant resistance 
to the drug. In an effort to obtain derivatives of moenomycin that can be of human 
use, Yuan et al. [ 131 ] have fi rst identifi ed six amino acid residues at the active site 
of the glycosyltransferase enzyme that make contact with moenomycin. Mutational 
analysis showed that all six residues are important for enzymatic activity. The 
authors also designed the biosynthesis of a smaller version of moenomycin which 
can still maintain these six contacts with the enzyme and the new compound had 
comparable activity as the natural drug. This can facilitate the design of new moeno-
mycin analogs that can be used in humans .  

3.3.3.4      Lantibiotics: Mersacidin 

 One type of antibiotics that functions by inhibiting cell wall synthesis is called a 
 lantibiotic   (an abbreviation for  lanthionine   containing antibiotic). Lantibiotics are 
 antimicrobial peptides (AMPs)   but unlike other peptide antibiotics such as  bacitra-
cin   and  gramicidin  , lantibiotics are ribosomally synthesized and then posttransla-
tionally modifi ed. Lantibiotics can be of two types: Type A lantibiotics are long and 
fl exible molecules (e.g.,  nisin  ) while Type B lantibiotics are globular (e.g., mersaci-
din). Both types of lantibiotics function by binding to the  C55-P   ( Lipid II  ), which 
plays an important role in cell wall synthesis (Sect.  3.2.2 ). However, since Type A 
lantibiotics also function by disrupting the cell membrane, these are discussed fur-
ther in more detail in the chapter on membrane acting antibiotics (Sect.   7.2.2.8    ). The 
focus here is on the Type B  lantibiotic  , mersacidin. 

 Mersacidin was fi rst discovered and isolated from a Bacillus species [ 132 ]. It is 
the smallest lantibiotic known (molecular mass 1825). Mersacidin has antibiotic 
activity comparable to that of  vancomycin   against gram-positive bacteria such as 
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streptococci, bacilli, and staphylococci  including   methicillin-resistant 
 Staphylococcus aureus  (MRSA, Sect.  3.3.2.10 ) strains [ 133 ]. Mechanism of action 
of mersacidin involves binding to membrane bound  Lipid II   (C55-P-P-NAM-NAG- -
pentapeptide, Sect.  3.2.2 ). Structure of mersacidin and its interaction with Lipid II 
has been studied using NMR [ 134 ]. Mersacidin is a 20-residue peptide with nine 
post-translationally modifi ed amino acids and a single negatively charged residue, 
Glu-17. Unlike type A lantibiotics, which are positively charged and are mostly 
extended and fl exible in structure, mersacidin is globular and compact and have a 
negative charge or no net charge. 

 Mersacidin inhibits  peptidoglycan biosynthesis  , at the level of  transglycosylation   
[ 135 ]. Of the three types of antibiotics that inhibit transglycosylation,  moenomycin   
functions as a competitive inhibitor of the transglycosylase enzyme,  vancomycin   
binds to the terminal D-ala-D-ala portion of the substrate and thus inhibits the reac-
tion. Mersacidin also functions by binding to the substrate but not to the terminal 
D-ala-D-ala part. Binding of mersacidin to the substrate has been studied and shown 
to an ionic interaction. Mutagenesis or modifi cation of Glu-17 of mersacidin was 
shown to inactivate the antibiotic activity. However, since both mersacidin and 
Lipid II are negatively charged, interaction between them is proposed to be between 
Glu-17 of mersacidin and the sugar phosphate head group of  Lipid II   through 
positively charged calcium ions [ 134 ].  

3.3.3.5          Vancomycin   

 The glycopeptide antibiotic vancomycin (from the word “vanquish”) was fi rst 
isolated from  Streptomyces orientalis  in the 1950s at Eli Lilly and Company [ 136 ]. 
It was found to be active against most penicillin-resistant staphylococci [ 137 ] and 
some anaerobic organisms [ 137 ] as well as  Neisseria gonorrhoeae  [ 139 ]. Although 
vancomycin was quickly approved for clinical use in 1958 soon after its discovery, 
it wasn’t a favored antibiotic because of its toxicity. Vancomycin has several disad-
vantages such as poor tissue penetration, diffi culty of administration as well as other 
side effects. People became interested in it again in the early 1980s for the treatment 
of pseudomembranous enterocolitis. Another reason for the increased interest in 
vancomycin was the spread of methicillin- resistant    Staphylococcus aureus  (MRSA). 
Infections caused by MRSA are of major concern since the bacteria are resistant to 
all  β-lactam   antibiotics. Since vancomycin is effective against MRSA, it is consid-
ered to be a very valuable antibiotic and so is usually used as an antibiotic of last 
resort when all β-lactams fail or when the patient is allergic to β-lactams. Because 
of the limited use of vancomycin and because of its unique mechanism of action 
(Sect.  3.3.3.5 ), resistance development to vancomycin has been rare. Vancomycin is 
one of the very few antibiotics that can be used against infection by multidrug- 
resistant enterococci. Enterococci are the major cause of hospital-acquired infec-
tions. Of these,  E faecalis  accounts for 80–90 % of all clinical isolates of  Enterococci  
while the remaining 10–15 % is due to infection by  E. faecium  [ 139 ].  
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3.3.3.6      Mechanism of Action of Vancomycin 

 The structure of vancomycin consists of a heptapeptide ring attached to a disaccha-
ride via a glycosidic bond (hence the name glycopeptide). The site of action is the 
cell wall and so the vancomycin does not enter the cytoplasm of the bacteria. 
Because of its large structure vancomycin does not pass through the outer mem-
brane and so is not effective against gram-negative bacteria except  Neisseria gonor-
rhoeae , which has a  m ultiple  t ransferable  r esistance (MTR) pump that is used to 
translocate drugs across the membrane [ 141 ]. Another glycopeptide antibiotic with 
very similar mechanism of action as vancomycin is teicoplanin. The structures of 
the two antibiotics are shown in Fig.  3.27  in which the differences between the two 
are shown in red. Because of the hydrophobic tail, teicoplanin can be described as a 
lipoglycopeptide.  Teicoplanin   has lower toxicity than vancomycin [ 142 ]. However, 
it is not yet approved for use in the USA but has been used in Europe.

   Vancomycin blocks the transglycosylase (aka glycosyltransferase) reaction in 
which the monomer unit is transferred to the broken points of the cell wall. 
Vancomycin is an unusual type of antibiotic that does not bind to the transglycosyl-
ase enzyme or to any other protein. Instead, it binds to the terminal D-ala-D-ala 
dipeptide residue of pentapeptide part of the monomer unit, C55-P-P-NAM-
(pentapeptide–pentaglycine)-NAG. By blocking the substrate, it inhibits the  trans-
glycosylation   reaction. Since the terminal D-ala-D-ala part of the peptidoglycan 
strand also serves as substrate for the  transpeptidase   enzymes (Sect.  3.2.3 ), vanco-
mycin can inhibit both the  transglycosylation   as well as the transpeptidation reac-
tion and have a  bactericidal   effect. Unlike the  β-lactam   antibiotics and all other 
 suicide inhibitors   (Sect.   1.7.3    ), which become covalently bonded to the enzyme, 
vancomycin functions in a unique way. Instead of binding to an enzyme, it binds 
non-covalently to the substrate and so is also described a “supramolecular antibi-
otic.” The binding between the antibiotic and the substrate takes place through fi ve 
hydrogen bonds between the carbonyl and secondary amino groups present in both 
vancomycin and the terminal L-Lys-D-ala-D-ala of the peptidoglycan monomer 

  Fig. 3.27    Structures of  vancomycin   and  teicoplanin  .  Red  color indicates differences between the two       
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(Fig.  3.28 ). Another contributing interaction that is not shown in the fi gure is the 
hydrophobic interaction between the alanine methyl group of the monomer and the 
aromatic groups of the vancomycin [ 143 ]. The binding of vancomycin to its target 
was determined by NMR and X-ray diffraction studies [ 144 ,  145 ]. Since it specifi -
cally binds to the D-ala-D-ala moiety of the glycopeptide molecule (actually lysine, 
the third amino acid from the end also fi ts into the binding pocket of vancomycin), 
other intermediates that contain D-ala-D-ala can also bind to the vancomycin. So 
the D-ala-D-ala dipeptide formed by D-ala-D-ala synthetase (Sect.  3.2.1 ) can also 
bind to vancomycin in vitro. However, no binding is observed in vivo since the anti-
biotic is unable to cross the membrane and enter the cytoplasm where the D-ala-D- 
ala intermediate is present.

3.3.3.7          Resistance Development to Vancomycin 

 As discussed above, vancomycin was fi rst approved for clinical use in 1958 but was 
not widely used because of its toxicity. Then in the 1980s when methicillin-resistant 
 Staphylococcus aureus  ( MRSA  , Sect.  3.3.2.10 ) strains began to emerge, vancomy-
cin was brought back into use. By the late 1980s it was the only reliable antibiotic 
against MRSA infections. Today the use of vancomycin has been made limited so 
that too much use does not result in selection for bacteria resistant to the drug. 
Vancomycin is used as an antibiotic of last resort only when all other antibiotics 
have failed. Although vancomycin has been in use since the 1960s signifi cant 

a

b

  Fig. 3.28    Mechanism of  vancomycin   resistance. ( a ) Structure of Vancomycin ( black ) bound to the 
terminal L-Lys-D-Ala-D-Ala ( blue ) of the peptidoglycan strand by hydrogen bonds ( green ). The 
H-bond lengths are not drawn to scale. ( b ) Interaction with modifi ed substrate in vancomycin- 
resistant mutants       
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resistance has not developed to it. One reason for this is the relatively infrequent use 
of the drug for reasons explained above. However, the major reason for the lack of 
resistance development is the unusual mechanism of action of vancomycin in that it 
binds to the substrate and not to an enzyme. As discussed before (Sect.   2.4    ), if an 
antibiotic binds to a protein, resistance can develop by acquiring point mutations in 
the gene for the protein. But this is not possible if the antibiotic binds to a substrate. 
In order to prevent binding of the antibiotic to the substrate, the structure of the sub-
strate will have to be changed, which cannot be done by a acquiring a simple point 
mutation in any protein. Synthesis of a substrate requires several steps and several 
enzymes. In order for any one of these enzymes to catalyze a different reaction, there 
will have to be a drastic change in the enzyme. Also, in order to synthesize a new 
molecule a whole set of new enzymes will have to be made. Moreover, even if a 
different molecule is synthesized, there is no guarantee that it can function as a sub-
strate for the synthesis of the cell wall. However, in spite of all these barriers to 
resistance development, there are many reports of  vancomycin-resistant  enterococci  
(VRE)   in hospital-acquired infections; the fi rst reports coming in 1988 in Europe 
[ 146 ,  147 ] and similar strains were detected in the USA [ 148 ]. Between 1989 and 
1993, the percentage of enterococcal tests that were positive for VRE in the USA 
rose from 0.3 percent to 7.9 percent according to the Center for Disease Control and 
Prevention (CDC). Enterococcal infections can be fatal, particularly those caused by 
strains of vancomycin-resistant  enterococci  (VRE). During 2004, VRE caused about 
one of every three infections in hospital intensive-care units, according to the CDC. 

 Resistance development to vancomycin has been possible not because the resis-
tance mechanism has evolved due to extensive use of the antibiotic in the last 50 
years but because the resistance genes already existed in nature. In an evolutionary 
time scale, it can take millions of years for bacteria to develop a whole set of genes 
for the synthesis of an alternative substrate that will not bind to the drug and so 50 
years of use is not suffi cient to develop these genes. Resistance is possible because 
such resistant bacteria already existed in nature and contain the cassette of genes for 
the synthesis of the alternative substrate. Widespread use of the antibiotic only facili-
tates the horizontal transfer of the genes to other bacteria by  conjugation  ,  transfor-
mation   or transduction (Sect.   2.6    ) and further selection of resistant bacteria.  S. aureus  
strains that are resistant to vancomycin can be classifi ed into three categories: vanco-
mycin-resistant strains (VRSA; MIC, ≥16 μg/ml); vancomycin- intermediate strains 
(VISA; MIC, ≥4 μg/ml); and heterogeneous vancomycin-intermediate strains 
(hVISA; MIC < 4 μg/ml with subpopulations with higher MIC) [ 149 ]. VRSA strains 
are extremely rare, whereas the others have been reported numerous times. 

 As mentioned above, genes for resistance to vancomycin already existed in some 
bacteria long before humans started using the antibiotic [ 150 ]. Examples include 
Enterococcal species such as  Enterococcus gallinarum  and  E. casselifl avus  and 
gram-positive bacteria such as  Leuconostoc ,  Lactobacillus , and  Pediococcus  which 
have  intrinsic resistance   to vancomycin because the monomer units that they syn-
thesize for making their cell wall has a terminal D-ala-D-lac or D-ala-D-ser instead 
of the usual D-ala-D-ala (lac = lactate, ser = serine). This makes only a minor change 
in the structure of the substrate, which is the change of an amide bond to an ester 
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bond. This does not change the structure of the cell wall since the terminal D-lac or 
D-ala is removed during transpeptidation reaction (Sect.  3.2.3 ). However, this small 
change in the monomer has a strong effect on binding to vancomycin. As discussed 
above and shown in Fig.  3.28 , vancomycin binds to the L-lys–D-ala-D-ala terminus 
of the monomer. The binding is through fi ve hydrogen bonds of the carbonyl and 
N–H groups of the peptide linkages in vancomycin to the N–H and carbonyl groups 
of the D-lys and D-ala as well as the free carboxyl group of the terminal D-ala of the 
monomer substrate (Fig.  3.28a ). One such hydrogen bond is lost if one D-ala is 
replaced by D-lac in the monomer. The situation is made even worse because the 
hydrogen bonding is replaced by a repulsive force between two electronegative oxy-
gen atoms (Fig.  3.28b ), which further decreases the binding of vancomycin to the 
cell wall monomer and thus confers resistance to the antibiotic. This explains the 
intrinsic resistance of these bacteria to the drug. Since these bacteria do not cause 
any disease in humans, their  intrinsic resistance   may not have any direct effect on 
the effectiveness of vancomycin in human diseases. However, they indirectly facili-
tates development of resistance in pathogens affecting humans through transfer of 
the resistance genes by  conjugation  ,  transformation   or transduction (Sect.   2.6    ). 

 Synthesis of alternate substrate for resistance to vancomycin can be catalyzed by 
any of the seven known clusters of genes (also known as operons): VanA, VanB, 
VanC, VanD, VanE, VanG, and VanL [ 150 ]. Of these the VanA type resistance gene 
cluster is the most common and the most studied and is the one described here. The 
VanA type resistance gene cluster is originally found on the  transposon   (Sect.   2.6    ) 
Tn1546, which has a size of 10581 bp and contains nine genes and is present in a 
 plasmid  . Two of these genes are for transposition function and the other seven 
genes,  vanR ,  vanS ,  vanH ,  vanA ,  vanX ,  vanY , and  vanZ  provide resistance to vanco-
mycin and similar antibiotics (Fig.  3.29 ). The most important of these is the protein 

  Fig. 3.29    Expression of VanA type resistance       

 

3.3  Antibiotics  that Inhibit Cell Wall Biosynthesis

http://dx.doi.org/10.1007/978-3-319-40746-3_2#Sec6
http://dx.doi.org/10.1007/978-3-319-40746-3_2#Sec6


92

vanA which codes for a D-ala-D-lac ligase, which joins D-ala to D-lac to form a 
 depsipeptide   (peptides in which one or more amide bonds are replaced by ester 
bonds). It has sequence similarity to the usual D-ala-D-ala ligase enzyme but it 
specifi cally ligates D-ala to D-lac. Binding of the alternate substrate to VanA ligase 
has been studied in detail [ 152 ]. The specifi c functions of the other genes are as 
follows. VanR and VanS proteins constitute a two-component regulatory system 
that regulates the transcription of the  vanHAXYZ . A typical two component regula-
tory system contains a transmembrane receptor protein that senses an environmen-
tal signal such as the presence of vancomycin. It then sends the signal to a response 
regulator protein in the cytoplasmic side of the membrane. This protein then facili-
tates expressions of some specifi c genes that respond to the signal present on the 
other side of the membrane. In this case, VanS is the receptor protein for vancomy-
cin. It is a histidine kinase that autophosphorylates a histidine residue in its sequence 
when it senses the presence of vancomycin in the environment. The phosphoryl 
group is then transferred to the response regulator protein, VanR which then binds 
to DNA to activate the synthesis of the proteins encoded by  vanHAXYZ . Although 
VanA catalyzes the ligation of D-ala to D-lac which is the most important reaction 
for formation of the  depsipeptide   monomer, VanA alone cannot confer resistance to 
vancomycin. This is because D-lac is not normally produced by enterococci. VanH, 
which is a lactate dehydrogenase enzyme, performs the function of producing D-lac 
by reducing pyruvate. Even in the presence of these resistance genes, the normal 
cell wall monomer containing the terminal D-ala-D-ala linkage, as well as the pre-
cursor of the monomer, the D-ala-D-ala dipeptide (Sect.  3.2.1  and Fig.  3.5 ) will 
continue to be produced. In order to prevent these from interfering with resistance, 
the VanA gene cluster contains two more genes,  vanX  and  vanY . VanX is a D-ala- 
D-ala dipeptidase, which hydrolyzes any D-ala-D-ala normal dipeptide that may be 
present. It has no activity against D-ala-D-lac, the altered substrate precursor. VanY 
is a D-D-carboxypeptidase which hydrolyzes the D-ala-D-ala bond in any mono-
mer molecule that may already be formed before Van X can degrade all of the 
D-ala-D- ala dipeptide. This way the four enzymes VanH, VanA, VanX, and VanY 
together synthesize alternate depsipeptide substrate, which cannot bind to vanco-
mycin (Fig.  3.29 ).

   The function of VanZ is not yet known. It is not necessary for resistance to van-
comycin but may play a role in resistance to  teicoplanin   since it moderately increases 
the MIC of teicoplanin [ 140 ]. 

  Other types of vancomycin resistance.  Besides the VanA type of resistance, there 
are reports of other types such as VanB, VanC, VanD, VanE, VanG, and VanL types. 
They all have signifi cant sequence similarities to VanA type cluster. However, there 
are also differences between the various types. Some are present on  plasmid   and so 
can be easily transferred to other bacteria by  conjugation   while others are in the 
chromosome and cannot be transferred so easily. They can also differ in the gene 
expression levels. Some clusters are inducible by vancomycin (genes expressed 
only when vancomycin is present in the environment) while others are constitutive 
(genes always expressed). The alternate monomer substrate for some resistance 
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type may have a D-ala-D-serine linkage (Van C, E, G, and L) instead of D-ala-D-lac 
(Van A, B, and D) [ 151 ]. 

  Vancomycin-Dependent Bacteria .    One interesting observation related to vancomy-
cin is that some bacteria are not just vancomycin-resistant, they can actually become 
vancomycin-dependent, which means that they cannot grow in the absence of van-
comycin. Such bacteria are a major concern since they require vancomycin for 
growth and so cannot be detected or cultured under usual growth conditions. So the 
disease will not even be diagnosed as a bacterial infection until it becomes too late. 
The fi rst example of vancomycin-dependent enterococcus was reported in 1994 
[ 153 ]. This was followed by many other reports of vancomycin-dependent bacteria 
[ 154 – 156 ]. Other antibiotic-dependent bacteria have been observed long before 
vancomycin dependence. For example,  streptomycin  -dependent bacteria were 
known since the 1940s [ 157 ]. 

  Mechanism of vancomycin dependence .  Vancomycin-dependent   bacteria are actu-
ally vancomycin-resistant bacteria that have developed mutations that inactivate the 
wild type D-ala-D-ala ligase gene. So they cannot make cell wall using the wild 
type genes and so cannot grow under normal growth conditions. In the presence of 
vancomycin the vancomycin resistance genes are expressed which allow it to make 
cell wall using D-ala-D-lactate ligase as discussed above (Sect.  3.3.3.6 ). Note that 
there is no change in the fi nal cell wall structure since the terminal D-ala or D-lactate 
is removed in the cross-linking step of cell wall synthesis. One evidence that sup-
ports this mechanism is that the bacteria are able to grow in the absence of vanco-
mycin if they are supplied with premade D-ala-D-ala dipeptide which bypasses the 
need for D-ala-D-ala ligase. 

 Reversion to vancomycin independent phenotype is also possible [ 158 ]. This can 
happen in two ways. (1) The bacteria can develop mutation(s) that negates the effect 
of the earlier mutation and now make active D-ala-D-ala ligase enzyme again. (2) 
The bacteria can develop mutations in the promoter of the VanA or VanB resistance 
operon such that the expression of the resistance genes becomes constitutive and 
does not require the presence of vancomycin as inducer .   

3.3.4       Teixobactin  , A Newly Discovered Antibiotic 

 As mentioned before (Sect.   1.4    ), 99 % of bacterial species on this planet have not 
yet been cultured. Kim Lewis and coworkers have developed a novel method to 
culture many of these organisms in soil and in the process, have discovered several 
new potential antibiotics [ 14 ] (Ling et al. 2015). One such antibiotic is teixobactin 
which was obtained from a screen of uncultured bacteria grown in diffusion cham-
bers in situ. Teixobactin is effective against gram-positive pathogens, including 
drug-resistant strains. In fact, it showed far superior activity against  S. aureus  than 
did vancomycin. Teixobactin is ineffective against gram-negative bacteria, because 
it cannot cross the outer membrane barrier. When tested against an  E. coli  strain 
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with a defective outer membrane permeability barrier, it did show strong activity. 
Besides being a highly effective antibiotic teixobactin has another advantage. No 
mutant of  S. aureus  or  M. tuberculosis  resistant to teixobactin could be obtained 
when they were plated in presence of low dose of the antibiotic. Long term growth 
at sub-MIC levels of the antibiotic also failed to produce any resistant mutants. 
Such an observation usually would suggest a nonspecifi c mode of action with 
accompanying toxicity against the host. However, the antibiotic was found to have 
no toxicity against mammalian cells. 

 The authors also studied the mechanism of action of the antibiotic. Teixobactin 
inhibited the synthesis of peptidoglycan, but had no effect on DNA, RNA, or protein 
synthesis, suggesting that teixobactin is a new peptidoglycan synthesis inhibitor. 
The fact that no resistant mutant could be obtained against the antibiotic suggests 
that the target of the antibiotic is not a protein. In this respect it is similar to  vanco-
mycin   which also does not have a protein target but binds to  lipid II  , the precursor 
of the cell wall peptidoglycan. The authors proposed that teixobactin also has the 
same target. They demonstrated that teixobactin did interact with the peptidoglycan 
precursor. Teixobactin is superior to  vancomycin   in another way. Bacteria can 
develop resistance to vancomycin by synthesizing a modifi ed  lipid II   in which the 
terminal D-ala is replaced by a D-lac or D-Ser (Sect.  3.3.3.6 ). It was shown that 
teixobactin was active against vancomycin-resistant enterococci that make these 
modifi ed targets suggesting that teixobactin is able to bind to these modifi ed forms 
of lipid II while vancomycin cannot (Fig.  3.28 ). So it can be expected that resistance 
to teixobactin will not develop easily. After its introduction into the clinic, it took 30 
years for vancomycin resistance to appear. The authors predict that it will probably 
take even longer for resistance to teixobactin to emerge  .        
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    Chapter 4   
 Antimetabolites: Antibiotics That Inhibit 
Nucleotide Synthesis                     

    Abstract     Antimetabolites as antibiotics that inhibit synthesis of nucleotides needed 
for nucleic acid synthesis and their mechanisms of action are discussed. Background 
biochemistry on folic acid metabolism is included. Antibiotics presented are sulfa 
drugs, p-aminosalicylic acid, dapsone, trimethoprim, and fl uorouracil. Methotrexate 
is discussed as an anticancer drug.  

4.1            Antimetabolites 

 Unlike the peptidoglycan  cell   wall, which is present in the infecting bacteria but not 
in the host, nucleic acids, which include both DNA and RNA, are present in all liv-
ing cells of all species and synthesis of nucleic acids is essential for growth of all 
living cells. Enzymes that are essential for synthesis of nucleic acids can be effec-
tive targets for designing antibiotics. However, the ideal antibiotics that target 
nucleic acid synthesis should be selective, which means that it should specifi cally 
inhibit the enzymes in the bacteria but not in the host even though both follow very 
similar mechanisms for synthesis of their nucleic acids. Similar selectivity is also 
needed for antibiotics that inhibit protein synthesis. For a discussion on selectivity 
see Sect.   1.3    . Lack of selectivity of a drug results in its side effects. 

 One potential target of antibiotics can be reactions for the synthesis of metabo-
lites (Sect.   1.7.4    ) such as nucleotides (both purines and pyrimidines) that are needed 
for synthesis of DNA or RNA (Chap.   5    ). Of all the nucleotides, synthesis of deoxy- 
thymidine is a preferred target for development of antibiotics because deoxy- 
thymidine is present only in DNA and not in RNA. Such antibiotics that inhibit 
synthesis of  metabolites   are also known as antimetabolites. Thus, an antimetabolite 
is a compound that resembles a certain metabolite and thus interferes with the nor-
mal metabolism involving that metabolite. Since the antimetabolite resembles the 
normal substrate, it functions by binding to the active site of an enzyme that cata-
lyzes a reaction with the substrate. This can interfere with the normal metabolic 
process in two different ways. (a) It can function as a competitive inhibitor of the 
enzyme thereby slowing the process. (b) If the resemblance with the metabolite is 
signifi cant, the antimetabolite can function as a substrate and form a product; how-
ever, the product will be unable to function as a substrate for the next step of the 
metabolic pathway. Although the term antimetabolite can apply for any metabolic 
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step of any biochemical pathway, it usually refers to metabolites of the nucleotide 
synthesis pathways. Depending on the specifi city of the antimetabolite, it can func-
tion as antibacterial, antiparasitic, or  anticancer   drug.  

4.2        Background Biochemistry Information:  Folic Acid   

 Folate, or folic acid (Fig.  4.1 ) is a coenzyme that is essential for cell growth of all 
organisms including the pathogen (bacteria) and the host (human). For a discussion 
on coenzymes see Sect.   1.7.1    . Humans cannot make coenzymes and so must obtain 
them in their diet in the form of vitamins. Vitamins are usually further modifi ed in 
humans to convert them to coenzymes. The vitamin is further modifi ed in two ways: 
(1) the pterin ring is reduced to 7,8-dihydropterin to form  dihydrofolate (DHF)   or to 
5,6,7,8- tetrahydopterin   to form  tetrahydrofolate (THF)   (Fig.  4.2 ) and (2) several 
(fi ve to six) glutamate residues are added to the glutamate of folic acid. Note that the 
glutamyl residues are linked to each other by peptide bonds to the γ-carboxyl group 
instead of to the α-carboxyl group that is usually seen in proteins. The anionic poly-
glutamate chain is important for binding of the coenzyme to the enzyme. Another 
function of the charged polyglutamate chain is to keep the coenzyme inside the cell 
since charged molecules are unable to cross the hydrophobic cell membrane.  Folate  , 
present in food can enter the human cells through a folate transport machinery pres-
ent in the cell membrane. Bacteria can synthesize the  folic acid   that they need 
(Fig.  4.2 ). They do not have a transporter to take in folate even if it is provided in 
their food (growth medium).

     Tetrahydrofolate (THF)   is an important coenzyme, required by many enzymes 
that catalyze transfer of one carbon unit (usually as methyl group). First the THF is 
converted to various one carbon derivatives of folate that are then used to donate the 
one carbon in various reactions (Fig.  4.3 ). For example, 5-methyl THF is used for 
synthesis of the amino acid methionine, 5,10-methylene THF for synthesis of the 
amino acid serine and the nucleotide dTMP, 5,10-methenyl THF for the synthesis of 
purine bases and 10-formyl THF for the synthesis of  N -formylmet-tRNA which is 
required for initiating bacterial protein synthesis  (Sect.   6.1    ).

  Fig. 4.1    Structure of  folic acid         
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4.3         Antibiotics that Inhibit  Folate   Metabolism 

 As discussed before (Sect.   1.3    ), one requirement of an antibiotic is selectivity, which 
means that at the concentrations used, it should inhibit growth of the infecting spe-
cies but not of the host. This is possible if the metabolic reaction that is inhibited 
takes place only in the infecting species (bacteria) but not in the host (human). One 
such example is the group of antibiotics called the   sulfa drugs    which inhibit  folic 
acid   synthesis which takes place in bacteria but not in humans (Sect.  4.2 , Fig.  4.2 ). 

  Fig. 4.2     Folate   synthesis pathway in bacteria.  Broken arrows  with (−) sign indicate inhibition of 
enzyme activity by the antibiotic       
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Even if a reaction that is inhibited does take place in both the bacteria and the human, 
the inhibitor can still act as an antibiotic if it specifi cally inhibits the bacterial 
enzyme but not the human enzyme due to differences in protein sequence. Examples 
of such antibiotics include those that inhibit further modifi cations of folic acid to 
form  THF  .  

4.3.1       Sulfa Drugs   

 One group of antibiotics called the sulfa drugs, which includes the  sulfonamides   
(Sect.   2.8    ), function by inhibiting folic acid biosynthesis in bacteria. Sulfa drugs are 
broad spectrum  bacteriostatic   antibiotics because folic acid synthesis is essential for 
all species of bacteria. Human cells are not affected since they do not synthesize the 
 folic acid  . As discussed before (Sect.   2.8    ), Gerhard Domagk had demonstrated that 
the dye  Prontosil   functioned as antibiotic when injected into infected mice but not 
when tested against bacteria growing in a test tube. The reason for this unusual behav-
ior was understood later. Prontosil was reductively cleaved in the liver of the mice to 

  Fig. 4.3    Folates and their one-carbon derivatives. For complete structure of folates see Fig.  4.1        
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 sulfanilamide   (Fig.   2.2    ), which had antibiotic activity. The dye property of  Prontosil   
is unimportant for its antibacterial activity. Later scientists made several other deriva-
tives of sulfanilamide to obtain the sulfonamide series of antibiotics (Fig.  4.4 ) all of 
which have been used to cure a wide spectrum of bacterial infections.

   There are many other sulfonamide containing drugs that have no antibiotic activ-
ity but have other medical uses. There are two main structural features that differen-
tiate sulfonamide antibiotics from sulfonamide non-antibiotics. (1) All sulfonamide 
antibiotics have a free amino group at the para position from the sulfonyl group on 
the benzene ring (N4). In non-antibiotics the primary amino group may be missing 
or be replaced by secondary or tertiary amino groups. (2) The sulfonamide antibiot-
ics usually contain a 5- or 6-membered nitrogen containing ring attached to the 
 sulfonylamino group (N1) while the sulfonamide non-antibiotics do not contain 
such rings  [ 159 ].  

4.3.2       Mechanism of Action of  Sulfonamides   

 As shown in Fig.  4.5 , the structure of sulfonamide resembles that of para aminoben-
zoic acid (PABA), which is a precursor and integral part in the structure of  folic acid  . 
Folic acid ( DHF  ) is synthesized in two stages. First, PABA reacts with a pteridine 
derivative to form dihydropteroic acid. This is followed by reaction with glutamic 
acid. Sulfonamide antibiotics function by inhibiting the enzyme dihydropteroate 
synthase (DHPS) which catalyzes the reaction of p-aminobenzoic acid ( PABA  ) with 
 dihydropterin   pyrophosphate to form dihydropteroate (Fig.  4.2 ). Because of the 
similarity in structure, PABA and  sulfonamides   compete for binding to the active 
site of the enzyme. So the antibiotic effect of sulfonamide can be reversed by adding 
high concentration of exogenous PABA. However, this fact is only of academic 
interest; clinically, sulfonamides are highly effective antibiotics.

  Fig. 4.4    Structures of some sulfonamide antibiotics       
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   As will be discussed later (Sect.  4.3.5 ), one function of  folic acid   is to participate 
in the synthesis of the nucleotide dTMP. Thus  sulfonamides   can be said to eventu-
ally inhibit synthesis of dTMP which is an essential component of DNA. Thus, sul-
fonamides prevent replication of DNA and that is mainly responsible for their 
 bactericidal   activity. So the bactericidal effect is also known as “thymine-less death.” 

  Bacterial resistance to    sulfa drugs   . Sulfa drugs have been highly effective till today 
even after more than eight decades of continuous use. One reason for this is that 
resistance development to sulfa drugs is rare because they are synthetic antibiotics 
(Sect.   2.8    ). However, some examples of resistance to  sulfonamides   have been 
reported. One mechanism of resistance is by development of mutations that affect 
the binding of the drug to the active site of the enzyme dihydropteroic acid synthe-
tase. Another mechanism seen in some bacteria is by increasing the expression of 

  Fig. 4.5     Folic acid   and its analogs       
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enzymes that are used to synthesize PABA. So the high concentration of PABA is 
made by the cells which can effectively compete with the sulfa drug for binding to 
the active site of the enzyme.   

4.3.3     Negative Aspects of  Sulfonamides   

 There is usually a time lag before the effect of the  sulfa drug   can be seen. This delay 
is because the bacterial cell will already have a certain concentration of folic acid 
made before the administration of the drug. Also, other  metabolites   that require 
 folic acid   for their synthesis, such as purines, pyrimidines and amino acids, will also 
be already present in suffi cient quantity in the cell when the drug is administered. 
So the time delay for antimetabolite antibiotics to become effective corresponds to 
the time taken for the stock of the  metabolites   to be depleted, which is approxi-
mately equal to about fi ve cell divisions [ 160 ]. Another drawback of  sulfa drugs   is 
that about 3 % (which is a high percentage) of the general population is allergic to 
sulfonamide containing drugs and that number can be as high as 60 % among  AIDS   
patients [ 159 ]. Some patients also experience nonallergic response to the drugs such 
as nausea, diarrhea, and headaches.  

4.3.4     Non-sulfonamide Antimetabolites of  Folic Acid   

 Besides sulfonamides, other analogs of PABA have also been used as antibiotics. 
Two such antibiotics are  diaminodiphenylsulfon  e (  Dapsone   ) for  leprosy   and  para- 
amino salicylic acid ( PAS )   for curing tuberculosis. 

  Dapsone   ( diaminodiphenylsulfone)   (not to be confused with  daptomycin  ), is a 
sulfone with a structure similar to that of sulfa drugs (Fig.  4.6 ). It is used as an anti-
bacterial agent and its mechanism of action is similar to that of sulfa drugs, which 
inhibit the synthesis of  folic acid   (Sect.  4.3.2 ). It is commonly used in combination 
with other antibiotics such as rifampicin (Sect.   5.6    ) for the treatment of  leprosy  . 
Dapsone was fi rst used as an antibiotic in 1937 and was used for treatment of leprosy 
in 1945 [ 161 ]. Besides acting as an antibacterial agent, dapsone also works as an 
anti-infl ammatory agent and is also used to treat several dermatological disorders.

  Fig. 4.6     Folic acid   antimetabolites       
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   The application of PAS (p-amino salicylic acid)    for treatment of tuberculosis was 
discovered by the Sewdish chemist Jorgen Lehmann based on the reasoning that 
 Mycobacterium   tuberculosis, the bacteria that cause the disease, could metabolize 
salicylic acid [ 162 ]. Within 2 years p-aminosalicylic acid came into clinical use and 
was the second antibiotic that was effective against  tuberculosis  , the fi rst one being 
 streptomycin  . PAS is always used in combination with other anti-TB drugs such as 
 isoniazid  ,  rifampicin  , ethambutol, pyrazinamide, and streptomycin. Although PAS 
has been used clinically for more than six decades, its mechanism of action has been 
confusing. Initially it was believed to have the same mechanism of action as sulfon-
amides because both  sulfonamides   and PAS have structures that resemble that of 
PABA. Since sulfonamides function by inhibiting the enzyme  dihydropteroate syn-
thetase (DHPS),   which uses PABA as a substrate (Fig.  4.2 ), it was assumed that PAS 
also followed the same mechanism. However, it was then found that PAS does not 
actually inhibit DHPS [ 163 ]. Recently the mechanism of action of PAS has been 
determined [ 164 ]. It was shown that PAS does actually bind to the active site of 
DHPS but instead of inhibiting the enzyme, it acts as a substrate to form the product 
hydroxyl dihydrofolate, which can also be recognized and used as substrate for the 
next enzyme of the pathway, Dihydrofolate synthetase (DHFS). The product, 
hydroxyl dihydrofolate that is formed however, cannot be used as a substrate for the 
next enzyme of the pathway, Dihydrofolate reductase (DHFR) (Fig.  4.7 ), thereby 
inhibiting the pathway for synthesis of  THF  .    Since it is hydroxyl dihydrofolate and 
not PAS that is the actual antimetabolite that inhibits the enzyme DHFR, PAS can 
be described as a  prodrug   (Sect.   2.8    ).

4.3.5           Antimetabolites as  Dihydrofolate Reductase (DHFR)   
Inhibitors 

  Sulfonamides  , inhibit DNA synthesis by inhibiting the formation of  DHF  . Another 
target of antimetabolites is the enzyme DHFR, which catalyzes a later step in the 
pathway in which DHF is reduced to THF as shown in Figs.  4.2 ,  4.7  and  4.8 . The 
two hydrogens that are added to DHF come from NADPH, which is the usual reduc-
ing agent for most biosynthetic reactions. The enzyme DHFR is required in all 

  Fig. 4.7    Mechanism of action of para-aminosalicylic acid       
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species irrespective of whether they synthesize their  folic acid   (e.g., bacteria, or 
protozoa) or obtain it as a vitamin (e.g., humans). The function of THF is to com-
bine with a methylene group from serine to form methylene-THF (Fig.  4.9 ), which 
is one of the two main methylating agents commonly used in biochemical reactions 
(the other one being S-adenosylmethionine or, SAM)   . For structure of  methylene-
THF   and other one carbon derivatives of folic acid see Fig.  4.3 . The methyl group is 
then transferred to deoxy uridine monophosphate (dUMP) to form deoxy thymidine 
mono phosphate (dTMP) and in the process the  THF   is oxidized to DHF. Formation 
of dTMP is an essential reaction for all species for the synthesis of DNA and so a 
constant concentration of THF should be maintained. This is done by reducing the 
 DHF   back to THF by the enzyme DHFR. So an active DHFR is essential for multi-
plication of cells and this makes DHFR an obvious target for antibiotics (Fig.  4.8 ).

  Fig. 4.8    Thymidylate cycle and potential antibiotic targets.  Broken arrows  with (−) sign indicate 
inhibition of enzyme activity by the antibiotic       

  Fig. 4.9    Formation of  methylene tetrahydrofolate         
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    Since the reduced form of folic acid ( THF  )    is an essential coenzyme for the 
 synthesis of nucleotides, analogs of folic acid may be expected to inhibit nucleotide 
synthesis and thus function as antibiotics. Various analogs of folic acid were tested 
for antibacterial properties. However, they did not function as antibiotics because 
the bacterial cell membranes are not permeable to folic acid or its derivatives. 
On the contrary, these folic acid analogs are highly toxic for human cells since their 
cell membranes are permeable to these molecules. So to be an antibiotic it should be 
an analog of intermediates in the synthesis of folic acid and not analogs of the large 
molecule, folic acid which is not taken in by the bacteria.    

4.3.6        Antimetabolites as Antibacterial,  Antimalarial  , 
and  Anticancer   Agents 

 Nucleotides are needed by both the bacteria and the human. As explained above, 
many antimetabolites that inhibit synthesis of nucleotides are not effective as anti-
biotics because they are too toxic for human cells. However, this same property 
makes them useful as anticancer agents. Since cancer cells multiply more frequently 
than normal cells in adults, inhibition of nucleotide synthesis affects the cancer cells 
more than normal cells and that is the basis of anticancer  chemotherapy  . One target 
of antimetabolites is the enzyme dihydrofolate reductase (DHFR), which catalyzes 
the formation of  tetrahydrofolate (THF)  . The enzyme is essential in both bacteria 
and humans. However, separate inhibitors have been designed to specifi cally inhibit 
the bacterial enzyme and thus act as an antibacterial agent or to inhibit protozoal 
enzyme and thus act as antimalarial agent or to inhibit the human enzyme and thus 
act as anticancer agent. One example of such anticancer drug is  methotrexate   
(Fig.  4.5 ), which resembles  folic acid   and inhibits the enzyme  DHFR   and thus 
results in decreased synthesis of thymine (Fig.  4.8 ). Although DHFR is an essential 
enzyme in most species, its structure is different in different species. After testing 
many synthetic analogs of a portion of folic acid as inhibitors, scientists have identi-
fi ed 2,4 diaminopyrimidines as a series of drugs that selectively inhibit bacterial 
DHFR. This includes the compound  trimethoprim   as an inhibitor of bacterial DHFR 
and  pyrimethamine   as inhibitor of plasmodia, which cause malaria (Fig.  4.5 ) and 
are used for the respective infections. 

 Although the host (human) also has the same enzyme, the structure of DHFR 
enzymes of humans is suffi ciently different from that in bacteria or plasmodia such 
that both trimethoprim and pyrimethamine bind to mammalian DHFR 10,000- and 
1000-fold less tightly respectively (Table  4.1 ) resulting in high specifi city as 
 antibiotics (antibacterial and  antimalarial  ) [ 165 ]. Similarly,  methotrexate  , another 
analog of  folic acid   is transported into human cells and inhibits the human DHFR 
and so is used as an  anticancer   drug. Since both normal and cancer cells contain the 
same DHFR enzyme, methotrexate inhibits both cancerous as well as normal cells. 
However, the cancer cells multiply at a much faster rate than normal cells and so are 
affected more.  THF   is also needed for other pathways besides DNA synthesis (Sect. 
 4.2  ). Thus there is signifi cant toxicity of methotrexate even for normal cells which 
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are not proliferating rapidly. As an antidote for methotrexate therapy folinic acid is 
often administered [ 166 ]. Folinic acid, which is also known as  Leucovorin   or 
5-  formyltetrahydrofolate  , bypasses the DHFR enzyme to make  tetrahydrofolate   and 
thus decreases the toxicity of  methotrexate  .

   As shown in Table  4.1 , methotrexate binds equally well to bacterial, plasmodial, 
and mammalian  DHFR  . So one may expect it to be also useful as antibacterial and 
antimalarial antibiotics. However,  methotrexate   is not transported into bacterial or 
plasmodial cells and so cannot be used as antibacterial or antimalarial drug. Note that 
the structure of methotrexate is very similar to that of  folate   and enters mammalian 
cells using the same transport system as that for folate. Since bacteria and plasmodia 
synthesize their folic acid, they do not have a transporter for folate and thus  metho-
trexate   cannot enter those cells. On the other hand,  trimethoprim   and  pyrimethamine   
are lipid-soluble and enter the bacterial or plasmodial cells rapidly without requiring 
specifi c transport mechanisms. These antibiotics may also enter mammalian cells but 
will not have any effect due to their poor binding to mammalian DHFR as explained 
above. Even if there is some slight effect due to some binding to the mammalian 
enzyme, that effect can be reversed by administering folinic acid, which bypasses the 
DHFR enzyme to make  tetrahydrofolate   as discussed above. So  folinic acid   is pre-
scribed along with high doses of  DHFR   inhibitors such as  trimethoprim   and  pyri-
methamine  . Folinic acid is not transported into bacterial or plasmodial cells due to 
lack of transporter and so they are not rescued by  folinic acid   administration. 

 Whereas sulfonamide is only  bacteriostatic  ,  trimethoprim   is  bactericidal   above a 
certain concentration. In addition to its antibacterial activity, trimethoprim also has 
activity against  Pneumocystis carinii , a fungus that causes opportunistic lung infec-
tion in people with weak immune system such as  AIDS   patients and cancer patients 
undergoing  chemotherapy   [ 167 ]. Although the trimethoprim and methotrexate sep-
arately have useful applications as antibacterial and anticancer drugs, the two should 
not be taken in combination as that can lead to severe toxicity   [ 168 ,  169 ]. 

4.3.6.1     Combination Antibiotics 

 Sulfa drugs and trimethoprim function as antibacterial antibiotics by inhibiting the 
synthesis of folic acid but they inhibit different steps in the synthetic pathway. Thus 
the use of both drugs in combination is expected to have a synergistic effect, which 
means that the combination of the two drugs has a greater effect than either drug 

    Table 4.1    Inhibition by antimetabolites of DHFR from various sources   

 Molar concentration needed for 50 % inhibition 

 Source of DHFR 
 Rat liver   Escherichia coli    Plasmodium berghei  

 Trimethoprim  2.6 × 10 −4   5 × 10 −9   7 × 10 −8  
 Pyrimethamine  7 × 10 −7   2.5 × 10 −6   5 × 10 −10  
 Methotrexate  2.1 × 10 −9   1 × 10 −9   7 × 10 −10  

  Adapted from Ferone et al. [ 165 ] with permission  

4.3   Antibiotics that Inhibit  Folate   Metabolism
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alone. So the two antibiotics have been marketed as a combination. One such com-
bination of trimethoprim with sulfamethoxazole is known as  cotrimoxazole  (not to 
be confused with clotrimazole) and is sold under the brand name Septra. The com-
bination drug also has a broader spectrum of activity than either drug alone. The 
combination drug has been prescribed for many years. However, the greater effec-
tiveness of the combination drug has been questioned since the synergism is only 
observed in vitro and may actually be toxic in vivo [ 170 ]. 

 Another combination antimetabolite is  Fansidar   which is a combination of  pyri-
methamine   and  sulfadoxine   and is used for prophylaxis and treatment of malaria 
(see also Sect.   8.2.3    ).   

4.3.7        Thymidylate Synthase   Inhibitor: 5- Fluorouracil   

 As shown in Fig.  4.8 , the third potential target in the thymidylate cycle is the thymi-
dylate synthase enzyme. Since the enzyme carries out the essential function of DNA 
synthesis in all species, inhibition of this step will result in not just inhibition of the 
infecting bacteria but also will cause toxicity for the host. Because of this property 
thymidylate synthase is an important target for  anticancer   drugs. Fluorinated pyrim-
idines were fi rst reported in 1957 to be effective antitumor agents [ 171 ]. The sub-
strate for this reaction is dUMP and the substrate analog 5-fl uoro-dUMP functions 
as a substrate analog that binds to the active site. It is considered to be a very effec-
tive  anticancer   drug because it functions as a  suicide inhibitor   and thus is required 
in a very small, stoichiometric amount. For a general discussion on how suicide 
inhibitors ( mechanism based inhibitors  ) function see Sect.   1.7.3    . As shown in 
Fig.  4.8 , instead of 5-fl uoro-dUMP, one can use 5- fl uorouracil   as the  anticancer   
agent since the cell can convert it to a variety of  metabolites  , one of which is 
5- fl uoro-dUMP, which then inhibits the synthesis of thymidine (Note that techni-
cally, the correct name should be deoxythymidine but it is commonly referred to as 
thymidine because the base is present only in DNA and not in RNA. The prefi x 
deoxy- should be used for the other three deoxynucleotides to differentiate between 
DNA and RNA). 5-Fluorouracil is frequently used for cancer  chemotherapy   since 
inhibition of  thymidylate synthase   affects DNA synthesis which is the most crucial 
for rapidly proliferating cells such as cancer cells. Cell death resulting from lack of 
thymidine is commonly called “thymineless death.” 5-Fluorouracil is often used in 
combination with  methotrexate   since they the two drugs inhibit two different steps 
of the same pathway. 

 The mechanism of action of fl uoropyrimidines is shown in Fig.  4.10 . In one of 
the steps of the reaction with the normal substrate, a basic amino acid at the active 
site removes a H +  from position C5 of thymidine. Since that H is replaced by an F 
in 5-fl uoropyrimidine, the F, which is highly electronegative, cannot be removed as 
an F +  by the base. So the reaction stops at this stage with the inhibitor remaining 
covalently bound at C6 to a cysteine at the active site of the enzyme. Thus the 
enzyme is inactivated in a stoichiometric ratio (1:1 ratio of inhibitor to enzyme). 
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Since enzymes are catalysts and are present in small amounts, only a small amount 
of  suicide inhibitor   is needed to inactivate all the enzyme molecules.

   The  anticancer   drug 5- fl uorouracil   is frequently used along with  folinic acid   
which is also known by other names such as  leucovorin   or citrovorum factor. The 
foinic acid increases the effectiveness of 5-fl uorouracil since it stabilizes the com-
plex formed between 5-fl uoro-dUMP and the enzyme  thymidylate synthase  . 
Clinically, response rate to 5-fl uorouracil/leucovorin combination is signifi cantly 
higher than that of  fl uorouridine   alone   [ 172 ,  173 ]. As discussed above (Sect.  4.3.6 ), 
 folinic acid   is also administered along with  methotrexate  .  

4.3.8       Other Antimetabolites:  Azaserine   
and Diazo-Oxo- Norleucine   

 The most commonly used antimetabolites are  methotrexate  ,  trimethoprim  , and  sul-
fonamides   which inhibit the synthesis of dTMP, which is a pyrimidine. Each mono-
mer unit of DNA and RNA contains either a purine or a pyrimidine as the base 
(Sect.   5.1.1    ). Both purines and pyrimidines contain nitrogen in their structures. 
During synthesis of these nucleotides, the source of the nitrogen is the amino acid 
glutamine. Thus analogs of glutamine can potentially inhibit the synthesis of nucle-
otides. Two such analogs of glutamine are  Azaserine   and Diazo-oxo-norleucine 
(DON) both of which inhibit the reaction step in which glutamine acts as a nitrogen 
donor (Fig.  4.11 ). Besides the α-amino group which all amino acids have, glutamine 

a

b

  Fig. 4.10    Reaction mechanism of methyl transfer. ( a ) with normal substrate and ( b ) with  suicide 
inhibitor  . Only the relevant portion of the coenzyme structure is shown       
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also has another nitrogen as an amide. This nitrogen is usually transferred in the 
synthesis of nucleotides. Besides the synthesis of nucleotides, glutamine is used as 
a source of nitrogen for the biosynthesis of many biological compounds such as 
some amino acids. The enzymes that catalyze these N transfer reactions can be 
inhibited by analogs of glutamine. However, since amino group transfer reactions 
are universal in all species, these drugs will also act as competitive inhibitors for 
similar reactions in the host and thus, will be toxic. So although these drugs can be 
used as antibiotics against bacteria in vitro in the laboratory, they cannot be used as 
antibiotics to treat infections. Another important use of these drugs is for cancer 
 chemotherapy   and as  antiviral   agents  .          

  Fig. 4.11    Structures of 
glutamine and its analogs       
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    Chapter 5   
 Antibiotics That Inhibit Nucleic Acid Synthesis                     

    Abstract     Antibiotics that inhibit synthesis of nucleic acids including DNA and 
RNA are presented. Background biochemistry information on structure of DNA, 
replication, and transcription is provided. Antibiotics discussed include DNA inter-
calators, topoisomerase inhibitors such as nalidixic acid and fl uoroquinolones, 
nitroheterocycles such as nitroimidazoles and nitrofurans, and RNA synthesis 
inhibitors such as actinomycin D and rifamycins are also included. Mechanisms of 
action of these drugs and resistance development against them are discussed.  

5.1           Background Biochemistry Information 

5.1.1     Structure of Nucleotides 

 Nucleic acids include DNA and RNA, which are polymers of nucleotides. 
Nucleotides have three components: ribose, one or more phosphate groups, and a 
base, which can be a purine or a pyrimidine (Fig.  5.1 ). The bases A, G, and C are 
found in both ribonucleotides and deoxyribonucleotides. U is found only in ribo-
nucleotides while deoxyribonucleotides have a T instead of U. Deoxyribose lacks 
the oxygen (O) at C2′.

   All of the fi ve bases can participate in hydrogen bonding either as hydrogen 
donor or as acceptor. Figure  5.2  shows the possible H-bonds at three corresponding 
positions of the four bases of DNA. The arrows point from H-bond donors (always 
a H that is covalently bonded to N or O or F) and to H-bond acceptor (any of the 
three electronegative atoms N, O, or F). The G, C, and T can form 3 H-bonds while 
A can form only two. Note that more H-bonds (not shown) can be formed with 
water when the free nucleotides are dissolved in water. DNA is double stranded. 
The two strands interact by hydrogen bonds. In double stranded DNA G always 
base pairs with C and A with T. In order to form base pairs the donor arrow must be 
next to an acceptor arrow. Although T is capable of forming three H-bonds, it cannot 
pair with G or C since the acceptor and donor positions do not match. Similarly, T 
can form only two H-bond with A by matching the donor and acceptor positions. 
Since G pairs with C and A with T, the percentage of G is equal to that of C and of 
A is equal to that of T.
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5.1.2        Watson–Crick Model of DNA 

  The 3′-5′ phosphodiester linkage.  In a nucleoside monophosphate, the 5′-CH 2 -P is 
perpendicular to the ribose ring and the base is also perpendicular to the ribose ring. 
In a single strand of DNA the nucleotides are linked to each other by phosphoester 
bonds between 3′-OH of one and the 5′-CH 2 -P of the other (Fig.  5.3 ). The backbone 
of a DNA chain consists of the phosphoryl groups and the 5′, 4′, 3′ carbon atoms 
and the 3′ oxygen atoms. All the nucleotides within a chain have the same orienta-
tion. Thus DNA chain has a directionality. The end with the free P on C5′ is called 
the 5′-end and the end with a free-OH at C3′ is called the 3′-end. By convention, the 
sequence of one strand of DNA is always read in the 5′ to 3′ direction. When shown 
as double stranded, the sequences of the two strands are shown together with one in 
the 5′ to 3′ direction and the other in the 3′ to 5′ direction.

    Double helical structure of DNA.  In order to form H-bonds between two strands, 
they have to be in antiparallel orientations. One strand will be 5′-3′ and the other 
3′-5′. The two strands are said to be complementary to each other. The two strands 

  Fig. 5.1    Structures of nucleotides (nucleoside monophosphates)       

  Fig. 5.2    Possible H-bonds at the three corresponding positions of the bases       
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are held together by H-bonding between complementary bases (A=T or G≡C). In 
the double stranded DNA the distance between the two sugar phosphate backbones 
is the same for each base pair (1 purine + 1 pyrimidine). So all DNA molecules have 
the same regular structure in spite of their different sequences (Fig.  5.3 ). 

 Due to the H-bonds and the equal distance between the two backbones through-
out, the structure should look like a ladder. Note that the ladder is not in one plane 
but the bases are perpendicular to the length of the ladder. However, we know that 
the actual structure of ds DNA as described by Watson and Crick is not like a ladder 
but the two strands wrap around each other to form a double stranded helical struc-
ture (Fig.  5.3 ). The double helical structure is formed because the ladder twists at 
an angle such that one helical turn contains about 10 (10.4 to be exact) nucleotides 
(bases) in each strand. Why does it form a helical structure? Base pairing alone 
does not explain the helical structure. In fact, H-bonds are not the stabilizing factor 
for the ds DNA structure. The reason it forms a helical structure and not a linear 
ladder is that in the helical form the adjacent bases come close to each other and 
thus excludes all water from the interior of the DNA double helix. This hydropho-
bic interaction that stacks one base pair over another is called “stacking interac-
tion.” The stability obtained because of this hydrophobic interaction causes the 
DNA ladder to twist. By forming a helical structure, less vertical distance is 
achieved for the same length of covalent bonds between nucleotides and so the 
bases can stack against each other. 
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  Fig. 5.3    Formation of DNA double helix       
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 Thus, the interior of the double helix is very hydrophobic. As explained above, 
much of the stability of double stranded DNA is due to the stacking interactions 
between base pairs. The hydrophobic interior also makes the H-bonds stable because 
there is no competition from water. The double helix has two grooves of unequal 
width because of the way the base pairs stack and the backbones twist (Fig.  5.3 ). 
These are called the major groove (bigger one) and minor groove (smaller one). 
Since the helical structure gives thermodynamic stability, any DNA automatically 
forms a helical structure without the help of any enzyme or requiring any extra 
energy. Unwinding and separation of complementary strands is called “denatur-
ation” and will require added energy. Complete denaturation can occur only in vitro. 
This can be done by heating, which helps to break the H-bonds between the two 
strands. In vivo, there can be localized denaturation in a short stretch of the DNA, a 
process that uses energy from ATP and is catalyzed by the enzyme, DNA helicase. 
Such localized denaturation is essential for the initiation of the process of replica-
tion, transcription and conjugative transfer.  

5.1.3     Superhelical Structure of DNA 

 In order to understand the function of antibiotics which inhibit DNA synthesis, it is 
necessary to understand the structure of DNA. In normal unstrained double helical 
DNA, which is known as relaxed DNA, there are about ten bases per turn of the 
helix. The total number of turns in a certain piece of DNA is called its linking num-
ber. For example,  E. coli  chromosome has 4 × 10 6  bp in a closed circle and thus has 
a linking number of 4 × 10 6  ÷ 10 = 4 × 10 5 . If a linear helical DNA is again twisted in 
the same direction or against the direction of the helix and then the two ends are 
joined to form a closed circle, the DNA will now have an increased or decreased 
linkage number respectively. Both situations will increase the strain in the DNA 
molecule and the strain can be relieved in the cell in three different ways: (1) The 
DNA can wrap around proteins known as histones in eukaryotes and histone like 
proteins in prokaryotic cells. (2) The DNA double helix can coil around itself to 
form a supercoiled conformation.  Supercoils   can be of two types: (a) positive super-
coil, which means colied in the same direction as helical turn which means there are 
less than 10 bases per turn, leading to a linking number that is greater than that of 
relaxed DNA and (b) negative supercoil, which means coiled in the opposite direc-
tion as the helical turn and thus has more than ten bases per turn and a linking num-
ber greater than that of relaxed DNA. Supercoiling makes the DNA more compact. 
If  E. coli  chromosomal DNA existed as relaxed DNA, its total length would be a 
thousand times longer than the length of the cell. However, because of supercoiling, 
the DNA occupies only a small volume inside the cell. The concept of positive and 
negative supercoiling can be demonstrated using a telephone cord that has been 
twisted in the same or opposite direction as its normal helical structure (Fig.  5.4 ). 
Most of the DNA in the cell is negatively supercoiled. In order to denature a DNA 
(completely or locally), the linking number of the DNA has to be fi rst made normal 
(10.4 bases per turn) and then the two strands can be separated by breaking the 
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hydrogen bonds between them. (3) The third method of relieving the strain of DNA 
applies to only negative supercoil (decreased linking number) and takes place by 
separation of the base pairs in one small localized region of the DNA (a process 
known as “localized melting”) in order to decrease the number of bases per turn 
(same as increasing the linking number) in the rest of the DNA to a value closer to 
the normal 10 bp per turn. Thus, a large stretch of the DNA will be in relaxed form 
while a small region will have the two single strands separated from each other. 
Such localized melting usually takes place in A/T rich regions which can be melted 
more easily since A and T form two hydrogen bonds with each other while G and C 
form three. These A/T rich regions are usually present at the sites where replication, 
transcription or conjugative transfer is initiated. Localized melting at these sites is 
essential for binding of the proteins that are involved in these processes that use 
single strand (not double strand) DNA to make a copy of DNA or RNA.

5.1.4        DNA Replication 

 As discussed above, DNA replication starts when two copies of the replication 
machinery (known as replisome) bind to an A/T rich site called the origin of replica-
tion (oriC for chromosome replication and oriV for  plasmid   replication). Localized 
melting at the origin of replication is possible because of the overall negative super-
coiling of the DNA (Sect.   5.1.3    ). After replication is initiated at the origin, the two 
replisomes move in opposite directions while making copies of both strands simul-
taneously. One strand is replicated continuously in the 5′→3′ direction and is called 
the leading strand. Since  DNA polymerase   can only synthesize DNA in the 5′→3′ 
direction the second strand, which is called the lagging strand has to loop back fre-
quently into the  DNA polymerase   and thus is synthesized in small pieces of DNA 
known as the Okazaki fragments. The junction of replicated and not yet replicated 

  Fig. 5.4    Demonstration of double helical and superhelical structure of DNA. ( a ) Right handed and 
( b ) left handed helices are shown. A coiled telephone cord has been used to demonstrate supercoil-
ing. Although normal DNA forms right handed helix, a left handed helical telephone cord has been 
used here due to availability. Two ends of a telephone cord are joined to get the relaxed form ( e ). 
One end of the cord was twisted once or twice by 360° each in the direction of the coil to obtain 
+1 ( f ) and +2 ( g ) supercoiled forms and in the direction opposite to the coil to obtain −1 ( d ) and −2 
( c ) supercoiled forms. Note that the directions of the positive and negative  supercoils   are opposite       
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DNA, where the replisome is present is known as a replication fork. Thus two rep-
lication forks move in opposite directions while each replisome copies its share of 
half of the total DNA. Replication stops when a replication fork reaches a termina-
tion site. The process of replication involves binding to the right nucleotide that is 
complementary to the template strand followed by joining of the nucleotide to the 
previous one, a reaction that is catalyzed by the enzyme DNA polymerase. The  E. 
coli  chromosome replicates in 40 minutes. Other bacteria also replicate at a simi-
larly fast rate. Since only single stranded DNA can be replicated, the two strands 
must be fi rst separated as the replication fork moves as the two strands are copied. 
In order to replicate the whole chromosome in 40 minutes, the DNA must be 
unwound at the rate of 4 × 10 5  ÷ 40 = 10,000 turns per minute. As the DNA is 
unwound at the replication fork, a positive supercoiled region forms ahead of the 
fork to compensate for the unwinding. The supercoiling makes the DNA more com-
pact and diffi cult to separate into two strands for replication. In spite of this, a fast 
rate of unwinding is achieved because cells have an enzyme called  topoisomerase  , 
whose function is to decrease the degree of supercoiling in the DNA. 

  Topoisomerases   are essential for the survival of all cell types. These enzymes 
function by cutting the DNA, then twisting the cut end to lower the degree of super-
coiling and then resealing the two ends. Doing this decreases the linking number. 
Topoisomerases can be of two types. Type I enzymes cut one strand while type II 
enzymes cut both strands. After cutting either one or both strands, the DNA is 
twisted (strand passage) to change the linking number and then the cut ends are 
religated. All topoisomerases can relax supercoiled DNA, but DNA  gyrase  , which is 
a Type II enzyme, can also introduce negative  supercoils   using energy from ATP. Its 
most important function is in removing positive supercoils formed ahead of the 
replication fork as explained above. DNA gyrase is essential in all bacteria for rep-
lication and transcription but is not present in higher eukaryotes including humans. 
This makes the enzyme an ideal target for development of antibiotics. 

 Eukaryotic type II topoisomerase is a homodimer of a large subunit (~170 kDa), 
while prokaryotic DNA gyrase contains two subunits A and B which form an A 2 B 2  
complex.  E. coli   gyrase   is the most studied  topoisomerase   and contains the two 
subunits GyrA (97 kDa) and GyrB (90 kDa). The A subunit is responsible for bind-
ing to DNA and for cutting and religating DNA while the B subunit has ATPase 
activity. Since DNA gyrase is unique for bacteria, antibiotics can be developed that 
interfere with any of these steps including DNA binding, DNA cleavage, strand pas-
sage, ATP hydrolysis and DNA religation. Structures of some antibiotics that inhibit 
DNA gyrase are shown later in Fig.  5.6 .   

5.2     Intercalators as Antibiotics 

 The double stranded helical structure of DNA is a result of stacking interaction that 
places the planar aromatic rings of the base pairs stacked one on top of another. 
Aromatic molecules which can insert themselves between the two layers of base 
pairs in DNA are known as “intercalators.” These intercalators are planar aromatic 
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molecules containing three rings. Some examples of intercalators are  Acridine   and 
its derivatives  Profl avine   and  Acrifl avine   (Fig.  5.5 ). The structure and function of 
these and several other acridine derivatives have been reviewed in detail [ 174 ]. The 
tricyclic aromatic structure of the intercalators is ideally suited to intercalate 
between two base pairs since each base pair also contains three aromatic rings, two 
for a purine and one for a pyrimidine.

   Intercalators function as antibiotics for two main reasons. (1) Since the tricyclic 
intercalating agent binds to the three aromatic rings of the bases of both strands, it 
holds the two strands tightly, making it diffi cult for them to separate. This has a 
negative effect on replication as well as transcription since both these processes are 
initiated by fi rst separating the two strands locally at the respective sites of initiation. 
Such separation of two strands in a short stretch of DNA is known as localized melt-
ing. Even if replication is initiated, the process cannot take place effi ciently because 
of the second effect of the  intercalator  . (2) Since the  intercalator   is present between 
two layers of base pairs, the distance between the layers increases and so the helix 
becomes partially unwound thus disrupting the normal double helical structure of 
the DNA. (Note that the helical structure is a result of stacking interaction in which 
the base pairs are brought closer to each other as discussed above in Sect.   5.1.2    ). The 
distortion of the helical structure can result in either deletion or addition of one or 
more bases during copying of the DNA. This will lead to frameshift mutations 
resulting in either wrong or truncated protein sequence (Sect.   6.1    ). Since this will 
have a detrimental effect on the bacteria, these intercalators can function as antibiot-
ics. A mechanism of  frameshift mutation   caused by intercalators has been suggested 
by Streisinger et al. [ 175 ]. According to the authors, frameshift mutations occur 
because of localized pairing out of register, more commonly known as slippage, dur-
ing replication. Such mutations usually occur in regions containing repetitive base 
sequence such as CCCCCC. Because of the repetitive sequence and distortion of the 
helix by the  intercalator  , slippage occurs during replication of the region thus creat-
ing bulges in either the template strand or the primer strand and leading to deletion 
or insertion respectively. The intercalating agent further enhances the possibility of 
strand slippage by binding to the DNA bulges and stabilizing the structures [ 176 ]. 

 The effects of intercalators described above are applicable for both the host as well 
as the infecting bacteria. In fact mutations happen more in the mammalian host than 
in the infecting bacteria because mutations take place when chromosomes cross over, 
an event that rarely happens in bacteria except during  conjugation  . So intercalators 
are too toxic for the host if used systemically and thus their use is limited to topical 
application only.  Acridines   are the active ingredients in most yellow ointments used 

  Fig. 5.5    Structures of some intercalators       
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for burns and small cuts. It is to be noted that all intercalators do not cause mutations 
and that DNA intercalation is necessary but not suffi cient for genotoxicity [ 177 ]. 

 Before the discovery of  penicillin  , acridines were widely used as antibiotics for 
the treatment of protozoal diseases such as malaria and trypanosomiasis. For sys-
temic use the  acridine   must be made soluble in water. This is made possible by alkyl-
ating the ring nitrogen to form a quaternary ammonium salt, with a positive charge on 
the nitrogen in Acrifl avin (Fig.  5.5 ). This concept of adding quaternary ammonium 
group to make molecules water soluble is very common in many modern day drugs. 

 Another  intercalator   is Ethidium Bromide, which is not normally used as an 
antibiotic since it is highly toxic for the host although it has been used to treat try-
panosomiasis in cattle [ 178 ]. Intercalating agents more selectively inhibit replica-
tion of small closed circular DNA such as  plasmids   in bacteria. For the same reason 
they also inhibit replication of mitochondrial DNA in eukaryotes, which explains 
their toxicity. This is the basis of the activity of ethidium bromide against trypano-
somes as well as its use as an  anticancer   chemotherapeutic agent. In the research 
laboratory ethidium bromide is used to stain DNA for detection after electrophore-
sis. This is because in UV light the dye fl uoresces with an orange color, the intensity 
of which is about 20-fold higher if it is bound to DNA. 

 Another DNA binding antibiotic,  Actinomycin D   can inhibit DNA replication 
but its main use is as an antibiotic inhibiting transcription and so is discussed later 
(Sect.   5.6    ).  

5.3       Inhibitors of DNA  Gyrase  :  Quinolones   

 Quinolones are the highly effective broad spectrum antibiotics that target DNA 
gyrase as their site of action. Representative members of the quiniolone family of 
antibiotics include  Nalidixic acid   and  Ciprofl oxacin   (Fig.  5.6 ). Nalidixic acid, the 

  Fig. 5.6    Inhibitors of DNA  gyrase         
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fi rst quinolone antibiotic was discovered by accident as a byproduct during the syn-
thesis of the  antimalarial   drug  chloroquine   [ 179 ]. Later other quinolones with much 
better antibacterial activity were developed. The most popular and highly effective 
of these is ciprofl oxacin (see below). Since there are many quinolones available, a 
new four-generation classifi cation system has been described for quinolones [ 180 , 
 181 ]. The fi rst generation drugs, which includes the fi rst quinolone antibiotic nali-
dixic acid achieves only minimal serum concentration and so is not of much use. 
Later generation quinolones can reach high serum levels, have good tissue penetra-
tion and have broader spectrum of activity. Second generation quinolone antibiotics 
including norfl oxacin and ciprofl oxacin are effective against gram-negative bacte-
ria. Third generation quinolones include  levofl oxacin   and are effective against both 
gram-negative and gram-positive bacteria while fourth generation quinolones, 
which include trovafl oxacin, moxifl oxacin, and gemifl oxacin and have the broadest 
spectrum of activity. In addition to activities of the third generation quinolones, they 
are also effective against anaerobes.

    Nalidixic acid   is easily absorbed through the intestinal walls but its tissue pene-
tration is poor because much of it remains bound to plasma protein. Also, the drug 
is rapidly cleared from the body. Thus more frequent doses of nalidixic acid are 
needed to maintain the required concentration for inhibiting bacteria. Also, because 
of the rapid clearance from the body, the serum concentration of nalidixic acid is not 
high enough in any tissue to kill the infecting bacteria. However, since nalidixic 
acid is cleared rapidly from the body, its concentration in the urine reaches high 
levels. So nalidixic acid is mainly used to treat urinary tract infections. However, 
such use has also decreased due to the availability of less toxic  quinolone   deriva-
tives called fl uoroquinolones. 

  Fluoroquinolones . Quinolones containing a fl uorine substituent were developed as 
better gyrase-targeting antibiotics than the non-fl uorinated quinolone,  nalidixic 
acid  . Norfl oxacin, the fi rst  fl uoroquinolone   that was approved by the FDA in 1986 
is a widely used antibiotic. Similarly,  ciprofl oxacin  , another fl uoroquinolone, was 
introduced in 1987 and within a few years became the most frequently used antibi-
otic in the world. Later other fl uoroquinolones were introduced in the USA:  levo-
fl oxacin   and sparfl oxacin in 1996, trovafl oxacin in 1997, gatifl oxacin and 
moxifl oxacin in 2000. 

 There are several reasons why fl uoroquinolones, especially ciprofl oxacin, are 
considered to be better antibiotics than nalidixic acid: (1) Ciprofl oxacin has a much 
lower MIC (minimum inhibitory concentration) and MBC (minimum  bactericidal   
concentration) than  nalidixic acid  . So ciprofl oxacin is effective at much lower con-
centration than nalidixic acid. An analysis of 375 gram-negative bacterial strains 
causing urinary tract infection for susceptibility to six quinolone derivatives showed 
that ciprofl oxacin had a much higher antibacterial activity against all bacterial 
strains tested than the other quinolones, except for norfl oxacin, which also showed 
comparable effectiveness. The MIC90 and MBC90 (the number 90 refers to 90 % 
inhibition or bactericidal activity) of ciprofl oxacin was less than 1 μg/ml for all 
bacterial species tested and MBC/MIC ratios were very low making it a very effec-
tive antibiotic [ 182 ]. Ciprofl oxacin was also reported to have a very low (≤1 μg/ml) 
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MIC and MBC for  methicillin   resistant  Staphylococcus aureus  ( MRSA  , Sect. 
  3.3.2.10    ) [ 183 ]. It was also found to be the most active quinolone against genital 
isolates of  Chlamydia trachomatis  (MIC and MBC 1 μg/ml) [ 184 ]. (2)  Ciprofl oxacin   
has a much higher selectivity ratio than  nalidixic acid   and so has a lower toxicity for 
the host. Selectivity ratio is the ratio of IC 50  for mammalian  topoisomerase   II to the 
IC 50  for bacterial DNA  gyrase  . (3) Fluoroquinolones are cleared from the body at a 
much slower rate than nalidixic acid. So less frequent doses of fl uoroquinolones are 
needed to maintain the required serum concentration. (4) Resistance development to 
ciprofl oxacin is much less than to nalidixic acid. Because of the low serum concen-
tration attainable for nalidixic acid, bacteria develop resistance to the drug very 
easily (Sect.   2.4    ). These factors, along with their low cost, have made fl uoroquino-
lones a widely used drug. 

  Other    fl uoroquinolone     derivatives.  Ofl oxacin is a synthetic fl uoroquinolone antibi-
otic that was developed as a broader spectrum analog of norfl oxacin and was 
approved by the FDA in 1990. Ofl oxacin has one chiral center and is a racemic 
mixture of the two enantiomers,  levofl oxacin  , the active component (Fig.  5.6 ) and 
dextrofl oxacin. Ofl oxacin and levofl oxacin are broad spectrum antibiotics that are 
active against both gram-negative and gram-positive bacteria. They function by 
inhibiting DNA gyrase, an enzyme essential for replication and Type IV topoisom-
erase, an enzyme needed for separating replicated DNA into the daughter cells. 
Garenoxacin (previously known as BMS284756, a Bristol Meyers Squibb drug) is 
a Des-F(6)-quinolone (Fig.  5.6 ) and is more effective as an antibiotic in vitro than 
ciprofl oxacin [ 185 ]. The compound lacks the classical C-6 fl uorine of fl uoroquino-
lones but has fl uorine as a difl uoromethyl ether linkage at C8. 

  Mechanism of action of    quinolones    .  Antibacterial activity of drugs targeting DNA 
 gyrase   enzyme follows one of two mechanisms. They either inhibit the catalytic 
activity of the enzyme by binding to the active site or they stabilize the covalent 
enzyme-DNA complex that is formed during the reaction. The latter mechanism 
makes a more effective antibiotic. The antibiotic  Novobiocin   is of the former type 
and inhibits the ATPase activity of the gyrase enzyme. Fluoroquinolones such as 
 ciprofl oxacin   works by stabilizing the enzyme-DNA complex and thus interrupting 
the religation step [ 186 ]. 

 The targets of the fl uoroquinolones are the two enzymes, DNA  gyrase   and DNA 
 topoisomerase   IV, both belonging to the type II topoisomerases [ 188 ]. The target of 
the quinolones is DNA gyrase in gram-negative bacteria while in gram-positive 
bacteria the target is  topoisomerase   IV [ 188 ,  189 ]. Function of DNA gyrase is to 
introduce negative  supercoils   ahead of the replication fork (Sect.   5.1.5    ). It accom-
plishes this by wrapping the DNA into a positive supercoil followed by cutting the 
DNA, then passing one region of the duplex through another and then religating the 
cut ends [ 190 ]. Topoisomerase IV, a tetrameric protein consists of two subunits of 
ParC and two subunits of ParE proteins (referred to as GrlA and GrlB in 
 Staphylococcus aureus ). The names come from “partition” since these proteins 
help to separate the replicated chromosome into the two daughter cells during 
cell division. After replication the two new copies of the DNA are interlinked. 
The two copies of DNA should be delinked so that one copy goes to each daughter 

5 Antibiotics That Inhibit Nucleic Acid Synthesis

http://dx.doi.org/10.1007/978-3-319-40746-3_3#Sec22
http://dx.doi.org/10.1007/978-3-319-40746-3_2#Sec4
http://dx.doi.org/10.1007/978-3-319-40746-3_5#Sec5


119

cell after cell division, which is the primary function of  topoisomerase   IV. Another 
function is to introduce negative  supercoils   similar to the function of DNA 
 gyrase   enzyme. 

 As discussed before (Sect.   5.1.5    ), prokaryotic DNA gyrase contains two subunits 
GyrA and GyrB. The GyrA subunit is responsible for binding to DNA and for cutting 
and religating DNA while the B subunit has ATPase activity. In the absence of quino-
lone antibiotic, usually after cutting the two strands, the 5′ terminus is covalently 
linked to Tyr 122 of the GyrA subunit. After twisting the two strands by one turn the 
cut ends are again religated. When quinolone is present, it binds to the cut ends of the 
DNA in the enzyme–DNA complex and thus prevents rotation of the DNA ends and 
religation of the cut ends. Quinolones cannot bind to DNA alone or to the DNA 
gyrase enzyme alone; they only bind to the complex of the enzyme and the cut DNA. 

 In vivo,  quinolones   can have both  bacteriostatic   and  bactericidal   actions. At low 
concentrations they are bacteriostatic while at high concentrations they are bacteri-
cidal. At low concentration of the antibiotic, the cut ends of the DNA remains bound 
to the antibiotic and so the DNA remains supercoiled and this inhibits replication as 
well as transcription since the replication fork or the transcription complex is unable 
to proceed due to the supercoiling of DNA and the presence of the antibiotic-DNA- 
enzyme complex. The binding of the quinolone to the complex of  gyrase   enzyme 
and the cut ends of the DNA is reversible and thus, explains the bacteriostatic activ-
ity of the quinolones. If the cells are treated with high concentration of quinolone, 
the DNA ends are released from the complex which results in fragmentation of the 
chromosomal DNA and eventual cell death [ 185 ,  191 ]. This is followed by forma-
tion of  reactive oxygen species   such as hydroxyl radicals which are responsible for 
cell death [ 23 ,  62 ,  192 ]. It is possible for the cell to repair the chromosome fragmen-
tation but not the effect of ROS, which explains the ability of inhibitors of ROS to 
almost completely block cell death. 

  Antibiotics that target GyrB subunit of DNA    gyrase    .  GyrB subunit of prokaryotic 
DNA gyrase is an ATPase and can also be target for antibiotic development. 
Aminocoumarins, which include  novobiocin  , clorobiocin, and coumermycin A1, are 
natural products isolated from Streptomyces species and can inhibit the supercoiling 
activity of DNA gyrase. It was shown that these antibiotics compete with ATP bind-
ing to gyraseB subunit and thus inhibit its ATPase activity. Novobiocin, also known 
as albamycin or cathomycin was fi rst reported in the mid-1950s when it was called 
streptonivicin.  Novobiocin   can be effectively used to  treat   MRSA infection   [ 193 ]. 

5.3.1      Mechanism of Resistance to  Quinolones   

   Intrinsic resistance   : One explanation for the intrinsic resistance of pseudomonas to 
many antibiotics such as fl uoroquinolones is that the antibiotics are unable to cross 
the outer membrane of the bacteria. However, this idea has been challenged [ 194 ]. 
The intrinsic resistance of  Pseudomonas aeruginosa  is due to effl ux pumps in the 
bacteria that pump out most antibiotics [ 195 ]. 
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   Acquired resistance   . Resistance to quinolones can develop in three ways, of which 
the third one is very rare: (1) by developing point mutations in the targets, DNA 
gyrase or  topoisomerase   IV enzymes, (2) by decreasing the intracellular concentra-
tion of the quinolone and (3) by acquisition of mobile elements carrying the  qnr  gene 
which confers resistance to quinolones. Multiple mutations can occur over time, 
resulting in cumulative increase of resistance (Sect.   3.3.2.12    ). Since quinolones are 
synthetic antibiotics, there is no gene available in nature coding for any enzyme that 
can degrade the antibiotics (Sect.   2.8    ). Also, since the gene for DNA  gyrase   is pres-
ent in the chromosome and not in a  plasmid  , the resistance cannot be easily trans-
ferred to other bacteria (Sect.   2.6    ). By the same reasoning, bacteria cannot acquire 
resistance from other bacteria. However, it is theoretically possible to transfer chro-
mosome encoded resistance determinant by natural  transformation   or transduction. 

  Resistance development by target modifi cation . Numerous bacterial mutants that are 
resistant to quinolones have been studied and the mutations have been identifi ed. 
The region of gyrA and gyrB where most of these mutations are frequently found is 
called the QRDR (quinolone resistance-determining region). The protein sequence 
in this region is conserved in most bacterial species suggesting that the region is 
important for proper functioning of DNA  gyrase   enzyme. These mutations have 
been most studied in  E. coli . All  quinolone   resistant  E. coli  clinical isolates were 
found to have point mutations in  gyrA  but not in  gyrB . However, mutants obtained 
in vitro showed equal probability of mutations in  gyrA  and  gyrB  [ 196 ]. Results in  S. 
aureus  also indicated that mutations in both  gyrA  and  gyrB  can be responsible for 
resistance to quinolones [ 197 ]. Fluoroquinolones are broad spectrum antibiotics 
which are known to interact with GyrA and GyrB subunits of DNA gyrase and ParC 
and ParE subunits of DNA  topoisomerase   IV. All ciprofl oxacin-resistant isolates of 
 Salmonella enterica  in the USA from 1999 to 2003 were analyzed and found to 
have mutations in the QRDR of  gyrA  but not in  gyrB ,  parC , or  parE  [ 198 ]. Since 
  Mycobacterium     tuberculosis  does not have topoisomerase IV, fl uoroquinolones tar-
get only DNA  gyrase   in  M. tuberculosis  and all known mutations in the gyrase gene 
have been compiled and reviewed [ 199 ]. Out of 1220 resistant isolates of  M. 
 tuberculosis  that were sequenced, 64 % had mutations in QRDR of  gyrA  while 3 % 
had mutations in QRDR of  gyrB . The most common mutations (54 %) are in codons 
90, 91 or 94 of  gyrA . High levels of resistance to  nalidixic acid   can be achieved by 
single mutations in QRDR but more than one mutations are usually needed for sig-
nifi cant resistance to ciprofl oxacin, making it a more effective antibiotic [ 196 ]. 
However, there are also reports of mutations that confer high levels of resistance to 
 ciprofl oxacin   but not to nalidixic acid in  Stenotrophomonas Maltophilia  [ 200 ] and 
 Salmonella enterica typhimurium  [ 201 ]. 

  Resistance development by decreasing intracellular concentration of the antibiotic.  
This can take place in two ways: (a) by decreasing the permeability of the drugs 
through the cell membrane and (b) by overexpression of active effl ux pumps that 
nonspecifi cally pump out drugs from the cytoplasm to outside the cell. Quinolones 
enter the cell through  porins   present in the outer membrane of gram- negative bacteria. 
Transport of  quinolones   into the cell can be decreased by decreasing the expression 
of porins. E. coli outer membrane contains three types of porins, OmpA, OmpC, and 
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OmpF (omp = outer membrane  protein  ). Mutations in OmpF or decreased expression 
of OmpF increase the resistance to some  quinolones  . Since many other drugs are also 
transported through OmpF porin, these mutations will also confer resistance to all 
those antibiotics such as  β-lactams  ,  tetracyclines  , and  chloramphenicol  . Mutations in 
the mar ( m ultiple  a ntibiotic  r esistance) operon causes resistance to multiple antibiot-
ics. Mutations in marA, one of the genes in the mar operon decreases the amount of 
OmpF expressed and thus lowers the uptake of quinolones by the cell. 

 In gram-positive bacteria, which do not have any outer membrane, the cellular 
concentration of quinolone is lowered by active effl ux pumps. Note that the term 
“active” here means “energy dependent.” Energy from ATP or other high energy 
compounds is used to transport drugs against a concentration gradient (the concen-
tration outside the cell is higher than inside). Similar active effl ux systems are also 
responsible for resistance to tetracyclines. 

  Resistance development by gene acquisition . As mentioned above, a resistance gene 
against quinolones is not expected since these are synthetic antibiotics. In 1998 
there was a report of a  plasmid   borne gene,  qnr  ( q ui n olone  r esistance) that confers 
resistance to quinolones in addition to many other antibiotics [ 202 ]. The  qnr  gene 
product, which protects the DNA  gyrase   from inhibition by quinolones is part of an 
 integron   present in the plasmid [ 203 ]. This gene is very rare and was found in only 
a few clinical isolates out of the numerous ones tested, most of them from the same 
geographic location in Alabama, USA [ 204 ]. 

   Anticancer     drugs that target human    topoisomerases   . Topoisomerases play essential 
role in replication, transcription, recombination and DNA repair. Topoisomerase 
inhibitors prevent these functions and cause cell death. Bacterial type II topoisom-
erases ( gyrase   and Topo IV) are the targets of antibacterial antibiotics, while human 
topoisomerases are targets of anticancer antibiotics (see Sect.   1.1     for justifi cation 
for use of the terminology).  Camptothecins   are anticancer drugs that target type IB 
topoisomerases while  etoposide  , anthracyclines (doxorubicin, daunorubicin), and 
mitoxantrone are anticancer drugs that inhibit type IIA topoisomerases (Top2) in 
humans [ 205 ]. Anticancer drugs that target human topoisomerase II (Top 2) result 
in increase in levels of Top2-DNA covalent complexes which are called Top2 poi-
sons since they block transcription and replication [ 206 ]. Another antibiotic,  actino-
mycin D   ( dactinomycin),   which can inhibit DNA replication and also functions as 
an anticancer agent by inhibiting  RNA polymerase  , is discussed later  (Sect.   5.7    ).   

5.4     Nitroheterocyclic Aromatic Compounds as Antibiotics 

 Unlike  quinolones   and fl uoroquinolones which inhibit DNA synthesis, some antibi-
otics such as the nitroheterocycles function by cleaving DNA and thereby inhibiting 
its replication to synthesize new DNA. Two types of antibiotics belonging to this 
 nitroheterocyles   category of antibiotics are the  nitroimidazoles   (e.g.,  Metronidazole  ) 
(Fig.  5.7 ) and  nitrofurans   (e.g.,  Nitrofurantoin  ) (Fig.  5.8 ), of which, the mechanism 
of action of nitrofurans is not yet very clear.
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5.4.1          Nitroimidazoles  : Antibiotics that Cleave DNA 

 The fi rst nitroimidazole antibiotic, azomycin (2-nitroimidazole, Fig.  5.7 ) was dis-
covered in 1953 as an alkaloid produced by  Streptomyces  spp. [ 207 ]. However, 
today the most common ones are derivatives of 5-nitro-imidazoles. There are several 
examples, of which the most effective antibiotic is “ metronidazole  ” (sold under vari-
ous brand names including  Flagyl   and  Metrogil  ). Metronidazole is a synthetic deriv-
ative of azomycin, the fi rst natural product nitroimidazole. It was fi rst sold in France 
in 1960 and was approved by FDA in 1963. Metronidazole works against anaerobic 
or microaerophilic microorganisms including bacteria and parasites. Its antibacterial 
activity was discovered by accident in 1962 when it was found to cure both tricho-
monad vaginitis and bacterial gingivitis in a patient [ 208 ]. Later, in the 1970s other 
uses of metronidazole became widespread such as against  Giardia lamblia  (also 
known as  Giardia duodenalis or Giardia intestinalis , and causes giardiasis), 

  Fig. 5.7    Structures of some  nitroimidazoles         

  Fig. 5.8    Structures of some commonly used  nitrofurans  . The 5-nitrofuran group is shown in  red        
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 Entamoeba histolytica  (causes dysentery),  Clostridium diffi cile  (causes colitis, an 
infl ammation of the large intestine). It is also used to treat Crohn’s disease and ulcers 
caused by  Helicobacter pylori  and the dermatological conditions rosacea and acne. 

  Metronidazole   is different in several ways from other antibiotics discussed till 
now. It was fi rst developed as a drug against parasites but then gained wide accep-
tance as antibacterial agent. It is a synthetic derivative of a natural product. However, 
in spite of having a natural product analog and in spite of being a widely used anti-
biotic, resistance development to the drug is rare. Its mechanism of action is also 
different from that of most other antibiotics because it is not a competitive or  suicide 
inhibitor   of any enzyme but functions by reacting chemically with DNA. Another 
property of metronidazole that is rare is that it is a  prodrug   and thus need to be acti-
vated by the pathogen and sometimes by the host for it to be functional. 

  Mechanism of action  of metronidazole is different from that of most other antibi-
otics since it works by degrading DNA by a chemical reaction that is not catalyzed 
by an enzyme. As mentioned above,  metronidazole   is active against a broad spec-
trum of microorganisms with diverse morphologies. One factor common with all 
microorganisms that are sensitive to metronidazole is that they can grow in anaerobic 
or microaerophillic conditions. Cleavage of DNA can take place only when the drug 
is fi rst reduced by a reaction that can take place only in anaerobic bacteria or proto-
zoa. Thus metronidazole has no activity against aerobic bacteria and for the same 
reason has no toxicity against the human host. The mechanism of action of metroni-
dazole has been studied extensively [ 209 – 211 ]. The nitro group of the drug is reduced 
by transfer of electron from the reduced form of ferredoxin in a reaction catalyzed by 
the iron–sulfur enzyme, pyruvate: ferredoxin oxidoreductase (POR). Most eukary-
otes lack the POR enzyme and so fail to activate metronidazole [ 212 ]. As a substitute 
for POR, humans have the enzyme pyruvate dehydrogenase, which decarboxylates 
and oxidizes pyruvate to produce acetate (as acetyl CoA), but instead of producing 
the reduced form of ferredoxin, it produces NADH, the reduced form of NAD. 

 The redox potential for the reduction of  metronidazole   is about 450 mV. Such a low 
reduction potential is not found in aerobes, which explains the selective toxicity of 
 nitroimidazoles   towards anaerobes alone. Since ferredoxin is also involved in photo-
system I, an essential part of photosynthesis, metronidazole can also affect plants as has 
been demonstrated by inhibition of sugar synthesis in sugarcane leaves [ 209 ]. Microbial 
susceptibility to nitroimidazole agents is determined primarily by the reactivity of the 
cellular electron donor toward the nitroimidazole. Thus, growth of  T. vaginalis  is 
inhibited at 0.003–0.01 mM metronidazole while 1 mM concentration is needed to 
inhibit  Anabaena  and this observation is consistent with the greater reactivity of 
 T. vaginalis  ferredoxin toward nitroimidazoles than  Anabaena  ferredoxin [ 213 ]. 

 If DNA is added to previously reduced drug, no cleavage of the DNA is observed, 
indicating that the reduced form of the drug is not responsible for DNA damage, 
rather a short-lived intermediate formed during the reduction of the drug, is respon-
sible for cleavage of DNA. The short-lived toxic intermediates are nitroso and 
hydroxylamine radicals, which fi nally decompose into nontoxic end products. A 
short-lived radical anion intermediate has been shown to interact with and 
cleave DNA [ 211 ]. The reduction of the drug also helps its activity in another way. 
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Being a small molecule,  metronidazole   enters the microbial cell by the process of 
diffusion through the membrane. Rate of entry of the drug by diffusion depends on 
the concentration difference on the two sides of the membrane. Reduction of the 
drug decreases the concentration of the unreduced form of the drug inside the cell, 
thus increasing the concentration gradient and helps the entry of more of the drug 
into the cells. By the same reasoning, lack of the reduction reaction will decrease 
the rate of entry of the drugs into aerobic cells as was fi rst pointed out by Ings et al. 
[ 210 ]. The extent of DNA damage is also proportional to percentage of the nucleo-
tides A and T. This explains why  E. histolytica ,  T. vaginalis , and  Bacteroides , which 
have much greater than 50 % A + T are sensitive to metronidazole, while 
 Rhodospirillum  and  R. acidophila , which have much less than 50 % A + T are sig-
nifi cantly less susceptible to  nitroimidazoles  . 

 Metronidazole is also used as a cure for the disease rosacea, a skin condition that 
causes redness in the face and primarily affects people of northwestern European 
descent. This effect of  metronidazole   is due to its anti-infl ammatory activity [ 214 ]. 
Metronidazole acts synergistically with palmitoleic acid, a lipid that is usually pres-
ent in the skin, to inhibit free radical generation by human neutrophils. This has 
been proposed as a possible mechanism of action of metronidazole against rosacea 
and acne [ 215 ]. 

  Resistance to metronidazole.  Several factors are responsible for the widespread use 
of the drug. It functions against a wide variety of microorganisms with diverse mor-
phologies, it is relatively inexpensive compared to other antibiotics and it has favor-
able pharmacological properties such as low molecular weight, effi cient absorption 
from the intestinal tract, limited binding to serum proteins, and easy tissue penetra-
tion. However, in spite of the widespread use, resistance development to the drug is 
rare. For example,  metronidazole   has been the drug of choice for four decades 
against  Bacteroides fragilis  which is the most commonly isolated anaerobic patho-
gens in humans.  B. fragilis  is part of the normal fl ora of the human colon and is 
known to exhibit resistance to most antibiotics but not to metronidazole. The fi rst 
case of metronidazole resistant strain of  B. fragilis  from India was reported in 2001 
[ 216 ]. Metronidazole resistance has been reported in  helicobacter pylori . The resis-
tance is due to a  nonsense mutation   in the  rdxA   gene, which codes for NADPH 
nitroreductase enzyme [ 217 ]. The mutation results in the synthesis of an inactive 
truncated enzyme that is unable to reduce the metronidazole. Since metronidazole 
is a synthetic antibiotic, there is no known gene for degradation or inactivation of 
 metronidazole    (Sect.   2.8    ).  

5.4.2     Nitrofurans: Multiple Possible Mechanisms of Action 

 Derivatives of 5-nitrofuran (Fig.  5.8 ) can function as synthetic broad spectrum antibi-
otics that are effective against both gram-negative and gram-positive bacteria as well 
as against anaerobic pathogens. Examples of nitrofurans include furazolidone, nitro-
furazone, and  nitrofurantoin  . The most commonly used nitrofuran is nitrofurantoin 
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(1-[(5-nitrofurfurylidene) amino] hydantoin).  Nitrofurantoin   is taken orally and is 
rapidly absorbed, however, its serum concentration does not reach high level because 
it is quickly excreted through urine. Thus its concentration can reach inhibitory levels 
only in the urine and so nitrofurantoin, which is sold under the trade name Macrobid, 
is most commonly used for urinary tract infections. Development of resistance to 
other widely used antibiotics such as  ciprofl oxacin   (Sect.   5.3    ) and the lack of new 
antibiotics in the pipeline has renewed our interest in nitrofurans. 

  Mechanism of action of nitrofurans.   Nitrofurantoin   was fi rst approved by the FDA 
in 1953. However, even after six decades since its approval, its mechanism of action 
is still not clear. Several different mechanisms of action have been proposed for 
nitrofurans. At one time it was believed to function as antibiotic by cleaving DNA 
[ 218 ]. It has been reported to inhibit a number of bacterial enzymes of the carbohy-
drate metabolic pathways and also inhibit bacterial cell wall synthesis [ 219 ]. It is 
known that in order to be effective, the nitrofurans need to be fi rst activated by being 
reduced. One of the intermediates formed during the reduction of the nitro group is 
believed to be responsible for the antibiotic activity of nitrofurans [ 220 ]. These 
intermediates were shown to attack bacterial ribosomal proteins nonspecifi cally, 
causing complete inhibition of protein synthesis [ 221 ]. The authors also reported a 
novel mechanism of action for  nitrofurantoin   which does not require the production 
reactive metabolites formed during reduction of nitrofurantoin. 

  Resistance to nitrofurans.  Since nitrofurans are synthetic antibiotics, there is no 
gene known for degradation or inactivation of the antibiotics (Sect.   2.8    ). Resistance 
development by point mutations is also rare but possible. Cumulative increase in 
resistance can result from sequential development of mutations in the different 
nitro-reducing enzymes in  E. coli . These mutations were shown to be mostly con-
centrated in the nitroreductase genes  nfsA  and  nfsB  [ 222 ]. The fact that there are 
multiple possible mechanisms of action of nitrofurans probably explains why 
 clinically signifi cant resistance development to the drugs is rare. There is also a fi t-
ness cost associated with antibiotic resistance (Sect.   2.9    ). Resistant bacteria usually 
grow slower than non resistant bacteria. This is especially important for urinary 
tract infections because if the resistant bacteria cannot grow fast enough, it will be 
frequently fl ushed out and so will be unable to maintain the infection, making resis-
tance development less likely [ 220 ].   

5.5      RNA Synthesis: Background Biochemistry Information 

 Genetic information stored in DNA is copied to make messenger RNA (mRNA). 
The process is called transcription. A gene is defi ned as the part of DNA that is tran-
scribed to make RNA, including those that do not code for proteins (note that all 
transcripts are not messenger RNAs). Bacterial genomes have a few thousand genes 
while human genome has ~30000 genes. DNA directed RNA synthesis, or transcrip-
tion, is catalyzed by the enzyme  RNA polymerase  . Bacterial RNA polymerase is a 
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large enzyme complex (MW ~500,000), and contains two α, one β, and one β′ 
 subunits. The complex assembles on the DNA in a region preceding (upstream of) 
the gene and called the promoter, where transcription is initiated. The RNA poly-
merase has no specifi c affi nity for the promoter. Another small protein known as the 
σ 70  protein or sigma (σ) factor, binds to the promoter and assists the RNA poly-
merase to assemble at the promoter by fi rst binding to the σ 70  protein. During initia-
tion the template DNA partially unwinds to form the “open promoter complex” and 
RNA polymerase starts copying the template strand (which is complementary to the 
coding strand that has the gene). RNA chain elongation is very similar to DNA syn-
thesis. Complementary NTPs bind to the active site, form H-bond to the previous 
nucleotide, a new phosphodiester bond is formed and a PPi is released. Hydrolysis 
of PPi by  pyrophosphatase   makes the reaction thermodynamically feasible (Sect. 
  1.7.7    ). Since the sigma factor is needed only to bind specifi cally to the promoter site, 
it is no longer needed after the RNA synthesis has started. In fact it slows down the 
synthesis. After about ten ribonucleotides have joined to form a chain, the sigma 
factor leaves the complex so that the complex is no longer tightly bound to the pro-
moter site and can move along the DNA and continue RNA synthesis. This process 
is called promoter clearance. Transcription continues till it reaches a termination site 
where the process ends and the RNA is dissociated from the transcription complex.  

5.6       Rifamycins   

 Rifamycins were fi rst isolated in 1957 from the soil bacteria,  Amycolatopsis rifamy-
cinica . This species of bacteria has undergone several name changes. It was origi-
nally known as  Streptomyces mediterranei . Its name was then changed to  Nocardia 
mediterranei  and then later to  Amycolatopsis mediterranei  and then fi nally in 2004 
was renamed as  Amycolatopsis rifamycinica  [ 223 ]. For a long time this was the only 
species of bacteria known to produce the antibiotic until it was also discovered in 
 Salinispora  group [ 224 ]. Of the several rifamycins produced by bacteria the antibi-
otic that is most commonly used is rifampicin (also known as  rifampin  ) which is a 
synthetically modifi ed version of rifamycin (Fig.  5.9 ).

    Mechanism of action of rifamycins.  There are very few antibiotics known that 
inhibit RNA synthesis. Rifamycins form a family of antibiotics that inhibit RNA 
synthesis by binding to RNA polymerase, the enzyme that catalyzes the process of 
transcription (Sect.  5.5 ). The antibiotic binds to the β-subunit of  RNA polymerase   
within the DNA/RNA channel. It inhibits RNA synthesis by directly blocking the 
path of the elongating RNA when the transcript becomes 2 to 3 nucleotides in length 
[ 225 ]. Binding to RNA polymerase is very tight and so a very small amount of the 
antibiotic is needed to inhibit RNA synthesis. The binding is specifi c for RNA poly-
merase; activity of  DNA polymerase   is not affected. Rifamycins are broad spectrum 
 bactericidal   antibiotics that inhibit both gram-negative and gram-positive bacteria 
including obligate intracellular bacteria. They can easily cross the bacterial cell wall 
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and membrane and bind to the target. Since the structure of  RNA polymerase   is very 
similar in most bacterial species, the antibiotic has a broad spectrum of activity. 
Eukaryotic RNA polymerase is signifi cantly different such that rifampicin does not 
bind to it and thus has little toxicity. One advantage of rifamycins as antibiotics is 
that they can penetrate into mammalian tissues and also into cells. Thus they are 
effective against intracellular bacteria, a property that many antibiotics do not have 
since they cannot cross the mammalian cell membrane. It is for this reason that 
rifampicin is effective in the treatment of mycobacterial diseases, such as  tubercu-
losis   and  leprosy  . Other antibiotics are not effective since mycobacteria are obligate 
intracellular bacteria and live within the host cells where other antibiotics cannot 
penetrate. Although rifampicin has a broad spectrum of activity, it is mostly used for 
treating tuberculosis,  leprosy  , and meningitis. Since rifampicin easily enters all tis-
sues, use of the drug results in red or orange colored sweat, urine, and tears. 

  Resistance to rifampicin.  One drawback of rifampicin is that bacteria develop resis-
tance to the drug very quickly. Resistance development is usually by acquiring point 
mutations in the  RNA polymerase   that prevent binding of the antibiotic. So rifampi-
cin is always used in combination with other antibiotics. It is also used in combina-
tion with the  antifungal   drug  amphotericin B   (Sect.   8.1.5    ). When many rifampicin 
resistant mutants were sequenced, all mutations were found to be within a small 
region of the 1342 amino acid long β-subunit. Mutations involving eight conserved 

  Fig. 5.9    Antibiotics that inhibit RNA synthesis. The methyl group is on the N of valine in 
 Actinomycin D  . Sar is sarcosine. The group shown in  red  is the synthetic modifi cation made in 
 Rifamycin   SV to make  Rifampicin         
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amino acids were identifi ed in 64 of 66 rifampicin-resistant isolates of   Mycobacterium    
 tuberculosis  from diverse geographical sources. All these mutations were clustered 
within a 23 amino acid-region that is involved in binding to the antibiotic [ 226 ]. 
There is cross resistance among rifamycins, so a clinical isolate of  M. tuberculosis  
that is resistant to rifampicin is also resistant to other rifamycins. Almost all rifam-
picin-resistant strains are also resistant to  isoniazid    [ 227 ].  

5.7      Actinomycin D   ( Dactinomycin  ) 

 Actinomycin D (Fig.  5.9 ) was the fi rst antibacterial antibiotic that was found to have 
 anticancer   activity. Its relative, actinomycin A, was the fi rst antibiotic isolated from 
 Actinomyces antibioticus  (now  Streptomyces antibioticus ) by Waksman and 
Woodruff in 1940. It functions by binding to DNA at the transcription initiation com-
plex and preventing RNA synthesis by RNA polymerase. It was proposed that acti-
nomycin binds to a premelted DNA conformation, called β-DNA that is found within 
the transcriptional complex. This acts to immobilize the complex, preventing the 
elongation of growing RNA chains [ 228 ]. Since actinomycin D inhibits RNA synthe-
sis in both bacteria as well as humans, it was used as  anticancer   drug [ 229 ]. However, 
because of its toxicity it is no longer used in cancer  chemotherapy  .  Actinomycin D   
and its fl uorescent derivative, 7-amino actinomycin D are used in research as dyes for 
cells and are used to differentiate between dead and live cells. Since actinomycin D 
binds to DNA, it also inhibits DNA replication in bacteria (Sect.   5.3    ).  

5.8      Fidaxomicin  : A New Antibiotic with a New Target 

 Fidaxomicin is a macrocyclic antibiotic (Fig.  5.9 ) obtained from the actinomycete 
 Dactylosporangium aurantiacum . It is a narrow-spectrum antibiotic for the treat-
ment of  Clostridium diffi cile -associated diarrhea. Both Rifamycins and fi daxomicin 
bind to  RNA polymerase   and inhibit RNA synthesis. However, their mechanisms of 
action are different.  Rifamycins   prevent the extension of RNA beyond the fi rst 2–3 
nucleotides, while fi daxomicin affects an earlier step by blocking the formation of 
the open promoter complex (Sect.   5.5    ) in which the two strands of the DNA are sepa-
rated locally prior to RNA synthesis [ 230 ]. The two antibiotics act synergistically 
and exhibit no cross-resistance. These results suggest that they have different mecha-
nisms of action and act at two separate stages of the transcription process [ 231 ].       

5 Antibiotics That Inhibit Nucleic Acid Synthesis

http://dx.doi.org/10.1007/978-3-319-40746-3_5#Sec7
http://dx.doi.org/10.1007/978-3-319-40746-3_5#Sec12


129© Springer International Publishing Switzerland 2016 
M.K. Bhattacharjee, Chemistry of Antibiotics and Related Drugs, 
DOI 10.1007/978-3-319-40746-3_6

    Chapter 6   
 Antibiotics That Inhibit Protein Synthesis                     

    Abstract     Antibiotics that inhibit protein synthesis are discussed. Background bio-
chemistry information on translation is provided. Antibiotics presented include 
puromycin, aminoglycosides, tetracyclines, chloramphenicol, macrolides, lincos-
amides, streptogramins oxazolidinones, mupirocins, and peptide deformylase 
inhibitors. Mechanisms of action of the antibiotics and resistance development 
against the antibiotics are discussed.  

6.1              Protein Synthesis: Background Biochemistry Information 

 After the sequence of the DNA is copied to make mRNA by the process of tran-
scription, the mRNA is translated to make protein in the last step of biological 
information fl ow. In this process, which is known as translation, protein is syn-
thesized based on the sequence of the mRNA. The translational machinery is 
called a  ribosome  , which is a large complex made of proteins and RNA, called 
ribosomal RNA or rRNA. The ribosome moves along the mRNA as it synthe-
sizes the protein by joining amino acids corresponding to the genetic code that 
is prescribed in the sequence of the mRNA. The genetic code for each amino 
acid is called the codon for that amino acid. Amino acid corresponding to a 
codon will be brought to the ribosome and joined to the previous amino acid. 
The ribosome then moves to the next codon and protein synthesis continues. 

 It is widely known that three bases make a codon for each amino acid. Since 
there are only 4 bases and 20 amino acids to code for, the codon for each amino acid 
must contain 3 bases. So there are 4 3  = 64 codons, which is more than enough to 
code for the 20 amino acids. A table of codons and the corresponding amino acid 
can be found in any biochemistry textbook and is not presented in this book. Note 
that it is most sensible for nature to have evolved to have three bases per codon. If 
two bases made a codon, then there can be only 4 2  = 16 possible codons, which is not 
enough to code for the 20 amino acids. If codons had 4 bases, then there would be 
4 4  = 256 codons which are too many for only 20 amino acids. 

 Since three bases make a codon, a sequence of mRNA can be translated in three 
ways depending on which base is considered to be the starting base of codon. So the 
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arbitrary sequence …AUGCAUGCAUGC… can be read as …AUG–CAU–GCA–
UGC… or …A–UGC–AUG–CAU–GC… or ….AU–GCA–UGC–AUG–C…. 
These three ways of reading the sequence are called the three possible  reading 
frames  . Since DNA is double stranded, the second strand will also have three read-
ing frames. So for any given length of DNA sequence there can be six possible 
reading frames. Of these, there is only one correct reading frame for a particular 
gene. However, it is sometimes possible that another gene is also present in the 
same region of DNA and is read from a different reading frame. 

 Since the mRNA is a long continuous chain how is it determined by the  ribosome   
which codon is the start of the gene? The beginning of a gene is called the start 
codon or initiation codon, which is usually an AUG in the mRNA (ATG for the cor-
responding DNA). In the same way synthesis of a protein will stop when a stop 
codon is reached. There are three stop codons: UAG, UGA, UAA (TAG, TGA, TAA 
in DNA). Translation stops when the ribosome reaches a stop codon in the same 
reading frame. Note that, since there are three  reading frames  , the stop codon must 
be in the same reading frame as the start codon. A stop codon in one reading frame 
will have no effect on translation taking place in another reading frame. 

 Since there are 64 codons for only 20 amino acids, there can be multiple codons 
possible for most amino acids. Except for Met and Trp, all other amino acids have 
more than one codon each. Because of this degeneracy of the genetic code, a single 
base mutation sometimes results in a codon that still specifi es for the same amino 
acid. These are called  silent mutations  . So all mutations in the DNA do not result in 
a changed protein. Point mutations that do change the amino acid sequence are 
called  missense mutations  . A single base mutation may convert a codon for a certain 
amino acid to a stop codon. Such mutations are called  nonsense mutations   and will 
result in a truncated protein being synthesized. An insertion or deletion of a few 
bases (that is not a multiple of three) into a gene may change the  reading frame   of 
the mRNA and thus completely change the sequence of the protein starting from the 
point of insertion or deletion. Such mutations are called frameshift mutations. 

 Besides the ribosomal and messenger RNAs there is a third type of RNA called 
transfer RNA or tRNA, which plays an important role in translation. Each tRNA 
forms a covalent bond to an amino acid and brings the right amino acid (based on the 
mRNA sequence) to the  ribosome   to form peptide bond to the previous amino acid 
in the sequence. Since there are 20 different amino acids that are present in proteins, 
every cell must contain at least 20 different tRNA species, each one specifi c for one 
amino acid. All tRNAs are small single stranded RNAs, ~ 70–95 bases long. 
Although the 20 different tRNAs have different sequences, their three dimensional 
structures are similar. Each tRNA is single stranded but forms intramolecular base 
pairs to form several stem loop structures as shown in Fig.  6.1 . This is called the 
cloverleaf structure. The number of bases in each arm of the tRNA is more or less 
constant, except in the variable arm, which can have 3–21 bases. The region at the 5′ 
and 3′ ends of the tRNA molecule are base paired forming what is known as the 
acceptor stem or amino acid stem because this is where the amino acid binds. The 
base at the 3′ end of all tRNAs is always an “A”. The tRNAs are named after the 
amino acid they carry, e.g., tRNA gly  or tRNA phe . The tRNA and mRNA  molecules 
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interact through base pairing between anticodons in the tRNA and codons in 
mRNA. Codon and anticodon are antiparallel. So the 5′ end of the anticodon pairs 
with 3′ end of the codon. The tRNA transcripts undergo several further modifi cations 
at the 5′ end, 3′ end, and the various loops including the anticodon loop.

   In the fi rst step of protein synthesis each amino acid forms a covalent bond to the 
nucleotide “A” at the 3′ end of the corresponding tRNA specifi c for that particular 
amino acid. An acyl (ester) bond is formed between the carboxy group of the amino 
acid and the hydroxyl group at the 3′ position of ribose at the 3′ end of the t-RNA 
(Fig.  6.2 ). Energy for the reaction comes from hydrolysis of ATP to AMP and PPi. 

a
b

  Fig. 6.1    Representation of the structure of tRNA and its interaction with mRNA. ( a ) Cloverleaf 
structure of tRNA ( b ) Codon anticodon binding shown for the alanine codon. The direction of the 
tRNA has been reversed in order to show binding to the mRNA       

  Fig. 6.2    Activation of amino acids and formation of aminoacyl-tRNA. (structure not drawn to scale)       
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Immediate hydrolysis of PPi by  pyrophosphatase   makes the reaction thermodynam-
ically favorable and moves the reaction forward (Sect.   1.7.4    ). So two equivalents of 
ATP (actually two phosphoester bonds) are needed for such activation of each 
amino acid such that the reaction is metabolically irreversible (Sect.   1.7.7     and Fig. 
  1.13    ). There is a separate enzyme for catalyzing the acyl bond formation of each 
amino acid to the corresponding tRNA. The energy of the acyl bond between the 
amino acid and the tRNA will be used later to form a peptide bond between this 
amino acid and the previous amino acid in the sequence of the protein. After the 
aminoacylated tRNAs are synthesized they bind to an elongation factor called 
EF-Tu (elongation factor thermos unstable). The complex then binds to the  ribo-
some   for protein synthesis.

     Ribosome    , the site of protein synthesis . Protein synthesis is carried out by a complex 
of proteins and RNA called the ribosome. All ribosomes contain two different sub-
units. Each subunit is very large. For such a large complex, the size is not measured 
by the combined molecular weight of the complex but is determined by the rate at 
which it sediments from a solution when it is centrifuged. Large complexes are 
assigned an “S” value called Svedberg unit.  E. coli  ribosome has a size of 
70S. Complexes that sediment faster are assigned a lower S values. If the two sub-
units of the ribosome are separated and centrifuged, they have S values of 30S and 
50S. Note that the S values are not additive. So the 30S and 50S together do not 
make an 80S complex but a 70S complex. Each subunit of the ribosome is made up 
of proteins and RNA. The 50S subunit consists of two RNAs and 31 proteins. The 
30S subunit contains one RNA and 21 proteins. 

 The 2009 Nobel Prize in Chemistry was awarded to Venkatraman Ramakrishnan, 
Ada Yonath, and Thomas Steitz who determined the structures of the 30S and the 
50S subunits of the ribosome and studied the mechanism of protein synthesis and its 
inhibition in bacteria by antibiotics [ 232 ,  233 ]. For protein synthesis the ribosome 
binds to the mRNA and at the same time binds to three different tRNAs. This 
explains why a ribosome needs to be so large. It has suffi cient space to bind the 
three tRNAs at three binding sites which are named as the  A  site for binding to the 
incoming  a minoacyl tRNA, the  P  site for binding to the  p eptidyl tRNA that has 
been formed in the previous step, and the  E  site for the  e xiting tRNA that brought 
the previous amino acid. The anticodon interacts with the codon in the mRNA while 
the 3′ end containing the amino acid is positioned at the active site of the enzyme 
where peptide bond formation takes place. 

  Initiation of translation . The fi rst codon of most proteins is AUG and almost all pro-
teins start with the amino acid methionine. Besides the initiation codon the gene may 
contain other AUG codons that also code for methionine. How does the  ribosome   
differentiate between AUG initiation codon and AUG in the middle of a gene? In 
bacteria the initiation codon is always preceded by certain sequence called the ribo-
some binding site (rbs), which is also known as the Shine Dalgarno sequence which 
is purine rich sequence such as AGGAGGT. This site is recognized and the ribosome 
assembles at this site. The fi rst AUG after the rbs is the start codon and protein syn-
thesis starts from here. The tRNAs present in the cell also differentiate between two 
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types of AUG codons. In the infecting bacteria (but not in the human host) the methi-
onine of the initiator tRNA is formylated. Thus all cells contain two types of tRNAs 
carrying methionine: a  N -formylmet-tRNA, which recognizes and binds to the initia-
tor AUG and tRNA Met  (without the formyl group), which recognizes and binds to the 
internal AUG. So all bacterial proteins start with a  formyl methionine   at the 
N-terminus. Later the methionine is either deformylated or removed completely 
(Fig.  6.3 ). Since this  formylation   and  deformylation   reactions take place only in the 
infecting bacteria and not in the human host, either of these steps can be target for 
development of new antibiotics. This is discussed further in Sect.   6.2.8.4    .

   In prokaryotes, initiation of translation takes place by forming an initiation com-
plex by binding of the 30S subunit at the rbs of the mRNA along with the initiation 
factors IF1, IF2, and IF3, and fmet-tRNA metf  is automatically positioned at the fi rst 
codon. The 50S subunit then binds to the 30S subunit to form the complete 70S 
ribosome and the initiation factors are released. This way the fmet-tRNA metf  is posi-
tioned and bound to the fi rst codon at the P-site of the  ribosome  . The “ tetracyclines  ” 
and “ aminoglycosides  ” are two families of antibiotics that are effective at this stage 
of the ribosomal cycle (Sects.   6.2.2     and   6.2.4    ). A second tRNA containing the 
amino acid corresponding to the second codon, and EF-TU GTP then bind to the 
A-site (also known as the decoding center) of the ribosome. Once correct base pair-
ing of the codon and anticodon takes place, the GTP bound to EF-TU is hydrolyzed 
and the aminoacylated tRNA is released at the A site of the  ribosome  . 

  Chain elongation.  The  formyl methionine   from the P-site is then transferred to the 
second amino acid at the A-site to form a peptide bond. The reaction is catalyzed by 
the ribozyme, peptidyl transferase, which is a part of the 50S subunit of the  ribo-
some  . Two antibiotics that affect this stage of synthesis are “ puromycin  ” and “ chlor-
amphenicol  ” (Sects.   6.2.1     and   6.2.5    ). The peptidyl transferase reaction takes place 
by a nucleophilic attack of the amino group of the amino acid at the A-site on the 
carbonyl group of the amino acid at the P-site (Fig.  6.4 ). In the next step the ribo-
some moves downstream along the mRNA by one codon, a process known as 
“translocation” (Fig.  6.5 ). The process is catalyzed by an incoming EF-G  (elongation 

  Fig. 6.3     Formylation   and  deformylation   of bacterial proteins and possible antibiotic targets       
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factor-G), which also has GTPase activity. Binding of EF-G close to the A site 
forces the peptidyl tRNA from the A site. This positions the tRNA containing the 
dipeptide at the P-site and the free tRNA for the fi rst codon at the E-site from where 
it is eventually ejected. A new tRNA containing amino acid corresponding to the 
third codon then binds at the A-site. This process is repeated till the whole protein 
is synthesized.

     Chain termination.  The protein synthesis stops when any stop codon in the right 
 reading frame   is positioned at the A-site. There are three possible stop codons 
(UAA, UGA and UAG) in the mRNA. There is no tRNA that can bind to the stop 
codons. So protein synthesis stops here and the synthesized protein is released with 
the help of some release factors and the  ribosome   dissociates into its 50S and 30S 
components which can then assemble again at the start codon to start synthesis of 
another protein molecule. 

  Error rate of protein synthesis.  During protein synthesis the ribosomes make about 
one mistake for every 10,000 peptide bonds formed between amino acids. This error 
rate is much higher than that for DNA synthesis. The reason is obvious. There is 
only one copy of the chromosomal DNA and so its sequence must be very accurate. 
So the cells have developed several mechanisms for lowering the error rate of DNA 
synthesis (Sect.   2.4    ). However, there are many molecules of each protein made. So 
if some of them are inactive due to wrong sequence, the loss is compensated by the 

  Fig. 6.4     Peptidyl transferase   reaction during protein synthesis       

  Fig. 6.5    Peptide bond formation followed by translocation       
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many other active molecules of the same protein that have the right sequence. For 
the same reason error rate of transcription is also higher than that of replication.  

6.2     Antibiotics that Inhibit Protein Synthesis 

 For protein synthesis to take place, fi rst the mRNA has to be made. So inhibitors of 
RNA synthesis will also have a secondary effect on protein synthesis. Antibiotics 
that inhibit RNA synthesis have already been discussed in Sect.   5.6    . Besides these, 
there are also antibiotics that directly inhibit the synthesis of new proteins. One such 
antibiotic,  chloramphenicol   is often used in research to increase the yield of DNA 
or RNA from bacteria. Chloramphenicol is added to rapidly dividing bacteria (in log 
phase). This stops protein synthesis within minutes while the cells continue to syn-
thesize DNA and RNA for some time longer. Thus the amount of DNA or RNA 
calculated per ml of cells or per mg of protein will be higher. 

 Each of the steps in the process of protein synthesis can be potential targets for 
antibiotics development and there are many such antibiotics already known. Only 
the most commonly used antibiotics will be described here. For an excellent review 
of all other antibiotics one can read a recent article on the subject [ 234 ]. As men-
tioned above, an error in the sequence of one protein molecule has no deleterious 
effect because there are multiple other copies of the protein molecule that will have 
the right sequence. The same reasoning applies for the effectiveness of antibiotics. 
To be effective, these antibiotics should be able to cause changes in the protein 
sequence every time the  ribosome   synthesizes the protein and not just occasionally. 
This requires tight binding of the antibiotic to the ribosome. Antibiotics can func-
tion by inhibiting any of the steps of translation described above (Sect.   6.1    ) and thus 
slow down the growth of the bacteria. Most inhibitors of protein synthesis are  bac-
teriostatic  , so proper protein synthesis can resume once the antibiotic is removed. 
Thus the effect of these antibiotics is to prevent growth of the bacteria. However, 
 aminoglycosides  , which are also inhibitors of protein synthesis, are  bactericidal  . 
Antibiotics can inhibit protein synthesis by targeting either the 30S subunit, exam-
ples of which include  spectinomycin  ,  tetracycline  , and the aminoglycosides  kana-
mycin   and  streptomycin  , or to the 50S subunit, examples of which include 
clindamycin,  chloramphenicol  ,  linezolid  , and the  macrolides erythromycin  ,  clar-
ithromycin  ,  azithromycin  , and  tylosin  . 

6.2.1      Puromycin   

 Puromycin is an antibiotic obtained from  Streptomyces alboniger . It is a non selec-
tive antibiotic that interferes with protein synthesis in both prokaryotes and eukary-
otes and so has no clinical use due to toxic effect in the host. However, it is used in 
research especially cell culture research. Puromycin is an aminonucleoside antibi-
otic containing a 3′-amino- N , N -dimethyladenosine linked by an amide bond to a 
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O-methyltyrosine. Its structure (Fig.  6.6 ) resembles that of the 3′ end of aminoacyl 
tRNA with some differences. The differences are shown in red in Fig.  6.6 . It does 
not contain a tRNA and has an unusual amino acid linked to a modifi ed adenosine 
through an amide bond instead of the usual ester bond. Because of the similarity, 
puromycin binds to the A site of  ribosome  , undergoes a  peptidyl transferase   reaction 
forming a protein ending with puromycin residue. Since it does not have a tRNA it 
cannot bind tightly to the A site and also cannot bind to mRNA since it lacks the 
anticodon. So truncated proteins of various lengths each ending with puromycin 
come off the  ribosome   and further chain extension does not take place.

    Puromycin   also causes membrane damage. The truncated protein prematurely 
released by puromycin can be incorporated in the membrane thus creating channels 
in it making the membranes leaky [ 235 ]. This mechanism is similar to that of  ami-
noglycosides   which also damage the membranes (Sect.   6.2.2    ).  

6.2.2       Aminoglycosides   

 Aminoglycosides contain three sugar rings linked by glycosidic bonds and contain 
several amino groups (Fig.  6.7 ). The fi rst aminoglycoside,  streptomycin   was discov-
ered in 1943 by Selman Waksman, Albert Schatz, and Elizabeth Bugie at Rutgers 
University from the soil bacteria  Streptomyces griseus  (Sects.   1.1     and   1.5    ). 
Streptomycin has a streptidine ring, while  kanamycin  ,  gentamycin  , and  neomycin   
have streptamine rings.  Amikacin   is a semisynthetic derivative of kanamycin designed 
to prevent resistance development to the antibiotic.  Spectinomycin   is not an amino-
glycoside, it is an aminocyclitol which is similar to aminoglycosides and so is often 
included in this group. Spectinomycin, which was discovered in 1961 is produced by 

  Fig. 6.6    Mechanism of action of puromycin       
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 Streptomyces spectabilis  as well as many other organisms including cyanobacteria 
and various plant species.  Streptomyces  is the largest antibiotic producing genus, pro-
ducing more than two-thirds of the clinically useful natural antibiotics including spec-
tinomycin,  streptomycin  , neomycin,  tetracycline  , chloramphenicol, and many others 
[ 236 ]. The cyanobacteria have also emerged as an important source of many antibiot-
ics including  anticancer  , antibacterial, and  antiviral   drugs [ 237 ]. Aminoglycosides are 
no longer used in humans due to toxicity to the kidneys and ears.

   As mentioned above,  aminoglycosides   contain several amino and guanido groups 
(Fig.  6.7 ). At physiological pH all these are protonated to form -NH 3  +  groups. This 

  Fig. 6.7    Antibiotics that bind to 30S subunit of the  ribosome         
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polycationic property of the aminoglycosides helps them to bind to the negatively 
charged phosphate groups of the 16S RNA at the A site of the 30S ribosome subunit. 
This prevents the binding of the aminoacyl tRNA to the A site of the  ribosome   and thus 
inhibits protein synthesis.  Spectinomycin   also follows the same mechanism of action. 
It inhibits protein synthesis by binding to the 30S subunit of bacterial ribosome. 
Besides the protonated amino groups, other structural features of the  aminoglycosides   
result in high affi nity for specifi c regions of the RNA especially bacterial rRNA [ 238 ]. 
However, it has also been reported that there is not much difference between the bind-
ing affi nities of aminoglycosides to prokaryotic and eukaryotic A-site decoding region 
(where codon anticodon binding takes place) of the 16S ribosomal RNA. There have 
been many studies on the binding of aminoglycosides with specifi c sequences in the 
ribosomal RNA and the consensus sequences for binding to various antibiotics have 
been determined [ 239 ]. The specifi c binding of aminoglycosides and other  ribosome   
targeting antibiotics to the ligand binding sites at the various bulges and internal loops 
of RNA has been reviewed [ 240 ]. The different aminoglycosides bind to different sites 
of the ribosomal RNA.  Kanamycin  ,  gentamycin  , and  neomycin   all bind in a similar 
manner to the A-site of the ribosome where the 16S RNA is located within the 30S 
subunit. The nucleotides that interact with the antibiotics have been identifi ed. The 
binding of these antibiotics to the A-site at the decoding region (the codon-anticodon 
region) interferes with the recognition of the right tRNA and thus results in mistransla-
tion and also interferes with the translocation (Sect.  6.1 ) of the peptidyl-tRNA from the 
A-site to the P-site [ 238 ]. 

 Inhibitors of protein synthesis are usually  bacteriostatic   but the aminoglycosides 
are  bactericidal  . Numerous studies have been done on the mechanism of action vari-
ous  aminoglycosides  . Various mechanisms have been suggested to explain how 
aminoglycosides have bactericidal effect. This complex issue has been explained in 
a review article [ 241 ]. Aminoglycosides have many effects on the cell of which the 
four main types are: (1) blocking of the ribosome, (2) misreading of the genetic 
code, (3) membrane damage, and (4) irreversible uptake of the antibiotics. All these 
four effects are believed to contribute to the  bactericidal   activity of aminoglyco-
sides. At low concentrations (2 μg/ml)  streptomycin   binds mostly to the predomi-
nant  ribosomes   that are in the process of elongation during protein synthesis. For 
large mRNAs multiple ribosomes, separated from each other by approximately 100 
nucleotides, can be seen engaged in translation at the same time. These are known 
as polysomal ribosomes or polysomes. The antibiotic distorts the structure of ribo-
somes by binding to them and causes misreading of the codons because wrong 
amino acyl tRNAs are able to bind to the A site without matching the codon present 
in the mRNA at that position. At higher concentrations (20 mg/ml) streptomycin is 
able to bind to all  ribosomes   including those that are engaged in initiation. It binds 
to the initiation complex tightly and prevents the translocation step (Sect.  6.1 ) and 
so the ribosome is unable to move along the mRNA and prevents new initiations 
from taking place. So protein synthesis completely stops and the mRNAs can be 
seen with only one ribosome at the initiation site with the antibiotic bound to it and 
no other ribosome bound in the rest of the mRNA .  
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6.2.3      Resistance to  Aminoglycosides   

 There are two major mechanisms for resistance development to aminoglycosides. 

  By target modifi cation.  Point mutations in the target (the  ribosome  ) may alter its 
structure so that the antibiotic binds to it less tightly. However, resistance develop-
ment to  aminoglycosides   by point mutations in the target is not very common. There 
can be two possible reasons for this. The ribosomes carry out the very essential 
function of protein synthesis that is needed in all species. The sequence of r-RNA is 
highly conserved in all species. So any structural change in the  ribosome   resulting 
from point mutations is not tolerated. Another reason is that all organisms have 
multiple copies of the genes that code for r-RNA. So to develop resistance to  ami-
noglycosides  , mutations will have to be generated in all the copies of these genes, 
which is highly unlikely. Nevertheless, there are many reports of bacteria being 
resistant to aminoglycosides due to point mutations in one of the many components 
of the ribosome.  Streptomycin  , an aminocyclitol aminoglycoside, interacts with the 
ribosome accuracy center, so called because accuracy of translation in  E. coli  is 
infl uenced by three interacting ribosomal proteins, S4, S5, and S12 that are present 
in this region. The interplay between these three proteins in the accuracy center has 
been highly conserved for billions of years [ 242 ]. Since there is only one copy of the 
  rpsL    gene, which codes for the ribosomal protein S12, resistance to streptomycin is 
frequently due to mutations in this gene. 

 Another component of the 30S ribosome is the 16S rRNA which makes several 
contacts with the S12 protein. The sequence and structure of the 16S rRNA is highly 
conserved. Mutations in the 16S rRNA are known to confer resistance to  streptomy-
cin   in   Mycobacterium     smegmatis  since the strain contains only one rRNA operon 
( rrn ) [ 38 ]. Most of these mutations are in the 530 (nucleotide number) region, which 
is part of the aminoacyl-tRNA binding site and so is important for correct transloca-
tion of the mRNA sequence. Mutations in this region disrupt the hydrogen bonding 
that is necessary for the stem loop structure of the 16S rRNA and has been shown to 
confer resistance to streptomycin. 

  By modifi cation of the antibiotics.  Bacteria can become resistant to aminoglyco-
sides by acquiring genes that code for antibiotic modifying enzymes. The most 
common enzymes are acetyltransferases, phosphotransferases, and nucleotidyl-
transferases. These enzymes catalyze the modifi cation of the various hydroxyl 
and amino groups of the  aminoglycosides   by acetylation, phosphorylation or 
adenylation respectively. The modifi ed antibiotics confer resistance to the bacte-
ria by two ways. They may be transported through the bacteria membrane less 
effi ciently than the unmodifi ed antibiotics due to charge difference. Molecules 
that do enter the cells may bind poorly to the  ribosome   because of changed steric 
and electrostatic factors resulting from these modifi cations. The original source 
of these antibiotic modifying enzymes is probably the microorganisms that pro-
duce these antibiotics. They protect themselves from the antibiotics with the help 
of these modifying enzymes. The gene  aadA , which encodes an adenylylation 
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enzyme that modifi es  streptomycin   and  spectinomycin  , was fi rst reported in 1985 
[ 243 ]. The  aadA  genes are the only characterized genes that encode both  strepto-
mycin   and  spectinomycin   resistance, and many of these genes are found as gene 
cassettes in integrons [ 244 ]. 

   Amikacin     developed to prevent resistance development.  The antibiotic amikacin 
(Fig.  6.7 ) was made by synthetic modifi cation of kanamycin such that bacteria are 
slow to develop resistance to it. The amino group of  kanamycin   at position 1 was 
acylated with 4-amino-2-hydroxybutyrate to obtain amikacin. The large aminohy-
droxybutyryl group sterically prevents the acetylation, phosphorylation, and ade-
nylation reactions that normally take place for resistance development to 
 aminoglycosides  . In order to prevent resistance development to the drug, the use of 
amikacin has been regulated and made limited. As explained before, the more fre-
quently an antibiotic is used, the greater is the probability of resistance development 
(Sect.   2.6    ). However, in spite of these favorable properties of the antibiotic, resis-
tance to amikacin has been reported. Point mutations that confer resistance to other 
aminoglycosides can also result in resistance to amikacin. For example, mutations 
in the   rpsL    gene of the S12 ribosomal protein or in the 530 or 915 region of the rrs 
gene of the 16S rRNA can provide resistance to amikacin. Mutation at 1400 from A 
to G in the  rrs  gene of   Mycobacterium     tuberculosis  can provide high level resis-
tance to  kanamycin   and  amikacin   since there is only one copy of the  rrs  gene  [ 245 ].  

6.2.4       Tetracyclines   

 As discussed before,  chlorotetracycline   was discovered as a yellow antibiotic from 
 Streptomyces aurofaciens  and was then named aureomycin which was later renamed 
as chlorotetracycline (Sect.   1.5    ). Later the fi rst semisynthetic antibiotic, tetracycline 
was made by catalytic hydrogenation of chlorotetracycline (Sect.   2.8    ). As the name 
suggests, structure of all tetracyclines contain four rings (Fig.  6.7 ). Tetracyclines are 
active against a wide range of infections with minimal side effects. Tetracyclines, 
except  minocycline   are known to bind to food and chelate metal ions such as cal-
cium, magnesium, aluminum, and iron which prevents its absorption from the 
digestive system and so should not be administered with food.  Oxytetracycline   is a 
broad spectrum antibiotic sold by Pfi zer under the brand name  Terramycin   and has 
better absorption property than tetracycline. Doxycycline is another derivative 
of  oxytetracycline   that is widely used today since it has better pharmacological 
properties. The latest tetracycline derivative approved for use is  Tigecycline  , which 
belongs to the glycylcycline class of antibiotics. As shown in Fig.  6.7 , it is a 9- t - 
butylglycylamido derivative of  minocycline  . 

 There are several tetracyclines all of which have the same mechanism of action. 
They inhibit protein synthesis by binding to the 30S subunit of the  ribosome  . 
Similar to the  aminoglycosides  , tetracyclines inhibit the binding of amino-acyl 
tRNA to the A site of the ribosome. The 7S ribosomal protein is part of the binding 
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site. A highly conserved region of 16S rRNA may also be part of the binding site, 
which explains the broad spectrum of tetracycline [ 246 ].  Tigecycline   also binds at 
the A site of the 30S subunit of the ribosome and inhibits bacterial protein synthe-
sis with potency 3- and 20-fold greater than that of  minocycline   and tetracycline, 
respectively [ 247 ]. Tetracyclines can bind equally well to both prokaryotic (70S) 
and eukaryotic (80S) ribosomes. However, tetracycline is still considered to be 
selective for bacteria because the antibiotic is actively transported (transported 
against a concentration gradient by using energy for the process, Sect.   1.7.8    ) 
through the bacterial plasma membrane resulting in high enough concentration 
inside the cell. Eukaryotic cells do not accumulate tetracycline in the cell and so 
their ribosomes are not affected by the antibiotic at the dosage used. This makes 
tetracyclines selective against bacteria. 

  Resistance development.  Since the different tetracyclines have the same mechanism 
of action, resistance usually develops to all tetracyclines simultaneously. As in case 
of most natural antibiotics, resistance to tetracyclines can be either by acquiring 
point mutations in the target, which is the 30S subunit such that it binds poorly to 
the antibiotic, or by acquisition of genes coding for enzymes that confer resistance 
to antibiotic. While point mutations provide weak resistance (Sect.   2.4    ) the resis-
tance genes are more common and confer strong resistance to tetracyclines. There 
are many tetracycline resistance genes reported in many bacteria and based on their 
sequence similarities can be classifi ed into many types that are named as Tet A, B, 
C, D, E, K, L, M, O, P, Q, and X. Based on their mechanism of action these tetracy-
cline resistance genes can be of three types: antibiotic effl ux (Tet A-E, K, L, P), 
target protection (Tet M, O, Q), and antibiotic inactivation (Tet X) [ 246 ]. 

  Tetracycline effl ux.  The most common method of resistance development against 
tetracycline is by lowering the concentration of the drug in the cell. This is achieved 
by acquiring a gene coding for a protein that acts as a pump to transport the antibi-
otic to the outside of the cell [ 248 ]. One such tetracycline resistance gene that is 
most studied is  tetA , which codes for a 41 kDa transmembrane protein that trans-
ports the antibiotic through the membrane to the outside. Since even a small amount 
of tetracycline is pumped outside where the concentration of the antibiotic is much 
higher, this classifi es as active transport (that is why it is called a pump) and 
requires energy for such transport. As explained before (Sect.   1.7.8    ), one possible 
source of energy for active transport can be an already existing gradient. In this 
case it uses energy from a proton gradient that always exists in bacteria. The pH 
outside is lower (higher H +  concentration) than inside. The transmembrane TetA 
protein transports tetracycline outside at the same time H +  is transported into the 
cell. Thus the TetA protein is called a tetracycline/H +  antiporter (Sect.       1.7.8). 
Similar to TetA other tetracycline resistance proteins have also been reported such 
as TetB, TetC, TetD, TetE, TetG, TetK, and TetL. All these proteins have similar 
structure which consists of twelve transmembrane regions and fi ve loops in the 
cytoplasm and fi ve loops in the periplasm. 
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   Ribosome     protection.  A less studied method of tetracycline resistance is by proteins 
that bind to the ribosome and thereby protect it from binding to tetracycline [ 249 ]. 
Examples of such proteins are TetM, TetO, and TetQ which are found in a variety of 
bacteria. These proteins have sequence homology to the elongation factors, EF-G 
and EF-Tu and like them, also have GTPase activity suggesting that the ribosome 
protection proteins have probably evolved from bacterial elongation factors [ 246 ]. 
TetM and TetO have been shown to be able to dislodge tetracycline that is bound to 
ribosome a process that requires GTP. Binding of t-RNA that is normally inhibited 
by tetracycline is protected in the presence of TetM [ 250 ]. The TetM or TetO protein 
specifi cally bind to tetracycline blocked ribosome which has an open A site that is 
unable to bind tRNA, but do not bind when the A site is occupied by tRNA during 
normal protein synthesis [ 251 ]. 

  Inactivation of tetracycline.  Genes that code for enzymes for modifi cation of tetra-
cycline, thus rendering it inactive, have been reported but are not very common. The 
enzyme, TetX modifi es the antibiotic in the presence of oxygen and NADPH [ 252 ]. 
TetX enzyme binds stoichiometric amount of fl avin adenine dinucleotide (FAD). 
Mechanism of inactivation of tetracycline by this Flavin dependent monooxygenase 
in the presence of oxygen and NADPH has been reported  [ 253 ].  

  Fig. 6.8    Antibiotics that bind to 50S subunit of the  ribosome  . Regions of difference are high-
lighted in red       
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6.2.5       Chloramphenicol   

 Chloramphenicol (Fig.  6.8 ), which was previously known as chloromycetin was the 
fi rst broad spectrum antibiotic developed and was isolated from  Streptomyces ven-
ezuela , a soil bacteria (Sect.   1.5    ). It can be easily synthesized and is available at a 
very low cost, which is one of the main advantages of the antibiotic. It has a very 
broad range of activity against most bacteria including anaerobes. One big advan-
tage of the drug is that it can easily penetrate all tissues including the cerebrospinal 
fl uid (CSF) and so can be used to treat meningitis. It is also one of the very few 
antibiotics that can enter human cells and so can be used against intracellular bacte-
ria. However, in spite of the many advantages of the drug, chloramphenicol is not 
used in the USA due to its side effects including aplastic anemia, which can some-
times be fatal. Limited use of chloramphenicol in the developed countries has had 
one advantage: many clinical isolates of pathogenic bacteria are still sensitive to 
chloramphenicol [ 254 ]. Recently there has been renewed interest in the antibiotic 
particularly because of the growing problem of resistance development to other 
commonly used antibiotics.

    Mechanism of action of chloramphenicol.  Chloramphenicol functions by binding to 
the 50S subunit of the ribosome and inhibiting protein synthesis. Note that this way 
it is different from the  aminoglycosides   and  tetracyclines   which bind to the 30S 
subunit of the ribosome. Since its binding is reversible, chloramphenicol is a  bacte-
riostatic   antibiotic (Sect.   1.6    ) and stops protein synthesis immediately without 
affecting DNA or RNA synthesis. So in the research laboratory it is often used to 
increase the yield of DNA since it increases the DNA to protein ratio in a bacterial 
culture (Sect.   6.2    ). Chloramphenicol specifi cally binds to bacterial 70S  ribosome   
but not to the human 80S ribosome. However, it does inhibit protein synthesis in the 
mitochondria, which are believed to be derived from bacteria and so have the 70S 
ribosome. A possible consequence of this can be suppression of bone marrow func-
tion by inhibition of mitochondrial protein synthesis in bone marrow stem cells. 
 Chloramphenicol   functions by binding to the A site of the 50S subunit of the ribo-
some and affects proper binding of the aminoacyl tRNA to the A site and thus inhib-
its the  peptidyl transferase   activity. 

  Resistance to chloramphenicol.  Resistance to chloramphenicol can be by several 
mechanisms: by inactivation of the antibiotic, by target modifi cation or by lowering 
the intracellular concentration of the drug by either decreased permeability into the 
cell or by effl ux pumps that transport the antibiotic to the outside. The most  common 
method of resistance development to chloramphenicol is by modifi cation of the 
drug. This is carried out by the enzyme chloramphenicol acetyl transferase (CAT), 
the gene for which is usually on a  plasmid   and so can be easily spread to other bac-
teria (Sect.   2.6    ). The CAT enzyme is found in numerous species of bacteria and 
depending on the sequence can be classifi ed into several types and subtypes [ 251 ]. 
The enzyme catalyzes the transfer of an acetyl group from acetyl CoA to either of 
the two hydroxyl groups of the drug [ 256 ]. The acetylated chloramphenicol is 
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unable to function as an antibiotic. As discussed in Sect.   1.7.6    , acetyl CoA is a 
thioesters and is a commonly used  high energy compound   in the cell for various 
reactions.  Florfenicol   is a semisynthetic derivative of chloramphenicol in which the 
hydroxyl group at C-3 is replaced by a fl uorine atom and the nitro group is also 
replaced with a sulfomethyl group. Replacement of the OH group prevents acetyla-
tion of the antibiotic and so fl orfenicol is resistant to inactivation by CAT enzyme. 
Currently fl orfenicol is approved for use in veterinary medicine only. 

 Another method of resistance to chloramphenicol is a specifi c effl ux protein, 
CmlA that is found in several species of bacteria and provides resistance to both 
chloramphenicol and fl orfenicol. Other less common methods for resistance include 
inactivation of the antibiotic by phosphotransferases, mutations of the target site, 
and permeability barriers  [ 255 ].  

6.2.6     The MLS Group of Antibiotics 

6.2.6.1       Macrolides   

 Macrolides are large lactones that are bonded to one or more deoxy sugars. By defi -
nition, a lactone is a cyclic ester and in macrolides they are usually 14-16 carbon 
rings. Four macrolide antibiotics are currently available for use in the USA:  eryth-
romycin  ,  clarithromycin  ,  azithromycin  , and  telithromycin  , of which erythromycin 
is the most commonly used and the fi rst to be discovered. There are several other 
macrolides that are not used much.  Erythromycin   was obtained in 1952 from 
 Streptomyces erythreus  while the others are semisynthetic derivatives of erythromy-
cin. Azithromycin was made later in 1989. Although the  ribosomes   of both gram- 
positive and gram-negative organisms are susceptible to macrolides, these antibiotics 
are mainly used against gram-positive bacteria since they are unable to enter the 
 porins   of gram-negative bacteria [ 253 ]. Gram-positive bacteria can accumulate 100 
times more of the antibiotic than the gram-negatives. As can be seen in Fig.  6.8 , 
erythromycin contains an amino group, which exists in the protonated cationic form 
at neutral pH. This ionized form is less permeable to cells than the neutral form, 
explaining why the drugs are more active at alkaline pH. Most macrolides are 
destroyed by stomach acid and so are administered intravenously or with enteric 
coating (that is stable at the acidic pH of the stomach but dissolves at the basic pH 
of the small intestine).  Clarithromycin   and  azithromycin   are more active than  eryth-
romycin   against several gram-negative bacteria as well as mycobacteria. 
Mycobacteria have an unusually thick and hydrophobic cell wall and acts as a per-
meability barrier for many antibiotics. The MIC of clarithromycin was 32 and 64 
times lower than that of erythromycin for  M. smegmatis  and  M. avium , respectively 
[ 258 ].  Azithromycin  , but not erythromycin, is highly effective against the periodon-
tal pathogen  Aggregatibacter actinomycetemcomitans , and  Porphyromonas gingi-
valis  which are diffi cult to eliminate by conventional therapy [ 259 ]. Since macrolides 
are easily transported into most cells, the azithromycin can enter the gingival cre-
vicular fl uid in tooth pockets to treat periodontitis. 

6 Antibiotics That Inhibit Protein Synthesis

http://dx.doi.org/10.1007/978-3-319-40746-3_1#Sec13


145

  Mechanism of action of macrolides.  The mechanism of action of macrolides has 
been a matter of controversy for some time. Macrolides as well as  lincosamides   
and  streptogramins   (known as the MLS group), inhibit bacterial growth by inhibit-
ing protein synthesis. They bind to the 23S rRNA of the 50S subunit of the ribo-
some. This blocks the path by which growing peptides exit the ribosome resulting 
in dissociation of peptidyl-tRNA from ribosomes during translocation. A study of 
macrolides, lincosamides and streptogramins demonstrated that all of these MLS 
drugs cause dissociation of peptidyl-tRNA from the  ribosome  , however, they may 
cause dissociation of peptidyl-tRNA containing between two to ten amino acid 
residues depending on how close these bind to the peptidyl transfer center, and thus 
on the space available between the  peptidyl transferase   center and the drug. The 
number of amino acids in the released peptide varies from two to four for  lincos-
amides  , six to eight for  erythromycin   and  pristinamycin  , and nine to ten for 
 telithromycin   [ 260 ]. Selectivity of macrolides is due to the fact that they do not 
bind to human ribosomes, which have a 40S and a 60S subunit while bacterial 
ribosomes have a 30S and a 50S subunit. Binding of the macrolides to the 50S 
subunit is reversible, which explains the  bacteriostatic   nature of the antibiotics. 

  Resistance to macrolides.  The most common resistance to macrolides is due to a 
methylase enzyme which methylates an adenine residue in a highly conserved 
region of the 23S ribosomal RNA, which is a peptidyl transferase ribozyme. The 
methylated ribozyme does not bind the macrolide and so the  peptidyl transferase   
activity is not inhibited. The same methylation can give rise to resistance to macro-
lides, lincosamides and streptogramins type B (the MLS group) [ 257 ]. The gene for 
the methylase enzyme, called  erm  ( erythromycin   resistance methylase) is also pres-
ent in macrolide producer bacteria and provides them resistance to the drug. The 
methylase gene ( erm ) is present on a  plasmid   or  transposon   and thus, can be trans-
ferred to other bacteria. So resistance can spread easily. Other means of resistance 
such as cell impermeability or drug inactivation have been reported but are less 
common. The macrolides can be inactivated by erythromycin esterases which are 
encoded by  ereA  and  ereB  ( erythromycin   resistance esterase) [ 261 ]. 

   Telithromycin   . Telithromycin, the fi rst ketolide to be approved for clinical use is a 
semisynthetic derivative of erythromycin made by removing the neutral sugar, 
 L -cladinose from C3 position of the macrolide ring and by oxidation of the 
3-hydroxyl to a 3-keto functional group [ 262 ]. Also the groups at C6 are the same 
as in  clarithromycin  . Telithromycin has better acid stability than  erythromycin  . It 
is acid stable and so can be taken orally. Because of its excellent penetration 
through skin it is used for a variety of skin infections. Telithromycin is active 
against erythromycin resistance methylase gene ( erm )-carrying gram-positive 
cocci [ 263 ]. Binding of telithromycin to the 50S ribosome is very tight because it 
binds at two sites compared to only one site for erythromycin [ 264 ]. Telithromycin 
was approved by the European Commission in 2001 and by the US FDA in 2004. 
However, in 2007 the FDA curtailed the use of telithromycin because of contro-
versy regarding safety.  
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     Lincosamides   

 The three types of antibiotics,  macrolides  , lincosamides, and  streptogramins   are 
often grouped together (MLS group) because they have a similar mechanism of 
action and inhibit protein synthesis by binding to the 50S  ribosome  . The lincos-
amides include the antibiotics lincomycin and  clindamycin  . Lincomycin, which 
was isolated from  Streptomyces lincolnensis , obtained from the soil in Lincoln, 
Nebraska, USA, was the fi rst lincosamide to be discovered. Clindamycin which has 
a chlorine atom replacing a OH group of lincomycin (Fig.  6.8 ), shows better antibi-
otic properties. Resistance to  lincosamide   is conferred by the methylase enzyme 
(Erm) that gives cross resistance to  macrolides  . Resistance to lincosamides is also 
provided by modifi cation of the drugs by phosphorylation or adenylylation (by 
LinB enzyme).    

6.2.6.2      Streptogramins   

 Streptogramins (also called synergystins) (Fig.  6.9 ). Streptogramin B produced by 
 Streptomyces  species was discovered in 1963 but it was not until 1998 that it was 
fi rst used clinically [ 265 ]. They are poorly soluble in water, which limits their clini-
cal use. These are cyclic hexa or hepta  depsipeptides  , which are peptides in which 
one or more amide bonds are replaced by ester bonds (for another example of dep-
sipeptide see Sect.   3.3.3.6    ). Examples of streptogramins are  pristinamycin   and  vir-
giniamycin  , the latter is no longer used as an antibiotic but is used subtherapeutically 
in animals (Sect.   2.10.2    ).  Quinupristin-        dalfopristin (Synercid) is a combination of 
two semisynthetic antibiotics derived from the natural streptogramin, pristinamy-
cin. The combination has a synergistic activity and a broader spectrum of activity 
than either antibiotic alone. Individually the streptogramins are  bacteriostatic   while 
the combination may be  bactericidal  . The combination Synercid is also effective 
against MRSA  and   VRE.    Mechanism of action of streptogramins is the same as that 
of  lincosamides   and  macrolides  . They bind to the 50S subunit of the ribosome and 
inhibit protein synthesis. 

 Resistance to streptogramins is similar to that of macrolides. As mentioned 
above, post-transcriptional methylation of 23S ribosomal rRNA confers resistance 
to   m acrolide  ,  l incosamide and  s treptogramin B-type antibiotics (MLS). One mecha-
nism of resistance to streptogramin is by the enzyme streptogramin B lyase (aka. 
Virginiamycin B lyase), which catalyzes the linearization of the cyclic antibiotic to 
make it inactive [ 266 ].

6.2.7            Oxazolidinones   

 Very few new antibiotics have been discovered in the last few decades; most new 
antibiotics developed have been derivatives of existing ones. The only truly novel 
agent to be introduced in the last 20 years is the oxazolidinone linezolid (Fig.  6.9 ), 
which was discovered in the 1990s and approved for clinical use in 2000. 
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Oxazolidinones have been known since the 1950s as monoamine oxidase inhibitors. 
Their antibiotic property with a new mechanism of action was fi rst reported in 1987 
[ 267 ]. Although other oxazolidinones have been studied,  linezolid   is the most clini-
cally useful oxazolidinone antibiotic [ 268 ]. Linezolid is currently very expensive 
but very effective antibiotic and is used as an antibiotic of last resort when others 
have failed. Although it is an expensive drug, one great advantage of linezolid is 
that it can be administered orally and is easily absorbed into the blood. It is used 

  Fig. 6.9    Streptogramins and linezolid       

  Fig. 6.10    Some protein synthesis antibiotics with unusual mechanisms       
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mostly against gram- positive bacteria. It can penetrate into the cerebrospinal fl uid 
and so is effective against  MRSA   infection of the cerebrospinal fl uid [ 269 ]. 

 Mechanism of action of  linezolid   is by binding to the 23S RNA of the 50S sub-
unit of the  ribosome   and preventing initiation of protein synthesis. Although line-
zolid bind at a site that close to the binding site of  chloramphenicol   and  macrolides  , 
its mechanism of action is different because it interferes with the formation of the 
initiation complex [ 270 ,  271 ]. Since linezolid is a synthetic antibiotic, resistance 
development to it is rare (Sect.   2.8    ). Moreover, since the mechanism of action of 
linezolid is different from that of other protein synthesis inhibitors including those 
that bind close to it in the 50S subunit of ribosome, there is no cross resistance 
between  linezolid   and other antibiotics such as chloramphenicol and  lincosamides  . 
Gram-negative bacteria are intrinsically resistant to linezolid because of the pres-
ence of effl ux pumps which pump out the drug [ 271 ]. Resistance development in 
gram-negative bacteria is due to point mutations in the 23S RNA which inhibit 
binding of the  linezolid    [ 272 ].  

6.2.8     Protein Synthesis Antibiotics with Unusual Mechanisms 
of Action 

6.2.8.1      Thermorubin   

 The antibiotic thermorubin (Fig.  6.9 ) isolated from thermophilic actinomycete, 
 Thermoactinomyces antibioticus , inhibits protein synthesis in both gram-positive 
and gram-negative bacteria but is inactive against fungi and higher eukaryotes. Its 
mechanism of action is different from other protein synthesis inhibitors in its bind-
ing to the ribosome [ 273 ]. Its structure is similar to that of  tetracycline   but does not 
contain any chiral center. It binds weakly to both the 30S and 50S subunit individu-
ally but binds to the full 70S  ribosome   about 100 times more tightly suggesting that 
the high affi nity binding site is formed only when the two subunits are combined. 
After binding it results in a unique conformational change in the ribosomal RNA 
structure and thus inhibits initiation stage of protein synthesis.  

6.2.8.2       Fusidic Acid   

 Fusidic acid (Fig.  6.10 ) is a  bacteriostatic   natural antibiotic obtained from the fungus 
 Fusidium coccineum  and is effective against gram-positive but not gram-negative 
bacteria. The drug is approved for use in many countries but not in the USA, where 
it is used only topically in creams and eyedrops [ 274 ]. In 2015, the US FDA has 
granted a qualifi ed infectious disease product (QIDP) designation to fusidic acid. 
The QIDP designation was created by the Generating Antibiotic Incentives Now 
(GAIN) Act of 2012 that provides certain incentives for the development of new 
 anti-infectives  . One advantage of fusidic acid is that it is effective against  MRSA   
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(Sect.   3.3.2.10    ). Fusidic acid is an unusual antibiotic in two ways. Firstly, it has a 
steroid like structure and secondly, its mechanism of action is different from all other 
antibiotics that inhibit protein synthesis. It does not bind to the  ribosome   or inhibit 
peptide bond formation or translocation. It inhibits protein synthesis by interfering 
with the function of the elongation factor EF-G. The elongation factor plays an 
essential role in translocation, a process by which the ribosome moves along the 
mRNA during protein synthesis (Sect.  6.1 , Fig.  6.5 ). EF-G is a GTPase and hydroly-
ses GTP to provide energy for the translocation of the peptidyl-tRNA from the A site 
to the P site of the ribosome. In the presence of fusidic acid, EF-G is unable to leave 
the ribosome after GTP hydrolysis and thus blocks the next cycle in the protein syn-
thesis [ 275 ]. 

 Resistance to fusidic acid is mainly due to development of point mutations in 
 fusA , the gene coding for EF-G protein. Because of the mutations, the elongation 
factor is unable to bind to the antibiotic [ 276 ]. Since the drug has not been used 
much in the USA during the several decades of use in other countries, cases of bac-
teria resistant to the drug are much less in the US .  

6.2.8.3       Mupirocin   

 Mupirocin (previously called pseudomonic acid A) (Fig.  6.10 ) is a naturally occur-
ring antibiotic that was fi rst isolated from  Pseudomonas fl uorescens . It was fi rst 
approved by FDA for topical use as a cream in 1987. It is only used topically because 
of its rapid and extensive metabolism [ 277 ]. The drug is effective against skin infec-
tion by gram-positive bacteria especially against  streptococci  and  staphylococci  
 including   MRSA. An intranasal form of the drug was approved in 1995. Mupirocin 
is less effective against gram-negative bacteria probably because of poor transport 
through the outer membrane of the bacteria. 

 Mupirocin has an unusual mechanism of action. It inhibits protein synthesis not 
by binding to the  ribosome   but by binding to the bacterial enzyme isoleucyl tRNA 
synthetase. This enzyme catalyzes the formation of a covalent bond between the 
activated isoleucine amino acid and the respective tRNA for isoleucine (tRNA Ile ) 
(Fig.  6.2 ). Since no tRNA carrying isoleucine will be available, protein synthesis 
stops at a codon for isoleucine. The drug also has  antifungal   activity. It was shown 
to inhibit isoleucyl-tRNA synthetase from  Candida albicans , and thus has a mecha-
nism of action similar to that in bacteria [ 278 ]. 

 Since mupirocin has a unique mechanism of action that is not shared by any 
other antibiotic, there is no cross resistance observed with any antibiotic. So there is 
less concern about developing resistance to mupirocin because of exposure to other 
antibiotics. Low level resistance development to mupirocin can be due to mutations 
in the isoleucyl-tRNA synthetase enzyme [ 279 ]. High level resistance development 
can be due to acquisition of a gene for a different isoleucyl-tRNA synthetase enzyme 
that is not inhibited by the antibiotic [ 280 ].  
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6.2.8.4       Peptide Deformylase Inhibitors:  Actinonin   

 Another reaction that takes place in bacteria but not in the host is the use of for-
mylated methionine as the fi rst amino acid in the sequence of nearly all proteins. 
After synthesis proteins are further processed by removing the formyl group by the 
enzyme peptide deformylase (PDF) and in many cases this is followed by removal 
of the fi rst methionine at the N-terminal end by the enzyme  methionine aminopep-
tidase   (Fig.  6.11 ). The gene  def , which codes for peptidyl deformylase is present in 
all bacteria but has no mammalian counterpart. Thus, this reaction is unique for the 
bacteria and inhibiting the enzyme can be an effective strategy for curing all bacte-
rial infections. Peptidyl deformylase is a metallo protease. The metal ion present in 
the enzyme is iron and the PDF inhibitors may function by chelating iron. Derivatives 
of hydroxamic acid and  N -formylhydroxylamine with metal chelating activity have 
been tested for PDF inhibitor activity.  Actinonin   (Fig.  6.10 ), a naturally occurring 
hydroxamic acid pseudopeptide was found to be a potent inhibitor of PDF. The 
antibiotic binds extremely tightly to PDF with a dissociation constant in the less 
than nanomolar range [ 281 ]. Extensive screening of libraries of compounds has 
identifi ed other potential antibiotics that inhibit the PDF enzyme. Unfortunately, 
one such derivative of hydroxamic acid was found to be a potent PDF inhibitor with 
an IC50 also in the low nanomolar range but did not exhibit antibacterial activity. 
Possible explanations for the lack of antibacterial activity may be poor membrane 
permeability into the bacterial cell or active effl ux of the drug from the cell [ 282 ]. 
Similar screening of a library of compounds has identifi ed an N-formylhydroxylamine 
derivative, BB-3497 [ 283 ]. Both  actinonin   and BB-3497 show activity against 
gram-positive bacteria including  MRSA   and  VRE   and also against gram-negative 
bacteria. Both antibiotics are bacteriostatic.

   Since peptidyl deformylase is a unique target, it holds great promise for develop-
ing effective antibiotics. Since there is no such antibiotic already in use, it can be 
expected that there is no resistance gene already prevalent in nature. Also, since 
there is no mammalian counterpart of the enzyme, any antibiotic targeting the 
enzyme will be highly selective. However, in spite of all these advantages, no PDF 
inhibitor has been approved yet for clinical use .   

  Fig. 6.11    Potential targets for development of new antibiotics       
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6.2.8.5       Methionine Aminopeptidase   Inhibitors 

 As mentioned above (Sect.  6.2.8.4 ), after  deformylation   of the  N -terminal methio-
nine of nascent proteins synthesized in bacteria, the methionine is then removed by 
the enzyme methionine aminopeptidase (abbreviated as Map or MetAP). The defor-
mylated methionine is specifi cally removed if the next amino acid in the sequence 
is small and uncharged. All prokaryotes contain at least one copy of the  map  gene 
that is essential for survival of the bacteria.  M. tuberculosis  contains two genes 
 mapA  and  mapB . The methionine residue is hydrolyzed in 50–70 % of proteins in all 
bacteria. Such activity is required for proper sub cellular localization of the proteins 
as well as other essential functions [ 284 ]. Thus inhibitors of the enzyme can serve 
as potential antibiotics. The MetAP enzyme requires a divalent metal ion for activ-
ity. The identity of the metal ion in vivo is not known, however, there is indication 
that Fe(II) is likely the metal. Some catechol containing compounds that inhibited 
MetAP were discovered by high throughput screening of a library of compounds 
[ 285 ]. The inhibitor probably functions by chelating the metal ion at the active site. 

 Methionine aminopeptidase is present not just in bacteria but in all life forms. In 
fact eukaryotes including humans express two MetAP enzymes, MetAP1 and 
MetAP2, which are required for cell proliferation, tissue repair, and protein degra-
dation. Cells can still survive if one of these genes is deleted. Since the single gene 
present in prokaryotes is essential for their survival, this can be an effective target 
for new antibiotic development. In humans MetAP2 has been shown to be involved 
in endothelial cell proliferation and thus is a potential target for  anticancer   drug 
development. MetAP-2 was identifi ed as the target of the antiangiogenic natural 
product fumagillin and its drug candidate analog, TNP-470 [ 286 ]. Although origi-
nally developed as anticancer agents, methionine aminopeptidase (MetAP2) inhibi-
tors were also found to cause weight reduction. One such inhibitor, Beloranib is 
currently in clinical trial  [ 287 ].         
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    Chapter 7   
 Antibiotics That Affect the Membrane 
and Other Structural Targets                     

    Abstract     Antibiotics as well as antiseptics and disinfectants that affect the bacte-
rial cell membrane and other structural targets are discussed. Background biochem-
istry information on lipids and membranes is provided. The antibiotics include 
gramicidin, tyrocidine, polymyxin, daptomycin, bacteriocins, lantibiotics, triclosan, 
isoniazid, magainin, and defensin. Inhibitors targeting the cell division protein, FtsZ 
are also included. Mechanisms of action of the antibiotics and resistance develop-
ment against the antibiotics are discussed.  

7.1           Background Biochemistry information 

7.1.1      Function of Biological Membranes 

 All biological cells are surrounded by at least one membrane. In addition, within 
eukaryotic cells there are compartments (known as organelles) that are also sur-
rounded by membranes. Thus, a membrane is an essential part of all living species. 
The cytoplasm of all species is enclosed by a cell membrane, known as the cytoplas-
mic membrane. Bacteria can be classifi ed into two broad classes depending on the 
staining property of their cells walls: gram-positive and gram-negative. Gram- 
positive bacteria contain one cell membrane that is surrounding by a thick cell wall 
while gram-negative bacteria contain two membranes: an inner cell membrane and 
an outer membrane with a thin cell wall present between the two membranes (Fig. 
  1.3    ). Membranes have many functions. One main function is to defi ne the boundary 
of the cells and organelles within eukaryotic cells. However, the membrane does not 
merely act as a diffusion barrier for all molecules between the outside and inside of 
the cell. It selectively transports molecules from outside to inside (example nutri-
ents) and from inside to outside (example, waste products). Membranes also contain 
protein receptors that bind to extracellular signals known as fi rst messenger (exam-
ple hormones) and create a response signal known a second messenger inside the 
cell. Another function of the membrane is to maintain a concentration gradient of 
various molecules and ions between the two sides of the membrane. This is achieved 
by pumping the molecule or ion through the membrane from one side to the other. 
These gradients serve as energy that is used to selectively transport various 

http://dx.doi.org/10.1007/978-3-319-40746-3_1#Fig3


154

molecules or ions through the membrane. One important ion gradient maintained by 
all bacteria is a proton gradient. Using energy from respiration (oxidation of carbo-
hydrates, proteins and lipids) protons are pumped through the membrane to the 
outside, thus creating a proton gradient that is always maintained. A gradient is 
equivalent to energy. The potential difference between the two sides of the cell 
membrane is called protonmotive force which drives the synthesis of ATP. As the H +  
ions move back into the cell through an enzyme complex called ATP synthase, the 
energy of the gradient is used to synthesize ATP.  

7.1.2       Composition of the Membrane 

 The two major components of cell membranes are  phospholipids   and proteins. 
Other minor components include carbohydrates (usually attached to the proteins) 
and steroids. Structure of phospholipids contains three important parts: fatty acids, 
glycerol, and phosphates. Fatty acid is defi ned as a carboxylic acid with a long 
hydrophobic chain (Fig.  7.1 ). Fatty acids are called saturated if the hydrophobic 
chain contains no carbon–carbon double bonds and are called unsaturated if they 
contain at least one carbon–carbon double bond. Because of the double bonds, 
unsaturated fatty acids have two potential stereoisomers,  cis  and  trans  at each car-
bon–carbon double bond. Of these, only the  cis  isomers are found in nature. Because 
of the  cis  confi guration unsaturated fatty acid chains contain a bend at each double 
bond (Fig.  7.1 ). This prevents close packing of the fatty acid molecules resulting in 

a b

  Fig. 7.1    Structures of some lipids. ( a ) Saturated and unsaturated ( cis  and  trans ) fatty acids. ( b ) 
Formation of triglycerides and  phospholipids   by condensation of glycerol, fatty acids, and various 
phosphates. X can represent any one of the following: hydrogen, choline, ethanolamine, serine, 
glycerol, phosphatidyl glycerol, or myo-inositol, some of which can result in extra positive or 
negative charges       
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a lower melting point for the  cis  unsaturated fatty acids compared to either the 
saturated or the  trans  unsaturated fatty acids, which can pack effi ciently and so have 
higher melting points. More the degree of unsaturation (number of double bonds), 
lower will be the melting point of the fatty acid.

   At cellular pH (usually close to neutral), the carboxyl groups of fatty acids are 
ionized. Thus at body pH fatty acids will contain an anionic carboxylate group 
attached to a long hydrophobic chain, which is the typical structure of detergent 
molecules. Since detergents can disrupt biological membranes, fatty acids present 
as carboxylates are toxic. So free fatty acids are rarely present in cells. Majority of 
the lipids stored in the body is not as fatty acids but as triglycerides, which contain 
ester linkages between the three hydroxyl groups of glycerol and carboxyl groups 
of three fatty acid molecules. Triglycerides do not function as detergent and are 
more hydrophobic than fatty acids, a property that is important for effi cient stor-
age. Another class of lipid includes the  phospholipids   which contain two fatty acid 
chains forming ester linkages to the two hydroxyl groups at C1 and C2 of glycerol 
while the hydroxyl group at C3 of glycerol forms an ester linkage with phosphate. 
So phospholipids can be viewed as a molecule containing two long hydrophobic 
chains attached to a small ionic region. This structure is commonly referred to as a 
polar head with two nonpolar tails. The phosphate may form a second ester link to 
one of several other groups such as choline, serine, and ethanolamine (Fig.  7.1 ). 
Some of these have an extra positive charge making the polar head more polar. 
This resembles the structure of a typical detergent molecule such as sodium 
dodecyl sulfate which has a polar head and one nonpolar tail. At low concentra-
tions detergent molecules are soluble in water as a result of the polar head. 
However, at higher concentrations they form spherical clusters called micelles in 
order to keep the hydrophobic tails out of contact with water, a phenomenon known 
as the hydrophobic effect. Detergent molecules, because of a polar head and one 
nonpolar tail have a conical shape. When many conical molecules cluster together 
they form a spherical micellar structure in which the polar heads face the water and 
the hydrophobic tails interact with each other in the interior of the sphere. 
 Phospholipids  , with a polar head and two nonpolar tails have a rectangular shape. 
When many rectangular molecules cluster together, they form a fl at layer with all 
polar heads facing one side and all nonpolar tails facing the other side. In order to 
not have to interact with water the hydrophobic side of the monolayer interacts 
with another monolayer of  phospholipid to form a bilayer (Fig.  7.2 ). This is the 

a b

  Fig. 7.2    Lipid components of cell membranes. ( a ) Structures of  cholesterol   (present in mammalian 
membranes) and  ergosterol   (present in fungal membranes) and ( b ) Effect of cholesterol on the  fl uid-
ity   of the mammalian cell membrane (ergosterol in fungal cell membrane will have a similar effect)       
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structure of the cell membrane which is a bilayer of phospholipid with the polar 
head facing aqueous environments on both sides: the cytoplasm inside the cell and 
the extracellular medium outside.

   Besides  phospholipids  , other major components of the cell membrane are pro-
teins and glycoproteins which are necessary for transport of various chemicals 
through the membrane, catalyzing various metabolic reactions and cell to cell com-
munication, especially in eukaryotes.  Lipopolysaccharides (LPS)  , also known as 
endotoxins, constitute an essential and major component of the outer leafl et of the 
outer membrane of gram-negative bacteria. The function of the LPS is to stabilize 
the membrane structure, and protect the bacteria from toxic compounds in the envi-
ronments including antibiotics. LPS of the infecting bacteria can elicit a strong 
immune response in the mammalian host and is the cause of septic shock (septice-
mia) in humans. One property of the membrane that is essential for carrying out its 
functions is the  fl uidity   of the bilayer. For example transport of molecules cannot 
take place through a rigid membrane. Also enzymes and other proteins present in 
the membrane constantly move horizontally along the membrane. Thus, fl uidity of 
the membrane is essential for its proper functioning. Bacterial cells need to maintain 
the fl uidity of their membranes as their surrounding environment changes from one 
temperature to another. They do this by adjusting the proportion of unsaturated 
 phospholipids   in their membranes. As the cells move from higher to lower sur-
rounding temperature, they replace some of the phospholipids in the membrane 
with more unsaturated ones. As explained above  cis  unsaturated fatty acids have 
lower melting points than saturated ones and thus are able to maintain membrane 
fl uidity at low temperatures. Since humans maintain a fi xed body temperature it is 
not necessary to adjust the proportion of unsaturated  phospholipids   in the mem-
brane. However, human cells need to maintain  fl uidity   appropriate for the 37 °C 
body temperature. This is done by inserting  cholesterol   molecules between phos-
pholipid molecules in the cell membrane (Fig.  7.2 ). Cholesterol is a steroid, which 
is defi ned as a molecule having a particular arrangement of four hydrophobic ali-
phatic rings as shown in Fig.  7.2 . Cholesterol also has a polar head in the form of a 
hydroxyl group at one end of the molecule. Insertion of the  cholesterol   makes the 
phospholipid molecules more spread out and so the fl uidity of the membrane is 
increased. However, the function cholesterol in the membrane is not as simple as 
mentioned above. Because of the four fused rings, the cholesterol molecule is actu-
ally more rigid than the phospholipid molecules and helps to make the membrane 
stronger. Cholesterol can be said to maintain the balance between fl uidity and rigid-
ity of the membrane. A detailed discussion of the effect of cholesterol is beyond the 
scope of this book. One can refer to several papers on this topic for more details 
[ 288 – 290 ]. Fungi maintain their membrane  fl uidity   by a similar method in which 
steroid molecules are inserted between phospholipid molecules; however, the ste-
roid is not cholesterol, but  ergosterol  . Ergosterol has a similar structure as choles-
terol but the two are signifi cantly different such that ergosterol is an effective target 
for development of  antifungal   drugs (Sect.   8.1.1    ).   
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7.2     Inhibition of Bacterial Membrane Function 

 Maintenance of the proper structure of the cell membrane is vital for survival of 
microorganisms. Any chemical agent or process that disrupts the membrane struc-
ture will be toxic for the cell and so can be used to kill the microorganisms. A com-
plete disruption of the membrane is not needed to kill the cells. Even minor 
disruptions may make the membrane more permeable and thereby dissipate the 
various concentration gradients through the “holes” made in the membrane. Each of 
these gradients across the membrane serves some essential function; especially 
important is the proton gradient (Sect.  7.1.1 ). If the proton gradient is dissipated, the 
cells will be unable to make ATP and thus it will have a  bactericidal   effect. Based 
on how these chemical agents are used, they can be classifi ed either as antiseptics 
and  disinfectants   or as antibiotics. 

7.2.1       Antiseptics and  Disinfectants   that Disrupt Microbial Cell 
Membrane 

 Both antiseptics and disinfectants are used to kill microorganisms. Disinfectants kill 
microorganisms on inanimate objects. The difference between an antiseptic and an 
antibiotic is matter of debate. Antiseptics can be defi ned as chemicals that are used 
to kill or inhibit the growth of microorganisms present on tissues especially on the 
surface of the skin while antibiotics are used to kill or inhibit growth of microorgan-
isms in systemic infections as well as topical infections (Sect.   1.1    ). Some disinfec-
tants and antiseptics can have mechanisms of action other than disruption of the cell 
membrane; however, those agents are not discussed here. A more detailed discus-
sion of all antiseptics and disinfectants can be found in an excellent review on the 
topic [ 287 ]. 

 Alcohols including ethanol and isopropanol and n-propanol are used both as 
disinfectants and as antiseptics and comprise the main active ingredients in hand 
sanitizers. Alcohols function by disrupting the hydrophobic interaction. Proper 
functioning of the membrane is highly dependent on hydrophobic interaction which 
is an essential factor for maintaining the bilayer structure of the  phospholipids  , the 
native structure of the proteins in the membrane as well as the interactions of these 
proteins with the phospholipids. Since alcohols work by disrupting the membrane 
and proteins, they have broad spectrum of activity against all microorganisms such 
as bacteria (including mycobacteria), fungi as well as viruses. The  antimicrobial   
activity of alcohols is best in the concentration range of 60–90 %. 

  Phenol   (earlier name carbolic acid) is one of the oldest known  disinfectant   and 
antiseptic. Today it is used mostly as a disinfectant. Phenol and other phenolic com-
pounds function by denaturing membrane proteins by disrupting hydrophobic inter-
action and thus making the membrane leaky. Loss of membrane integrity kills the 
cells since the cytoplasmic contents are released. Phenolics also have  antifungal   and 
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 antiviral   activities. Bis-phenols (two phenolic aromatic rings connected by a bridge) 
also have antimicrobial activity. One example is hexachlorophene (Fig.  7.3 ), which 
has  bacteriostatic   action against gram-positive bacteria and is used in medicated 
soaps. It inhibits respiration by inhibiting the electron transport chain in the mem-
brane. At higher concentration it causes cell leakage. It has a broad spectrum of 
activity but is not used much due to its toxicity, which is result of disruption of 
mammalian cell membrane. Another example of  bis -phenol is  triclosan  , which 
functions by disrupting the cytoplasmic membrane.  Triclosan   has antibacterial 
activity, mostly against gram-positive bacteria. However, its activity against gram-
negative bacteria as well as yeast can be enhanced in the presence of EDTA. The 
combination of triclosan and EDTA has been shown to increase outer membrane 
permeability [ 292 ]. Triclosan is widely used in surgical scrubs and is found in many 
health care products such as shampoos, deodorants, toothpastes, and mouthwashes. 
However, the concentrations of  triclosan   present in these products are not high 
enough to cause disruption of hydrophobic interaction in the membrane  phospholip-
ids   and proteins. Since triclosan’s mechanism of action at this low concentration 
involves inhibition of a specifi c metabolic step, this is discussed further along with 
other specifi c antibiotics (Sect.  7.3.1 ).

   The most widely used antiseptic in health care products particularly handwashes 
and mouthwashes is  chlorhexidine   which is a biguanide (Fig.  7.3 ). It has a broad 
spectrum of activity and is  bactericidal  . Chlorhexidine kills cells quickly. It pene-
trates the outer membrane by passive diffusion and then disrupts the inner mem-
brane causing leakage of cell components. After entering the cytoplasm  chlorhexidine   
can cause the cytoplasmic proteins to coagulate and stop the cell leakage; however, 
the cells will no longer be viable. The drug also shows activity against yeast but not 
against mycobacteria. It has activity against lipid-enveloped viruses but not against 
non-enveloped viruses [ 291 ]. 

 Another class of compounds that functions as disinfectants and antiseptics 
includes detergents (Sect.  7.1.2 ). One such  disinfectant   is benzalkonium chloride 
(Fig.  7.3 ). It contains a quaternary ammonium ion and a long hydrophobic tail and 
thus can be described as a cationic detergent (aka surfactant). These detergents fi rst 

  Fig. 7.3     Disinfectants   that disrupt bacterial cell membrane       
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penetrate the cell wall and then disrupt the cytoplasmic membrane causing leakage 
of cellular material and cell lysis [ 293 ]. In gram-negative bacteria the detergent fi rst 
damages the outer membrane and then the inner membrane. Similar to  chlorhexi-
dine  , benzalkonium ion also shows activity against lipid-enveloped viruses but not 
against non-enveloped ones. 

 Resistance to antiseptics and disinfectants is mostly intrinsic. Most bacterial 
spores are intrinsically resistant because the spore coats are impermeable to antisep-
tics and  disinfectants  . Mycobacteria are intrinsically resistant to many antiseptics 
and disinfectants because their cell walls are impermeable to the chemical agents. 
Their cell walls are made of arabinogalactan esterifi ed to  mycolic acid  , which makes 
the structure much different from bacterial cell wall. Gram-negative bacteria are 
more resistant than gram-positive bacteria because the outer membrane serves as a 
permeability barrier to some of these chemical agents.  Acquired resistance   to anti-
septics and disinfectants is rare, but several cases have been reported and have been 
reviewed extensively  [ 287 ].  

7.2.2     Antibiotics that Function by Disrupting Microbial Cell 
Membrane 

 Two major types of antibiotics that function this way are the  antimicrobial peptides   
and the  polyenes  . By defi nition, antibiotics are more selective against microorgan-
isms compared to mammalian cells. However, since the membranes of all species 
have signifi cant similarities, these antibiotics have some toxicity since mammalian 
cell membranes may also be affected. However, in spite of their poor selectivity, 
many membrane acting antibiotics have been approved for therapeutic use. 

7.2.2.1        Antimicrobial Peptides (AMPs)  . 

 There are several examples of small peptides functioning as antibiotics. These are 
known as antimicrobial peptides (AMPs) and their target is usually the bacterial 
membrane. One example of peptide antibiotic,  bacitracin  , which inhibits bacterial 
cell wall synthesis, has already been discussed before (Sect.   3.3.3.1    ). The AMPs 
(not to be confused with adenosine monophosphate) are 10–50 amino acid long, 
membrane acting natural antibiotics that are produced by a variety of species includ-
ing mammals, arthropods, plants and function as a defense mechanism against 
infecting pathogens. More than 1800 AMPs have been isolated from a wide range 
of organisms [ 290 ]. They are usually short, cationic peptides that function as broad 
spectrum antibiotics and can even be effective against multidrug resistant bacteria. 
In addition to  antimicrobial   activity, AMPs have other functions in the producing 
organism such as chemokine production, angiogenesis, wound healing, and apopto-
sis. Facing a crisis like situation due to the rapidly emerging antibiotic resistance, 
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scientists have shown increased interest in AMPs. Development of resistance 
against these antibiotics is rare because their target site is the membrane and struc-
ture or composition of the membrane cannot be easily be changed by simply acquir-
ing mutations. The properties that make AMPs better antibiotics than others are: (1) 
broad spectrum of activity, (2) rapid  bactericidal   activity, (3) extremely rare devel-
opment of resistance, and (4) lack of cross resistance with other antibiotics [ 295 ]. 

 Specifi city is an essential requirement of an effective antibiotic. To be an effec-
tive membrane acting antibiotic, the AMPs must have selective effect on the mem-
brane of the infecting microorganism and not on the mammalian host. Although 
membranes of all species contain  phospholipids   as the major component, there are 
fundamental differences between membranes of infecting microorganisms and the 
mammalian host, explaining the selectivity of the AMPs. The main differences are 
in the membrane composition and the transmembrane potential. The membrane is 
made of mostly phospholipids and proteins. As described above, one main differ-
ence between bacterial, fungal and mammalian membrane is the presence or absence 
of sterols. Fungal membrane contain ergosterol, mammalian membrane contain 
 cholesterol   while bacterial cells do not contain any sterol. Thus biosynthesis of 
 ergosterol   is a target for development of specifi c antifungal antibiotics (Sect.   8.1.1    ). 
There can be variation in the charge of the polar heads of the cell membranes. 
Besides the negative charge on the oxygen of the phosphate, the polar head of some 
 phospholipids   such as cardiolipin and phosphatidyl serine have an extra negative 
charge. The lipopolysaccharide (LPS) part of the outer membrane of gram-negative 
bacteria and the teichoic or teichuronic acids in the cell wall of gram-positive bac-
teria also add to the negative charge of the outer membrane. On the other hand, 
mammalian membranes contain mostly neutral lipids. Phosphatidyl-choline and 
sphingomyelin present on the extracellular side of the bilayer are neutral 
phospholipids. 

 The difference in the total charges on the two sides of the cell membrane, result-
ing mainly from the extent of proton fl ux across the membrane, creates an electro-
chemical gradient, also known as a transmembrane potential, in which there are 
more negative charges inside the cell than outside. The transmembrane potential is 
different for microbial and mammalian cell membranes depending the cell type. 
This difference is one of the reasons for the selective binding of the cationic AMPs 
to the microbial and not the host cell membranes. 

  Mechanism of action of AMPs.  Mechanism of action of AMPs can include two or 
more of the following four steps [ 296 ]. (1) The AMP should fi rst bind to the mem-
brane. (2) The binding can lead to perturbation of the membrane structure and its 
function. (3) Binding of some AMPs to the membrane can disrupt membrane asso-
ciated events such as cell wall  biosynthesis  . (4) The AMP can be transported across 
the membrane to interact with its target in the cytoplasm and thereby inhibit some 
essential reaction pathway in the microorganism. Structures of some AMPs 
have hydrophobic as well as hydrophilic regions. They are positively charged (cat-
ionic) at physiological pH and thus are able to bind to the polar head groups of the 
outer surface of the cytoplasmic membranes of microorganisms which are nega-
tively charged as explained above (Sect.  7.1.2 ). Interaction of an AMP with the 
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membrane depends on a combination of factors such as size, secondary structure, 
charge and hydrophobicity of the AMP. These factors allow the AMP to bind pref-
erentially to bacterial membranes that contain a large proportion of anionic lipids, 
lack  cholesterol  , and maintain a high electrochemical gradient across the mem-
brane. Membranes of plant and animal cells contain cholesterol, have lipids with no 
net charge, and have a weak transmembrane potential. 

 The cationic AMPs can be divided into three categories [ 297 ]. The fi rst type, 
which includes  magainin  , are linear before interacting with the cell membrane, and 
then undergo a conformational change to adopt an amphipathic α-helical secondary 
structure after binding to the membrane. The AMPs belonging to the second class 
are mostly linear and are enriched in proline and arginine. The third category 
includes cationic peptides such as  defensins  , which contain disulfi de bonds and 
stable β-sheets. There are also some examples of non-cationic AMPs such as anionic 
peptides and aromatic peptides; however, they usually have weak  antimicrobial   
properties. The inherent and/or dynamic conformations of  antimicrobial peptides   
also contribute to their selective toxicity. Furthermore, the AMP may undergo con-
formational change only when bound the pathogen membrane but not host cell 
membrane and the conformational change may be essential for their antimicrobial 
activity [ 298 ]. 

 The mechanism by which AMPs cause cell death has been studied intensively. 
One way in which the AMPs can function is by disrupting the structure and compo-
sition of the membrane. Another mechanism of action is by forming pores in the 
membrane which results in leakage of  metabolites  , depolarization and eventual cell 
death. Originally it was believed that such increase of cell membrane permeability 
is the only mechanism by which AMPs work. But recent data suggest that in some 
cases there can be cell death without any increase of membrane permeability while 
in some other cases microorganisms can survive for long period of time after mem-
brane permeabilization, suggesting that the eventual cell death is due to reasons 
other than membrane disruption [ 298 ]. These other reasons may be disruption of 
intracellular processes such as peptidoglycan or other biopolymer synthesis [ 299 ]. 
Perturbation of the cell membrane can also have an effect on peptidoglycan precur-
sor synthesis and translocation. 

 It has been proposed that membrane permeation by linear amphipathic alpha- 
helical AMPs such as  magainins  , cecropins, and dermaseptins can take place by 
either of two mechanisms: (a) “barrel-stave” mechanism or (b) “carpet-like” mecha-
nism [ 300 ,  301 ]. According to the “barrel-stave model” for the formation of pores, 
the AMP molecule fi rst binds to the membrane surface as a monomer. This is then 
followed by joining to more monomer units which then together form the pores in 
the membrane. More monomer units can be further recruited to increase the pore 
size [ 297 ]. The pores allow leakage of cytoplasmic content resulting in cell death. 
The structures of the pores are such that the hydrophobic amino acids interact with 
the membrane lipids while the hydrophilic amino acids face the inside of the pores, 
which allows for leakage of the ionic and polar contents of the cytoplasm [ 299 ]. 
According to the “carpet-like” model, the AMP binds to the polar heads of the 
membrane either as monomers or oligomers, which are then dissociated into 
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 monomers and cover the membrane in a carpet-like manner. The amphipathic pep-
tides act as detergents and break up the membrane into micelle-like structures that 
are surrounded by the AMPs on the surface. For gram-negative bacteria, after the 
outer membrane is permeabilized this way, the AMP monomers can easily move to 
the inner membrane and disrupt it in the same manner. Although there more than 
1800  antimicrobial peptides  , only some of the most commonly used AMPs are dis-
cussed further.   

7.2.2.2       Gramicidins 

 As discussed before (Sect.   1.5    ),  gramicidin  , discovered in 1939, was the fi rst clinically 
tested antibiotic [ 16 ,  17 ]. It was named gramicidin because it killed only gram- positive 
bacteria. As most other AMPs, gramicidin is only used topically because of toxicity 
caused by systemic use. A combination of gramicidin,  neomycin  , and  polymyxin   B is 
commonly used to treat eye infections. Naturally occurring gramicidin, produced by 
the soil bacterium  Bacillus brevis  is a mixture of gramicidin A, B, and C, of which 
about 80 % is gramicidin A. Gramicidins, which are biosynthesized by non-ribosomal 
enzymes, are linear pentadecapeptide antibiotics containing alternating L- and D-amino 
acids (Fig.  7.4 ). Gramicidins B and C differ from gramicidin A at position 11 where the 
Trp is replaced by Phe and Tyr respectively. The primary structure of gramicidin A is: 
HCO-L-Val-Gly-L-Ala-D-Leu-L-Ala-D-Val-L-Val-D-Val-L-Trp-D-Leu-L-Trp-D- -

  Fig. 7.4    Structures of gramicidins and  tyrocidines         
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Leu-L-Trp-D-Leu-L-Trp-NHCH 2 CH 2 OH. Note that glycine is not chiral and so is nei-
ther D nor L. All other amino acids in gramicidin have hydrophobic side chains. It is 
one of the most hydrophobic peptides known, which agrees well with its membrane 
binding property. Note that both ends of the antibiotic are modifi ed, which protects it 
from degradation by proteases that may be made by the host. The alternating D and L 
amino acids make all the peptide bond in the molecule unusual peptide bonds which 
cannot be degraded by host proteases.

    Mechanism of action.  The antibiotic activity of gramicidins is due to formation 
of cation-selective ion channels in the membrane. After binding to the membrane, 
 gramicidin   forms a hydrogen-bonded head to head dimer and acquires a helical 
structure to form a channel that spans the membrane bilayer. Since this is the oldest 
known membrane acting AMP, gramicidin has been used often in research and has 
helped us understand how ion channels function in membranes. The channel formed 
by  gramicidin   is specifi c for univalent cations only. The transport of ions and water 
throughout the length of the channel is by a single fi le process, which means cations 
and water molecules cannot pass each other within the channel [ 302 ]. Gramicidin A 
has four Trp residues, which are important for the channel formation due to the 
amphipathic character of Trp. The alternating L and D arrangement allows hydro-
phobic side chains of all amino acids to project outwards from the ion channel 
toward the hydrophobic region of the membrane while the polar peptide backbone 
faces the inside of the channel. The outer hydrophobic surface of the gramicidin 
dimer helps to interact with the hydrophobic  phospholipids   while the polar inner 
surface allows monovalent cations to leak out. The structure function relationship of 
gramicidin has been explained in a review article [ 303 ]. The dimerization of grami-
cidin is reversible resulting in opening and closing (also called gating) of the chan-
nel. The channel is open only when the molecule dimerizes and closed when it 
separates into monomers since the length of a monomer is not of suffi cient length to 
form a transmembrane channel. Another antibiotic,  gramicidin S   which in spite of 
the similar name has a different structure and is discussed later (Sect.  7.2.2.4 ).  

7.2.2.3       Tyrocidin   

 As discussed above (Sect.  7.2.2.2 ), the peptide antibiotic gramicidin was discovered 
in 1939 from the soil bacterium  Bacillus brevis . Actually later it was discovered that 
the bacterial extract contained a mixture of antibiotics. The mixture was then named 
as  Tyrothricin  , from which a second antibiotic was purifi ed and was fi rst named as 
Graminic acid [ 304 ]. After it was further purifi ed and characterized, it was renamed 
as tyrocidine [ 305 ]. The mixture tyrothricin contains 10–20 %  gramicidin   and 
40–60 % tyrocidine [ 306 ]. There are four variations of tyrocidine which have only 
minor differences from each other (Fig.  7.4 ). Like gramicidin, tyrocidine is also a 
peptide antibiotic, but unlike gramicidin, tyrocidine is a cyclic decapeptide. Also 
unlike gramicidin, which has only hydrophobic amino acids, tyrocidine contains 
nine hydrophobic and one cationic amino acid, ornithine. Thus, tyrocidine behaves 
as a detergent and functions by disrupting bacterial membranes. Because of this 
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property, tyrocidine has a broader spectrum of activity and works against both 
gram-positive and gram-negative bacteria while gramicidin functions only against 
gram-positive bacteria [ 306 ]. As is true for all AMPs, tyrocidine also shows some 
toxicity against mammalian cells, especially red blood cells and so is used only 
topically. The cyclic structure of tyrocidine is necessary for the antibiotic activity as 
a synthetic linear tyrocidine-A decapeptide was shown to have no antibiotic activity 
[ 307 ]. The function of tyrocidines and gramicidins in the producing bacteria,  B. 
brevis  is believed to be to regulate sporulation. Tyrocidine inhibits RNA synthesis 
and so is proposed to be involved in the control of gene expression as a repressor- 
like compound. It has DNA unwinding activity and was shown to relax supercoiled 
 plasmid   DNA  [ 308 ].  

7.2.2.4        Gramicidin S   

 Soon after the discovery of the fi rst gramicidin, another peptide antibiotic, gramici-
din S (the S stands for Soviet), produced by  Bacillus brevis  was fi rst reported in 
1944 by Georgyi Gause and Maria Brazhnikova from the then Soviet Union [ 309 ]. 
It has a broader spectrum of activity than gramicidin A, B or C since it has activity 
against gram-positive and gram-negative bacteria and also against fungi. However, 
because of its hemolytic activity, it is not used systemically but only as topical medi-
cation. Unlike gramicidin A, which is linear, gramicidin S is cyclic decapeptide 
consisting of two identical pentapeptides with the sequence [D-Phe-L-Pro-L-Val-L- 
Orn- L-Leu] 2 . Cyclic structure is formed by peptide bond formation between fi rst 
and last amino acids in the sequence (Fig.  7.4 ). Other features of the antibiotic 
include the unusual D-stereoisomer of Phe, and the unusual amino acid L-ornithine. 
Ornithine structure has one carbon less than the amino acid lysine and one carbon 
more than  diaminobutyric acid   which is present in  polymyxin   B (Sect.  7.2.2.5 ). The 
two side chain amino groups of the two L-ornithine residues are essential for the 
antibiotic activity of Gramicidin S since modifi cations of these amino groups result 
in loss of antibiotic activity even though the hemolytic activity was not affected 
much [ 310 ]. Synthetic peptides containing some or all of the fi ve amino acids pres-
ent in gramicidin S in the right sequence were tested for activity. Of these, only the 
linear decapeptide displayed some antibiotic activity [ 311 ]. The antibiotic functions 
by binding to the membrane and increasing the permeability of the membrane. The 
orientation of the hydrophobic and hydrophilic amino acids gives it a detergent-like 
property, which explains its action on the membrane. This also explains its toxicity 
by rapid lysis of red blood cells.   

7.2.2.5         Polymyxins   and  Colistins   

 Polymyxin belongs to the cationic cyclic  lipopeptide   family of antibiotics and was 
discovered in 1947, came into clinical use in 1949 and was then discontinued in the 
1970s due to associated neurotoxicity and nephrotoxicity. However, because of the 
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lack of new antibiotics in the pipeline and the rise of antibiotic resistance particu-
larly multidrug resistance (MDR), there has been a revival of interest in polymyxin 
since the 1990s. The special structural features of polymyxins include a heptapep-
tide linked to a tripeptide side chain that is linked by an acyl bond to a branched 
seven or eight carbon fatty acid chain (Fig.  7.5 ). All the peptide bonds in the antibi-
otic are unusual peptide bonds either because of the D-amino acids or because the 
unusual amino acid  diaminobutyric acid (DAB)  . This protects the antibiotic from 
degradation by proteases. For other examples of similar strategy see Sects.   3.1.2    , 
  3.3.3.1     and  7.2.2.2 . Another important structural feature of the antibiotic is the pres-
ence of multiple positive charges due to the amino group of diaminobutyric acid 
(DAB) at physiological pH and the long hydrophobic chain that gives the antibiotics 
detergent like property. There are fi ve different polymyxins, named polymyxin 
A–E, of which polymyxin A and polymyxin E, also known as  colistin   (not to be 
confused with  colicin  , which is discussed in Sect.  7.2.2.7 ) have been in clinical use. 
Colistin and polymyxin B are produced non-ribosomally by  Bacillus polymyxa  

  Fig. 7.5    Structures of  lipopeptide polymyxins   and  daptomycin         
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subspecies  colistinus  [ 312 ]. Polymyxin B and colistin have almost identical primary 
sequence except at position 6 where D-Phe in polymyxin B is replaced by D-Leu in 
colistin [ 313 ].

    Mechanism of action.  Polymyxin and  colistin   are amphiphilic (means the same as 
amphipathic) molecules due the presence of fi ve cationic amino groups and a hydro-
phobic fatty acid chain. These make  lipopeptide   antibiotics function as detergents. 
Unlike the gramicidins and  tyrocidins  , these two amphiphilic antibiotics specifi -
cally act against gram-negative bacteria. They damage both the outer and inner 
membranes of the bacteria. The polymyxins fi rst bind to the lipopolysaccharide 
(LPS, also known as  endotoxin  ) molecules which are present on the outer leafl et of 
the outer membrane. The positively charged DAB ( diaminobutyric acid  ) residues 
interact with the negatively charged phosphates of LipidA, which is the lipid com-
ponent of LPS in the bacterial outer membrane. Normally the phosphate group of 
LPS is bonded to the divalent cations Mg 2+  and Ca  2+ . The polymixins displace the 
divalent cations and bind to the phosphate of LPS. This is followed by insertion of 
the fatty acyl chain into the outer membrane thereby destabilizing the outer mem-
brane. This allows the polymyxins to cross the outer membrane and then reach the 
inner membrane. The drug then binds and inserts into the inner membrane, increases 
its permeability and leakage of cytoplasmic contents and results in cell lysis and 
death. 

 Besides functioning as an antibiotic it also has potential as an anti-endotoxin. 
The LPS of the outer membrane of gram-negative bacteria is responsible endotox-
emia (sepsis). Since polymyxin B binds to LPS, its anti-endotoxin activity has been 
tested in a feline model with positive results [ 314 ]. Polymyxin B immobilized on 
fi bers can be used in an extracorporeal hemoadsorption cartridge to eliminate  endo-
toxin   from peripheral blood circulation [ 315 ]. 

  Resistance development.  Several mechanisms of resistance development have been 
reported. Since polymyxins and  colistin   have similar structure and function, there 
can be cross resistance between the two. Since the initial and essential step in the 
mechanism of action of polymyxins is binding to LPS, most mechanisms of resis-
tance to polymyxins are by modifi cations in LPS, which stop or reduce this initial 
interaction [ 316 ]. A common modifi cation decreasing the net negative charge of 
LPS, thus preventing binding of positively charged polymyxins. There are several 
other mechanisms of resistance development that have been reviewed [ 317 ]. One 
such resistance mechanism is secretion of proteases that degrade the polymyxin.    

7.2.2.6       Daptomycin   

  Daptomycin , a  lipopeptide   antibiotic, was discovered as a natural product from 
 Streptomyces roseosporus  in the late 1980s at Eli Lilly, who did not develop it 
beyond Phase II clinical trials due to its side effects. The drug was later developed 
and marketed by Cubist Pharmaceuticals in 2003 under the trade name Cubicin. It 
is approved in USA for treatment of skin infection and for endocarditis. Discovery 
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of daptomycin and its approval for clinical use is very signifi cant for two important 
reasons. It is the fi rst new class of natural antibiotic to be approved for clinical use 
in many years. Secondly, daptomycin is effective against a variety of pathogens that 
are resistant to all current treatments including  vancomycin  , which is often used as 
an antibiotic of last resort. Similar to  gramicidin  , daptomycin inhibits only gram- 
positive bacteria because it is unable to cross the outer membrane of gram-negative 
bacteria. Against gram-positive bacteria, it is more rapidly  bactericidal   than vanco-
mycin and is also effective against  methicillin   resistant  Staphylococcus aureus  
( MRSA  ), vancomycin resistant  S. aureus  ( VRSA  ), vancomycin intermediate  S. 
aureus  ( VISA  ), glycopeptide-intermediate  S. aureus  (GISA), and  vancomycin- 
resistant enterococci (VRE)  . The structure of daptomycin (Fig.  7.5 ) consists of a 13 
amino acid peptide linked to a 10 carbon hydrophobic fatty acid chain, and so is 
described as a  lipopeptide   antibiotic. Ten of the 13 amino acids form a ring by for-
mation of a lactone linkage between the carboxyl group of the modifi ed alanine at 
the C-terminal end of the peptide to the hydroxyl group of the fourth amino acid, 
threonine. Unlike  polymyxin  , which contains fi ve cationic amino acids, daptomycin 
contains one cationic and three anionic amino acids (Fig.  7.5 ). Daptomycin contains 
two unusual amino acids ornithine and 3-anthraniloyl-L-alanine (also known as 
kynurenine) both of which have one extra amino group in the side chain. However, 
the pKa of the amino group in the anthraniloyl side chain is less than seven and so 
it will not be protonated at physiological pH whereas the ornithine amino group will 
be. Bacteria in the stationary growth phase, as occurs in endocarditis, may be better 
inhibited by daptomycin compared to vancomycin. Daptomycin is soluble in water 
because of the charged amino acids but is amphipathic because of the lipid chain 
and some hydrophobic amino acids. Daptomycin shows low occurrence of side 
effects comparable to other standard antibiotics and can be used systemically. 

  Mechanism of action  of  daptomycin   involves binding to the membrane and then 
forming a transmembrane channel resulting in leakage of intracellular ions leading 
to depolarization of the cell membrane. This loss of membrane potential results in 
inhibition of synthesis of DNA, RNA, and proteins and eventual cell death. 
Understanding of the mechanism of action of daptomycin has evolved over time. 
Initially it was thought that daptomycin inhibits the formation of precursors of cell 
wall. Then it was proposed that the cell surface molecule,  lipoteichoic acid   is the 
target of the drug. These have been proven to be untrue. The current theory is that 
the target of  daptomycin   is the cell membrane [ 318 ]. As explained above, daptomy-
cin has a net negative charge at physiological pH. However, it was shown that tar-
geting the cytoplasmic membrane in  S. aureus  absolutely requires calcium ion for 
 bactericidal   activity. When bound to positively charged calcium ion, daptomycin 
becomes a de facto cationic peptide which helps it bind to the negatively charged 
phosphates of the cell membrane. This is followed by insertion of the hydrophobic 
part of the antibiotic into the membrane which leads to depolarization and permea-
bilization of the cell membrane [ 319 ]. Conformational change of daptomycin when 
it binds to calcium ion and the deformation of the membrane structure when the 
daptomycin calcium complex binds to the membrane has been demonstrated using 
CD, fl uorescence and NMR spectroscopy [ 320 ]. 
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  Resistance development  against daptomycin is very rare. There is no gene known 
to confer resistance to the drug and so cross resistance to other drugs has also not 
been reported. However, recently there have been many reports of resistance to 
 daptomycin  , mostly occurring by spontaneous mutations, and have been associated 
with prolonged use. The genes affected by these mutations and the resulting resis-
tance to daptomycin have been reviewed recently  [ 318 ,  319 ].  

7.2.2.7      Other AMPs: Defensins, Magainins, Bacteriocins 

 AMPs are made by not just bacteria but by a variety of species. Two such AMPs that 
have been studied in detail are magainin that is secreted from the skin of amphibians 
(frogs and toads) and defensins that is secreted by mammalian polymorphonuclear 
(PMN) leukocytes. As discussed before (Sect.  7.2.2.1 ) AMPs can be of three types: 
those that are linear but become helical after binding to the membrane (e.g., 
magainin), those that function as linear peptides, and those that contain disulfi de 
bonds and β-sheets (e.g., defensin). These two AMPs are discussed here briefl y. 

   Defensins   . PMNs destroy invading microorganisms by two mechanisms. One mecha-
nism is by production of reactive oxygen intermediates (ROI) by stimulated phagocytes. 
A second mechanism is by secretion of several cationic peptides with  antimicrobial   
activity. The peptides are small (32–34 amino acid long), rich in arginine (4–10 residues/
molecule) and uniformly rich in cysteine (6 residues/molecule, forming three pairs of 
intramolecular disulfi de bonds), with activity against bacteria, fungi and certain envel-
oped viruses [ 321 ]. The mixture of these AMPs is collectively known as defensins. 
Their mechanism of action against bacteria and fungi is by disruption of the cell mem-
brane. It is to be noted that defensins are not the only antibiotics produced by PMNs. 
Other antibiotics present in PMN granules are  lysozyme  , which was the fi rst antibiotic 
discovered by Fleming in 1922 (Sect.   1.5    ) and lactoferrin which is known to kill many 
bacterial species. Human lactoferrin was shown to protect lactoferrin-defi cient mice 
during  Aggregatibacter actinomycetemcomitans - induced bacteremia [ 322 ]. 

    Magainins   . The magainins, which are  antimicrobial peptides   secreted from skin of 
amphibians (frogs and toads) were discovered by Zasloff in 1987 [ 323 ]. He reported that 
the extract from the skin of the African clawed frog Xenopus laevis contained two anti-
microbial peptides, which he named Magainins. The two peptides, each 23 amino acid 
long differ from each other at two positions in the sequence. The magainins are amphi-
philic, water soluble, and nonhemolytic and inhibited growth of numerous species of 
gram-positive and gram-negative bacteria as well as fungi and induced osmotic lysis of 
protozoa. The 23 amino acid peptide and shorter versions of it were made synthetically 
and tested for activity. Removal of the fi rst three N-terminal amino acids did not affect 
the antibiotic activity but removal of the fourth amino acid resulted in loss of most activ-
ity [ 324 ]. The dramatic loss of activity when the peptide length was shortened to less 
than 19 suggests that magainin functions by forming a transmembrane α-helical struc-
ture which is known to require 20 amino acids. In solutions magainins have a random 
fl exible conformation but transform to an α-helical structure when bound to the mem-
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brane surface. The following mechanism of action has been proposed for magainin 
[ 325 ]. The peptide binds to the membrane and forms a helix which lies parallel to the 
membrane surface imposing a positive curvature strain on the membrane. To relieve the 
stress, several magainin helices along with the surrounding lipid molecules form a trans-
membrane pore allowing cellular ions to leak out. It has been reported that combined use 
of two the AMPs magainin and PGLa results in synergism in bacteria as well as tumor 
cells. The combination is also hemolytic even though magainin and PGLa used sepa-
rately are not. It is proposed that the two form a heterodimer of parallel helices with 
strong membrane permeabilizing activity [ 325 ]. Magainin used alone is not very toxic 
for mammalian cells and so holds promise for systemic use. Currently it is used topically 
against skin infections.  

  Synthetic AMPs.  Several synthetic AMPs have gone to clinical trials but many are 
not found to be successful antibiotics. The main obstacles are their proteolytic deg-
radation and their toxicity. Recently it was reported that NK-18, an 18-amino acid 
region of a mammalian protein NK-lysin has antibacterial and  anticancer   activity 
and functions by interacting with the membrane [ 294 ]. Because of the short amino 
acid sequence NK-18 can be chemically synthesized at low cost and has the poten-
tial to be used clinically. The authors also reported that the peptide functions as 
antibiotics not just by disrupting the cell membrane but also by binding to DNA in 
the cytoplasm of the bacteria. Because of the double target of the antibiotic, devel-
opment of resistance to the antibiotic is diffi cult. 

    Bacteriocins    are protein toxins produced by bacteria to inhibit the growth of 
similar or closely related bacterial species. The purpose of killing is usually to have 
a competitive advantage during nutrient limitation. Thus they can be described as 
narrow spectrum antibiotics although some people object to classifying them as 
antibiotics. Bacteriocins are named based on the species producing them. For exam-
ple bacteriocin produced by  E. coli  is named colicin. The fi rst bacteriocin was dis-
covered by Andre Gratia in 1925 from  E. coli . Since it could kill  E. coli , it was 
named colicin. Thus, discovery of colicin predates the discovery of  penicillin  . 
 Colicins  , which are large proteins (>500 amino acids) are secreted by the producing 
cells to the environment. They kill other cells by fi rst binding to a receptor on the 
outer membrane and are translocated through the membrane to the periplasm. They 
then bind to and form a channel in the inner membrane 

 Since  bacteriocins   are proteins, they cannot be administered orally as they will 
be digested and intravenous administration will cause immune response. So use of 
bacteriocins as antibiotics has not been very successful. For more details on  colicin   
one can consult reviews on the subject [ 326 ]. One bacteriocin worth mentioning is 
nisin, which is used in food preservation. Since these proteins are destroyed by 
digestive enzymes, they are not toxic when ingested.  Nisin   is a lantibiotic that 
belongs to Class I bacteriocins    .  

7.2 Inhibition of Bacterial Membrane Function



170

7.2.2.8       Lantibiotics   

 Lantibiotics, which are defi ned as  lanthionine   containing antibiotics, are peptide 
antibiotics that contain the cyclic thioether amino acid, lanthionine or methyl lan-
thionine as well as some dehydrated amino acids in its sequence (Fig.  7.6 ). 
Lanthionine (the name is not related to the element lanthanum) can be described as 
a thiodialanine or as a monosulfi de analog of cysteine (which is formed by oxidative 
crosslinking of two cysteines). Lantibiotics are gene encoded peptides that are ribo-
somally synthesized in the same way as all other proteins and then are post- 
translationally modifi ed to include unusual amino acids such as lanthionine Fig.  7.6 .

   Lantibiotics are produced by gram-positive bacteria such as  Streptococcus  and 
 Streptomyces  for the purpose of killing other competing gram-positive bacteria. So lan-
tibiotics belong to the broader class of bacterial toxins called the  bacteriocins   and are 
classifi ed as Class I bacteriocins. Lantibiotics can be of two types: Type A lantibiotics 
are long and fl exible molecules (e.g.,  nisin  ) while Type B lantibiotics are globular (e.g., 
mersacidin). Since mersacidin inhibits  cell wall biosynthesis  , it has been discussed in an 
earlier chapter (Sect.   3.3.3.3    ). The  lantibiotic   nisin has been successfully used for more 
than half a century in the food industry as a preservative. Proteins that are secreted (e.g., 
nisin) usually contain a leader sequence at the N-terminus that directs it through the 
membrane (Fig.  7.6 ). The leader sequence is cleaved before the protein is secreted. 
Lantibiotics such as nisin kill other bacteria by a dual mode of action: inhibition of cell 
wall formation and formation of pores in the cell membrane. First  nisin   binds to  Lipid II   
(C55-PP) whose function is to transport the peptidoglycan monomer from the cyto-
plasm on one side of the cell membrane to the cell wall on the other side. Thus it inhibits 
 cell wall biosynthesis  . Many lantibiotics have the ability to bind to  Lipid II   but only 
some of them can use lipid II as an anchor and then insert itself in the cell membrane to 
form a pore that leads to cell death  [ 327 ,  328 ].    

7.3     Antibiotics Affecting Other Structural Targets 

7.3.1         Triclosan  , The Antibiotic that Inhibits Fatty Acid 
Synthesis 

 Triclosan has been discussed before as an antiseptic (Sect.  7.2.1 ). At high concentrations 
its antiseptic activity is due to its membrane disrupting property. Triclosan is widely 
used in surgical scrubs and is found in many health care products such as shampoos, 
deodorants, toothpastes, and mouthwashes. Such widespread use of the antiseptic is not 
of much concern since no protein is involved and so resistance development to 
membrane acting agents is rare. However, the concentrations of triclosan present in 
these products are not high enough to cause disruption of hydrophobic interaction in the 
membrane  phospholipids   and proteins. At the low concentrations that are used in these 
products it still functions as an antibiotic by inhibiting a specifi c metabolic step in the 
fatty acid synthesis pathway. Since the target of triclosan is a certain gene, it is probable 
that widespread use of the antibiotic in health care products will select for strains of 
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bacteria that are resistant to the antibiotic. So it may be reasonable to stop adding triclo-
san to all health care products. However, there is no unanimous agreement among sci-
entists on this subject. There have been reports published both for and against the idea. 

  Mechanism of action of triclosan . Triclosan functions by targeting fatty acid synthe-
sis pathway which is a spiral pathway involving four enzymes in sequence. The 
synthesis starts with a condensation of malonyl-ACP with an existing fatty acid 
chain. The resulting β-ketoacyl-ACP is reduced by an NADPH-dependent 

a

b

c

  Fig. 7.6    Lantibiotics. ( a ) Structures of  lantibiotic   and relevant molecules. ( b ) Structure of  nisin  . 
( c ) Reactions forming  lanthionine         
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β-ketoacyl-ACP reductase. This is followed by a dehydration step to form an alkene. 
This is then reduced in the fi nal step by enoyl-ACP reductase also known as 
FabI. The specifi c enzyme inhibited by triclosan is the enoyl-acyl carrier protein 
reductase (FabI). It does so by binding to the FabI enzyme and increasing the 
enzymes affi nity for NAD + . Thus a stable complex of triclosan, FabI, and NAD +  is 
formed which is unable to catalyze fatty acid synthesis. Note that this mechanism of 
action is very similar to that of  isoniazid   which also inhibits the same enzyme in 
  Mycobacterium     tuberculosis  (Sect.  7.3.2 ). The mechanism is confi rmed by the fact 
that mutations in FabI can confer resistance against triclosan [ 329 ]. Another mecha-
nism of resistance development is by overexpressing FabI or by actively pumping 
out the triclosan from the cells.   

7.3.2         Isoniazid  : Antibiotic Against  Tuberculosis   

 Isoniazid (Isonicotinylhydrazide or INH, Fig.  7.7 ) is an effective and inexpensive anti-
biotic used for the treatment of tuberculosis, which is caused by the bacteria 
 Mycobacterium   tuberculosis. It was fi rst synthesized in 1912 but its anti- tuberculosis 
activity was fi rst reported from several laboratories in 1952. Since then it has been 
widely used to treat tuberculosis. Although it has been used for a long time, its mecha-
nism of action is still not very clear. It is known to inhibit the synthesis of  mycolic 
acids  , which are essential components of mycobacterial cell walls. Many INH resistant 
mycobacterial strains were found to have mutations in the  catalase peroxidase   ( katG ) 
gene suggesting a role of the catalase gene in the mechanism of action of INH. However, 
not all resistant mutants were catalase negative suggesting that other factors may be 
responsible for resistance. Later, it was shown that a mutation in the mycobacterial 
gene   inhA    was able to confer resistance to the antibiotic INH [ 330 ]. The gene  inhA  

  Fig. 7.7    Formation of  isoniazid  -NAD adduct       
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codes for the enzyme enoyl-acyl carrier protein reductase, also known as InhA, which 
is one of the enzymes required in the mycolic acid synthesis pathway. Note that this 
mechanism of action is similar to that of  triclosan   which also inhibits the same enzyme 
in other bacteria (Sect.  7.3.1 ). Mycolic acids are long chain fatty acids present in the 
cell wall of mycobacteria. Structure of  mycolic acids   is signifi cantly different from that 
of fatty acids in other organisms. The special structure of these fatty acids makes myco-
bacteria resistant to most medical treatments and even allows them to grow inside 
macrophages and thus be resistant to the host’s immune system.

   The mechanism of action of  isoniazid   is complex and has been reviewed [ 331 ]. 
INH is a  prodrug   and is activated by peroxidation catalyzed by the mycobacterial 
 catalase-peroxidase   enzyme KatG to generate reactive free radical species that form 
adducts with NAD +  and NADP +  (Fig.  7.7 ). The hydrazide part of the molecule is 
important for the formation of the free radicals. The covalent INH-NADH adducts 
are powerful inhibitors of  InhA   protein and thus the biosynthesis of  mycolic acid   is 
prevented and leads to mycobacterial cell death  .  

7.3.3      Antibiotics Targeting  FtsZ  , The Cell Division Protein 

 An ideal antibiotic is one that targets a process that takes place only in the infecting 
bacteria, but not in the host. One such process is the bacterial cell division process for 
which the protein FtsZ is essential and the major protein in the bacterial cell division 
machinery. Since the protein is present in all bacteria, any antibiotic targeting this pro-
tein will have a broad spectrum of activity. Mammalian cell division is a more complex 
process and does not involve any protein homologous to FtsZ. Thus compounds bind-
ing to this protein can be expected to serve as effective antibiotics. Since no such anti-
biotic already exists in nature, there will be no preexisting resistance gene against any 
new antibiotic synthesized against the FtsZ target. One such promising antibiotic is a 
quinuclidine-based FtsZ inhibitor, which also showed synergistic activity with  β-lactam   
antibiotics [ 332 ]. The drug is active against multiple antibiotic-resistant bacterial 
strains including methicillin-resistant  Staphylococcus aureus  and  vancomycin  -resis-
tant  Enterococcus faecium . There are several other promising compounds that are 
being studied as potential antibiotics targeting the cell division system .        
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    Chapter 8   
 Antifungals, Antimalarials, and Antivirals                     

    Abstract     This chapter includes a discussion of antifungal, antimalarial, and anti-
viral drugs. Similarities and differences of these with antibacterial antibiotics are 
discussed. Drugs presented include amphotericin B, nystatin, azoles, allylamines, 
morpholines, fl uoropyrimidines, DDT, quinine, chloroquine, pyrimethamine, arte-
misinin, proguanil, amantadine, acyclovir, lamivudine, zidovudine, and HIV pro-
tease and neuraminidase inhibitors. Mechanisms of action of the drugs and 
resistance development against them are discussed. PCR method for detection of 
point mutations is also discussed.  

8.1              Antifungal Drugs: Antibiotics that Inhibit Growth of Fungi 

 One main  difference         between bacterial and eukaryotic membranes is the absence of 
sterols in bacterial membranes. In mammalian cell membranes the sterol is  choles-
terol   while in fungi it is  ergosterol  . This difference between fungi and humans 
makes ergosterol an attractive target for development of antifungal antibiotics. The 
different classes of antifungal drugs are:  polyenes   which bind to ergosterol, the 
 azoles  ,  allylamines  , and  morpholines   which inhibit various steps in the synthesis 
pathway of ergosterol, the pyrimidines which inhibit the synthesis of DNA and 
RNA, and  lipopeptide   antibiotics that inhibit cell wall synthesis in fungi. 

8.1.1       Antibiotics That Bind to  Ergosterol  :  Polyenes   

 These antibiotics contain a long chain of conjugated double bonds. Two examples 
are amphotericin B and  nystatin  . The fi rst broad spectrum antifungal antibiotic (see 
Sect.   1.1     for justifi cation of the terminology) was  amphotericin B  , which was dis-
covered in 1953 and fi rst approved in 1958. Amphotericin A was also discovered 
simultaneously, but it had much weaker antifungal activity [ 333 ]. Earlier, another 
polyene, Nystatin (Fig.  8.1 ) was discovered in 1950. However, the drug is not 
absorbed through the intestinal walls and was found to be toxic when administered 
intravenously. For more than two decades since the discovery of amphotericin B, 
this had been the only antifungal drug for systemic use. Since systemic fungal 
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infections were not very common and most infections were not life threatening, 
there was little interest in developing new antifungal drugs. Today the situation is 
different. There has been a big increase in the number of fungal infections and that 
has resulted in renewed interest in the study of antifungal drugs. One reason for the 
drastic increase in the number of fungal infections is that  AIDS   patients, who are 
immunocompromised, are susceptible to infection by opportunistic fungal patho-
gens that usually do not infect healthy people. Hematological malignancies and 
immunosuppression in transplant recipient also contribute to the increase in number 
of fungal infections. Unlike bacteria, fungi are eukaryotes and so have biochemistry 
that is similar to that of the host (human). So developing antibiotics that specifi cally 
work against fungi but do not affect the host is very challenging.

   As mentioned above,  nystatin   is too toxic for systemic use and is also not well 
absorbed from the intestinal tract and so is used only for topical application against 
fungal infections. The most commonly used  polyene   antifungal drug is  amphoteri-
cin B  . It functions by physically binding to  ergosterol   in the membrane. As dis-
cussed before (Sect.   7.1.2    ), the function of ergosterol is to maintain fl uidity of cell 
membranes. Ergosterol is present in fungal cell membranes but is absent in animal 
cell membranes, which contain  cholesterol   instead. Because of this difference, 
ergosterol serves as a useful target for antifungal drugs. They are not effective 
against bacteria, which do not contain sterols but maintain membrane  fl uidity   by 
adjusting the proportion of saturated and unsaturated fatty acids (Sect.   7.1.2    ). Since 
ergosterol is also present in cell membranes of trypanosomes, amphotericin B is also 
effective against sleeping sickness disease. It is believed that binding of polyenes to 

  Fig. 8.1     Polyene   antifungal drugs:  amphotericin B   and  nystatin         
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ergosterol is simply by hydrophobic interaction. Note that ergosterol has one extra 
carbon and two extra double bonds compared to cholesterol (Fig.   7.2    ). Since poly-
enes also contain a series of double bonds, it is likely that the two interact with each 
other through these hydrophobic regions. Binding of the polyene to ergosterol pos-
sibly increases the fl uidity of the membrane that results in leakage of the cell con-
tents including monovalent ions (K + , Na + , H + , and Cl − ) and small organic molecules. 
The increase of  fl uidity   can also cause disruption of the essential enzymes present in 
the membrane. All these factors together may be responsible fungal cell death. 

  Toxicity . Although  amphotericin B   is specifi c for fungal and not human cell mem-
branes, the specifi city is not absolute. Since  cholesterol   and ergosterol have similar 
structures, the drug does bind to cholesterol to some extent, which accounts for the 
toxicity of the drug. Dose of the drug used in some patients is limited by its nephro-
toxicity especially when used in combination with other antibiotics that are also 
nephrotoxic, such as  aminoglycosides   [ 334 ]. However, in spite of the high toxicity, 
amphotericin B is still used clinically because, of the hundreds of polyenes known, 
 amphotericin B   has the lowest toxicity for intravenous administration [ 335 ]. 

  Resistance . Even after fi ve decades of clinical use, resistance development to 
amphotericin B is rare. Although infrequent, resistant mutants can arise by synthe-
sizing an alternative sterol that is different from  ergosterol   and binds to the drug less 
tightly. Some mutants have been shown to produce less amount of ergosterol which 
reduces the effect of the  polyene   while some mutants actually increase the ergos-
terol content [ 334 ]. Overall, it is toxicity and not resistance development that is the 
major concern in choosing  amphotericin B   for treatment of patients [ 335 ].  

8.1.2      Antibiotics That Inhibit Biosynthesis of  Ergosterol   

 Biosynthesis of  ergosterol   in fungi involves multiple steps. Some of the steps rele-
vant to antibiotic action are shown in Fig.  8.2 . Three classes of antibiotics inhibit 
synthesis of ergosterols (two of which are shown in the fi gure).  Allylamines   inhibit 
epoxidation of  squalene  ,  azoles   inhibit a demethylation reaction with  lanosterol   and 
 morpholines   inhibit steps after lanosterol    .  

8.1.2.1         Azoles   

 Azoles are fi ve membered aromatic rings containing either two or three nitrogens 
(Fig.  8.3 ). Those that have two nitrogens are called imidazoles (examples include 
miconazole,  ketoconazole  , and  clotrimazole  ) while those that have three nitrogens 
are called triazoles (examples include  itraconazole   and  fl uconazole  ).  Miconazole  , 
the fi rst azole drug to be approved was later withdrawn from the market due to its 
toxicity. The other four azoles,  ketoconazole  , clotrimazole, itraconazole, and fl uco-
nazole are frequently used. Of these, fl uconazole is better than the others when 
considering high bioavailability, high water solubility, less protein binding, wide 
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  Fig. 8.2    Biosynthesis of ergosterol in fungi       

  Fig. 8.3    Structures of some  azoles   used as antifungal drugs. Azole portions are highlighted in  red        
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distribution into body tissues and fl uids, long half-life, and lower toxicity [ 336 ]. All 
azoles function by inhibiting the C14 demethylase enzyme, which is a cytochrome 
P 450 -dependent enzyme and is encoded by the gene ERG11. This prevents the 
 synthesis of ergosterol resulting in membrane damage and affects the proper func-
tioning of membrane-bound enzymes. It also affects mitochondrial respiration.

    Cytochromes P450   (abbreviated as CYPs) are present in most species including 
humans and carry out a variety of reactions involving electron transfer (oxidation/
reduction reactions). The 450 refers to the absorbance at 450 nm, which is due to a 
heme cofactor that is present in CYPs. In humans the CYPs are present in most tis-
sues especially in the mitochondria and play important role in metabolism of hor-
mones,  cholesterol  , vitamin D, and toxic compounds including various drugs and in 
respiration. This raises the possibility of toxicity of azoles depending on how the 
drugs affect the enzymes in humans. Inhibition of ergosterol biosynthesis is due to 
binding of the nitrogens of the  imidazole   or  triazole   moiety of azoles to the heme 
iron and to the apoprotein of a cytochrome P-450 [ 337 ]. The authors showed that 
the selectivity of azoles is determined by the nitrogen heterocycle and the hydro-
phobic N–1 substituent of the azole antifungals. The hydrophobic substituent has a 
greater impact on the selectivity of azoles for inhibition of fungal  ergosterol   synthe-
sis compared to inhibition of the human enzyme in the pathway for  cholesterol   
synthesis which will also affect synthesis the sex hormones. Of the azoles,  ketocon-
azole   is the least selective and so has the highest toxicity. 

 Development of resistance to azoles can be possible by any one or more of the 
following methods: increased expression of the target enzyme, increased expression 
of genes for drug effl ux proteins, alterations in sterol synthesis pathway, and 
decreased affi nity of  azoles   for the target enzyme [ 338 ]. Of these the most common 
mechanism is by increasing the levels of  effl ux pump   proteins. The  intrinsic resis-
tance   of  C. krusei  to  fl uconazole   was found to be due to both decreased binding of 
the drug to the target enzyme and also due to active effl ux system [ 339 ]. 

 Although it is widely accepted that the mechanisms of action of  amphotericin B   
and azoles involve either binding to  ergosterol   or inhibiting its biosynthesis, an 
alternative mechanism involving  reactive oxygen species (ROS)   and peroxynitrite 
has also been proposed [ 340 ]. It was shown that the azole drug  itraconazole  , but not 
fl uconazole, led to the formation of ROS, which in turn leads to lipid peroxidation 
in the fungal pathogen  Cryptococcus gattii . Amphotericin B also caused lipid per-
oxidation due to production of oxidative and nitrosative radicals. This effect could 
be antagonized by peroxynitrite scavengers .  

8.1.2.2        Allylamines   and  Morpholines   

 An allylic position is the carbon attached to a carbon–carbon double bond. 
Allylamines contain an amino group on the carbon next to the double bond. 
Structures of two allylamine antibiotics,  terbinafi ne   and  naftifi ne   are shown in 
Fig.  8.4 . These two allylamines affect  ergosterol   synthesis by inhibiting the enzyme 
 squalene   epoxidase which catalyzes the epoxidation of squalene to form squalene 
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epoxide. This step precedes the demethylase step that is the target of  azoles   (Fig.  8.3 ). 
Because of the inhibition there is an accumulation of squalene in the fungal cell and 
cell death is primarily due to accumulation of squalene rather than due to ergosterol 
defi ciency. High levels of squalene may increase membrane permeability, leading to 
disruption of cellular organization [ 339 ]. Resistance development to allylamines is 
rare. However, resistance is expected to increase because of the increased use of the 
antibiotics. Since allylamines, azoles and  polyenes   have targets at different steps of 
the same pathway, it can be expected that mutations in the genes corresponding to 
the pathway can result in cross-resistance to more than one of these antibiotics.

   Amorolfi ne, which belongs to another class of antibiotics, the morpholines 
inhibits the same pathway at a later step. Fungicidal properties of morpholines were 
fi rst reported in 1965. These antibiotics are primarily used against plant pathogenic 
fungi. The drug is absorbed through the roots and leaves. There are several morpho-
lines available, of which, amorolfi ne can be used as a topical antifungal in human. 
It is the active ingredient in nail lacquer that is used for treatment of fungal infection 
of toes and fi ngernails. As shown in Fig.  8.4 , amorolfi ne has a chiral center and the 
S-enantiomer is much more active than the R enantiomer.  Morpholines   function by 
inhibiting two enzymes, D14 reductase and D7–D8 isomerase, in the post- lanosterol 
step of the  ergosterol   biosynthesis pathway   [ 341 ].   

8.1.3     Antibiotics That Inhibit Biosynthesis of Fungal Cell Wall 

 The structure of the fungal cell wall, which contains mannan, chitin, and α- and 
β-glucans, is unique to the fungal kingdom. So the fungal cell wall is a potential 
target for development of antifungal antibiotics. One such compound is  echinocan-
din  , which is a  lipopeptide   antibiotic (Fig.  8.4 ) which inhibits the enzyme β-(1→3) 
glucan synthetase, which is essential for fungal cell wall synthesis. Inhibition of the 
enzyme results in structural changes such as growth of pseudohyphae, thickened cell 
wall, and buds failing to separate from mother cells. Cells also become osmotically 
sensitive [ 339 ]. Resistance development to the antibiotic is by acquiring mutations 
in the glucan synthetase protein such that it binds poorly to echinocandin. Since the 
lipopeptide antibiotic cannot cross the fungal membrane, resistance development by 
preventing entry or by using effl ux pumps are not possible mechanisms.

  Fig. 8.4     Allylamine  ,  morpholine  , and  echinocandin   antifungal drugs. The allyl groups in the 
allylamines ( terbinafi ne   and  naftifi ne  ) and the morpholine portion of amorolfi ne and the peptide 
bonds in echinocandin are highlighted in red. The  star  in amorolfi ne indicates chiral center at 
which the S stereoisomer has more antifungal activity than the R       
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8.1.4           Flucytosine  :  Antimetabolite   Antibiotic That Inhibits 
Fungal DNA and Protein Syntheses 

 One of the oldest antifungal (antimycotic) agents is fl ucytosine (5- fl uorocytosine  ), 
a synthetic fl uorinated analog of cytosine. It was fi rst synthesized in 1957 as a 
potential antitumor agent; however, it was not found to be effective against tumors. 
Later it was found to have antifungal activity. Since its antifungal activity is not very 
strong and also because of high frequency of resistance development, it is used in 
combination with other antifungals, such as  amphotericin B   and  fl uconazole  . 

 Flucytosine itself has no antifungal activity. It is taken up by the fungal cells by the 
enzyme cytosine permease, which is also the transport system for adenine and hypo-
xanthine. Once inside the cell, the 5-fl uorocytosine is converted to 5-  fl uorouracil   
(Fig.  8.5 ). It is 5-fl uorouracil that is responsible for the antifungal activity. However, 
5- fl uorouracil cannot be prescribed as antifungal drug because it is not taken up signifi -
cantly by fungal cells and also, as explained before (Sect.   4.3.7    ), it is highly toxic to 
mammalian cells. Selectivity of fl ucytosine for fungal cells is a result of the absence of 
cytosine deaminase in mammalian cells [ 342 ]. Also, fl ucytosine is not absorbed well 
by mammalian cells. Some toxicity seen with fl ucytosine is due to it conversion to fl uo-
rouracil by microbes in the intestines and subsequent absorption into mammalian cells. 

  Mechanism of action of    fl ucytosine   . Antifungal activity of 5- fl uorocytosine   takes 
place in two ways (Fig.  8.5 ). After 5-fl uorocytosine is taken in by fungal cells, it is 
fi rst  deaminated by the enzyme cytosine deaminase to form 5- fl uorouracil  . Next the 
5- fl uorouracil is converted by the enzyme UMP pyrophosphorylase to 
5- fl uorouridylate (5F-UMP), which is further phosphorylated to form 5F-UDP and 
then 5F-UTP, which is recognized as a substrate for RNA biosynthesis and is incor-
porated into fungal RNA. This affects the amino acylation of tRNA (Sect.   6.1    ) and 
thus affects biosynthesis of proteins [ 343 ]. Another way by which 5-fl uorouracil 

  Fig. 8.5    Mechanism of antifungal activity of  fl ucytosine         
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inhibits fungal growth is by forming 5- fl uorodeoxyuridine monophosphate, which 
functions as a  suicide inhibitor   of  thymidylate synthase   as explained before (Sect. 
  4.3.7    ). This affects synthesis of thymidine nucleotide which is essential for DNA 
synthesis. The question arises whether inhibition of only one of these two pathways 
is important while the other is only incidental. However, it was demonstrated that 
inhibition of both these pathways (syntheses of RNA and DNA) contribute to the 
antifungal activity of 5-fl uorouracil [ 343 ]. 

 Resistance to fl ucytosine is usually due to mutations in cytosine permease, 
which decreases the uptake of cytosine by fungal cells and mutations in the enzyme 
cytosine deaminase, which is responsible for conversion to 5- fl uoroura-
cil  . Resistance can also result from increased synthesis of pyrimidines, which com-
pete with the fl uorinated antimetabolite, 5-fl uorouracil, and thus decrease its 
antifungal activity   [ 342 ].  

8.1.5     Combination Therapy Against Fungal Infection 

 Mortality rates for fungal infections can be very high (approaching 80 %) even after 
therapy with antifungal agents. It has been demonstrated that use of a combination 
of the antifungal drug  amphotericin B   and various known antibacterial antibiotics 
such as  azithromycin   or  rifamycins  , shows fungicidal  synergy   in vitro [ 344 ]. 
 Rifabutin   (a rifamycin) is an antibacterial agent very similar to rifampin but with a 
broader spectrum of activity. Although rifabutin alone shows no antifungal activity, 
when used in combination with amphotericin B, the MIC of the latter drug is 
reduced to a level that is easily achievable in human tissues. The fungicidal syner-
gies in the two examples mentioned above are mediated by inhibition of protein 
synthesis and RNA synthesis respectively. The lack of antifungal activity of rifabu-
tin is due to its inability to cross the fungal membrane. The reason for the synergy 
is that amphotericin B damages the fungal cell membrane suffi ciently enough to let 
the rifabutin enter the cell and inhibit fungal RNA synthesis [ 344 ].   

8.2     Antimalarial Drugs: Antibiotics That Inhibit Growth 
of Malarial Parasites 

 The Romans believed that malaria was caused by “mal aria” or “bad air” from the 
swamps. In 1880, Charles Louis Alphonse Laveran, a French army surgeon was the 
fi rst to discover that malaria was caused by a single cell parasite that was later named 
 plasmodium  . He was awarded the Nobel Prize in 1907 for his discovery. Several 
species of plasmodium are known to infect humans to cause malaria, including 
 Plasmodium vivax ,  Plasmodium malariae ,  Plasmodium ovale , and  Plasmodium fal-
ciparum . The disease is transmitted by mosquitoes and affects hundreds of millions 
of people and kills at least one million people each year. Most of these deaths are 
caused by  P. falciparum . Drugs used to treat or prevent malaria target either the para-
site or the mosquitoes that function in transmission of the parasite between humans. 
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8.2.1     DDT the Most Well-Known Insecticide 

  DDT   ( d ichloro- d iphenyl- t richloroethane) (Fig.  8.6 ) is an organic insecticide that 
was synthesized during World War II and was widely used to kill mosquitoes to 
prevent the spread of malaria and other insect-borne diseases. DDT was fi rst synthe-
sized by Othmar Ziedler in 1870 but the insecticidal property of DDT was not dis-
covered until 1939 by Paul Müller in Switzerland. Müller won the Nobel Prize for 
Medicine in 1948. DDT functions as an acute neurotoxic insecticide. DDT and 
other organochlorine class of insecticides have low water solubility and high lipid 
solubility. They are very resistant to degradation and so persist in the environment 
for a long time. The mechanism of toxicity of DDT is by hyperexcitation of the 
nervous system of insects. It functions by preventing the closing of the gates of 
sodium channels in the insect neurons after they are activated. This results in leak-
age of Na +  ions through the nerve membrane. The hyperexcitability of the nerve 
results in repetitive discharges in the neuron after a single stimulus leading to 
uncontrolled spasms. Death of the insect is ascribed to respiratory failure after the 
disruption of nervous system function [ 345 ]. The author also reviewed the effects of 
various substituents in DDT and other alicyclic insecticides on activity. DDT was a 
widely popular insecticide and was primarily responsible for eradicating malaria 
from Europe and North America. However, currently it is banned in most of these 
places but continues to be used in most other countries mainly because it is highly 
effective in preventing spread of malaria, it is very inexpensive and is not toxic for 
humans. Because of its lipid solubility, water insolubility, and extreme stability, 
DDT was found to accumulate in the food chain with predatory animals containing 
a high concentration of it which results in toxicity. In the 1960s there was huge 
public outcry against the use of DDT based on mainly a book, “Silent Spring” writ-
ten by Rachel Carson. The book blamed the use of DDT for the decline in popula-
tion of the bald eagle due to thinning of their egg shells. This led to the banning of 
the use of  DDT   in the developed world. Because of the continued use in other 
countries, resistance to DDT has now become widespread. One possible mechanism 
of resistance is by acquiring mutations in the sodium channel proteins making them 
less sensitive to DDT.

  Fig. 8.6    Antimalarial drugs:  artemisinin  , halofantrine, and  DDT         

 

8.2 Antimalarial Drugs: Antibiotics That Inhibit Growth of Malarial Parasites



184

8.2.2             Antimalarial Drugs:  Quinine  ,  Chloroquine  , 
and  Mefl oquine   

 As mentioned before (Sect.   1.2    ), extract of  cinchona   bark was used in Peru, Bolivia 
and Ecuador to treat malaria as far back as the sixteenth century. The active compo-
nent of the extract was later shown to be quinine (Fig.  8.7 ) which was the only 
available antimalarial drug until the 1940s when chloroquine, a 4-amino quinoline 
(not to be confused with the  quinolones  , Sect.   5.3    ) became a more popular drug of 
choice for both treatment and prophylaxis (use of antibiotics to prevent infections). 
Chloroquine was discovered by a German, Hans Andersag, in 1934 at Bayer I. G. 
Farbenindustrie A. G. laboratories in Eberfeld, Germany. He named his compound 
resochin.  Mefl oquine   (brand name  Larium  ) has now become popular since it needs 
to be taken only once a week. Another antimalarial drug halofantrine is used for 
treatment but not for prophylaxis due to its toxicity. 

  Mechanism of action . All four drugs have related structures and are expected to 
have similar mechanisms of action. Of these, chloroquine has been studied the most. 
In order to understand the mechanism it is important to know the life cycle of the 
 plasmodium   parasite [ 346 ]. When an infectious mosquito bites, it injects sporozo-
ites, which circulate and invade hepatocytes. After 1 to 2 weeks of asymptomatic 
hepatic infection, merozoites are released and invade erythrocytes. The asexual 
erythrocytic stage of infection is responsible for all clinical aspects of malaria. In 
erythrocytes, parasites develop into ring forms, mature trophozoites, and then mul-
tinucleated schizonts, which rupture and release more merozoites. Repeated cycles 
of erythrocyte invasion and rupture lead to symptoms of malaria. Some parasites 
develop into gametocytes, which may be taken up by mosquitoes, in which sexual 
reproduction and further development of the parasites lead to the generation of a 
new set of infectious sporozoites. One important property of  P. falciparum  is that 
erythrocytes infected with mature parasites adhere to vascular endothelium, and so 
are not taken to the spleen for clearance. Since the mature  P. falciparum  cells in the 
erythrocytic adhere to endothelial cells, it is only the ring forms that circulate. High 
numbers of circulating parasites lead to the manifestations of severe malaria. 

  Fig. 8.7     Quinoline   antimalarial drugs  quinine  ,  chloroquine  , and  mefl oquine         
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 Chloroquine is a 4-aminoquinoline with two basic centers with pKa values 9.8 
and 8.6 for the quinolyl and tertiary nitrogens respectively [ 347 ]. It is membrane 
soluble and accumulates in malaria-infected erythrocytes. Since the neutral pH of 
the cell is less than both pKa’s of chloroquine a large proportion of the chloroquine 
molecules will be protonated and thus have two positive charges. The few mole-
cules that are not protonated are transported across the membrane into the digestive 
vacuole ( lysosome  ) of the parasite. Once inside the lysosome, where the pH is 5.2 
both the amino groups of most molecules will be protonated. Because of the two 
positive charges the chloroquine is unable to cross the membrane and thus the chlo-
roquine accumulates in the lysosome as more and more molecules enter [ 348 ]. In 
the erythrocytes the trophozoite digests the hemoglobin in order to utilize the amino 
acids. In the process a toxic heme byproduct is formed. Normally, in the absence of 
 chloroquine   the heme is detoxifi ed by the enzyme heme polymerase which polym-
erizes the heme to the nontoxic product hemozoin, which is insoluble and precipi-
tates as a harmless black pigment. After the chloroquine is concentrated in the 
lysosome, it binds to heme and prevents its polymerization, leading to heme medi-
ated toxic effects and parasite death. Detailed mechanism of this process is not 
clear, but likely includes binding of the drugs to either (or both) pre-crystalline 
soluble heme or (and) growing faces of the hemozoin crystal [ 347 ]. 

  Resistance development . Chloroquine and the other  quinolones   are probably the 
most used antibiotics in human history. Of these,  quinine   and chloroquine are the 
least expensive and so have been used the most.  Chloroquine   has been widely used 
since the 1950s and has been very effective for both prophylaxis and treatment and 
is also safe in pregnancy. However, it is rather surprising that in spite of the wide-
spread use in the past and in the present, not much resistance has developed to the 
drugs. The answer to this dilemma lies in the fact that the functions of chloroquine 
does not depend on binding to any protein. So the parasite cannot become resistant 
to the antibiotics simply by acquiring mutations in a gene. The target of chloroquine 
and related quinolines is the heme (called ferriprotoporphyrin IX) that is released 
after proteolytic digestion of hemoglobin within the digestive vacuole ( lysosome  ) of 
the  plasmodium   parasite present in the erythrocytes. In order to decrease the binding 
of chloroquine to the heme, the structure of the heme needs to be changed and that 
cannot be achieved by acquiring mutations in the parasite. Note that another antibi-
otic  vancomycin   functions by binding to a substrate and not to any protein. Thus, 
resistance to vancomycin is rare because the structure of the substrate cannot be 
changed by acquiring mutations in a gene. However,  vancomycin   resistance can still 
develop by acquisition of a set of new genes that can be used to synthesize a differ-
ent substrate. Even such a rare mechanism is not possible for  chloroquine   resistance 
because the heme that chloroquine binds to is made by the host and not by the para-
site. So the parasite cannot alter the structure of the heme to confer resistance to 
chloroquine. Therefore, chloroquine resistance is extremely rare, unique, complex, 
and has taken a long time to appear even in the face of massive use of the drug [ 347 ]. 

 Because of the widespread use, some resistance has developed against the drug. 
However, the new drugs  mefl oquine   and halofantrine, which are supposed to work bet-
ter than chloroquine, are too expensive to become popular in the developing countries 
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and so chloroquine continues to be used frequently. Resistance to chloroquine takes 
place by decreasing the accumulation of the drug in the digestive vacuole of the plas-
modium. Chloroquine resistance involves greater genetic complexity than  pyrimeth-
amine   resistance (Sect.  8.2.3 ), which can be conferred by a single mutation in the 
 DHFR   gene. Multiple mutations in the gene   pfcrt    (  p lasmodium    f alciparum  c hloro-
quine  r esistance  t ransporter) are required to develop resistance to chloroquine. The 
gene codes for a transporter protein that is found in the vacuole membrane and may be 
involved in transport of the drug and/or in pH regulation. Eight mutations have been 
identifi ed in chloroquine resistant strains compared to sensitive strains. Seven of these 
eight mutations have been found to be common in all chloroquine resistant strains 
obtained form diverse regions of Asia and Africa    [ 349 ]. Method for quick detection of 
resistant strains of slow growing pathogens will be discussed later in Sect.  8.2.5 .  

8.2.3      Antifolates as Antimalarial Antibiotics 

  Antifolates   as antibacterial and  anticancer   drugs have been discussed in Chap.   4     
(Sect.   4.3.6    ). Antifolate antimalarial drugs can be of two types: dihydrofolate reduc-
tase ( DHFR  ) inhibitors such as pyrimethamine and  cycloguanil   and  dihydropteroate 
synthetase   inhibitors such as  sulfonamides   (Figs.   4.5    ,   4.6    , and  8.8 ). Since these act 
at two steps within the same pathway for synthesis of  tetrahydrofolate   the two types 
of inhibitors can be used in combination to obtain a synergistic effect. One such 
combination is  Fansidar   which contains pyrimethamine and  sulfadoxine   (Fig.  8.8 ). 
Mechanisms of action of these drugs have been discussed in Sect.   4.3.6    . Frequency 
of resistance development to the combination is much less than resistance to pyri-
methamine when used alone. Note that even before starting to use the pyrimeth-
amine–sulfadoxine combination there may already exist cross resistance to it 
resulting from the resistance to the frequently used antibacterial antibiotic combina-
tion  trimethoprim  – sulfamethaxazole   since the two combinations have similar 
modes of action (Sect.   4.3.6    ). High prevalence of markers for  sulfadoxine   and pyri-
methamine resistance has been reported in  Plasmodium falciparum  even in the 
absence of drug pressure [ 350 ].

   Another antimalarial drug is  proguanil  , which functions by inhibiting the DHFR 
enzyme. However, proguanil by itself does not have any effect on  plasmodium   
DHFR. It is metabolized by the plasmodium to a cyclic triazine molecule,  cycloguanil  , 

  Fig. 8.8     Antifolate   antimalarials  sulfadoxine   and  pyrimethamine         
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which is the actual inhibitor of DHFR (Fig.  8.9 ). Thus, proguanil functions as a pro-
drug. However, this may not be the only mechanism of action for proguanil. It was 
observed that proguanil can act synergistically with another antimalarial drug  atova-
quone   but neither cycloguanil nor  pyrimethamine   had any synergistic effect when 
combined with atovaquone. This result suggests that proguanil in its prodrug form acts 
in  synergy   with atovaquone without being converted to cycloguanil [ 351 ]. Atovaquone 
is a napthaquinone derivative and functions by collapsing the mitochondrial mem-
brane potential in the plasmodium parasite. A combination of atovaquone and progua-
nil is sold under the trade name  Malarone   as an antimalarial drug.

   Besides having antimalarial activity, the  antifolates   antibiotics also have antibac-
terial activity. Because of the widespread use of all antifolates for treatment of 
malarial as well as bacterial infections, signifi cant resistance has developed to all of 
them including the combination drugs. Mutations in the dihydrofolate reductase 
( DHFR  ) gene result in decreased binding to  pyrimethamine   or to  cycloguanil  , thus 
conferring resistance to the drugs. Some of these mutations have been identifi ed. 
Method for quick detection of resistant strains of slow growing pathogens will be 
discussed later in Sect.  8.2.5 .  

8.2.4      Artemisinins   

 The newest and most effective class of antimalarial drug is the artemisinin, a natural 
product developed in China in the 1960s. It is obtained from “ quinghaosu  ” or sweet 
wormwood plant,  Artemisia annua . The 2015 Nobel Prize in Medicine was awarded 
to Youyou Tu for her work on artemisinin. The mechanisms of action of artemisi-
nins may include free-radical production in the parasite food vacuole and inhibition 
of a parasite calcium ATPase. One advantage of artemisinin is that it is effective 
against all stages in the life cycle of the parasite, including transmissible gameto-
cytes. Thus it is highly effective in preventing transmission of malaria. Artemisinin 
rapidly kills the malaria parasites at an early stage of their development, which 
explains its potency in the treatment of severe malaria. A number of artemisinin 
derivatives are also now available, including  artesunate  , artemether, artemotil, and 
dihydroartemisinin [ 346 ]. Recently it has been shown that artesunate inhibits gluta-
thione S-transferase enzyme by   Plasmodium     falciparum  [ 346 ].  

  Fig. 8.9    Antimalarial drug  atovaquone  ,  prodrug    proguanil   and its conversion to cycloguanil       
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8.2.5       Quick Detection of Resistant Strains 

 As mentioned above, widespread use of the various antimalarial drugs have resulted 
in resistance development. Some of these drugs, such as the  antifolates  , have also 
been used as antibacterial antibiotics causing higher frequency of resistance. 
Resistance to antifolates is usually due to point mutations. One such common muta-
tion is at position 108, which is at the active site of the enzyme  DHFR  . For example, 
 pyrimethamine   resistance is due to a Ser → Asn at position 108 while cycloguanil 
resistance is due to a Ser → Thr mutation at the same position. Note that these muta-
tions are also abbreviated as Ser108Asn and Ser108Thr or as S108N and S108T 
respectively. As discussed above, resistance to  chloroquine   cannot be possible by 
just one mutation but involves eight mutations in the chloroquine transporter gene 
(Sect.  8.2.2 ). These eight mutations have been identifi ed as M74I, N75E, K76T, 
A220S, Q271E, N326S, I356T, and R371I [ 349 ]. In most cases these same muta-
tions have been found in resistant strains from different patients in different geo-
graphic areas. These point mutations as well as whole genes that confer resistance 
to antibiotics are called resistance markers. 

 Early detection of resistance to antibiotics can help doctors determine which 
antibiotic to prescribe for a certain infection. For bacterial infection this can be done 
by a broth dilution method or by a  zone of inhibition   method as explained before 
(Sect.   2.2    ). However, these are less useful techniques for slow growing pathogens 
such as in case of malaria. In the USA, the Center for Disease Control (CDC) rec-
ommends that all cases of malaria diagnosed in the USA should be evaluated for 
drug resistance. Culturing the malaria parasite is slow and moreover, the samples 
sent for testing may lose viability during transit. A much quicker method to detect 
antibiotic resistance in the infecting pathogen is by  polymerase chain reaction   
which is used to amplify the DNA in the region of the marker. This brings down the 
time required for detection of antibiotic resistance from a few weeks to a few hours. 
Also viability of the parasite in the sample is not necessary for doing PCR. Detection 
of the marker by  PCR   can help doctors select the best therapy for their patients. 
Another advantage of the PCR method is that multiple strains can be tested simul-
taneously for multiple markers. Note that PCR is not capable of quickly diagnosing 
that a certain patient has malaria, but once that diagnosis is made by other means, 
PCR can be used to quickly confi rm the species of the malarial parasite and the drug 
resistance that it has. 

 The PCR method is briefl y described here. The steps involved in PCR are shown 
in Fig.  8.10 . In routine PCR, a template DNA is fi rst denatured at high temperature 
to separate the two strands. It is then cooled so that the two strands hybridize to two 
short oligonucleotide primers which defi ne the two ends of the region to be ampli-
fi ed. The binding of the primer to the template is known as annealing. The tempera-
ture is then raised to the optimal temperature for a thermophilic  DNA polymerase   
so that the two template DNA strands can be copied by extension of each primer. 
The process is then repeated for multiple cycles. The fi rst amplifi cation of the 
defi ned region of the template starts from the third cycle and then increases expo-
nentially with each cycle (Fig.  8.10a ).
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   PCR can be used in two ways to detect antibiotic resistance not just for malarial 
parasite but for any infection including bacterial infections. The presence of antibi-
otic resistance genes can be detected by amplifying part or whole of the gene whose 
sequence is known. Sequences of many antibiotic resistance genes are already 
known for many infecting species. Primers can be designed and are actually com-
mercially available as part of kits for amplifi cation of the genes. When multiple 
genes can be identifi ed simultaneously by using multiple pairs of primers, the pro-
cess is called multiplex  PCR   [ 353 ,  354 ]. 

 PCR can also be used to identify specifi c point mutations that are known to confer 
resistance to various antibiotics. For effi cient amplifi cation it is essential that the 
primer binds to the template, which takes place by hydrogen bonding between the 
complementary nucleotides. A few mismatches between the template and primer are 
tolerated and can still give a PCR product although the annealing temperature may 
have to be lowered. Note that the mismatch will affect the polymerization only in the 
early cycles. After the third cycle, as the amount of  PCR   product increases exponen-
tially, the effect of the mismatch will also decrease exponentially (Fig.  8.10a ). The 
PCR product formed will have the primer sequence and not the template sequence at 
the two ends. However, if the mismatch is at the 3′-end, the polymerization reaction 
cannot initiate and there will be no PCR product formed (Fig.  8.10b ). This is true even 
if the mismatch at the 3′-end is for one base. This inability to give a  PCR   product is 
used to detect specifi c mutations in a DNA. Since most of the common mutations 
present in various resistant species are already known, primers can be designed and 

a b

  Fig. 8.10     Polymerase chain reaction (PCR)  . ( a ) Amplifi cation of DNA during cycles of PCR. ( b ) 
Effectiveness of primers in PCR amplifi cation. A few mismatches between primer and template 
are tolerated except even a single mismatch at the 3′-end       
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are actually commercially available to amplify part of the DNA containing this muta-
tion. The 3′-ends of all these primers, each of which can serve as one of the set of two 
primers needed for each PCR amplifi cation, are the same as the positions of the muta-
tions, while the second primer of each set can be complementary to a common region 
at a distance that defi nes the length of the PCR product to be obtained. Thus the wild 
type strain will give a PCR product only if the primer with the right 3′-end is used and 
will not give a product with the primer containing the 3′-end corresponding to any of 
the mutants. Similarly the primer specifi c for a certain point mutation will give a 
product only if the infection is with that strain and not with any other strain. This way 
standard mutations in the infecting species can be identifi ed quickly.   

8.3     Antiviral Drugs: Agents That Inhibit Multiplication 
and Spread of Viruses 

 Although viral infections are as old as any other infections, it has taken the longest 
time to develop drugs for treating viral infections. However, since the mid 1980s 
more than 50 antiviral antibiotics (see Sect.   1.1     for use of the terminology) have been 
developed for clinical use. Some of these are broad spectrum antivirals but a majority 
of them are specifi c for a certain viral species. Most of these antivirals are against the 
human immunodefi ciency virus (HIV) while the remaining are against herpes, hepa-
titis B and C and infl uenza A and B viruses [ 355 ] (Razonable 2011). Since viruses 
are not considered as living, killing viruses does not have a similar meaning as kill-
ing bacteria. Viruses consist of a genome (either DNA or RNA) that is present inside 
a protein envelope called a capsid. They may also contain a few enzymes that are not 
present in the host cells but are essential for the propagation of the virus. Viruses do 
not have all the enzymes and  metabolites   that are required for their replication but 
use those that are present in the host cells. Although there are  disinfectants   that are 
viricidal, meaning that they “kill” viruses usually by denaturing the protein enve-
lope, all antiviral drugs function by specifi cally inhibiting the viral propagation. 

8.3.1     Targets of Antiviral Antibiotics 

 Since viruses use the host cells machinery for its replication it is understandable 
why it took so long to develop antiviral drugs. The targets of an ideal antiviral agent 
cannot be any of the proteins that are also necessary for the host. The target should 
be other steps in the life cycle of the virus, which includes the following steps: 
attachment to host cells, release of DNA and enzymes into the host cell, replication 
of viral DNA, synthesis of viral proteins, assembly DNA and proteins to form the 
complete viral particles and fi nally, release of the particles from the host cell to 
infect other cells. Retroviruses, which contain RNA instead of DNA, have the addi-
tional step of reverse transcribing their RNA to DNA before replication and copying 
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DNA to make RNA before packaging to form the viral particles. Antiviral drugs 
have been developed targeting most of these steps in the life cycle of viruses. 
Vaccines stimulate the immune system to make antibodies which attack the virus 
before the start of its life cycle. Thus vaccines prevent infection but are not of much 
use in treatment of infection and so will not be discussed further.  

8.3.2     Antivirals That Inhibit Entry and Uncoating of Viruses 

 A peptide named Fuzeon was developed to inhibit entry of virus into the host cell. 
Three other antiviral antibiotics,  arildone  ,  amantadine  , and  rimantadine   (Fig.  8.11 ) 
function against infl uenza virus by inhibiting the uncoating of the protein capsid. 
The two molecules are derivatives of  adamantane   which contains three fused cyclo-
hexane rings. The effects of these drugs are maximum when they are present from 
the time of inoculation and decreases as the time interval from the inoculation of the 
virus to the addition of the drug increased [ 356 ]. Removal of the drug from infected 
cells by washing reversed the effect, and viral replication resumed suggesting that 
the site of action the drug is in the membrane prior to entry. Another antiviral drug 
 pleconaril   is being developed as an intranasal spray against rhinoviruses which 
causes common cold. It also functions by inhibiting uncoating of the virus.

8.3.3        Antivirals That Inhibit Synthesis of DNA 
or RNA of Viruses 

 Maximum number of antivirals that have been developed belongs to this category. 
Most of these function as nucleoside or nucleotide analogs which resemble the nat-
ural substrate signifi cantly enough such that they are incorporated into the DNA or 

  Fig. 8.11    Antivirals that inhibit entry and uncoating of viruses.  Adamantane  , which does not have 
antiviral activity, is included to show its similarity to  amantadine   and  rimantadine         
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RNA. However, this prevents further synthesis of the DNA or RNA because the 
next nucleotide cannot be added. These drugs work better against  reverse transcrip-
tase   enzyme, which copies RNA to synthesize DNA. The fi rst successful antiviral 
drug,  acyclovir  , approved by FDA in 1982, is a guanosine analog but lacks part of 
the ribose ring structure (Fig.  8.12 ) and is effective against herpes virus.  Zidovudine   
(azidothymidine or  AZT  ), approved by FDA in 1987, is a thymidine analog that is 
used against HIV. Another nucleoside analog developed as a reverse transcriptase 
inhibitor is  lamivudine   (2′,3′-dideoxy 3′-thiacytidine, or 3TC), which was approved 
by FDA in 1995, is a cytidine analog (Note: the prefi x thia- refers to a sulfur in place 
of a carbon, while thio means a sulfur in place of an oxygen.). Lamivudine is used 
against hepatitis virus and is used in combination with  zidovudine   for treatment 
against HIV. All three nucleoside analogs are actually  prodrugs   since they are phos-
phorylated fi rst to the mono- then di- and fi nally to the triphosphates which then 
function as substrates for the  reverse transcriptase   enzyme. However, the lack of 
3′-OH in all these three antiviral drugs prevents further synthesis of DNA and so 
they act as chain terminators. Note that this same principle is used in DNA sequenc-
ing method done in the laboratory. Another nucleoside analog, 5- iododeoxyuridine   
has the structure of thymidine with the methyl group replaced with iodine. Since 
methyl and iodo group have similar sizes, the drug functions as a substrate of  DNA 
polymerase   and is incorporated into DNA but later causes errors in replication and 
transcription. The molecule was initially tried as an  anticancer   drug but was not 
pursued further due to its toxicity. Instead it became the fi rst antiviral drug in 1962 
and is used only topically to treat herpes infection. There are many other nucleoside 
analogs that function as  reverse transcriptase   inhibitors. Some of these, along with 
their dates of approval by FDA are listed here: ddI (dideoxyinosine, 1991), ddc 
(dideoxycytidine, 1992), d4T (analog of thymidine, 1995), ABC (analog of guano-
sine, 1998), FTC (analog of cytidine, 2003). Besides these, several non-nucleosides 
have also been approved as antiviral drugs by FDA. Specifi city of all these nucleo-
side analogs is based on the fact that these are more specifi c for viral reverse tran-
scriptase and viral DNA polymerase compared to the host’s  DNA polymerase  . 
However, the specifi city is very limited and there is signifi cant toxicity associated 
with these drugs since they also inhibit the mammalian DNA polymerase. The focus 
of antiviral drug development has now shifted to a much more effective class of 
drugs: the  protease inhibitors   (Fig.  8.13 ).

  Fig. 8.12    Nucleoside analogs as  reverse transcriptase   inhibitors       
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8.3.4         Protease Inhibitors as Antiviral Drugs 

 HIV makes the most effi cient use of its small genome by synthesizing several pro-
teins together as a long polypeptide which is then cleaved by a specifi c protease to 
obtain the various individual proteins that are needed for the assembly of the viral 
particle. HIV genome contains three major genes that code for the three long poly-
peptides: the Gag (group specifi c antigen) precursor is cut to give structural pro-
teins, the Pol (polymerase) precursor is cut to give the enzymes such as  reverse 
transcriptase  , integrase and protease and the Env (envelope) precursor is cut to 
give proteins that are further modifi ed to form the glycoproteins of the envelope. 
The protease specifi cally cuts between a phenylalanine and a tyrosine or proline. 
The recognition sequence of the protease is unique for HIV since there is no pro-
tease present in humans with that specifi city. Thus this represents a potential target 
for developing antiviral drugs (Fig.  8.13 ). Using computer modeling, several 
inhibitors of HIV protease have been developed and many of them have been 
approved for clinical use [ 357 ]. Similar inhibitors have been developed for other 
viruses as well. Examples include  saquinavir  , ritonavir,  indinavir  , nelfi navir, and 
amprenavir against HIV and boceprevir, telaprevir, and simeprevir against Hepatitis 
C. Protease inhibitors are highly effective antiviral drugs and have been successful 
in bringing down the death rate due to HIV to less than half since they were fi rst 
approved in the mid 1990s.  

8.3.5       Neuraminidase   Inhibitors as Antiviral Drugs 

 The fi nal step in the viral life cycle is the release of the mature viruses from the host 
cell surface so that they can infect other cells. The process is the reverse of the viral 
entry step. During entry, the host cell membrane surround the virus to form endo-
somes. In the release step the virus particles come out of the cell by the process of 
budding. The surface of the infl uenza virus contains two glycoproteins: hemagglu-
tinin and the enzyme neuraminidase. During entry the viruses bind to the host cell 
by interaction of the hemagglutinin on the surface of the virus with a sialic acid on 
the glycoproteins on the surface of the host cell. During viral release, the same 

  Fig. 8.13    HIV  protease inhibitors    saquinavir   and  indinavir         
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interaction would prevent release of the virus from the cell surface. The enzyme 
 neuraminidase   cleaves the sialic acid from the host glycoproteins and thus facili-
tates release of the viral particles. The neuraminidase also cleaves the sialic acid 
from the viral protein. Since this is an essential step in the life cycle of the virus, the 
enzyme neuraminidase is a target for development of antiviral drugs. Two such 
drugs  oseltamivir   ( Tamifl u  ) and  zanamivir   ( Relenza  ) are effective antiviral drugs 
(Fig.  8.14 ) against fl u viruses. 

8.3.6        Antiviral Drugs with Unusual Mechanisms of Action 

8.3.6.1      Antisense   Oligonucleotides 

 Translation of viral mRNA to make viral proteins can be a potential target for devel-
opment of antiviral drugs. Antisense oligonucleotide DNA that is complementary to 
some important part of the viral RNA genome is designed and synthesized. Binding 
of the oligonucleotide to the targeted part of the genome prevents translation of the 
RNA. One such antisense drug is  fomivirsen   that is used to treat opportunistic eye 
infection caused by cytomegalovirus in  AIDS   patients. Other strategies are under 
development for using antisense therapeutics. For example, antisense oligonucle-
otides can be used to inhibit protein synthesis by mediating the catalytic degradation 
of target mRNA. Double-stranded RNA oligonucleotides, known as short- interfering 
RNAs (siRNAs), can also be used to mediate the catalytic degradation of comple-
mentary mRNAs [ 358 ].  

8.3.6.2     Interferons 

 Another unusual antiviral therapy is  interferon   therapy. Interferons are proteins 
secreted by the host cells in response to infection by pathogens including viruses, 
bacteria, parasites, or cancer cells. Interferons interfere with viral replication (hence 
the name), trigger the immune system, and also send signal to the surrounding unin-
fected host cells such that they can take action to resist infection by the pathogen. 
Cells respond to the  interferon   by reducing protein synthesis in the cell or by 

  Fig. 8.14    Neuraminic acid and  neuraminidase   inhibitors:  Tamifl u   and  Relenza         
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destroying the RNA in the cell which again, in turn reduces protein synthesis. They 
also induce apoptosis in virus infected cells. Because of these effects interferon or 
agents that stimulate the synthesis of interferon can be used as antiviral agents. One 
such drug,  imidazoquinoline   is used topically against infections including carci-
noma.  Interferon   gene from humans can be cloned into bacteria to mass produce the 
protein which is then used topically as antiviral or  anticancer   agents.   

8.3.7     Resistance Development Against Antiviral Drugs 

 Although many of the antiviral drugs described above are very effective, there is 
always the problem of rapid development of resistance to the drugs [ 359 ]. 
Mechanism of resistance is usually by acquiring point mutations in the target. 
Method of acquisition of point mutations in bacteria has been discussed in Sect.   2.4    . 
However, the process acquiring point mutations is much faster in some viral infec-
tions than in bacterial infections. This is because of the following reasons. Most 
viruses multiply at a much faster rate than bacteria and so there is a higher probabil-
ity of acquiring mutations. The virus load (number of viral particles) in infected 
patients is much higher than in case of bacterial infection. So there is a higher prob-
ability of developing mutations. The error rate of bacterial DNA replication is 
extremely low because of the proofreading activity of  DNA polymerase   and also 
because of DNA repair systems (Sect.   2.4    ). In contrast,  reverse transcriptase   does 
not have any proofreading activity, and there is no repair system for correcting 
mutations in RNA that are packaged into viral particles. Resistance development 
against antiviral drugs takes place within a few weeks in case of monotherapy and a 
few months in case of combination therapy. This time is much shorter than the total 
treatment time needed for curing the infection. So before the patient is cured the 
virus may develop resistance to the drugs.           
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