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## Preface

Multiplicative invariant theory, as a research area in its own right, is of relatively recent vintage: the systematic investigation of multiplicative invariants was initiated by Daniel Farkas in the 1980s. Since then the subject has been pursued by a small but growing number of researchers, and at this point it has reached a stage in its development where a coherent account of the basic results achieved thus far is desirable. Such is the goal of this book.

The topic of multiplicative invariant theory is intimately tied to integral representations of finite groups. Therefore, the field has a predominantly discrete, algebraic flavor. Geometry, specifically the theory of algebraic groups, enters the picture through Weyl groups and their root lattices as well as via character lattices of algebraic tori.

I have tried to keep this book reasonably self-contained. The core results on multiplicative invariants are presented with complete proofs often improving on those found in the literature. The prerequisites from representation theory and the theory of root systems are assembled early in the text, for the most part with references to Curtis and Reiner [44], [45] and Bourbaki [24].

For multiplicative invariant algebras, Chapters 3-8 give an essentially complete account of the state of the subject to date. On the other hand, more is known about multiplicative invariant fields than what found its way into this book. The reader may wish to consult the monographs by Saltman [186] and Voskresenskiŭ [220] for additional information. A novel feature of the present text is the full and streamlined derivation of the known rationality properties of the field of matrix invariants in Chapter 9. This material could heretofore only be found in the original sources which are widely spread in the literature.

A more detailed overview of the contents of this book is offered in the Introduction below. In addition, each of the subsequent chapters has its own introductory section; those of Chapters 4-9 are quite extensive, giving complete statements of the main results proved and delineating the pertinent algebraic background. The book concludes with a chapter on research problems. I hope that it will stimulate further interest in the field of multiplicative invariant theory.
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## Introduction

## The Setting

Multiplicative actions arise from a representation $G \rightarrow \mathrm{GL}(L)$ of a group $G$ on a lattice $L$. Thus, $L$ is a free $\mathbb{Z}$-module of finite rank on which $G$ acts by automorphisms, a $G$-lattice for short. The $G$-action on $L$ extends uniquely to an action by $\mathbb{k}$-algebra automorphisms on the group algebra $\mathbb{k}[L]$ over any chosen commutative base ring $\mathbb{k}$. Multiplicative invariant theory is concerned with the study of the subalgebra

$$
\mathbb{k}[L]^{G}=\{f \in \mathbb{k}[L] \mid g(f)=f \text { for all } g \in G\}
$$

of all $G$-invariant elements of $\mathbb{k}[L]$, the multiplicative invariant algebra (over $\mathbb{k}$ ) that is associated with the $G$-lattice $L$.

The terminology "multiplicative", introduced by Farkas [59], derives from the fact that, inside $\mathbb{k}[L]$, the lattice $L$ becomes a multiplicative subgroup of the group $\mathrm{U}(\mathbb{k}[L])$ of units of $\mathbb{k}[L]$. Indeed, identifying $L$ with $\mathbb{Z}^{n}$ by choosing a $\mathbb{Z}$-basis, the $G$-action on $L$ is given by matrices in $\mathrm{GL}_{n}(\mathbb{Z})$, the group algebra $\mathbb{k}[L]$ becomes the Laurent polynomial algebra $\mathbb{k}\left[x_{1}^{ \pm 1}, \ldots, x_{n}^{ \pm 1}\right]$, and the image of $L$ in $\mathbb{k}[L]$ is the group of monomials in the variables $x_{i}$ and their inverses. For this reason, multiplicative actions are sometimes called monomial actions or purely monomial actions (in order to distinguish them from their twisted versions; see below). The terminologies "exponential actions" [24] or "lattice actions" can also be found in the literature.

Various generalizations of this basic set-up are of interest, notably the so-called twisted multiplicative actions. Here, the the group $G$ acts on the group ring $\mathbb{k}[L]$ of a lattice $L$ by ring automorphisms that are merely required to map $\mathbb{k}$ to itself. Thus, $G$ also acts on $\mathrm{U}(\mathbb{k}[L]) / \mathrm{U}(\mathbb{k})$. For a domain $\mathbb{k}$, the latter group is isomorphic to $L$, thereby making $L$ a $G$-lattice in the twisted setting as well. If $\mathbb{k}$ is a field, the group algebra $\mathbb{k}[L]$ is often replaced by its field of fractions, denoted by $\mathbb{k}(L)$. Any $G$-action on $\mathbb{k}[L]$ extends uniquely to $\mathbb{k}(L)$. In the case of (twisted) multiplicative actions, the resulting fields $\mathbb{k}(L)$ with $G$-action are called (twisted) multiplicative $G$-fields.

Example. Let $\mathcal{S}_{3}$ denote the symmetric group on $\{1,2,3\}$ and let $L=\mathbb{Z} a_{1} \oplus \mathbb{Z} a_{2}$ be a lattice of rank 2. Sending the generators $s=(1,2)$ and $t=(1,2,3)$ of $\mathcal{S}_{3}$ to the
matrices $\left(\begin{array}{cc}-1 & 1 \\ 0 & 1\end{array}\right)$ and $\left(\begin{array}{ll}0 & -1 \\ 1 & -1\end{array}\right)$, we obtain an integral representation $\mathcal{S}_{3} \rightarrow \operatorname{GL}(L) \cong$ $\mathrm{GL}_{2}(\mathbb{Z})$. Thus, the action of $\mathcal{S}_{3}$ on $L$ is given by $s\left(a_{1}\right)=-a_{1}, s\left(a_{2}\right)=a_{1}+a_{2}$, $t\left(a_{1}\right)=a_{2}$ and $t\left(a_{2}\right)=-a_{1}-a_{2}$. The resulting multiplicative action on $\mathbb{k}[L] \cong$ $\mathbb{k}\left[x_{1}^{ \pm 1}, x_{2}^{ \pm 1}\right]$ is determined by $s\left(x_{1}\right)=x_{1}^{-1}, s\left(x_{2}\right)=x_{1} x_{2}, t\left(x_{1}\right)=x_{2}$ and $t\left(x_{2}\right)=$ $x_{1}^{-1} x_{2}^{-1}$. As will be explained in Example 3.5.6 below, the invariant algebra $\mathbb{k}[L]^{\mathcal{S}_{3}}$ is generated by the "fundamental invariants"

$$
\begin{aligned}
& \alpha=x_{1}+x_{2}+x_{1} x_{2}+x_{1}^{-1} x_{2}^{-1}+x_{1}^{-1}+x_{2}^{-1}, \\
& \beta=x_{1} x_{2}^{2}+x_{1}^{-2} x_{2}^{-1}+x_{1} x_{2}^{-1}, \\
& \gamma=x_{1}^{2} x_{2}+x_{1}^{-1} x_{2}+x_{1}^{-1} x_{2}^{-2} .
\end{aligned}
$$

Here, $\alpha$ is the sum over the $\mathcal{S}_{3}$-orbit of $x_{1}$ in $\mathbb{k}[L]$, and $\beta$ and $\gamma$ are the $\mathcal{S}_{3}$-orbit sums of $x_{1} x_{2}^{2}$ and $x_{1}^{2} x_{2}$, respectively. The algebra $\mathbb{k}[L]^{\mathcal{S}_{3}}$ is not regular; it is isomorphic to $\mathbb{k}[x, y, z] /\left(z^{3}-x y\right)$. However, the multiplicative invariant field $\mathbb{k}(L)^{\mathcal{S}_{3}}$ is purely transcendental of degree 2. - This example describes the multiplicative invariants of the $\mathcal{S}_{3}$-action on the so-called root lattice $A_{2}$. We will return to it on several occasions in the text; see in particular Examples 1.8.1, 3.5.6, 6.3.2 and 9.6.3 where all assertions made in the foregoing will be substantiated.

## Multiplicative and Polynomial Invariants

For the most part, algebraic invariant theory is concerned with the investigation of algebras of polynomial invariants over a field $\mathbb{k}$. These come from a linear representation $G \rightarrow \mathrm{GL}(V)$ of a group $G$ on a $\mathbb{k}$-vector space $V$ by extending the $G$-action on $V$ to the symmetric algebra $\mathrm{S}(V)$. The resulting action of $G$ on $\mathrm{S}(V)$ is often called a linear action. Identifying $\mathrm{S}(V)$ with a polynomial algebra over $\mathbb{k}$ by means of a choice of basis for $V$, the action can also be thought of as an action by linear substitutions of the variables. Therefore, the subalgebra $\mathrm{S}(V)^{G}$ of all $G$-invariant polynomials in $\mathrm{S}(V)$ is usually called an algebra of polynomial invariants.

There is a common way of viewing linear and multiplicative actions. Indeed, both the symmetric algebra $S(V)$ and the group algebra $\mathbb{k}[L]$ are Hopf algebras over $\mathbb{k}$. Moreover, there are canonical isomorphisms $\mathrm{GL}(V) \cong \operatorname{Aut}_{\text {Hopf }}(\mathrm{S}(V))$ and $\mathrm{GL}(L) \cong \operatorname{Aut}_{\mathrm{Hopf}}(\mathbb{k}[L])$. Thus, both types of actions arise from a homomorphism

$$
G \rightarrow \operatorname{Aut}_{\mathrm{Hopf}}(H)
$$

for some reduced affine commutative Hopf algebra $H$. Working over an algebraically closed base field $\mathfrak{k}$, we may view $H$ as the ring $\mathcal{O}(\Gamma)$ of regular functions of an affine algebraic group $\Gamma$ and $\operatorname{Aut}_{\text {Hopf }}(H)$ as the group $\operatorname{Aut}(\Gamma)$ of automorphisms of $\Gamma$. In the case of linear actions, the group $\Gamma$ in question is the additive group of affine space $\mathbb{A}^{n}=\mathbb{G}_{\mathrm{a}}^{n}$ while multiplicative actions correspond to algebraic tori $\mathbb{G}_{\mathrm{m}}^{n}$.

To a large extent, the local study of the algebra of multiplicative invariants $\mathbb{k}[L]^{\mathcal{G}}$ of a finite group $\mathcal{G}$ reduces to the classical case of polynomial invariants, at least when $\mathbb{k}$ is an algebraically closed field whose characteristic does not divide the order
of $\mathcal{G}$. Indeed, $\mathcal{G}$ acts linearly on the $\mathbb{k}$-vector space $L_{\mathbb{k}}=L \otimes_{\mathbb{Z}} \mathbb{k}$, and hence on its symmetric algebra $\mathrm{S}\left(L_{\mathbb{k}}\right)$. Luna's slice theorem [128] implies that, for any maximal ideal $\mathfrak{M}$ of $\mathbb{k}[L]$, there is an isomorphism of the completions

$$
\widehat{\mathbb{k}[L]_{\mathfrak{m}}^{\mathcal{G}}} \cong \widehat{\mathrm{S}\left({\left.L_{\mathbb{k}}\right)_{\mathrm{S}_{+}}^{\mathcal{G}_{\mathfrak{M}}}}, \text {. },\right. \text {. }}
$$

where $\mathfrak{m}=\mathfrak{M} \cap \mathbb{k}[L]^{\mathcal{G}}, \mathcal{G}_{\mathfrak{M}}$ is the decomposition group of $\mathfrak{M}$, and $\mathrm{S}_{+}$denotes the maximal ideal of $\mathrm{S}\left(L_{\mathfrak{k}}\right)^{\mathcal{G}_{\mathfrak{M}}}$ consisting of all $\mathcal{G}_{\mathfrak{M}}$-invariant polynomials having constant term 0; see Proposition 7.3.1.

## Special Features of Multiplicative Actions

Despite the aforementioned connections, multiplicative actions display some features that contrast sharply with their linear counterparts:

- Even though multiplicative actions can of course be considered for arbitrary groups $G$, the study of their invariant algebras quickly reduces to the case of finite groups. Indeed, given a $G$-lattice $L$ for an infinite group $G$, let $L_{\text {fin }}$ denote the set of all elements of $L$ whose $G$-orbit is finite. Then $L_{\text {fin }}$ is a $G$-sublattice of $L$ on which $G$ acts through a finite quotient, $\mathcal{G}$, and it is easy to see that $\mathbb{k}^{[ }[L]^{G} \subseteq \mathbb{k}\left[L_{\mathrm{fin}}\right]$. Thus,

$$
\mathbb{k}[L]^{G}=\mathbb{k}\left[L_{\mathrm{fin}}\right]^{\mathcal{G}} .
$$

As a consequence, multiplicative invariant algebras $\mathbb{k}[L]^{G}$ are always affine (i.e., finitely generated) $\mathbb{k}$-algebras; see Proposition 3.3.1 and Corollary 3.3.2 below.

- The base ring $\mathbb{k}$ plays a rather subordinate role. Indeed, multiplicative invariants are always defined over $\mathbb{Z}$,

$$
\mathbb{k}[L]^{G} \cong \mathbb{k} \otimes_{\mathbb{Z}} \mathbb{Z}[L]^{G}
$$

see Proposition 3.3.1. Many properties of $\mathbb{Z}[L]^{G}$ transfer directly to $\mathbb{k}[L]^{G}$. For example, if $G$ acts as a reflection group on $L$ then, as we will show in Section 6.3, $\mathbb{Z}[L]^{G}$ is a free module of finite rank over some polynomial subring. Consequently, multiplicative invariants of reflection groups are Cohen-Macaulay, for any Cohen-Macaulay base ring $\mathbb{k}$ (Corollary 6.1.2). On the other hand, polynomial invariants of finite pseudoreflection groups can fail to be Cohen-Macaulay if the characteristic of the base field divides the group order (Nakajima [136]).

- By a classical result of Jordan [102], the group $\mathrm{GL}_{n}(\mathbb{Z})$ has only finitely many finite subgroups up to conjugacy. Therefore, working over a fixed base ring $\mathbb{k}$, there are only finitely many multiplicative invariant algebras $\mathbb{k}[L]^{G}$, up to isomorphism, with rank $L \leq n$. For small values of $n$, the finite subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$ are readily accessible by means of various computer algebra systems (e.g., GAP [71], CARAT [34]). In principle, this opens the possibility of establishing a complete data base for multiplicative invariants in low ranks. This has not yet been realized, however.
- A property of polynomial invariants, of great practical and theoretical importance, is the existence of a natural grading by "total degree in the variables". This is no longer true of multiplicative invariants: in general, there is no $\mathbb{Z}_{+}$-grading $\mathbb{k}[L]^{G}=\bigoplus_{n \geq 0} R_{n}$ with $R_{0}=\mathbb{k}$. Thus, the familiar graded-local setting of polynomial invariants is not available when investigating multiplicative invariants. This manifests itself in the fact that class groups, Picard groups etc. of multiplicative invariants have a more complicated structure than the corresponding items for polynomial invariants.


## Origins and Uses of Multiplicative Invariants

The early history of multiplicative invariant theory is somewhat opaque. The origins of the subject lie in Lie theory which has a rich supply of lattices that are associated with root systems. Bourbaki's "Groupes et algèbres de Lie" [24] devotes a section (chap. VI §3) to multiplicative invariants under the name exponential invariants. Steinberg [204] and Richardson [165], [166] are further sources with a Lie theoretic orientation. The term "multiplicative invariant theory" was coined by Daniel Farkas [59], [60] who, originally motivated by his research on infinite group algebras, elevated the subject to a research area in its own right.

Multiplicative group actions occur naturally in a variety of contexts:
Centers and prime ideals of group algebras. The center of the group algebra $\mathbb{k}[\Gamma]$ of an arbitrary group $\Gamma$ can be described as the invariant algebra $\mathbb{k}[\Delta]^{\Gamma}$ for the conjugation action of $\Gamma$ on the subgroup $\Delta$ consisting of all elements of $\Gamma$ whose $\Gamma$-conjugacy class is finite. If $\mathbb{k}[\Gamma]$ is prime noetherian then $\Delta$ is a lattice and the center of $\mathbb{k}[\Gamma]$ is a multiplicative invariant algebra. Of particular interest is the special case where $\Gamma$ is a crystallographic group. All multiplicative invariant algebras $\mathbb{k}[L]^{G}$ are centers of suitable crystallographic group algebras $\mathbb{k}[\Gamma]$, and conversely. In a more general setting, a key ingredient in the theory of prime ideals in group algebras of polycyclic-by-finite groups $\Gamma$ is the BergmanRoseblade Theorem on multiplicative actions ([15, Theorem 1], [170, Theorem D]; see also Farkas [59, §1]).
Representation rings of Lie algebras. The representation ring $R(\mathfrak{g})$ of a finitedimensional complex semisimple Lie algebra $\mathfrak{g}$ is a multiplicative invariant algebra over $\mathbb{Z}: R(\mathfrak{g}) \cong \mathbb{Z}[\Lambda]^{\mathcal{W}}$. Here, $\Lambda$ is the weight lattice of $\mathfrak{g}$ and $\mathcal{W}$ the Weyl group. The isomorphism is effected by the notion of a character for $\mathfrak{g}$ modules (Bourbaki [26, Théorème VIII.7.2]). Suitably completed versions of $\mathbb{Z}[\Lambda]^{\mathcal{W}}$ form the setting for the character, denominator and multiplicity formulas for Kac-Moody algebras $\mathfrak{g}=\mathfrak{g}(C)$ (cf. Kac [103]).
Rationality problems and relative sections. Let $F / K$ be a rational extension of fields, that is, $F=K\left(t_{1}, \ldots, t_{d}\right)$ with algebraically independent generators $t_{i}$ over $K$. Assume that the group $G$ acts by automorphims on $F$ which map $K$ to itself. Noether's rationality problem, in the generalized form studied today, asks under which circumstances the extension $F^{G} / K^{G}$ of invariant fields
is also rational, or at least stably rational, retract rational ...; see Section 9.1 for the definitions. The problem originated from considerations in constructive Galois theory (Noether [141]). The special case of (twisted) multiplicative $\mathcal{G}$ fields, for a finite group $\mathcal{G}$, has received particular attention; see especially the work of Colliot-Thélène and Sansuc [41],[42], Hajja and Kang [84],[85],[86], Lemire [115], Lenstra [118], Saltman [179], [181], [182], [186], Swan [209], and Voskresenskiĭ [217], [219],[220]. The interest in (twisted) multiplicative $\mathcal{G}$-fields is fueled in part by their connection with algebraic tori; see Section 3.10. Furthermore, by constructing suitable relative sections in the sense of Katsylo [105] (see also Popov [152] and Popov-Vinberg [153]), one can oftentimes show that the field $\mathcal{K}(X)^{G}$ of invariant rational functions under the action of an algebraic group $G$ on an irreducible algebraic variety $X$ is isomorphic to the multiplicative invariant field $\mathbb{k}(L)^{\mathcal{G}}$ of some finite group $\mathcal{G}$. This will be explained in Chapter 9. In the case where $X$ is the space $\mathrm{M}_{n}^{r}$ of $r$-tuples of $n \times n$-matrices over $\mathbb{k}$ and the group $G=\mathrm{PGL}_{n}$ operates by simultaneous conjugation, Procesi [154] has constructed a relative section leading to an isomorphism $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}}{ }_{n} \cong \mathbb{k}\left(L_{n, r}\right)^{\mathcal{S}_{n}}$, where $L_{n, r}$ is a certain lattice for the symmetric group $\mathcal{S}_{n}$; see Theorem 9.8.2. This approach was subsequently refined and systematically exploited by Formanek [64], [65], Bessenrodt and Le Bruyn [17], Beneish [8], [12], [10], [13] and others.
Algebraic tori. Let $\mathcal{G}$ be a finite group and $\mathbb{k}$ an algebraically closed field. As was mentioned above, multiplicative $\mathcal{G}$-actions on $\mathbb{k}[L]$ correspond to $\mathcal{G}$-actions on the algebraic torus $T=\mathbb{G}_{\mathrm{m}}^{n}(n=\operatorname{rank} L)$. Since $T / \mathcal{G}=\operatorname{Spec} \mathbb{k}[L]^{\mathcal{G}}$, properties of $\mathbb{k}[L]^{\mathcal{G}}$ translate into properties of the quotient $T / \mathcal{G}$. It is easy to see that $T / \mathcal{G}$ is never a torus if the $\mathcal{G}$-action is nontrivial (Corollary 3.4.2). However, if $\mathcal{G}$ acts as a reflection group on $L$ then $T / \mathcal{G}$ is at least an affine toric variety. This follows from the fact that the multiplicative invariant algebra $\mathbb{k}[L]^{\mathcal{G}}$ of a reflection group $\mathcal{G}$ is always a semigroup algebra (Theorems 6.1.1 and 7.5.1).

## Overview of the Contents

Our main focus is on regular multiplicative actions as opposed to birational ones, that is, for the most part we are concerned with multiplicative actions on the group algebra $\mathbb{k}[L]$ rather than its field of fractions, $\mathbb{k}(L)$. Multiplicative invariant fields $\mathbb{k}(L)^{G}$, along with their twisted versions, do however feature extensively and explicitly in Chapter 9 and implicitly in Chapter 2 which deploys a range of representation theoretic tools needed for their investigation. Moreover, we adopt a primarily algebraic point of view, keeping prerequisites from algebraic geometry to a minimum. On a few occasions in Chapters 7 and 9, however, we have found it convenient to use geometric language. For a more geometric birational perspective on multiplicative and other actions, see the works of Colliot-Thélène and Sansuc and Voskresenskiĭ cited above.

Each individual chapter is preceded by its own introduction. Here, we limit ourselves to a description of the contents in rather broad strokes:

Chapters 1 and 2 are entirely devoted to group actions on lattices. Aside from furnishing some basic definitions, notations and examples to be used throughout the text, the main purpose of these chapters is to collect the purely representation theoretic techniques and results needed for the investigation of multiplicative invariant algebras and fields later on. In Chapter 1, we in particular review the rudiments of root lattices and weight lattices in some detail, following Bourbaki [24], while Chapter 2 revolves around permutation lattices and the notion of flasque equivalence of lattices. Our presentation regarding this notion leans rather heavily on ColliotThélène and Sansuc [41],[42]. Chapter 2 also offers a simplified account of Esther Beneish's method [8] of restriction to the Sylow normalizer, a crucial ingredient in her new proof of the Bessenrodt-Le Bruyn stable rationality theorem [17] for the field of matrix invariants $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ for $n=5$ and 7 . This proof is presented in Chapter 9 along with proofs of Formanek's rationality theorems for the cases $n \leq 4$ [64], [65] and of Saltman's retract rationality result for all prime values of $n$ [177].

Multiplicative invariant algebras $\mathbb{k}[L]^{G}$ and their twisted analogs make their proper formal entrance in Chapter 3. Finite generation of $\mathbb{k}[L]^{G}$, the existence of a $\mathbb{Z}$-structure, and the fact that it suffices to consider the case of finite group actions are quickly derived in Section 3.3. Chapter 3 also contains a large supply of examples, including explicit descriptions of all invariant algebras $\mathbb{Z}[L]^{G}$ with $\operatorname{rank} L=2$. The theoretical highlight is Bourbaki's theorem [24] which asserts that multiplicative invariant algebras of weight lattices over the Weyl group are polynomial algebras (Theorem 3.6.1). The converse also holds: all multiplicative invariant algebras that are polynomial algebras come from weight lattices. The latter result, due to Farkas [59] and Steinberg [204], is proved in Chapter 7 (Corollary 7.1.2). Bourbaki's theorem and its converse can be viewed as a multiplicative analog of the classical theorem of Shephard-Todd and Chevalley [196], [37] for polynomial invariants.

Various aspects of the algebraic structure of multiplicative invariant algebras $\mathbb{k}[L]^{\mathcal{G}}$, for a finite group $\mathcal{G}$, are discussed in Chapters 4 through 8, each of which is loosely based on an earlier publication of the author ([121], [123], [124], [122], [120]). Chapter 4 addresses the question when $\mathbb{k}[L]^{\mathcal{G}}$ is a unique factorization domain. This is answered in Theorem 4.1.1 which gives a formula for the class group $\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$, the obstruction to the unique factorization property. The Picard group $\operatorname{Pic}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$, a subgroup of $\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$, is calculated in Chapter 5 (Theorem 5.1.1). In contrast with the case of polynomial invariants, which have trivial Picard groups (see Example 5.5.2), it turns out that $\operatorname{Pic}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$ can be nontrivial. Motivated by the Shephard-Todd-Chevalley Theorem we completely determine the structure of $\mathbb{k}[L]^{\mathcal{G}}$ for finite reflection groups $\mathcal{G}$ in Chapter 6: they are affine normal semigroup algebras (Theorem 6.1.1). In particular, multiplicative invariant algebras of finite reflection groups are always Cohen-Macaulay (for any Cohen-Macaulay base ring $\mathbb{k}$ ), but they are generally not regular. The question as to when multiplicative invariant algebras are regular is settled in Theorem 7.1.1. The Cohen-Macaulay property of multiplicative invariants is addressed in a systematic fashion in Chapter 8. While the main result, Theorem 8.1.1, falls short of fully determining when exactly multiplicative invariant algebras are Cohen-Macaulay, we hope that the material of this chapter will be useful for researchers in invariant theory, even if they are not primarily in-
terested in multiplicative invariants: for the most part, we work in a general ring theoretic context and we have included, among other things, a detailed discussion of the celebrated Ellingsrud-Skjelbred spectral sequences [55] for local cohomology.

A recurring theme throughout Chapters $4-8$ is the role of reflections and their generalizations. Specifically, an element $g \in \mathcal{G}$ is said to act as a $k$-reflection on the lattice $L$ if the sublattice $\{g(m)-m \mid m \in L\}$ of $L$ has rank at most $k$ or, equivalently, if the $g$-fixed points in $L \otimes_{\mathbb{Z}} \mathbb{Q}$ have codimension at most $k$. We will refer to 1 -reflections and 2 -reflections as reflections and bireflections, respectively. Figure depicts some relations between these properties, straight from linear algebra, and certain ring theoretic properties of the multiplicative invariant algebra $\mathbb{Z}[L]^{\mathcal{G}}$.


Fig. 1. Generalized reflections and ring theoretic properties

Multiplicative invariant fields, ordinary and twisted, are finally taken up in Chapter 9 . The focal point of this chapter is Noether's rationality problem. The various versions of "rationality" for field extensions are discussed in some detail, with particular emphasis on the case of function fields of algebraic tori. The main features of Chapter 9 are the aforementioned Formanek-Procesi description of the field of matrix invariants $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ as a multiplicative invariant field of the symmetric group (Theorem 9.8.2) and the various rationality results for $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ that have been derived from this description.

The last chapter, Chapter 10, is devoted to research problems. Some of these summarize and complement problem areas that are touched on in previous chapters, while others concern issues of current interest that did not end up in the main body of the text (algorithms, essential dimension estimates). Since multiplicative invariant theory has come into its own only fairly recently, the subject is very much in flux and our present state of knowledge is still quite rudimentary. It will doubtless soon be superseded and the author can only hope that this book contributes to this by acting as a stimulant to further research in the field of multiplicative invariant theory.

## Notations and Conventions

All actions will be written on the left. In particular, all modules are left modules. Finite groups will be denoted by script symbols, such as $\mathcal{G}$, while possibly infinite groups will be written in ordinary roman type, $G$. Throughout, $\mathbb{k}$ will denote a commutative base ring. All actions are trivial on $\mathbb{k}$. Any further assumptions on $\mathbb{k}$ will be explicitly stated whenever they are needed.

Here is a list of the main abbreviations and symbols used in the text.

## General

$\mathbb{Z}_{+}, \mathbb{R}_{+}$
$\mathbb{N}$
$\mathbb{F}_{p}$
L
Groups
$\mathcal{S}_{n}$
$\mathcal{A}_{n}$
$\mathcal{C}_{n}$
$\mathcal{D}_{n}$ $H^{i}(G,$.
$\widehat{H}^{i}(\mathcal{G},$.
$Ш^{i}(\mathcal{G},$.
Vector spaces
$V^{*}=\operatorname{Hom}_{\mathfrak{k}}(V, \mathbb{k})$
$\langle.,$.
$\mathrm{S}(V)$
$\mathrm{K}(V)=Q(\mathrm{~S}(V))$
$\mathcal{O}(V)=\mathrm{S}\left(V^{*}\right)$
the set of non-negative integers and the non-negative reals the set of natural numbers, $\{1,2, \ldots\}$
the field with $p$ elements
disjoint union (for sets)
the symmetric group on $\{1,2, \ldots, n\}$
the alternating subgroup of $\mathcal{S}_{n}$
the cyclic group of order $n$
the dihedral group of order $n$
ordinary cohomology of $G$
Tate cohomology of the finite group $\mathcal{G}$
$\bigcap_{g \in \mathcal{G}} \operatorname{Ker}\left(\operatorname{res}_{\langle g\rangle}^{\mathcal{G}}: \widehat{H}^{i}(\mathcal{G},.) \rightarrow \widehat{H}^{i}(\langle g\rangle,).\right)$
the dual space of the $\mathbb{k}$-vector space $V$
the evaluation form $V^{*} \times V \rightarrow \mathbb{k}$
the symmetric algebra of $V$
the field of fractions of $\mathrm{S}(V)$
the algebra of polynomial functions on $V$
$\mathcal{K}(V)=\mathrm{K}\left(V^{*}\right) \quad$ the field of rational functions on $V$

## Lattices

$L \cong \mathbb{Z}^{n}$
$L_{\mathbb{k}}$
$L_{(p)}$
$L \vee L^{\prime}$
$L \underset{\mathrm{fl}}{\sim} L^{\prime}$
$g_{L}$
$\operatorname{Ker}_{G}(L)$
$L^{*}=\operatorname{Hom}_{\mathbb{Z}}(L, \mathbb{Z})$
$L^{G}$
$\mathrm{S}^{n} L$
$\bigwedge^{n} L$
$L \uparrow_{G}^{H}=\mathbb{Z}[H] \otimes_{\mathbb{Z}[G]} L$
$L \downarrow_{H}^{G}$
$\varepsilon_{G / H}$
$N_{G / H}$
$I_{G / H}$
$\mathbb{Z}^{-}, U_{n}, A_{n-1}$
$\mathrm{SP}_{\mathcal{G}}$
a lattice
$L \otimes_{\mathbb{Z}} \mathbb{k}$ (most often used with $\mathbb{k}=\mathbb{Q}$ or $\left.\mathbb{k}=\mathbb{R}\right)$
$L \otimes_{\mathbb{Z}} \mathbb{Z}_{(p)}$, where $\mathbb{Z}_{(p)}$ is the localization of $\mathbb{Z}$ at $p$
$L$ and $L^{\prime}$ belong to the same genus; see $\S 1.2 .2$
$L$ and $L^{\prime}$ are flasque equivalent; see Section 2.7
the operator in $\mathrm{GL}(L)$ given by the action of an element $g \in G$
the kernel of the action of $G$ on $L$, that is, the set of all $g \in G$ with $g_{L}=\operatorname{Id}_{L}$
the dual lattice
the sublattice of $G$-invariants in $L$
the $n^{\text {th }}$ symmetric power of $L$
the $n^{\text {th }}$ exterior power of $L$
the induced $H$-lattice (for $H \geq G$ )
the restricted $H$-lattice (for $H \leq G$ )
the augmentation map $\mathbb{Z}[G / H] \rightarrow \mathbb{Z}, g H \mapsto 1$; see $\S 1.3 .1$
the norm map $\mathbb{Z} \rightarrow \mathbb{Z}[G / H], 1 \mapsto \sum_{g \in G / H} g H$; see §1.3.1
the kernel of the augmentation map $\varepsilon_{G / H}$
the sign lattice, the standard permutation lattice and the root lattice for the symmetric group $\mathcal{S}_{n}$; see $\S 1.3 .3$
the monoid of stable permutation equivalence classes of $\mathcal{G}$ lattices, for a finite group $\mathcal{G}$; see Section 2.3
the set of prime ideals of $R$
the group of units of the ring $R$
the class group of the Krull domain $R$
Picard group of $R$
the category of all left $R$-modules
the category of finitely generated projective left $R$-modules
the grade of $\mathfrak{a}$ on $M$; see Section 8.2
height of $\mathfrak{a}$ on $M$; see Section 8.2
the $\mathfrak{a}$-torsion functor; see Section 8.3
local cohomology with support in $\mathfrak{a}$; see Section 8.3

## (Semi-) Group algebras

k
$\mathbb{k}[L](\mathbb{k}[M], \mathbb{k}[\mathcal{G}])$
a commutative base ring, a base field in Chapter 9
the (semi-)group algebra of the lattice $L$ (monoid $M$, group $\mathcal{G}$ ) over $\mathbb{k}$
$\mathbf{x}^{m}$
$\underline{S}=\left\{\mathbf{x}^{m} \mid m \in S\right\}$
$\varepsilon: \mathbb{k}[L] \rightarrow \mathbb{k}$
$\mathfrak{E}=\operatorname{Ker} \varepsilon$
$\mathbb{k}(L)=Q(\mathbb{k}[L])$
$R[L]_{\gamma}$
$K(L)_{\gamma}=Q\left(K[L]_{\gamma}\right)$

## Group actions

$R^{G}$
$R \# G$
$G_{x}$
$G(x)$
$I_{G}(\mathfrak{P})$
$I_{R}(G)$
$\operatorname{tr}_{\mathcal{G}}$
$\operatorname{tr}_{\mathcal{G} / \mathcal{H}}$
$R_{\mathcal{H}}^{\mathcal{G}}$
$\rho=\rho_{\mathcal{G}}$

## Root systems

$\mathcal{W}(\Phi)$
$\operatorname{Aut}(\Phi)$
$L(\Phi)$
$\Lambda(\Phi)$
$\Phi_{\mathcal{G}}(L)$
the basis element of $\mathbb{k}[L]$ corresponding to the element $m \in L$
the image of a subset $S \subseteq L$ in the group algebra $\mathbb{k}[L]$
is the augmentation map, $\varepsilon\left(\mathbf{x}^{m}\right)=1$ for $m \in L$
the augmentation ideal of $\mathbb{k}[L]$
the field of fractions of $\mathbb{k}[L]$ (for a field $\mathbb{k}$ )
the group ring $R[L]$ of $L$ over $R$ with a twisted multiplicative $G$-action
the field of fractions of $K[L]_{\gamma}$ ( $K$ is some $G$-field)
invariant subring of $R$ under a $G$-action on $R$
the skew group ring associated with a $G$-action on $R$
isotropy group of $x$ in $G$
the $G$-orbit of $x$
the inertia group in $G$ of a (prime) ideal $\mathfrak{P}$ of $R$
the ideal of $R$ that is generated by all elements $r-g(r)(r \in$ $R, g \in G)$; see Section 4.5
the trace map $R \rightarrow R^{\mathcal{G}}, r \mapsto \sum_{g \in \mathcal{G}} g(r)$ ( $\mathcal{G}$ a finite group)
the relative trace map $R^{\mathcal{H}} \rightarrow R^{\mathcal{G}}$; see Section 8.5
the image of the relative trace map $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}$
the Reynolds operator $|\mathcal{G}|^{-1} \operatorname{tr}_{\mathcal{G}}: R \rightarrow R^{\mathcal{G}}$ ( $\mathcal{G}$ a finite group with $|\mathcal{G}|^{-1} \in R$ ); similarly with $L_{\mathbb{Q}}$ in place of $R$
the Weyl group of the root system $\Phi$
the automorphism group of $\Phi$
the root lattice of $\Phi$
the weight lattice of $\Phi$
the root system that is associated with the $\mathcal{G}$-lattice $L$; see Section 1.9
the algebra of regular functions of the algebraic variety $X$ over $\mathbb{k}$
the field of rational functions of the irreducible algebraic variety $X$
the domain of definition of a rational map $f$ the multiplicative group and the additive group

## Groups Acting on Lattices

### 1.1 Introduction

Aside from introducing the basic terminology and notations concerning lattices, this chapter serves the dual purpose of (1) deploying a range of tools for the investigation of lattices later in the text and (2) providing some background on integral representations of groups and integral matrix groups along with a number of examples. In particular, we review the fundamentals pertaining to root systems and lattices that are associated with them in some detail. This material will make frequent appearances throughout the text. Our standard reference for the module theoretic material is Curtis and Reiner [44]; for root systems we follow Bourbaki [24].

Throughout this chapter, $G$ denotes a group.

### 1.2 G-Lattices

A lattice $L$ is a free $\mathbb{Z}$-module of finite rank; so $L \cong \mathbb{Z}^{n}$ where $n=\operatorname{rank} L$. Lattices are traditionally written additively and we will do so throughout. If a group $G$ acts on $L$ by means of a homomorphism $G \rightarrow \mathrm{GL}(L) \cong \mathrm{GL}_{n}(\mathbb{Z})$ then $L$ is called a $G$ lattice. In other words, $G$-lattices are modules over the integral group ring $\mathbb{Z}[G](G$ modules, for short) that are free of finite rank over $\mathbb{Z}$. Homomorphisms of $G$-lattices are identical with $G$-module homomorphisms, that is, $G$-equivariant $\mathbb{Z}$-linear maps. If the structure map $G \rightarrow \operatorname{GL}(L)$ needs to be made explicit, it will be written as $g \mapsto g_{L}$. The image of an element $m \in L$ under $g_{L}$ will simply be denoted by $g(m)$. We put $\operatorname{Ker}_{G}(L)=\left\{g \in G \mid g_{L}=\operatorname{Id}_{L}\right\}$. A $G$-lattice (or $G$-module) $L$ is called faithful if $\operatorname{Ker}_{G}(L)=1$. For any $G$-lattice $L$, we put

$$
L^{G}=\{m \in L \mid g(m)=m \text { for all } g \in G\},
$$

the sublattice of $G$-invariants in $L$. The $G$-lattice $L$ is said to be effective if $L^{G}=$ $\{0\}$, and trivial if $L^{G}=L$.

### 1.2.1 Rational Type

To any $G$-module $L$, we may associate the module

$$
\begin{equation*}
L_{\mathbb{Q}}=L \otimes_{\mathbb{Z}} \mathbb{Q} \tag{1.1}
\end{equation*}
$$

over the rational group algebra $\mathbb{Q}[G]$. If this module is irreducible, $L$ is called rationally irreducible. Two $G$-modules $L$ and $L^{\prime}$ are said to be rationally isomorphic if $L_{\mathbb{Q}} \cong L_{\mathbb{Q}}^{\prime}$ as $\mathbb{Q}[G]$-modules. In this case, replacing $L^{\prime}$ by an isomorphic copy inside $L_{\mathbb{Q}}$, we may assume that $L \supseteq L^{\prime}$ and $L / L^{\prime}$ is finite.

### 1.2.2 Genus

For any $G$-lattice $L$ and any prime $p \in \mathbb{Z}$, we write $L_{(p)}=L \otimes_{\mathbb{Z}} \mathbb{Z}_{(p)}$, where $\mathbb{Z}_{(p)}$ is the localization of $\mathbb{Z}$ at $p$. Two $G$-lattices $L$ and $L^{\prime}$ are said to be locally isomorphic if $L_{(p)} \cong L_{(p)}^{\prime}$ as $\mathbb{Z}_{(p)}[G]$-modules for all primes $p$. In this case, $L$ and $L^{\prime}$ are also said to belong to the same genus; in short, $L \vee L^{\prime}$. Clearly,

$$
L \cong L^{\prime} \Rightarrow L \vee L^{\prime} \Rightarrow L_{\mathbb{Q}} \cong L_{\mathbb{Q}}^{\prime} .
$$

If $G$ is a finite group $\neq 1$, it suffices to check the condition $L_{(p)} \cong L_{(p)}^{\prime}$ for all primes $p$ dividing the order of $G$; see [44, 31.2(ii)]. Moreover, for lattices over finite groups,

$$
\begin{equation*}
L \vee L^{\prime} \Longleftrightarrow L^{s} \cong L^{\prime s} \quad \text { for some } s>0 ; \tag{1.2}
\end{equation*}
$$

see Swan and Evans [211, Theorem 6.11].

### 1.3 Examples

### 1.3.1 Some Permutation Lattices

When viewed as a lattice over some group $G$, the unadorned symbol

## $\mathbb{Z}$

will always denote the integers with trivial $G$-action. More generally, for any subgroup $H$ of $G$ with $[G: H]<\infty$, we may form the $G$-lattice

$$
\mathbb{Z}[G / H]=\bigoplus_{g} \mathbb{Z} g H
$$

where $g$ runs over a transversal for the collection $G / H$ of left cosets of $H$ in $G$. The $G$-action on $\mathbb{Z}[G / H]$ is given by $g\left(g^{\prime} H\right)=g g^{\prime} H$ for $g, g^{\prime} \in G$. Thus, $G$ permutes a $\mathbb{Z}$-basis of the lattice $\mathbb{Z}[G / H]$. Lattices of this type are called permutation lattices; they will be considered in detail in Chapter 2. There are $G$-lattice homomorphisms, called augmentation and norm,

$$
\begin{equation*}
\varepsilon_{G / H}: \mathbb{Z}[G / H] \rightarrow \mathbb{Z} \quad \text { and } \quad N_{G / H}: \mathbb{Z} \rightarrow \mathbb{Z}[G / H] ; \tag{1.3}
\end{equation*}
$$

they are defined by $\varepsilon_{G / H}(g H)=1$ and $N_{G / H}(1)=\sum_{g \in G / H} g H$. Putting

$$
\begin{equation*}
I_{G / H}=\operatorname{Ker} \varepsilon_{G / H} \tag{1.4}
\end{equation*}
$$

we obtain an exact sequence of $G$-lattices

$$
\begin{equation*}
0 \rightarrow I_{G / H} \xrightarrow{\text { incl. }} \mathbb{Z}[G / H] \xrightarrow{\varepsilon_{G / H}} \mathbb{Z} \rightarrow 0 . \tag{1.5}
\end{equation*}
$$

### 1.3.2 Free and Projective Lattices

For a finite group $\mathcal{G}$, the group ring $\mathbb{Z}[\mathcal{G}]$, viewed as module over itself via left multiplication, is a permutation $\mathcal{G}$-lattice, the so-called the regular $\mathcal{G}$-lattice. Any $\mathcal{G}$-lattice isomorphic to a finite direct sum $\mathbb{Z}[\mathcal{G}]^{r}$ is called free. Direct summands of free $\mathcal{G}$ lattices are called projective. By a celebrated theorem of Swan [207] (see also [44, 32.11]), any projective $\mathcal{G}$-lattice $L$ is locally free, that is,

$$
\begin{equation*}
L \vee \mathbb{Z}[\mathcal{G}]^{r} \tag{1.6}
\end{equation*}
$$

for some $r$ (necessarily equal to $\operatorname{rank} L /|\mathcal{G}|$ ).

### 1.3.3 The Symmetric Group

Throughout, we let $\mathcal{S}_{n}$ denote the symmetric group on $\{1, \ldots, n\}$. Lattices for $\mathcal{S}_{n}$ will play an important role in later sections, in particular the following $\mathcal{S}_{n}$-lattices. First, the sign homomorphism sgn: $\mathcal{S}_{n} \rightarrow\{ \pm 1\}$ with kernel $\mathcal{A}_{n}$, the alternating group, gives rise to a non-trivial $\mathcal{S}_{n}$-lattice structure on $\mathbb{Z}$. This lattice will be called the sign lattice for $\mathcal{S}_{n}$ and denoted by

$$
\mathbb{Z}^{-}
$$

Next, identifying $\mathcal{S}_{n-1}$ with the subgroup $\operatorname{stab}_{\mathcal{S}_{n}}(n)$ of $\mathcal{S}_{n}$, we may form the $\mathcal{S}_{n^{-}}$ lattice $\mathbb{Z}\left[\mathcal{S}_{n} / \mathcal{S}_{n-1}\right]$ as in (a) above. This lattice is isomorphic to the standard permutation $\mathcal{S}_{n}$-lattice, $U_{n}$ :

$$
\begin{equation*}
U_{n}=\mathbb{Z} e_{1} \oplus \ldots \oplus \mathbb{Z} e_{n} \tag{1.7}
\end{equation*}
$$

with $s \in \mathcal{S}_{n}$ acting by $s\left(e_{i}\right)=e_{s(i)}$. The augmentation map $\varepsilon_{n}=\varepsilon_{\mathcal{S}_{n} / \mathcal{S}_{n-1}}$ in (1.3) takes the form

$$
\begin{equation*}
\varepsilon_{n}: U_{n} \rightarrow \mathbb{Z}, \quad e_{i} \mapsto 1 \tag{1.8}
\end{equation*}
$$

The kernel of $I_{\mathcal{S}_{n} / \mathcal{S}_{n-1}}$ of $\varepsilon_{n}$ will be denoted by $A_{n-1}$; so

$$
\begin{equation*}
A_{n-1}=\left\{\sum_{i=1}^{n} z_{i} e_{i} \in U_{n} \mid \sum_{i} z_{i}=0\right\} \tag{1.9}
\end{equation*}
$$

The augmentation sequence (1.5) now becomes

$$
\begin{equation*}
0 \rightarrow A_{n-1} \xrightarrow{\text { incl. }} U_{n} \xrightarrow{\varepsilon_{n}} \mathbb{Z} \rightarrow 0 \tag{1.10}
\end{equation*}
$$

The $\mathcal{S}_{n}$-lattices $\mathbb{Z}^{-}$and $A_{n-1}$ are rationally irreducible. The corresponding irreducible $\mathbb{Q}\left[\mathcal{S}_{n}\right]$-modules are also known as the Specht modules $S^{\left(1^{n}\right)}$ and $S^{(n-1,1)}$ for the partitions $\left(1^{n}\right)$ and $(n-1,1)$ of $n$; see, e.g., [70]. The standard permutation lattice $U_{n}$ is rationally isomorphic, but not isomorphic, to the direct sum $\mathbb{Z} \oplus A_{n-1}$.

### 1.4 Standard Lattice Constructions

As was already implicitly used above, the direct sum of a finite collection of $G$ lattices is a $G$-lattice in the obvious way. In this section, we review some further standard constructions of $G$-lattices.

Throughout, $G$ will denote a group and $L$ and $L^{\prime}$ will be $G$-lattices.

### 1.4.1 Tensor Products, Symmetric and Exterior Powers

The tensor product $L \otimes_{\mathbb{Z}} L^{\prime}$ is a $G$-lattice with the "diagonal" $G$-action,

$$
g\left(m \otimes m^{\prime}\right)=g(m) \otimes g\left(m^{\prime}\right)
$$

for $m \in L, m^{\prime} \in L^{\prime}$ and $g \in G$. In particular, the $n$-fold tensor product $L^{\otimes n}=$ $L \otimes_{\mathbb{Z}} \ldots \otimes_{\mathbb{Z}} L$ ( $n$ factors) becomes a $G$-lattice in this fashion. The $G$-action on $L^{\otimes n}$ passes down to the symmetric power $S^{n} L$ and the exterior power $\bigwedge^{n} L$, making them $G$-lattices as well. For the general definitions of $\mathrm{S}^{n} L$ and $\bigwedge^{n} L$ and the fact that both are $\mathbb{Z}$-free of finite rank, we refer to [25]; see in particular pp. III.75, III.87. For future use, we review the case $n=2$ in detail:

By definition, $\mathrm{S}^{2} L$ is the quotient of $L^{\otimes 2}$ modulo the sublattice that is generated by the elements $m \otimes m^{\prime}-m^{\prime} \otimes m$ for $m, m^{\prime} \in L$. We will write $m m^{\prime} \in \mathrm{S}^{2} L$ for the image of $m \otimes m^{\prime}$; so $m m^{\prime}=m^{\prime} m$. If $\left\{m_{1}, \ldots, m_{r}\right\}$ is any $\mathbb{Z}$-basis of $L$ then a $\mathbb{Z}$-basis of $\mathrm{S}^{2} L$ is given by $\left\{m_{i} m_{j} \mid 1 \leq i \leq j \leq r\right\}$. Similarly, $\bigwedge^{2} L$ is the quotient of $L^{\otimes 2}$ modulo the sublattice that is generated by the elements $m \otimes m$ for $m \in L$. Denoting the image of $m \otimes m^{\prime}$ in $\bigwedge^{2} L$ by $m \wedge m^{\prime}$, a $\mathbb{Z}$-basis of $\bigwedge^{2} L$ is given by $\left\{m_{i} \wedge m_{j} \mid 1 \leq i<j \leq r\right\}$. Thus,

$$
\operatorname{rank} S^{2} L=\binom{1+r}{2} \quad \text { and } \quad \operatorname{rank} \bigwedge^{2} L=\binom{r}{2}
$$

with $r=\operatorname{rank} L$. In the following lemma, we let $\tau: L^{\otimes 2} \rightarrow L^{\otimes 2}$ denote the switch map given by $\tau\left(m \otimes m^{\prime}\right)=m^{\prime} \otimes m$.
Lemma 1.4.1. Let L be a G-lattice. Then:
(a) The kernel of the canonical map $L^{\otimes 2} \rightarrow \bigwedge^{2} L$ is the sublattice of symmetric tensors $\left(L^{\otimes 2}\right)^{\tau}=\left\{x \in L^{\otimes 2} \mid \tau(x)=x\right\}$. Furthermore, there is an exact sequence of $G$-modules

$$
0 \rightarrow \mathrm{~S}^{2} L \longrightarrow\left(L^{\otimes 2}\right)^{\tau} \longrightarrow L \otimes_{\mathbb{Z}} \mathbb{Z} / 2 \mathbb{Z} \rightarrow 0
$$

(b) There is an exact sequence of $G$-lattices

$$
0 \rightarrow \bigwedge^{2} L \longrightarrow L^{\otimes 2} \xrightarrow{\text { can. }} \mathrm{S}^{2} L \rightarrow 0
$$

Proof. Fix a $\mathbb{Z}$-basis $\left\{m_{1}, \ldots, m_{r}\right\}$ for $L$.
(a) The elements $\left\{m_{i} \otimes m_{i}, m_{i} \otimes m_{j}+m_{j} \otimes m_{i} \mid 1 \leq i<j \leq r\right\}$ form a $\mathbb{Z}$-basis of $\left(L^{\otimes 2}\right)^{\tau}$. Thus, $\left(L^{\otimes 2}\right)^{\tau} \subseteq K:=\operatorname{Ker}\left(L^{\otimes 2} \xrightarrow{\text { can. }} \bigwedge^{2} L\right)$, and $\left(L^{\otimes 2}\right)^{\tau}$ and $K$ have the same rank. Since $L^{\otimes 2} /\left(L^{\otimes 2}\right)^{\tau}$ is $\mathbb{Z}$-free, we conclude that $\left(L^{\otimes 2}\right)^{\tau}$ is equal to $K$. For the exact sequence, consider the map $\varphi: \mathrm{S}^{2} L \rightarrow\left(L^{\otimes 2}\right)^{\tau}$ given by $m m^{\prime} \mapsto m \otimes m^{\prime}+m^{\prime} \otimes m$. This is a well-defined map of $G$-lattices which is injective, since the $\mathbb{Z}$-basis $\left\{m_{i} m_{j} \mid 1 \leq i \leq j \leq r\right\}$ of $\mathbb{S}^{2} L$ maps to $\mathbb{Z}$-independent elements. Finally, the map $L \rightarrow\left(L^{\otimes 2}\right)^{\tau} / \operatorname{Im} \varphi$ sending $m \mapsto m \otimes m+\operatorname{Im} \varphi$ is an epimorphism of $G$-modules with kernel $2 L$. The desired sequence follows.
(b) Define the sublattice of antisymmetric tensors in $L^{\otimes 2}$ by $\left(L^{\otimes 2}\right)^{-\tau}=\{x \in$ $\left.L^{\otimes 2} \mid \tau(x)=-x\right\}$. A $\mathbb{Z}$-basis of this sublattice is given by $\left\{m_{i} \otimes m_{j}-m_{j} \otimes m_{i} \mid\right.$ $1 \leq i<j \leq r\}$. As in the proof of (a), one sees that $\left(L^{\otimes 2}\right)^{-\tau}$ is the kernel of the canonical map $L^{\otimes 2} \rightarrow \mathrm{~S}^{2} L$. Sending $m \wedge m^{\prime} \mapsto m \otimes m^{\prime}-m^{\prime} \otimes m\left(m, m^{\prime} \in L\right)$, we obtain a well-defined map of $G$-lattices $\bigwedge^{2} L \rightarrow\left(L^{\otimes 2}\right)^{-\tau}$ which sends the basis $\left\{m_{i} \wedge m_{j} \mid 1 \leq i<j \leq r\right\}$ of $\bigwedge^{2} L$ to the above basis of $\left(L^{\otimes 2}\right)^{-\tau}$. Hence, $\bigwedge^{2} L$ is isomorphic to $\left(L^{\otimes 2}\right)^{-\tau}$, proving the lemma.

### 1.4.2 Hom and Duals

The set $\operatorname{Hom}_{\mathbb{Z}}\left(L, L^{\prime}\right)$ of all $\mathbb{Z}$-linear maps $f: L \rightarrow L^{\prime}$ is a $G$-lattice with $G$ acting by the rule

$$
(g f)(m)=g\left(f\left(g^{-1} m\right)\right)
$$

In particular, taking $L^{\prime}=\mathbb{Z}$, we obtain the dual lattice $L^{*}=\operatorname{Hom}_{\mathbb{Z}}(L, \mathbb{Z})$ with $G$-action

$$
\left.(g f)(m)=f\left(g^{-1} m\right)\right)
$$

(These actions can also be considered, more generally, for $G$-modules.) There are canonical isomorphisms of $G$-lattices

$$
L \xrightarrow{\sim} L^{* *} \quad \text { and } \quad L^{*} \otimes_{\mathbb{Z}} L^{\prime} \xrightarrow{\sim} \operatorname{Hom}_{\mathbb{Z}}\left(L, L^{\prime}\right)
$$

given by $m \mapsto(f \mapsto f(m))$ and $f \otimes m^{\prime} \mapsto\left(m \mapsto f(m) m^{\prime}\right)$, respectively; see [44, 10.26 and 10.30].

If $L \cong L^{*}$ as $G$-lattices then $L$ is called self-dual. Important examples of selfdual lattices are the permutation lattices introduced in $\S 1.3 .1$; see $\S 1.4 .3$ below. If the group $G$ is finite then $L$ and $L^{*}$ are always at least rationally isomorphic, because $L_{\mathbb{Q}}$ and $L_{\mathbb{Q}}^{*}$ have the same $\mathbb{Z}$-valued character; see [44, p. 246]. However, the $\mathcal{S}_{n}$-lattice $A_{n-1}$ in (1.9), for example, is not self-dual. In fact, we will see later (Examples 3.5.6 and 3.6.2) that $A_{n-1}$ and $A_{n-1}^{*}$ have quite different multiplicative invariant algebras.

### 1.4.3 Restriction and Induction

If $H$ is any subgroup of $G$ then the $G$-lattice $L$ may also be viewed as $H$-lattice. The resulting $H$-lattice, called restricted, will be denoted by

$$
L \downarrow_{H}^{G} .
$$

Suppose that the index $[G: H]$ is finite and let $M$ be an $H$-lattice. Then the $G$ module $\mathbb{Z}[H] \otimes_{\mathbb{Z}[G]} M$ is in fact a $G$-lattice; it is called the induced $G$-lattice and denoted by

$$
M \uparrow_{H}^{G} .
$$

For example, the permutation $G$-lattice $\mathbb{Z}[G / H]$ considered in $\S 1.3 .1$ is isomorphic to $\mathbb{Z} \uparrow_{H}^{G}$.

Dualizing commutes with induction:

$$
\begin{equation*}
M^{*} \uparrow_{H}^{G} \cong\left(M \uparrow_{H}^{G}\right)^{*} \tag{1.11}
\end{equation*}
$$

see [44, 10.28]. In particular, since the trivial $H$-lattice $\mathbb{Z}$ is clearly self-dual, we see that permutation lattices are self-dual. Moreover, there is an isomorphism of $G$ lattices, sometimes referred to as "Frobenius reciprocity",

$$
\begin{equation*}
L \otimes_{\mathbb{Z}}\left(M \uparrow_{H}^{G}\right) \cong\left(L \downarrow_{H}^{G} \otimes_{\mathbb{Z}} M\right) \uparrow_{H}^{G} \tag{1.12}
\end{equation*}
$$

this isomorphism is valid for modules rather than just lattices [44, 10.20]. As a consequence of (1.12), there is an embedding of $G$-lattices

$$
\begin{equation*}
L \hookrightarrow L \downarrow_{H}^{G} \uparrow_{H}^{G} \tag{1.13}
\end{equation*}
$$

It is obtained by applying $L \otimes_{\mathbb{Z}}($.$) to the embedding \mathbb{Z} \hookrightarrow \mathbb{Z} \uparrow_{H}^{G}, 1 \mapsto \sum_{g \in G / H} g \otimes$ 1 , and using (1.12) for $M=\mathbb{Z}$ together with the fact that (.) $\otimes_{\mathbb{Z}} \mathbb{Z}$ is naturally equivalent to the identity.

Finally, if $H^{\prime}$ is another subgroup of $G$ then the Mackey decomposition theorem yields an isomorphism of $H^{\prime}$-lattices

$$
\begin{equation*}
M \uparrow_{H}^{G} \downarrow_{H^{\prime}}^{G} \cong \bigoplus_{x \in H^{\prime} \backslash G / H}\left({ }^{x} M \downarrow_{H^{\prime} \cap{ }^{x} H}^{x_{H}}\right) \uparrow \uparrow_{H^{\prime} \cap{ }^{x} H}^{H^{\prime}} \tag{1.14}
\end{equation*}
$$

Here, $H^{\prime} \backslash G / H$ denotes a representative set of the $\left(H^{\prime}, H\right)$-double cosets in $G$. Moreover, ${ }^{x} H=x H x^{-1}$ and ${ }^{x} M$ is the ${ }^{x} H$-lattice $x \otimes M \subseteq M \uparrow_{H}^{G}$. Again, the isomorphism (1.14) holds more generally for modules; see [44, 10.13].

### 1.5 Indecomposable Lattices

A $G$-lattice $L$ is called indecomposable if it cannot be written as $L=L_{1} \oplus L_{2}$ with nonzero $G$-lattices $L_{i}$. For example, the $\mathcal{S}_{n}$-lattice $A_{n-1}$ in (1.9) is indecomposable,
being rationally irreducible. Moreover, the permutation lattices $\mathbb{Z}[G / H]=\mathbb{Z} \uparrow_{H}^{G}$ considered in $\S 1.4 .3$ are all indecomposable [44, 32.14].

Clearly, every $G$-lattice can be decomposed as a direct sum of finitely many indecomposable $G$-lattices. However, the Krull-Schmidt Theorem fails in general: the decomposition into indecomposable lattices need not be unique up to isomorphism, even for lattices over a finite group $\mathcal{G}$; see, e.g., [97], [88], [7]. Moreover, the set of isomorphism classes of indecomposable $\mathcal{G}$-lattices is usually infinite. The following result, due to Jones [99, 100] (see also [44, 33.6]), describes when this set is finite ("finite representation type"):

Theorem 1.5.1. Let $\mathcal{G}$ be a finite group. There are only finitely many indecomposable $\mathcal{G}$-lattices (up to isomorphism) precisely if, for each prime $p$ dividing the order $|\mathcal{G}|$, the Sylow p-subgroups of $\mathcal{G}$ are cyclic of order $p$ or $p^{2}$.

The groups $\mathcal{G}$ in this theorem are all metacyclic, that is, they are extensions of one cyclic group by another; see [168, 10.1.10].

Complete sets of indecomposable $\mathcal{G}$-lattices (up to isomorphism) are known for very few finite groups $\mathcal{G}$ only. For the cyclic group $\mathcal{G}=\mathcal{C}_{p^{2}}$ of order $p^{2}$ ( $p$ a prime) the lattices are described in [44, 34.35]; for the metacyclic groups $\mathcal{G}=\mathcal{C}_{p} \rtimes \mathcal{C}_{q}(p$, $q$ primes) with $\mathcal{C}_{q}$ acting faithfully on $\mathcal{C}_{p}$, see $[44,34.51]$. Further references to the literature can be found in [44, p. 753].

We discuss the case of groups of prime order in some more detail:
Example 1.5.2 (Indecomposable lattices for groups of prime order). Let $\mathcal{C}_{p}$ denote the cyclic group of prime order, $p$. There are $2 h_{p}+1$ non-isomorphic indecomposable $\mathcal{C}_{p}$-lattices, where $h_{p}$ is the class number of the cyclotomic field $\mathbb{Q}\left(e^{2 \pi i / p}\right)$. These lattices are described in [44, 34.31]. When $h_{p}=1$ - this happens precisely for $p \leq 19$ [222, Theorem 11.1] - a complete set of non-isomorphic indecomposable $\mathcal{C}_{p}$-lattices is given by the trivial lattice $\mathbb{Z}$, the regular lattice $\mathbb{Z}\left[\mathcal{C}_{p}\right]$, and the lattice $A_{p-1} \downarrow_{\mathcal{C}_{p}}^{\mathcal{S}_{p}}$.Here, $\mathcal{C}_{p}$ is viewed as the Sylow $p$-subgroup of $\mathcal{S}_{p}$. The lattice $A_{p-1} \downarrow_{\mathcal{C}_{p}}^{\mathcal{S}_{p}}$ is rationally irreducible; in fact, $\left(A_{p-1} \downarrow_{\mathcal{C}_{p}}^{\mathcal{S}_{p}}\right)_{\mathbb{Q}} \cong \mathbb{Q}\left(e^{2 \pi i / p}\right)$, with a fixed generator of $\mathcal{C}_{p}$ acting by multiplication with $e^{2 \pi i / p}$. For $p=2$, the lattice $A_{p-1} \downarrow_{\mathcal{C}_{p}}^{\mathcal{S}_{p}}$ is isomorphic to the sign lattice $\mathbb{Z}^{-}$for $\mathcal{S}_{2}=\mathcal{C}_{2}$. Thus, every $\mathcal{C}_{2}$-lattice $L$ can be written in the form

$$
\begin{equation*}
L \cong \mathbb{Z}\left[\mathcal{C}_{2}\right]^{r} \oplus \mathbb{Z}^{s} \oplus\left(\mathbb{Z}^{-}\right)^{t} \tag{1.15}
\end{equation*}
$$

This is easy to see directly: Say $\mathcal{C}_{2}=\langle x\rangle$. Then $(x+1)(L) \subseteq L^{\mathcal{C}_{2}}$. Thus, $x$ acts on $L$ as a matrix of the form $x_{L}=\left(\begin{array}{cc}\mathbf{1}_{u \times u} & \underset{-1}{\boldsymbol{\xi}} \\ & -\mathbf{1}_{v \times v}\end{array}\right)$, where $u=\operatorname{rank} L^{\mathcal{C}_{2}}, v=$ $\operatorname{rank} L / L^{\mathcal{C}_{2}}$ and $\boldsymbol{\xi} \in \mathrm{M}_{u \times v}(\mathbb{Z})$. Put $M=\binom{\boldsymbol{\alpha} \boldsymbol{\gamma}}{\boldsymbol{\beta}}$ with $\boldsymbol{\alpha} \in \mathrm{GL}_{u}(\mathbb{Z}), \boldsymbol{\beta} \in \mathrm{GL}_{v}(\mathbb{Z})$ and $\boldsymbol{\gamma} \in \mathrm{M}_{u \times v}(\mathbb{Z})$. Then $M x_{L} M^{-1}=\left(\begin{array}{cc}\mathbf{1}_{u \times u} & \boldsymbol{\xi}^{\prime} \\ & -\mathbf{1}_{v \times v}\end{array}\right)$ with $\boldsymbol{\xi}^{\prime}=(\boldsymbol{\alpha} \boldsymbol{\xi}-2 \boldsymbol{\gamma}) \boldsymbol{\beta}^{-1}$. A suitable choice of $M$ leads to $\boldsymbol{\xi}^{\prime}=\left(\begin{array}{c}\mathbf{1}_{r \times r} \\ \mathbf{0} \\ 0 \\ 0\end{array}\right)$, where $r$ is the rank of the matrix $\boldsymbol{\xi} \bmod 2$. (Note that $\mathrm{GL}_{n}(\mathbb{Z})$ maps onto $\mathrm{GL}_{n}(\mathbb{Z} / 2 \mathbb{Z})$ for all $n$.) This implies the isomorphism (1.15), with $s=u-r$ and $t=v-r$.

### 1.6 Conditioning the Lattice

Let $\mathcal{G}$ be a finite group and $L$ a $\mathcal{G}$-lattice. It is often useful to replace $L$ by a related but better behaved lattice. In this section, we describe two such lattices.

### 1.6.1 The Effective Quotient

Let ${ }^{-}: L \rightarrow L / L^{\mathcal{G}}$ denote the canonical map, where $L^{\mathcal{G}}$ is the sublattice of $\mathcal{G}$ invariants in $L$. Note that $\bar{L}=L / L^{\mathcal{G}}$ is a $\mathcal{G}$-lattice and the map ${ }^{-}$is $\mathcal{G}$-equivariant; so we have an extension of $\mathcal{G}$-lattices

$$
\begin{equation*}
0 \longrightarrow L^{\mathcal{G}} \longrightarrow L \longrightarrow \bar{L} \longrightarrow 0 \tag{1.16}
\end{equation*}
$$

Let

$$
\mathcal{G}_{m}=\{g \in \mathcal{G} \mid g(m)=m\}
$$

denote the isotropy (stabilizer) subgroup of $m \in L$ in $\mathcal{G}$, and similarly for $\bar{m} \in \bar{L}$. Then

$$
\begin{equation*}
\mathcal{G}_{m}=\mathcal{G}_{\bar{m}} \tag{1.17}
\end{equation*}
$$

holds for all $m \in L$. This follows from the fact that tensoring sequence (1.16) with $\mathbb{Q}$ yields the split sequence of $\mathbb{Q}[\mathcal{G}]$-modules $0 \longrightarrow L_{\mathbb{Q}}^{\mathcal{G}} \longrightarrow L_{\mathbb{Q}} \longrightarrow \bar{L}_{\mathbb{Q}} \longrightarrow 0$ with $L \subseteq L_{\mathbb{Q}}, \bar{L} \subseteq \bar{L}_{\mathbb{Q}}$. As a consequence of (1.17), $\bar{L}$ is an effective $\mathcal{G}$-lattice, that is, $\bar{L}^{\mathcal{G}}=\{0\}$. Clearly, every $\mathcal{G}$-lattice homomorphism from $L$ to some effective $\mathcal{G}$-lattice factors through $\bar{L}$. We will call $\bar{L}$ the effective quotient of $L$.

### 1.6.2 The Lattice $\Lambda_{\mathcal{G}}(L)$

Extend the $\mathcal{G}$-action from $L$ to the $\mathbb{Q}$-vector space $L_{\mathbb{Q}}=L \otimes_{\mathbb{Z}} \mathbb{Q}$ and define $\rho \in$ $\operatorname{End}_{\mathbb{Q}[\mathcal{G}]}\left(L_{\mathbb{Q}}\right)$ by

$$
\begin{equation*}
\rho(v)=|\mathcal{G}|^{-1} \sum_{g \in \mathcal{G}} g(v) . \tag{1.18}
\end{equation*}
$$

Then $\rho$ is an idempotent projection of $L_{\mathbb{Q}}$ onto the space of $\mathcal{G}$-invariants $L_{\mathbb{Q}}^{\mathcal{G}}$ and

$$
L_{\mathbb{Q}}=\rho\left(L_{\mathbb{Q}}\right) \oplus \pi\left(L_{\mathbb{Q}}\right),
$$

where $\pi=\operatorname{Id}-\rho \in \operatorname{End}_{\mathbb{Q}[\mathcal{G}]}\left(L_{\mathbb{Q}}\right)$. We define

$$
\begin{equation*}
\Lambda=\Lambda_{\mathcal{G}}(L)=\left\{v \in \pi\left(L_{\mathbb{Q}}\right) \mid(\operatorname{Id}-g)(v) \in L \text { for all } g \in \mathcal{G}\right\} \tag{1.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{L}=\rho(L) \oplus \Lambda \tag{1.20}
\end{equation*}
$$

Lemma 1.6.1. $\widehat{L}$ is a $\mathcal{G}$-lattice with $L \subseteq \widehat{L}$. Moreover, $\widehat{L} / L$ is finite and $\mathcal{G}$-trivial. If $L$ is effective then $\widehat{L}=\Lambda$ and $\Lambda / L \cong H^{1}(\mathcal{G}, L)$.

Proof. Note that, for all $g \in \mathcal{G}$, $\left(\operatorname{Id}-g_{L}\right) \rho=0$ holds in $\operatorname{End}_{\mathbb{Q}}\left(L_{\mathbb{Q}}\right)$, and so $\left(\operatorname{Id}-g_{L}\right) \pi=\operatorname{Id}-g_{L}$. Therefore, $\pi(L) \subseteq \Lambda$ and so $L \subseteq \widetilde{L}:=\rho(L) \oplus \pi(L) \subseteq$ $\widehat{L}$. By definition, $\widehat{L} / L$ is $\mathcal{G}$-trivial. Consequently, $\widehat{L} / \widetilde{L}=\Lambda / \pi(L)$ is contained in $\left(\pi\left(L_{\mathbb{Q}}\right) / \pi(L)\right)^{\mathcal{G}}$. The exact sequence $0=\pi\left(L_{\mathbb{Q}}\right)^{\mathcal{G}} \rightarrow\left(\pi\left(L_{\mathbb{Q}}\right) / \pi(L)\right)^{\mathcal{G}} \rightarrow$ $H^{1}(\mathcal{G}, \pi(L)) \rightarrow H^{1}\left(\mathcal{G}, \pi\left(L_{\mathbb{Q}}\right)\right)=0$ shows that

$$
\left(\pi\left(L_{\mathbb{Q}}\right) / \pi(L)\right)^{\mathcal{G}} \cong H^{1}(\mathcal{G}, \pi(L))
$$

Since $H^{1}(\mathcal{G}, \pi(L))$ is finite, we conclude that $\widehat{L} / \widetilde{L}$ is finite. Moreover $|\mathcal{G}| \widetilde{L} \subseteq L$, which proves that $\widehat{L} / L$ is finite. Finally, if $L$ is effective then $\rho=0$ and $\pi=\mathrm{Id}$, and hence $\widehat{L}=\Lambda$ and $\Lambda / L=\left(L_{\mathbb{Q}} / L\right)^{\mathcal{G}}$. The above isomorphism now shows that $\Lambda / L \cong H^{1}(\mathcal{G}, L)$, as we have claimed.

### 1.7 Reflections and Generalized Reflections

Let $V$ be a vector space. An endomorphism $\varphi$ of $V$ is called a $k$-reflection if

$$
\operatorname{rank}\left(\varphi-\operatorname{Id}_{V}\right) \leq k
$$

We will refer to 1-reflections and 2-reflections as reflections and bireflections, respectively. (In Bourbaki [24], reflections are more narrowly defined as 1-reflections of order 2 , and nonidentity 1 -reflections are called pseudo-reflections.)

Now suppose that the group $G$ acts on $V$ by means of a representation $G \rightarrow$ $\mathrm{GL}(V), g \mapsto g_{V}$. An element $g \in G$ is said to act as a $k$-reflection on $V$ if $g_{V}$ is a $k$-reflection, that is, the subspace

$$
\begin{equation*}
[g, V]=\operatorname{Im}\left(g_{V}-\operatorname{Id}_{V}\right)=\{g(v)-v \mid v \in V\} \tag{1.21}
\end{equation*}
$$

satisfies $\operatorname{dim}[g, V] \leq k$. One easily verifies that, for $g, h \in G$,

$$
\begin{align*}
{\left[g^{-1}, V\right] } & =[g, V]  \tag{1.22}\\
{\left[{ }^{h} g, V\right] } & =h([g, V])  \tag{1.23}\\
{[g h, V] } & \subseteq[g, V]+[h, V] \tag{1.24}
\end{align*}
$$

Here, ${ }^{h} g=h g h^{-1}$. Thus, inverses and conjugates of $k$-reflections are $k$-reflections, and products of $k$-reflections and $k^{\prime}$-reflections are $\left(k+k^{\prime}\right)$-reflections. In particular, the subgroups

$$
\begin{equation*}
\left.\mathcal{R}_{V}^{k}(G)=\langle g \in G| g \text { acts as a } k \text {-reflection on } V\right\rangle \tag{1.25}
\end{equation*}
$$

form an increasing sequence of normal subgroups of $G$ such that $\mathcal{R}_{V}^{k}(G) \mathcal{R}_{V}^{k^{\prime}}(G) \subseteq$ $\mathcal{R}_{V}^{k+k^{\prime}}(G)$. The minimum $k$ with $\mathcal{R}_{V}^{k}(G) \neq 1$ is called the class of $G$ on $V$ in Gordeev [75]. The group $G$ is called emph $k$-reflection group on $V$ if $G=\mathcal{R}_{V}^{k}(G)$.

Proposition 1.7.1. If $G$ is a $k$-reflection group on $V$ then every subgroup of index $m$ is a km -reflection group on $V$.

Proof. In view of equations (1.22) - (1.24), the proposition is a consequence of the following purely group theoretical fact.

Claim. Let $G$ be a group and let $S$ be a fixed generating set of $G$ that is closed under taking inverses and $G$-conjugates. Then any subgroup $H \leq G$ with $[G: H] \leq m$ can be generated by elements that can be written as products of length $\leq m$ with factors from $S$.

I am indebted to Victor Guba for the following geometric proof. My terminology concerning graphs follows [50] or [194].

Let $\Gamma$ be the graph with vertex set $H \backslash G$, the set of right cosets of $H$ in $G$, and with oriented edge set $H \backslash G \times S$. An oriented edge $e=(H g, s)$ can be visualized as a directed line segment from the vertex $H g$ to $H g s$ labelled by $s$ :

$$
e: \mathrm{Hg} \bullet \stackrel{s}{\longrightarrow} \bullet \mathrm{Hgs}
$$

There are $m=[G: H]$ vertices and any two vertices can be joined by a path in $\Gamma$, since $S$ generates $G$. Each path $p$ is labelled by a group word in $S$. The inverse path, denoted by $p^{-1}$ and thought of as travelling along $p$ in the opposite direction, is labelled by the inverse word. The paths from the vertex $H$ to itself are labelled exactly by the words representing elements of the subgroup $H$.

Now choose a maximal subtree $T$ of $\Gamma$. This is a subgraph of $\Gamma$ containing all $m$ vertices of $\Gamma$ and the inverses of all its edges. Furthermore, for any two vertices $v$ and $w$, there is a unique path from $v$ to $w$ in $T$ which involves no backtracking; this path is called the $T$-geodesic from $v$ to $w$. For any vertex $v$, let $p(v)$ denote the $T$-geodesic from the vertex $H$ to $v$. For any edge $e$ that is not an edge of $T$, consider the path $p(v) e p(w)^{-1}$, where $v$ and $w$ are the initial and the terminal vertex of $e$. This is a path from $H$ to $H$, and so its label defines a group element $h(e) \in H$. The elements $h(e)$ generate $H$. To see this, write a given $h \in H$ as a word in $S$ and consider the path $p$ from $H$ to $H$ that is labelled by this word. If all edges of $p$ belong to $T$ then $h=1$. Otherwise let $e_{0}$ be the first edge of $p$ that does not belong to $T$, let $w$ be its terminal vertex, and let $p^{\prime}$ be the tail of $p$ from $w$ to $H$. Then $h=h\left(e_{0}\right) h^{\prime}$, where $h^{\prime} \in H$ corresponds to the path $p(w) p^{\prime}$ from $H$ to $H$. Since the latter path has fewer edges not belonging to $T$, we may conclude by induction that $h^{\prime}$ can be generated by the elements $h(e)$. Therefore, these elements do indeed generate $H$.

It suffices to show that each $h(e)$ can be written as a product of length $\leq m$ in $S$. Recall that $h(e)$ is represented by the path $p(v) e p(w)^{-1}$, as above. Let $p$ be the longest common initial segment of $p(v)$ and $p(w)$ and write $p(v)=p q, p(w)=p r$. Then $\mathrm{qer}^{-1}$ is a closed path in $\Gamma$ without any repeated vertices other than its end vertices; this follows from the fact that $q$ and $r$ are geodesic paths in a tree. Therefore, the path $\mathrm{qer}^{-1}$ has length at most $m$, the number of vertices in $\Gamma$. Its label defines an element $g \in G$ of length $\leq m$ in $S$, and $h(e)={ }^{x} g$ where $x \in G$ is given by the label of the common initial segment $p$. Since ${ }^{x} S \subseteq S$, we conclude that $h(e)$ also has length $\leq m$ in $S$. This proves the claim, and hence the proposition.

### 1.7.1 Reflections on Lattices

The foregoing applies in particular to lattices $L$ via the embedding $L \subseteq L_{\mathbb{Q}}=$ $L \otimes_{\mathbb{Z}} \mathbb{Q}$ : if $L$ is a $G$-lattice then an element $g \in G$ is said to act as a $k$-reflection on $L$ if and only if $g$ is a $k$-reflection on $L_{\mathbb{Q}}$. Explicitly, this means that the sublattice

$$
\begin{equation*}
[g, L]=\{g(m)-m \mid m \in L\} \tag{1.26}
\end{equation*}
$$

of $L$ has rank at most $k$ or, equivalently, the $g$-fixed points of the $\mathbb{Q}$-space $L_{\mathbb{Q}}$ have codimension at most $k$.

Now assume that $L$ is a $\mathcal{G}$-lattice of rank $n$, where $\mathcal{G}$ is a finite group. Let $g \in$ $\mathcal{G}$ act as a nonidentity reflection on $L$. Then the endomorphism $g_{L} \in \operatorname{GL}(L)$ is conjugate in $\mathrm{GL}\left(L_{\mathbb{Q}}\right) \cong \mathrm{GL}_{n}(\mathbb{Q})$ to the diagonal matrix $\operatorname{diag}(-1,1, \ldots, 1)_{n \times n}$. In particular, $g_{L}$ has order 2 and

$$
\begin{equation*}
L_{g}^{-}:=\operatorname{Ker}_{L}\left(g_{L}+\operatorname{Id}_{L}\right) \cong \mathbb{Z} \tag{1.27}
\end{equation*}
$$

By (1.15), the $\langle g\rangle$-lattice $L$ is isomorphic to $\mathbb{Z}^{n-1} \oplus \mathbb{Z}^{-}$or to $\mathbb{Z}^{n-2} \oplus \mathbb{Z}\left[\left\langle g_{L}\right\rangle\right]$.
In the former case, $g_{L}$ is conjugate in $\mathrm{GL}(L) \cong \mathrm{GL}_{n}(\mathbb{Z})$ to

$$
d=\left(\begin{array}{cccc}
-1 & & & \\
& 1 & & \\
& & \ddots & \\
& & & 1
\end{array}\right)
$$

and $H^{1}(\langle g\rangle, L) \cong H^{1}\left(\langle g\rangle, \mathbb{Z}^{-}\right) \cong \mathbb{Z} / 2 \mathbb{Z}$. We shall call $g$ a diagonalizable reflection on $L$ in this case.

In the second case, $g_{L}$ is conjugate in $\mathrm{GL}_{n}(\mathbb{Z})$ to

$$
s=\left(\begin{array}{lllll}
0 & 1 & & & \\
1 & 0 & & & \\
& & 1 & & \\
& & & \ddots & \\
& & & & 1
\end{array}\right)
$$

and $H^{1}(\langle g\rangle, L)=\{0\}$.
Lemma 1.7.2. Let L be a faithful $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group. Let $d_{1}, \ldots, d_{r} \in$ $\mathcal{G}$ be the distinct non-identity reflections on $L$ which are diagonalizable. Then $\mathcal{D}=\left\langle d_{1}, \ldots, d_{r}\right\rangle$ is a normal subgroup of $\mathcal{G}$ and $\mathcal{D} \cong \mathcal{C}_{2}^{r}$. Moreover,

$$
L=L^{\mathcal{D}} \oplus \bigoplus_{i=1}^{r} \mathbb{Z} \ell_{i}
$$

with $d_{i}\left(\ell_{i}\right)=-\ell_{i}, d_{i}\left(\ell_{j}\right)=\ell_{j}(i \neq j)$. The group $\mathcal{G}$ stabilizes the sublattice of $\mathcal{D}$-invariants $L^{\mathcal{D}}$ and permutes the lattices $\mathbb{Z} \ell_{i}$.

Proof. The $d_{i}$ are exactly those nonidentity reflections in $\mathcal{G}$ that belong to the congruence subgroup $\Gamma(2)=\{\gamma \in \mathrm{GL}(L) \mid \gamma$ is trivial on $L / 2 L\}$. Since every torsion element of $\Gamma(2)$ has order 2 (e.g., [31, Exercise II.4.3]), $\mathcal{D}$ is an elementary abelian 2 -group. Clearly, $\mathcal{G}$ permutes the $d_{i}$. Therefore, $\mathcal{G}$ stabilizes $\mathcal{D}$ and $L^{\mathcal{D}}$ and permutes the sublattices $L_{d_{i}}^{-}=\operatorname{Ker}_{L}\left(d_{i}+\operatorname{Id}_{L}\right)$.

By (1.27), we may write $L_{d_{i}}^{-}=\mathbb{Z} \ell_{i}$; so $d_{i}\left(\ell_{i}\right)=-\ell_{i}$. It remains to show that $d_{i}\left(\ell_{j}\right)=\ell_{j}$ holds for $i \neq j$ and $L=L^{\mathcal{D}} \oplus \bigoplus_{i=1}^{r} \mathbb{Z} \ell_{i}$. This will also imply that $\mathcal{D}$ has rank $r$. For any $d_{i}$, we have $L=L_{d_{i}}^{+} \oplus L_{d_{i}}^{-}$, where $L_{d_{i}}^{+}$is the sublattice of $d_{i}$-invariants in $L$. Both summands are $\mathcal{D}$-stable, because $\mathcal{D}$ is commutative. Any $d_{j}$ with $i \neq j$ must act trivially on $L_{d_{i}}^{-}=\mathbb{Z} \ell_{i}$. For, otherwise $d_{j}$ would have to act as -1 on $L_{d_{i}}^{-}$and trivially on $L_{d_{i}}^{+}$, and hence $d_{j}=d_{i}$. Thus, $L_{d_{i}}^{-} \subseteq L_{d_{j}}^{+}$and so $L_{d_{j}}^{+}=\left(L_{d_{i}}^{+} \cap L_{d_{j}}^{+}\right) \oplus L_{d_{i}}^{-}$. Therefore, $L=\left(L_{d_{i}}^{+} \cap L_{d_{j}}^{+}\right) \oplus L_{d_{i}}^{-} \oplus L_{d_{j}}^{-}$and the asserted decomposition follows by induction.

### 1.8 Lattices Associated with Root Systems

A large supply of interesting lattices and groups are constructed from root systems. Therefore, we include here a review of this topic. Complete details and much more information can be found in Bourbaki [24] or Humphreys [93], for example.

### 1.8.1 Root Systems

Let $V$ be a finite-dimensional nonzero $\mathbb{R}$-vector space. Put $V^{*}=\operatorname{Hom}_{\mathbb{R}}(V, \mathbb{R})$ and let $\langle.,\rangle:. V^{*} \times V \rightarrow \mathbb{R}$ denote the evaluation pairing. A subset $\Phi \subseteq V$ is called a reduced root system in $V$ if the following axioms are satisfied:
(R1) $\Phi$ is finite, does not contain 0 , and spans $V$.
(R2) For each $m \in \Phi$ there exists a linear form $m^{\vee} \in V^{*}$ with $\left\langle m^{\vee}, m\right\rangle=2$ and such that the reflection $s_{m} \in \operatorname{End}_{\mathbb{R}}(V)$ that is defined by

$$
s_{m}(v)=v-\left\langle m^{\vee}, v\right\rangle m
$$

maps $\Phi$ to itself. (It follows from R1 that $m^{\vee}$ is uniquely determined by these conditions; see [24, p. 143].)
(R3) $\left\langle m^{\vee}, \Phi\right\rangle \subseteq \mathbb{Z}$ holds for all $m \in \Phi$.
(R4) If $m \in \Phi$ then $2 m \notin \Phi$.
Sometimes reduced root systems are simply called root systems in the literature or else crystallographic root systems. The linear forms $m^{\vee}(m \in \Phi)$ form a reduced root system in $V^{*}$ which is denoted by $\Phi^{\vee}$.

A root system $\Phi$ in $V$ is called irreducible if it is not possible to write $V=V_{1} \oplus V_{2}$ and $\Phi=\Phi_{1} \cup \Phi_{2}$ with nonzero subspaces $V_{i} \subseteq V$ and root systems $\Phi_{i}$ in $V_{i}$. The irreducible reduced root systems have been classified: they are known as the root systems of types $A_{n}(n \geq 1), B_{n}(n \geq 2), C_{n}(n \geq 3), D_{n}(n \geq 4) E_{6}, E_{7}, E_{8}$,
$F_{4}$, and $G_{2}$. Type $A_{n}$ in particular will make frequent appearances in later sections. It will be described in detail in Example 1.8.1 below. For the other types, see [24, Planches I-IX].

### 1.8.2 Weyl Group and Automorphism Group

The automorphism group of a reduced root system $\Phi$ in $V$ is defined by

$$
\operatorname{Aut}(\Phi)=\{g \in \mathrm{GL}(V) \mid g(\Phi) \subseteq \Phi\}
$$

By virtue of R1, $\operatorname{Aut}(\Phi)$ is a finite subgroup of $\mathrm{GL}(V)$. The reflections $s_{m}$ in $\mathbf{R 2}$ are elements of order 2 in $\operatorname{Aut}(\Phi)$; they generate the so-called Weyl group of $\Phi$ :

$$
\mathcal{W}=\mathcal{W}(\Phi)=\left\langle s_{m} \mid m \in \Phi\right\rangle
$$

Since $\Phi^{\vee}$ spans $V^{*}$, the space $V^{\mathcal{W}}$ of $\mathcal{W}$-invariants in $V$ is $\{0\}$.
The canonical isomorphism $\mathrm{GL}(V) \xrightarrow{\sim} \mathrm{GL}\left(V^{*}\right), u \mapsto{ }^{t} u^{-1}(t=$ transpose $)$, sends $\operatorname{Aut}(\Phi)$ to $\operatorname{Aut}\left(\Phi^{\vee}\right)$ and $\mathcal{W}(\Phi)$ to $\mathcal{W}\left(\Phi^{\vee}\right)$; see [24, p. 144]. In practise, one usually identifies $V^{*}$ with $V$ by means of a fixed $\operatorname{Aut}(\Phi)$-invariant positive definite bilinear form on $V$. Such a form always exists since $\operatorname{Aut}(\Phi)$ is finite. In this fashion, $\Phi^{\vee}$ can be viewed as a root system in $V$.

### 1.8.3 Base of a Root System

A subset $\Delta$ of a root system $\Phi$ in $V$ is called a base of $\Phi$ if
(B1) $\Delta$ is a basis of the vector space $V$, and
(B2) Every root $m \in \Phi$ can be written as $m=\sum_{a \in \Delta} z_{a} a$ or as $m=-\sum_{a \in \Delta} z_{a} a$ with non-negative integers $z_{a} \in \mathbb{Z}_{+}$. Thus,

$$
\Phi=\mathbb{Z}_{+} \Delta \coprod-\mathbb{Z}_{+} \Delta
$$

A base always exists and is essentially unique: the Weyl group $\mathcal{W}=\mathcal{W}(\Phi)$ acts simply transitively on the set of all bases for $\Phi$. Moreover, if $\Delta$ is a base for $\Phi$ then $\Phi=\{s(a) \mid a \in \Delta, s \in \mathcal{W}\}$ and $\Delta^{\vee}=\left\{a^{\vee} \mid a \in \Delta\right\}$ is a base for $\Phi^{\vee}$; see [24, pp. 153/4 and 167].

### 1.8.4 Root Lattice and Weight Lattice

The root lattice, $L=L(\Phi)$, and the weight lattice, $\Lambda=\Lambda(\Phi)$, of $\Phi$ are defined by

$$
L=\mathbb{Z} \Phi=\left\{\sum_{m \in \Phi} z_{m} m \mid z_{m} \in \mathbb{Z}\right\}
$$

and

$$
\Lambda=\left\{v \in V \mid\left\langle m^{\vee}, v\right\rangle \in \mathbb{Z} \text { for all } m \in \Phi\right\}
$$

Both $L$ and $\Lambda$ are stable under $\operatorname{Aut}(\Phi)$; they are faithful and effective lattices for $\operatorname{Aut}(\Phi)$ and for $\mathcal{W}(\Phi)$. By axiom R3, $L \subseteq \Lambda$. Furthermore, the definition of $\Lambda$ implies that the Weyl group $\mathcal{W}=\mathcal{W}(\Phi)$ acts trivially on $\Lambda / L$. The weight lattice $\Lambda$ can be calculated directly from the root lattice $L$ :

$$
\begin{equation*}
\Lambda=\Lambda_{\mathcal{W}}(L) \tag{1.28}
\end{equation*}
$$

Here, the right hand side is defined by (1.19). Thus, $\Lambda / L$ is finite and isomorphic to $H^{1}(\mathcal{W}, L)$; see Lemma 1.6.1. Identifying $\operatorname{Aut}(\Phi)$ with $\operatorname{Aut}\left(\Phi^{\vee}\right)$ as explained in $\S 1.8 .2$, we can view $L\left(\Phi^{\vee}\right)$ as $\operatorname{Aut}(\Phi)$-lattice. In fact,

$$
\begin{equation*}
\Lambda(\Phi) \cong L\left(\Phi^{\vee}\right)^{*} \tag{1.29}
\end{equation*}
$$

as $\operatorname{Aut}(\Phi)$-lattices.
Any base $\Delta$ of $\Phi$ is clearly a $\mathbb{Z}$-basis for the root lattice $L(\Phi)$. The basis of $V$ that is dual to the basis $\Delta^{\vee}$ of $V^{*}$ forms a $\mathbb{Z}$-basis of the weight lattice $\Lambda(\Phi)$. The elements of this basis are called the fundamental weights (or fundamental dominant weights) relative to $\Delta$.
Example 1.8.1 (Type $A_{n}$ ). Let $V$ denote the kernel of the linear form $\mathbb{R}^{n+1} \rightarrow \mathbb{R}$ sending all canonical basis vectors $e_{i}$ of $\mathbb{R}^{n+1}$ to 1 . Then

$$
\Phi=\left\{e_{i}-e_{j} \mid i \neq j, 1 \leq i, j \leq n+1\right\}
$$

is a root system in $V$, the so-called root system of type $A_{n}$. A base $\Delta$ for $\Phi$ is given by the roots

$$
a_{i}=e_{i}-e_{i+1} \quad(i=1, \ldots, n)
$$

The Weyl group $\mathcal{W}\left(A_{n}\right)$ is the symmetric group $\mathcal{S}_{n+1}$ on $\{1, \ldots, n+1\}$, acting on $V$ via the standard $\mathcal{S}_{n+1}$-permutation operation on $\mathbb{R}^{n+1}: s\left(e_{i}\right)=e_{s(i)}\left(s \in \mathcal{S}_{n+1}\right)$. The automorphism group of $\Phi$ is given by

$$
\begin{equation*}
\operatorname{Aut}\left(A_{n}\right)=\{ \pm 1\} \times \mathcal{S}_{n+1} \quad(n \geq 2) \tag{1.30}
\end{equation*}
$$

where -1 acts on $V$ by multiplication with -1 ; for $n=1$, one has $\operatorname{Aut}\left(A_{1}\right)=\mathcal{S}_{2}$.
The standard bilinear form on $\mathbb{R}^{n+1},\left(e_{i}, e_{j}\right)=\delta_{i, j}$ (Kronecker delta), is positive definite and $\operatorname{Aut}\left(A_{n}\right)$-invariant. Identifying $V^{*}$ with $V$ by means of this form, we have $m^{\vee}=m$ for all $m \in \Phi$; so $\Phi^{\vee}=\Phi$.

The root lattice $L=\mathbb{Z} \Phi$ will simply be written as $A_{n}$; so

$$
A_{n}=\left\{\sum_{i=1}^{n+1} z_{i} e_{i} \mid z_{i} \in \mathbb{Z}, \sum_{i} z_{i}=0\right\}=\mathbb{Z} a_{1} \oplus \ldots \oplus \mathbb{Z} a_{n}
$$

This lattice was already introduced earlier in (1.9). By (1.29), the weight lattice $\Lambda\left(A_{n}\right)$ can be identified with $A_{n}^{*}$; it is explicitly given by

$$
\Lambda\left(A_{n}\right)=A_{n}+\mathbb{Z} a \quad \text { with } \quad a=e_{1}-\frac{1}{n+1} \sum_{1}^{n+1} e_{i}=\sum_{i=1}^{n} \frac{n+1-i}{n+1} a_{i} \in V
$$

Note that $\Lambda\left(A_{n}\right) / A_{n} \cong \mathbb{Z} /(n+1) \mathbb{Z}$ with trivial $\mathcal{S}_{n+1}$-action. Thus, we have an exact sequence of $\mathcal{S}_{n+1}$-modules

$$
\begin{equation*}
0 \rightarrow A_{n} \longrightarrow A_{n}^{*} \longrightarrow \mathbb{Z} /(n+1) \mathbb{Z} \rightarrow 0 \tag{1.31}
\end{equation*}
$$

### 1.9 The Root System Associated with a Faithful $\mathcal{G}$-Lattice

Let $L$ be a faithful $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group. As in (1.25), we define the reflection subgroup of $\mathcal{G}$ by

$$
\left.\mathcal{R}=\mathcal{R}_{L}^{1}(\mathcal{G})=\langle g \in \mathcal{G}| g \text { acts as a reflection on } L\right\rangle
$$

For each reflection $g \in \mathcal{G}$, denote the two possible generators of $L_{g}^{-}=\operatorname{Ker}_{L}\left(g_{L}+\right.$ $\mathrm{Id}_{L}$ ) by $\pm \ell_{g}$; see (1.27). Define

$$
\begin{equation*}
\Phi=\Phi_{\mathcal{G}}(L)=\left\{ \pm \ell_{g} \mid g \text { a reflection in } \mathcal{G}\right\} . \tag{1.32}
\end{equation*}
$$

We shall show that $\Phi$ is a reduced root system with Weyl group $\mathcal{R}$ and that $\mathcal{R}$ has a complement in $\mathcal{G}$. These are well-known facts; see, e.g., Bourbaki [24], Farkas [61], Humphreys [94], and Lemire [115].

View $\mathcal{G}$ as acting (faithfully) on the real vector space $L_{\mathbb{R}}=L \otimes_{\mathbb{Z}} \mathbb{R}$ and let $\rho: L_{\mathbb{R}} \rightarrow L_{\mathbb{R}}^{\mathcal{R}}$ be the projection defined by $\rho(v)=|\mathcal{R}|^{-1} \sum_{g \in \mathcal{R}} g(v)$. Note that $\rho \in \operatorname{End}_{\mathbb{R}[\mathcal{G}]}\left(L_{\mathbb{R}}\right)$, since $\mathcal{R}$ is normal in $\mathcal{G}$. Put $\pi=\operatorname{Id}-\rho \in \operatorname{End}_{\mathbb{R}[\mathcal{G}]}\left(L_{\mathbb{R}}\right)$ and let

$$
V=\operatorname{Ker}_{L_{\mathbb{R}}}(\rho)=\pi\left(L_{\mathbb{R}}\right) .
$$

Thus, $L_{\mathbb{R}}=L_{\mathbb{R}}^{\mathcal{R}} \oplus V$, both summands are $\mathcal{G}$-stable, and $\mathcal{R}$ acts faithfully and effectively on $V$.
Proposition 1.9.1. Let $L$ be a faithful $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group, and let $\mathcal{R}=\mathcal{R}_{L}^{1}(\mathcal{G}), \Phi=\Phi_{\mathcal{G}}(L)$ and $V$ be defined as above. Then:
(a) $\Phi$ is a reduced root system in $V$. The Weyl group $\mathcal{W}(\Phi)$ is the restriction of $\mathcal{R}$ to $V$ and the weight lattice $\Lambda(\Phi)$ is the lattice $\Lambda_{\mathcal{R}}(L)$ defined in (1.19). Both $\Phi$ and $\Lambda(\Phi)$ are stable under $\mathcal{G}$.
(b) Fix a base $\Delta$ for $\Phi$. Then $\mathcal{G}_{\Delta}=\{g \in \mathcal{G} \mid g(\Delta)=\Delta\}$ is a complement for $\mathcal{R}$ in $\mathcal{G}$; so $\mathcal{G}=\mathcal{R} \rtimes \mathcal{G}_{\Delta}$.

Proof. (a) Note that, for each reflection $g \in \mathcal{G}$, we can write $\rho=\rho^{\prime} \circ\left(g_{L}+\operatorname{Id}_{L}\right)$ for some $\rho^{\prime} \in \operatorname{End}_{\mathbb{R}}\left(L_{\mathbb{R}}\right)$. Hence, $L_{g}^{-}=\operatorname{Ker}_{L}(g+\mathrm{Id}) \subseteq \operatorname{Ker}_{L_{\mathbb{R}}}(\rho)=V$, and so $\Phi \subseteq V$. Also, $\mathcal{G}$ permutes the reflections in $\mathcal{G}$ by conjugation. Thus, the action of $\mathcal{G}$ on $L$ permutes the various $L_{g}^{-}$for reflections $g \in \mathcal{G}$, and hence $\mathcal{G}$ stabilizes the collection of all their generators, that is, $\Phi$.

We verify axioms R1-R4 in $\S 1.8 .1$ for $\Phi$.
As for $\mathbf{R 1}$, only the fact that $\Phi$ spans $V$ requires comment. To see this, let $V^{\prime}=$ $\mathbb{R} \Phi$ denote the $\mathbb{R}$-linear span of $\Phi$ in $V$. Note that $V^{\prime}$ is a $\mathcal{G}$-stable subspace of $V$, because $\Phi$ is $\mathcal{G}$-stable. By Maschke's Theorem, we may write $V=V^{\prime} \oplus U$ for some
$\mathcal{G}$-stable subspace $U$. Each reflection $g \in \mathcal{G}$ acts trivially on $L / L_{g}^{-}$, and hence on $V / V^{\prime}=U$. Therefore, $U \subseteq V^{\mathcal{R}}=\{0\}$ and so $V=V^{\prime}$, as required.

To prove R2, let $g \in \mathcal{G}$ act as a reflection on $L$. Then $g$ maps $\Phi$ to itself, since $\Phi$ is $\mathcal{G}$-stable. Moreover, since $g$ has order 2 , we have $g(v)-v \in \operatorname{Ker}_{V}(g+\mathrm{Id})=\mathbb{R} \ell_{g}$ for all $v \in V$. Thus, $g(v)=v+r_{g, v} \ell_{g}$ for some $r_{g, v} \in \mathbb{R}$. The map $v \mapsto r_{g, v}$ is the required linear form $\ell_{g}^{\vee} \in V^{*}$.

For $\mathbf{R 3}$, note that, choosing $v \in \Phi$ in the preceding paragraph, we obtain $g(v)-$ $v \in \operatorname{Ker}_{L}(g+\mathrm{Id})=\mathbb{Z} \ell_{g}$; so $\left\langle\ell_{g}^{\vee}, v\right\rangle=r_{g, v} \in \mathbb{Z}$, as required.

Finally, since $L / L_{g}^{-}$is $\mathbb{Z}$-free, no element of $2 L$ can be a generator of $L_{g}^{-}$. This proves $\mathbf{R 4}$, thereby completing the proof that $\Phi$ is a reduced root system in $V$.

In our present setting, the reflections $s_{m}(m \in \Phi)$ in $\mathbf{R 2}$ are given by $s_{ \pm \ell_{g}}=g_{V}$ for each reflection $g \in \mathcal{G}$. Thus, the Weyl group $\mathcal{W}=\mathcal{W}(\Phi)$ is $\mathcal{R}$ acting on $V$.

Finally, by (1.19) and (1.28), the weight lattice of $\Phi=\Phi_{L, \mathcal{G}}$ can be written as

$$
\Lambda(\Phi)=\Lambda_{\mathcal{W}}(L(\Phi))=\left\{v \in L(\Phi) \otimes_{\mathbb{Z}} \mathbb{Q} \mid(\operatorname{Id}-g)(v) \in L(\Phi) \text { for all } g \in \mathcal{R}\right\}
$$

Since $L(\Phi) \otimes_{\mathbb{Z}} \mathbb{Q}=\pi\left(L_{\mathbb{Q}}\right)$, we obtain that $\Lambda(\Phi)=\Lambda_{\mathcal{R}}(L)$. Also, since $L(\Phi)$ and $\mathcal{R}$ are $\mathcal{G}$-stable, so is $\Lambda(\Phi)$.
(b) For each $g \in \mathcal{G}, g(\Delta)$ is another base of $\Phi=\Phi_{\mathcal{G}}(L)$. Since $\mathcal{W}(\Phi)=\mathcal{R}$ acts simply transitively on the set of bases of $\Phi$ (see $\S 1.8 .3$ ), there exists a unique $r \in \mathcal{R}$ with $g(\Delta)=r(\Delta)$. This proves (b).

### 1.10 Finite Subgroups of $\mathrm{GL}_{\boldsymbol{n}}(\mathbb{Z})$

By a celebrated theorem of Jordan [102], each $\mathrm{GL}_{n}(\mathbb{Z})$ has only finitely many finite subgroups, $\mathcal{G}$, up to conjugacy. The actual numbers, even for relatively small $n$, do however quickly become rather formidable while the number of maximal finite subgroups grows at a much slower rate; see Table 1.1. ${ }^{1}$

Proposition 1.1. Let $\Phi$ be an irreducible reduced root system not of type $C_{4}$ and let $L=L(\Phi)$ be its root lattice. The action of $\operatorname{Aut}(\Phi)$ on $L$ realizes $\operatorname{Aut}(\Phi)$ as a maximal finite subgroup of $\mathrm{GL}(L)$.

Proof. Say $\Phi$ is a root system in the real vector space $V$. There exists a unique (up to scalar multiples) positive definite symmetric bilinear form $\beta: V \times V \rightarrow \mathbb{R}$ that is invariant under $\operatorname{Aut}(\Phi)$; see [24, Prop. VI.1.3 and Prop. VI.1.7]. Suppose that $\operatorname{Aut}(\Phi) \subseteq \mathcal{G}$ for some finite subgroup $\mathcal{G}$ of $\mathrm{GL}(L)$. Then $\mathcal{G}$ fixes some positive definite symmetric bilinear form $\beta^{\prime}: V \times V \rightarrow \mathbb{R}$. Indeed, $\beta^{\prime}$ can be obtained by averaging any positive definite symmetric bilinear form on $V$ over $\mathcal{G}$. Since $\beta^{\prime}$ is in particular $\operatorname{Aut}(\Phi)$-invariant, we have $\beta^{\prime}=c \beta$ for some positive scalar $c$, by uniqueness of $\beta$. Thus, $\beta$ is $\mathcal{G}$-invariant. Therefore, $\mathcal{G}$ stabilizes the set
${ }^{1}$ The first column is contained in [150]. The number of maximal finite subgroups, up to conjugacy, can be computed with CARAT [34]. For $\mathrm{GL}_{6}(\mathbb{Z})$, it was communicated to me by Nebe and Schulz.

Table 1.1. Finite subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$

| $n$ | \# finite $\mathcal{G} \leq \mathrm{GL}_{n}(\mathbb{Z})$ <br> (up to conjugacy) | \# max'l finite $\mathcal{G} \leq \mathrm{GL}_{n}(\mathbb{Z})$ <br> (up to conjugacy) |
| :--- | :---: | :---: |
| 1 | 2 | 1 |
| 2 | 13 | 2 |
| 3 | 73 | 4 |
| 4 | 710 | 9 |
| 5 | 6079 | 17 |
| 6 | 85311 | 39 |

$S=\{\ell \in L \backslash\{0\} \mid \beta(\ell, \ell)$ is minimal $\}$. By [24, Exercise VI.1.19], $S$ is the set of "short roots" in $\Phi$. In case $\Phi$ has only one root length, we conclude that $\mathcal{G}$ stabilizes $\Phi$ and hence is contained in $\operatorname{Aut}(\Phi)$, as desired.

This leaves the root systems of types $B_{n}, C_{n}, F_{4}$ and $G_{2}$ to consider. Direct inspection of these root systems using [24, Planches II,III,VIII,IX] reveals that in all cases but $C_{n}(n \geq 4)$, the set $T=\{\ell \in L \backslash(S \cup\{0\}) \mid \beta(\ell, \ell)$ is minimal $\}$ is the set of long roots in $\Phi$. Since $T$ is $\mathcal{G}$-stable, we again conclude that $\mathcal{G}$ maps $\Phi$ to itself, and hence $\mathcal{G} \subseteq \operatorname{Aut}(\Phi)$.

The above reasoning does not apply to type $C_{n}=B_{n}^{\vee}(n \geq 4)$ : the sum of two orthogonal short simple roots in $\Phi$ has the same length as a long root but is not a root in this case. However,

$$
\begin{equation*}
\operatorname{Aut}\left(C_{n}\right)=\operatorname{Aut}\left(B_{n}\right) \cong\{ \pm 1\} \prec \mathcal{S}_{n} \tag{1.33}
\end{equation*}
$$

and the weight lattice $\Lambda\left(C_{n}\right)$ coincides with the root lattice $L\left(B_{n}\right)$. Thus, $L\left(C_{n}\right) \otimes$ $\mathbb{Q}=L\left(B_{n}\right) \otimes \mathbb{Q}$ as rational representations of $\operatorname{Aut}\left(C_{n}\right)=\operatorname{Aut}\left(B_{n}\right)$. Moreover, for $n \neq 4$, one knows that the action of $\operatorname{Aut}\left(B_{n}\right)$ on $L\left(B_{n}\right) \otimes \mathbb{Q}$ realizes $\operatorname{Aut}\left(B_{n}\right)$ as a maximal finite subgroup of $\mathrm{GL}\left(L\left(B_{n}\right) \otimes \mathbb{Q}\right)=\mathrm{GL}_{n}(\mathbb{Q})$; see $[149$, (II.8)]. Therefore, the action of $\operatorname{Aut}\left(C_{n}\right)$ on $L\left(C_{n}\right)$ realizes $\operatorname{Aut}\left(C_{n}\right)$ as a maximal finite subgroup of $\mathrm{GL}\left(L\left(C_{n}\right)\right)$ if $n \neq 4$.

We remark that, by (1.29), $L\left(C_{n}\right) \cong \Lambda\left(B_{n}\right)^{*}$ as Aut $\left(C_{n}\right)$-lattices, and $\Lambda\left(B_{4}\right)=$ $L\left(F_{4}\right)$; see [24]. The action of $\operatorname{Aut}\left(C_{4}\right)$ on $L\left(C_{4}\right) \cong L\left(F_{4}\right)^{*}$ embeds $\operatorname{Aut}\left(C_{4}\right)$ as a subgroup of ${ }^{t} \operatorname{Aut}\left(F_{4}\right)$, with index 3 .

### 1.10.1 Representative Groups

The conjugacy classes of all finite subgroups of $\mathrm{GL}_{2}(\mathbb{Z})$ are well-known and easy to determine; cf., e.g., Newman [140, p. 180]. A full set of non-trivial representative groups is listed in Table 1.2. We use the following notations:

$$
d=\left(\begin{array}{cc}
-1 & 0  \tag{1.34}\\
0 & 1
\end{array}\right), \quad s=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \text { and } \quad x=\left(\begin{array}{cc}
1 & -1 \\
1 & 0
\end{array}\right) .
$$

Moreover, $\operatorname{Aut}(\Phi)$ and $\mathcal{W}(\Phi)$ without further explanation denote the automorphism group and the Weyl group of the root system $\Phi$ acting on the root lattice $L(\Phi)=\mathbb{Z} \Phi$.

Table 1.2. The nontrivial finite subgroups of $\mathrm{GL}_{2}(\mathbb{Z})$

| label | generators; <br> see $(1.34)$ | isomorphism type | description |
| :---: | :---: | :---: | :---: |
| $\mathcal{G}_{1}$ | $x, s$ | $\mathcal{D}_{12}$ | $\operatorname{Aut}\left(A_{2}\right)=\mathcal{W}\left(G_{2}\right)$ |
| $\mathcal{G}_{2}$ | $d, s$ | $\mathcal{D}_{8} \cong\{ \pm 1\} \imath \mathcal{S}_{2}$ | $\operatorname{Aut}\left(B_{2}\right)=\mathcal{W}\left(B_{2}\right)$ |
| $\mathcal{G}_{3}$ | $x^{2},-s$ | $\mathcal{D}_{6} \cong \mathcal{S}_{3}$ | $\mathcal{W}\left(A_{2}\right)$ |
| $\mathcal{G}_{4}$ | $x^{2}, s$ | $\mathcal{D}_{6} \cong \mathcal{S}_{3}$ | $\mathcal{W}\left(A_{2}\right)$ on $A_{2}^{*} \cong \overline{U_{3}} ;$ see $(3.15)$ |
| $\mathcal{G}_{5}$ | $d,-d$ | $\mathcal{C}_{2} \times \mathcal{C}_{2}$ | $\mathcal{W}\left(A_{1}\right) \times \mathcal{W}\left(A_{1}\right)$ |
| $\mathcal{G}_{6}$ | $s,-s$ | $\mathcal{C}_{2} \times \mathcal{C}_{2}$ |  |
| $\mathcal{G}_{7}$ | $x$ | $\mathcal{C}_{6}$ | $\operatorname{Aut}\left(A_{2}\right) \cap \operatorname{SL}_{2}(\mathbb{Z})$ |
| $\mathcal{G}_{8}$ | $d s$ | $\mathcal{C}_{4}$ | $\operatorname{Aut}\left(B_{2}\right) \cap \mathrm{SL}_{2}(\mathbb{Z})$ |
| $\mathcal{G}_{9}$ | $x^{2}$ | $\mathcal{C}_{3}$ |  |
| $\mathcal{G}_{10}$ | $x^{3}=-\mathrm{Id}$ | $\mathcal{C}_{2}$ |  |
| $\mathcal{G}_{11}$ | $d$ | $\mathcal{C}_{2}$ | $\mathcal{W}\left(A_{1}\right) \times\left\langle\operatorname{Id}_{\mathbb{Z}}\right\rangle$ |
| $\mathcal{G}_{12}$ | $s$ | $\mathcal{C}_{2} \cong \mathcal{S}_{2}$ | $\mathcal{S}{ }_{2}$ on $U_{2} ; \operatorname{see}(1.7)$ |

Representatives for the conjugacy classes of all finite subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$ for $n=3$ can be found in Tahara [214]. (It was pointed out in [1] that the group listed as $W_{5}$ on the page 198 in [214] is redundant.) For representative finite subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$ with $n \leq 4$, see Brown et al. [30]. The maximal finite subgroups of $\mathrm{GL}_{4}(\mathbb{Z})$ and $\mathrm{GL}_{5}(\mathbb{Z})$, up to conjugacy, were first determined in Dade [46] and Ryškov-Lomakina [174], respectively.

Alternatively, representatives for the conjugacy classes of finite subgroups $\mathcal{G} \leq$ $\mathrm{GL}_{n}(\mathbb{Z})$ with $n \leq 4$ can be accessed through the crystallographic groups library "crystcat" of the computer algebra system GAP [71]. The more specialized computer
algebra system CARAT [34], [145] provides the groups $\mathcal{G}$ (and more) up to $n=$ 6. Moreover, GAP and MAGMA [20] both have data bases of all maximal finite subgroups of $\mathrm{GL}_{n}(\mathbb{Q})$ for $n$ up to 31. These are based on Nebe [137], [138]. Note that if $\mathcal{G} \leq \mathrm{GL}_{n}(\mathbb{Q})$ is finite then $\mathcal{G}$ stabilizes the lattice $L=\sum_{g \in \mathcal{G}} g\left(\mathbb{Z}^{n}\right)$ in $\mathbb{Q}^{n}$. Any $\mathbb{Z}$-basis of $L$ is $\mathbb{Q}$-basis of $\mathbb{Q}^{n}$. Hence, $g \mathcal{G} g^{-1} \subseteq \mathrm{GL}_{n}(\mathbb{Z})$ for some $g \in \mathrm{GL}_{n}(\mathbb{Q})$.

### 1.10.2 Sizes: The Minkowski Bound

The least common multiple of the orders of all finite subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$ or, equivalently, of $\mathrm{GL}_{n}(\mathbb{Q})$ is given by the Minkowski bound [133]:

$$
\begin{equation*}
M(n)=\prod_{p} p^{\left\lfloor\frac{n}{p-1}\right\rfloor+\left\lfloor\frac{n}{p(p-1)}\right\rfloor+\left\lfloor\frac{n}{p^{2}(p-1)}\right\rfloor+\ldots} \tag{1.35}
\end{equation*}
$$

Here, $\lfloor x\rfloor$ denotes the greatest integer $\leq x$ and $p$ runs over all primes. The $p$-factors for $p>n+1$ are all equal to 1 . More generally, by Schur [191], the order of any finite subgroup $\mathcal{G} \leq \mathrm{GL}_{n}(\mathbb{C})$ all of whose elements have rational trace divides $M(n)$.

The asymptotic order of $M(n)$ has been calculated by Katznelson [107]:

$$
\lim _{n \rightarrow \infty}(M(n) / n!)^{1 / n}=\prod_{p} p^{1 /(p-1)^{2}} \approx 3.4109
$$

A related issue is the determination of the largest finite subgroups of $\mathrm{GL}_{n}(\mathbb{Q})$. Note that $\operatorname{Aut}\left(B_{n}\right)=\{ \pm 1\} \imath \mathcal{S}_{n}$ is a subgroup of order $2^{n} n$ !. Feit [62] has shown that, for all $n>10$ and for $n=1,3,5$, the finite subgroups of $\mathrm{GL}_{n}(\mathbb{Q})$ of maximal order are precisely the conjugates of $\operatorname{Aut}\left(B_{n}\right)$. For the remaining values of $n$, Feit also characterizes the largest finite subgroups of $\mathrm{GL}_{n}(\mathbb{Q})$ and shows that they are unique up to conjugacy. Feit's proof depends essentially on an unpublished manuscript of Weisfeiler [225] which establishes the best known upper bound for the Jordan number $j(n)$. Recall that a classical result of Jordan [101] asserts the existence of a number $j(n)$, depending only on $n$, such that every finite subgroup of $\mathrm{GL}_{n}(\mathbb{C})$ contains an abelian normal subgroup of index at most $j(n)$. Since $\mathcal{S}_{n+1} \leq \mathrm{GL}_{n}(\mathbb{C})$ via the action on $A_{n} \otimes_{\mathbb{Z}} \mathbb{C}$, one certainly has $j(n) \geq(n+1)$ !. It is commonly believed that equality holds for large enough $n$. Weisfeiler [225] proves the almost sharp bound $j(n) \leq(n+2)$ ! for $n>63$. An alternative proof of Feit's theorem for large values of $n$ has been given by Friedland [68] who relies on Weisfeiler [226] instead. The latter article announces the weaker upper bound $j(n) \leq n^{a \log n+b} n$ !. Weisfeiler's work in both [225] and [226] uses the classification of finite simple groups.

For further information on the subject of finite subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$ and of $\mathrm{GL}_{n}(\mathbb{Q})$, see, e.g., Nebe and Plesken [139] and Plesken [149].

## Permutation Lattices and Flasque Equivalence

### 2.1 Introduction

The main purpose of this chapter is to furnish some lattice theoretic tools for the investigation of multiplicative field invariants in Chapter 9. This material will not be required elsewhere in this book. In particular, the rather technical sections 2.11 and 2.12 are only needed for the proof of Theorem 9.8.3. These sections draw on work of Beneish [8], Bessenrodt-Le Bruyn [17], and Formanek [64], [65].

Throughout, $\mathcal{G}$ denotes a finite group. We will discuss various types of $\mathcal{G}$-lattices, all closely related to permutation lattices, and an important equivalence relation between $\mathcal{G}$-lattices, called flasque equivalence, which goes back to Endo-Miyata [57], Voskresenskiĭ [219], and Colliot-Thélène and Sansuc [41], [42]. Our presentation with regard to flasque equivalence follows Colliot-Thélène and Sansuc.

### 2.2 Permutation Lattices

A $\mathcal{G}$-lattice $L$ is called a permutation lattice if it has a $\mathbb{Z}$-basis, say $X$, that is permuted by the action of $\mathcal{G}$. We will write such a lattice as

$$
L=\mathbb{Z}[X] .
$$

If $\mathcal{G} \backslash X$ denotes a full representative set of the $\mathcal{G}$-orbits in $X$ and $\mathcal{G}_{x}=\operatorname{stab}_{\mathcal{G}}(x)$ is the isotropy group of $x \in X$ then

$$
L \cong \bigoplus_{x \in \mathcal{G} \backslash X} \mathbb{Z} \uparrow_{\mathcal{G}_{x}}^{\mathcal{G}}
$$

The summands $\mathbb{Z} \uparrow_{\mathcal{G}_{x}}^{\mathcal{G}} \cong \mathbb{Z}\left[\mathcal{G} / \mathcal{G}_{x}\right]$ are indecomposable $\mathcal{G}$-lattices; see Section 1.5. Permutation lattices of this form were considered earlier in Section 1.3, notably the standard permutation lattice $U_{n} \cong \mathbb{Z} \uparrow_{\mathcal{S}_{n-1}}^{\mathcal{S}_{n}}$ for the symmetric group $\mathcal{G}=\mathcal{S}_{n}$; see (1.7). As we have remarked in $\S 1.4 .3$, all permutation lattices are self-dual.

Direct sums and tensor products of permutation lattices are permutation lattices: $\mathbb{Z}[X] \oplus \mathbb{Z}\left[X^{\prime}\right] \cong \mathbb{Z}\left[X \amalg X^{\prime}\right]$ and $\mathbb{Z}[X] \otimes \mathbb{Z}\left[X^{\prime}\right] \cong \mathbb{Z}\left[X \times X^{\prime}\right]$, where $X \amalg X^{\prime}$ is the disjoint union of the $\mathcal{G}$-sets $X$ and $X^{\prime}$ and $X \times X^{\prime}$ their cartesian product. Moreover, for any subgroup $\mathcal{H} \leq \mathcal{G}$, restriction.$\downarrow_{\mathcal{H}}^{\mathcal{G}}$ and induction.$\uparrow_{\mathcal{H}}^{\mathcal{G}}$ both send permutation lattices to permutation lattices: for restriction this is obvious from the description $L=\mathbb{Z}[X]$, while the case of induction follows from the "transitivity" relation $\cdot \uparrow_{\mathcal{H}_{x}}^{\mathcal{H}} \uparrow \mathcal{H} \mathcal{G} \cong \uparrow_{\mathcal{H}_{x}}^{\mathcal{G}}$.

### 2.3 Stable Permutation Equivalence

Two $\mathcal{G}$-lattices $L$ and $L^{\prime}$ are said to be stably permutation equivalent if $L \oplus P \cong$ $L^{\prime} \oplus P^{\prime}$ holds for suitable permutation $\mathcal{G}$-lattices $P$ and $P^{\prime}$. Since direct sums of permutation lattices are permutation, this defines an equivalence relation on $\mathcal{G}$-lattices, coarser than isomorphism. Following Colliot-Thélène and Sansuc [41], we will denote the stable permutation class of the $\mathcal{G}$-lattice $L$ by

$$
[L] .
$$

If $[L]=[0]$, that is, if $L \oplus P \cong P^{\prime}$ holds for suitable permutation $\mathcal{G}$-lattices $P$ and $P^{\prime}$, then the $\mathcal{G}$-lattice $L$ is called stably permutation.

The stable permutation class [ $L \oplus L^{\prime}$ ], for any two $\mathcal{G}$-lattices $L$ and $L^{\prime}$, depends only on $[L]$ and $\left[L^{\prime}\right]$. Thus we may define $[L]+\left[L^{\prime}\right]=\left[L \oplus L^{\prime}\right]$, thereby turning the set of stable permutation classes of $\mathcal{G}$-lattices into a commutative monoid with identity element [ 0 ]. This monoid will be denoted by

$$
\mathrm{SP}_{\mathcal{G}}
$$

Duality of $\mathcal{G}$-lattices passes down to $\mathrm{SP}_{\mathcal{G}}$ and, for any subgroup $\mathcal{H} \leq \mathcal{G}$, induction and restriction yield well-defined monoid homomorphisms $. \uparrow_{\mathcal{H}}^{\mathcal{G}}: \mathrm{SP}_{\mathcal{H}} \rightarrow \mathrm{SP}_{\mathcal{G}}$ and . $\downarrow_{\mathcal{H}}^{\mathcal{G}}: \mathrm{SP}_{\mathcal{G}} \rightarrow \mathrm{SP}_{\mathcal{H}}$.

The following lemma will be needed later for the the symmetric group $\mathcal{G}=\mathcal{S}_{n}$. In this case, the lemma is due to Endo and Miyata [58, Theorem 3.3]. Recall that all irreducible $\mathbb{Q}\left[\mathcal{S}_{n}\right]$-modules are in fact absolutely irreducible or, in other words, $\mathbb{Q}$ is a splitting field for $\mathcal{S}_{n}$; see $[45,75.1]$. For more general results on recognizing stable permutation equivalence, see Bessenrodt and Le Bruyn [17, §2].

Lemma 2.3.1. Assume that $\mathbb{Q}$ is a splitting field for $\mathcal{G}$. Then any two $\mathcal{G}$-lattices in the same genus (see §1.2.2) are stably permutation equivalent. In particular, all projective $\mathcal{G}$-lattices are stably permutation.

Proof. We first show that the two assertions of the lemma are in fact equivalent. Indeed, by Swan's Theorem (1.6), any projective $\mathcal{G}$-lattice $L$ satisfies $L \vee \mathbb{Z}[\mathcal{G}]^{r}$ for some $r$. Therefore, the second assertion follows from the first. Conversely, assume that projective $\mathcal{G}$-lattices are stably permutation. If $L$ and $L^{\prime}$ are $\mathcal{G}$-lattices in the same genus then, by a theorem of Roiter [169] (see also [44, 31.28]), we have

$$
\begin{equation*}
L \oplus \mathbb{Z}[\mathcal{G}] \cong L^{\prime} \oplus I \tag{2.1}
\end{equation*}
$$

for some $\mathcal{G}$-lattice $I$ with $I \vee \mathbb{Z}[\mathcal{G}]$. By (1.2), $I$ is projective and hence stably permutation. Therefore, (2.1) implies that $L$ and $L^{\prime}$ are stably permutation equivalent.

The proof of the second assertion uses the projective class group $\mathrm{Cl}(\mathbb{Z}[\mathcal{G}])$ of the group ring $\mathbb{Z}[\mathcal{G}]$. Curtis-Reiner [45, Chapter 6] and Reiner [161] are good references on this topic.

By definition, $\mathrm{Cl}(\mathbb{Z}[\mathcal{G}])$ is the kernel of the canonical map

$$
K_{0}(\mathbb{Z}[\mathcal{G}]) \rightarrow \prod_{p} K_{0}\left(\mathbb{Z}_{(p)}[\mathcal{G}]\right),
$$

where $p$ runs over the primes in $\mathbb{Z}$ and $K_{0}($.$) denotes the Grothendieck group$ of the category of all finitely generated projective modules over the ring in question. Writing $\langle L\rangle$ for the element of $K_{0}(\mathbb{Z}[\mathcal{G}])$ defined by the projective $\mathcal{G}$-lattice $L$, Swan's Theorem (1.6) implies that $\langle L\rangle-r\langle\mathbb{Z}[\mathcal{G}]\rangle \in \mathrm{Cl}(\mathbb{Z}[\mathcal{G}])$ for some $r$. Let $\Lambda$ be a maximal $\mathbb{Z}$-order in $\mathbb{Q}[\mathcal{G}]$ containing $\mathbb{Z}[\mathcal{G}]$, and let $\mathrm{Cl}(\Lambda)$ denote the class group of $\Lambda$, defined exactly as for $\mathbb{Z}[\mathcal{G}]$; see $[45,39.12]$. The canonical map $\Lambda \otimes_{\mathbb{Z}[\mathcal{G}]} .: K_{0}(\mathbb{Z}[\mathcal{G}]) \rightarrow K_{0}(\Lambda)$ induces a (surjective) map $\mathrm{Cl}(\mathbb{Z}[\mathcal{G}]) \rightarrow \mathrm{Cl}(\Lambda)$. By Oliver [143, Theorem 5], the kernel of this map is the subgroup
$\widetilde{\mathrm{Cl}}^{q}(\mathbb{Z}[\mathcal{G}])=\left\{\left\langle L_{1}\right\rangle-\left\langle L_{2}\right\rangle \mid L_{1} \oplus P \cong L_{2} \oplus P\right.$ for some permutation lattice $\left.P\right\}$.
Moreover, our hypothesis that $\mathbb{Q}$ is a splitting field for $\mathcal{G}$ implies that the class group $\mathrm{Cl}(\Lambda)$ is trivial. (The maximal order $\Lambda$ decomposes according to the Wedderburn decomposition of $\mathbb{Q}[\mathcal{G}]$, and a description of the class groups of maximal orders in central simple algebras is given in [45, 49.32] or [161, 35.14].) Therefore, any projective $\mathcal{G}$-lattice $L$ satisfies $\langle L\rangle-r\langle\mathbb{Z}[\mathcal{G}]\rangle \in \widetilde{\mathrm{Cl}}^{q}(\mathbb{Z}[\mathcal{G}])$ for some $r$, and so $L \oplus P \cong \mathbb{Z}[\mathcal{G}]^{r} \oplus P$. This proves that $L$ is stably permutation.

### 2.4 Permutation Projective Lattices

A $\mathcal{G}$-lattice $L$ is called permutation projective or invertible if $[L]$ is an invertible element of the monoid $\mathrm{SP}_{\mathcal{G}}$ of stable permutation classes of $\mathcal{G}$-lattices. (The group of invertible elements of $S \mathrm{P}_{\mathcal{G}}$ is called the permutation class group of $\mathcal{G}$ in Dress [53].) In other words, $L$ is permutation projective if and only if $L$ is a direct summand of some permutation $\mathcal{G}$-lattice. This is a local condition:

Lemma 2.4.1. $A \mathcal{G}$-lattice $L$ is permutation projective if and only if $L$ is permutation projective as $\mathcal{G}_{p}$-lattice for all Sylow subgroups $\mathcal{G}_{p}$ of $\mathcal{G}$.

One direction is obvious: if $L$ is permutation projective then so are all restrictions $L \downarrow_{\mathcal{H}}^{\mathcal{G}}$, because restrictions of permutation lattices are permutation lattices. The converse will be proved in $\S 2.6$.

## $2.5 \widehat{\boldsymbol{H}}^{i}$-trivial, Flasque and Coflasque Lattices

We will use the notation $\widehat{H}^{i}(\mathcal{G},).(i \in \mathbb{Z})$ for the Tate cohomology functors of the finite group $\mathcal{G}$. For $i \geq 1, \widehat{H}^{i}(\mathcal{G},$.$) is identical with the ordinary cohomology functor$ $H^{i}(\mathcal{G},$.$) . We will be primarily concerned the groups \widehat{H}^{1}(\mathcal{H}, L)$ and $\widehat{H}^{-1}(\mathcal{H}, L)$ for a $\mathcal{G}$-lattice $L$ and subgroups $\mathcal{H}$ of $\mathcal{G}$. The group $\widehat{H}^{-1}(\mathcal{H}, L)$ has the form

$$
\begin{equation*}
\widehat{H}^{-1}(\mathcal{H}, L)=L(\mathcal{H}) /[\mathcal{H}, L], \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
[\mathcal{H}, L]=\sum_{g \in \mathcal{H}}[g, L] \quad \text { and } \quad L(\mathcal{H})=\left\{m \in L \mid \sum_{h \in \mathcal{H}} h(m)=0\right\} \tag{2.3}
\end{equation*}
$$

Here, $[g, L]=\{g(m)-m \mid m \in L\}$, as in (1.26); it suffices to let $g$ run over a set of generators of the group $\mathcal{H}$ in the definition of $[\mathcal{H}, L]$; see (1.22) and (1.24). A good background reference for Tate cohomology in general is Brown [31, Chap. VI].

A $\mathcal{G}$-module $M$ is called $\widehat{H}^{i}$-trivial if $\widehat{H}^{i}(\mathcal{H}, M)=0$ holds for all subgroups $\mathcal{H} \leq \mathcal{G}$. By [31, III.9.5(ii) and VI.5.5], it is enough to check the condition $\widehat{H}^{i}(\mathcal{H}, M)=0$ for all $p$-subgroups $\mathcal{H} \leq \mathcal{G}$, where $p$ runs over the prime divisors of $|\mathcal{G}|$.

If $L$ is a $\mathcal{G}$-lattice then we have a duality pairing $\widehat{H}^{i}\left(\mathcal{G}, L^{*}\right) \otimes_{\mathbb{Z}} \widehat{H}^{-i}(\mathcal{G}, L) \longrightarrow$ $\mathbb{Z} /|\mathcal{G}| \mathbb{Z}$ given by the cup product; see [31, Exercise VI.7.3]. This gives rise to an isomorphism of finite abelian groups

$$
\begin{equation*}
\widehat{H}^{i}\left(\mathcal{G}, L^{*}\right) \cong \widehat{H}^{-i}(\mathcal{G}, L) \tag{2.4}
\end{equation*}
$$

Consequently, $L$ is $\widehat{H}^{i}$-trivial if and only if $L^{*}$ is $\widehat{H}^{-i}$-trivial.
Following Colliot-Thélène and Sansuc [41], $\widehat{H}^{1}$-trivial $\mathcal{G}$-lattices are also called coflasque. Equivalently, $L$ is coflasque iff $\operatorname{Ext}_{\mathbb{Z}[\mathcal{G}]}(P, L)=0$ holds for all permutation projective $\mathcal{G}$-lattices $P$. This follows from the isomorphism

$$
\begin{equation*}
\operatorname{Ext}_{\mathbb{Z}[\mathcal{G}]}\left(\mathbb{Z} \uparrow_{\mathcal{H}}^{\mathcal{G}}, L\right) \cong \widehat{H}^{1}(\mathcal{H}, L) \tag{2.5}
\end{equation*}
$$

see, e.g., [35, p. 118].
Similarly, $\widehat{H}^{-1}$-trivial $\mathcal{G}$-lattices are called flasque; they can be characterized by the condition that $\operatorname{Ext}_{\mathbb{Z}[\mathcal{G}]}(L, P)=0$ holds for all permutation projective $\mathcal{G}$-lattices $P$.

For any subgroup $\mathcal{H} \leq \mathcal{G}$, restriction.$\downarrow_{\mathcal{H}}^{\mathcal{G}}$ clearly sends $\widehat{H}^{i}$-trivial $\mathcal{G}$-modules to $\widehat{H}^{i}$-trivial $\mathcal{H}$-modules. As for induction, the Eckmann-Shapiro Lemma gives an isomorphism of functors

$$
\begin{equation*}
\widehat{H}^{i}\left(\mathcal{G}, . \uparrow_{\mathcal{H}}^{\mathcal{H}}\right) \cong \widehat{H}^{i}(\mathcal{H}, .) ; \tag{2.6}
\end{equation*}
$$

see [31, VI.5.2]. In conjunction with (1.14), this implies that induction.$\uparrow_{\mathcal{H}}^{\mathcal{H}}$ sends $\widehat{H}^{i}$-trivial $\mathcal{H}$-modules to $\widehat{H}^{i}$-trivial $\mathcal{G}$-modules. In particular, since $\widehat{H}^{-1}(\mathcal{H}, \mathbb{Z})=$ $\widehat{H}^{1}(\mathcal{H}, \mathbb{Z})=\{0\}$ holds for all finite groups $\mathcal{H}$, we conclude that the $\mathcal{G}$-lattice $\mathbb{Z} \uparrow_{\mathcal{H}}^{\mathcal{G}}$ is flasque and coflasque. Since finite direct sums of $\mathcal{G}$-modules are $\widehat{H}^{i}$-trivial if and only if all summands are, we obtain:

Lemma 2.5.1. Permutation projective $\mathcal{G}$-lattices are both flasque and coflasque.

### 2.6 Flasque and Coflasque Resolutions

An exact sequence of $\mathcal{G}$-lattices

$$
\begin{equation*}
0 \rightarrow L \longrightarrow P \longrightarrow F \rightarrow 0 \tag{2.7}
\end{equation*}
$$

with $P$ a permutation lattice and $F$ flasque is called a flasque resolution of $L$. Similarly, an exact sequence of $\mathcal{G}$-lattices

$$
\begin{equation*}
0 \rightarrow C \longrightarrow P \longrightarrow L \rightarrow 0 \tag{2.8}
\end{equation*}
$$

with $P$ permutation and $C$ coflasque is called a coflasque resolution of $L$. Dualizing a flasque resolution for $L$ gives a coflasque resolution for $L^{*}$, and conversely.

Lemma 2.6.1. Flasque and coflasque resolutions exist for every $\mathcal{G}$-lattice L. Moreover, the stable permutation classes $[F]$ and $[C]$ in (2.7) and (2.8) depend only on the class $[L]$ of $L$.

Proof. By duality, it suffices to treat the case of coflasque resolutions.
Given $L$, define $P=\bigoplus_{\mathcal{H}} L^{\mathcal{H}} \uparrow_{\mathcal{H}}^{\mathcal{G}}$, where $L^{\mathcal{H}}$ is the sublattice of $\mathcal{H}$-fixed points in $L$ and $\mathcal{H}$ ranges over all subgroup of $\mathcal{G}$. Note that $P$ is a permutation $\mathcal{G}$-lattice. The inclusions $L^{\mathcal{H}} \hookrightarrow L$ can be assembled to yield a $\mathcal{G}$-epimorphism $f: P \rightarrow L$ with $f\left(P^{\mathcal{H}}\right)=L^{\mathcal{H}}$ for all $\mathcal{H} \leq \mathcal{G}$. Putting $C=\operatorname{Ker}(f)$ we obtain an exact sequence of the form (2.8). From the cohomology sequence

$$
\cdots \rightarrow P^{\mathcal{H}} \xrightarrow{f} L^{\mathcal{H}} \longrightarrow H^{1}(\mathcal{H}, C) \longrightarrow H^{1}(\mathcal{H}, P) \rightarrow \ldots
$$

that is associated with this sequence together with the fact that $P$ is coflasque (Lemma 2.5.1) we infer that $C$ is coflasque, thereby proving the desired coflasque resolution of $L$.

For uniqueness, let $0 \rightarrow C^{\prime} \rightarrow P^{\prime} \rightarrow L \rightarrow 0$ be another coflasque resolution of L. Consider the pullback diagram (see, e.g., Hilton and Stammbach [87, Sect. II.6])


Since $C$ and $C^{\prime}$ are coflasque, the middle row and column split giving an isomorphism $C \oplus P \cong C^{\prime} \oplus P$; so $[C]=\left[C^{\prime}\right]$. Finally, given a coflasque resolution (2.8)
for $L$ and a permutation lattice $Q$, the sequence $0 \rightarrow C \rightarrow P \oplus Q \rightarrow L \oplus Q \rightarrow 0$ is a coflasque resolution of $L \oplus Q$. This shows that the class $[C]$ in (2.8) only depends on $[L]$.

The foregoing can be used to complete the proof of Lemma 2.4.1.
Proof of Lemma 2.4.1. Let $L$ be a $\mathcal{G}$-lattice. We first note that
$L$ is permutation projective if and only if $\operatorname{Ext}_{\mathbb{Z}[\mathcal{G}]}(L, C)=0$ holds for all coflasque $\mathcal{G}$-lattices $C$.

The implication $\Rightarrow$ has already been pointed out in $\S 2.5$. For $\Leftarrow$, choose a coflasque resolution $0 \rightarrow C \rightarrow P \rightarrow L \rightarrow 0$ of $L$. Since $\operatorname{Ext}_{\mathbb{Z}[\mathcal{G}]}(L, C)=0$, this sequence splits; so $L$ is isomorphic to a direct summand of the permutation lattice $P$.

Now assume that the restrictions $L \downarrow_{\mathcal{G}_{p}}^{\mathcal{G}}$ to all Sylow subgroups $\mathcal{G}_{p}$ of $\mathcal{G}$ are permutation projective. Then $\operatorname{Ext}_{\mathbb{Z}\left[\mathcal{G}_{p}\right]}(L, C)=0$ holds for all coflasque $\mathcal{G}$-lattices $C$. Since the restriction map $\operatorname{Ext}_{\mathbb{Z}[\mathcal{G}]}(L, C) \rightarrow \prod_{p} \operatorname{Ext}_{\mathbb{Z}\left[\mathcal{G}_{p}\right]}(L, C)$ is injective (see, e.g., [31, $\mathrm{III}(2.2)$ and $\mathrm{III}(9.5)(\mathrm{ii})]$ ), we conclude that $\operatorname{Ext}_{\mathbb{Z}}[\mathcal{G}](L, C)=0$, as desired.

### 2.7 Flasque Equivalence

We now discuss a notion of equivalence for $\mathcal{G}$-lattices, coarser than stable permutation equivalence (see $\S 2.3$ ), which will play an important role in the investigation of rationality problems for field extensions in Chapter 9.

We concentrate on flasque resolutions; this is no essential restriction, by duality. In view of Lemma 2.6.1, we may define, for any $\mathcal{G}$-lattice $L$,

$$
[L]^{\mathrm{fl}}=[F] \in \mathrm{SP}_{\mathcal{G}},
$$

where $F$ is the cokernel in any flasque resolution (2.7) of $L$. Flasque equivalence of $\mathcal{G}$-lattices, written $\underset{\mathrm{ff}}{\sim}$, is defined by

$$
L \underset{\mathrm{fl}}{\sim} L^{\prime} \Longleftrightarrow[L]^{\mathrm{fl}}=\left[L^{\prime}\right]^{\mathrm{fl}}
$$

Clearly, $[0]^{\mathrm{fl}}=[0]$ and $\left[L \oplus L^{\prime}\right]^{\mathrm{fl}}=[L]^{\mathrm{fl}}+\left[L^{\prime}\right]^{\mathrm{fl}}$, because the direct sum of flasque resolutions of $L$ and $L^{\prime}$ is a flasque resolution of $L \oplus L^{\prime}$. Moreover, [.] ${ }^{\mathrm{fl}}$ commutes with restriction.$\downarrow_{\mathcal{H}}^{\mathcal{H}}$ and with induction $\cdot \uparrow_{\mathcal{H}}^{\mathcal{G}}$, and hence both maps preserve flasque equivalence $\underset{\mathrm{ff}}{\sim}$.
Lemma 2.7.1. (a) If $Q$ is a permutation projective $\mathcal{G}$-lattice then $[Q]^{f l}=-[Q]$.
(b) If $0 \rightarrow L \rightarrow M \rightarrow Q \rightarrow 0$ is an exact sequence of $\mathcal{G}$-lattices with $Q$ permutation projective then $[L]^{\mathrm{fl}}+[Q]^{\mathrm{fl}}=[M]^{\mathrm{fl}}$.
(c) The following are equivalent for $\mathcal{G}$-lattices $L$ and $L^{\prime}$ :
(i) $L \underset{\mathrm{fl}}{\sim} L^{\prime}$;
(ii) There exist exact sequences of $\mathcal{G}$-modules $0 \rightarrow L \rightarrow P \rightarrow M \rightarrow 0$ and $0 \rightarrow$ $L^{\prime} \rightarrow Q \rightarrow M \rightarrow 0$ with $\mathcal{G}$-lattices $P$ and $Q$ that are stably permutation.
(iii) There exist exact sequences of $\mathcal{G}$-lattices $0 \rightarrow L \rightarrow E \rightarrow P \rightarrow 0$ and $0 \rightarrow L^{\prime} \rightarrow E \rightarrow Q \rightarrow 0$, where $P$ and $Q$ are permutation lattices.

Proof. (a) If $Q \oplus Q^{\prime}=R$ for some permutation lattice $R$ then $0 \rightarrow Q \rightarrow R \rightarrow$ $Q^{\prime} \rightarrow 0$ is a flasque resolution of $Q$, by Lemma 2.5.1, and $[Q]+\left[Q^{\prime}\right]=[R]=[0]$ holds in $\mathrm{SP}_{\mathcal{G}}$. Thus, $[Q]^{\mathrm{fl}}=\left[Q^{\prime}\right]=-[Q]$.
(b) Choose a flasque resolution (2.7) of $L$ and consider the pushout diagram


Since $Q$ is flasque, the middle row splits; so $X \cong P \oplus Q$. Writing $Q \oplus Q^{\prime}=R$ as in the proof of (a), the middle column gives the flasque resolution $0 \rightarrow M \rightarrow P \oplus R \rightarrow$ $F \oplus Q^{\prime} \rightarrow 0$, whence $[M]^{\mathrm{fl}}=[F]+\left[Q^{\prime}\right]=[L]^{\mathrm{fl}}+[Q]^{\mathrm{fl}}$.
(c) If $L \underset{\mathrm{fl}}{\sim} L^{\prime}$ then we may choose flasque resolutions $0 \rightarrow L \rightarrow P \rightarrow F \rightarrow 0$ and $0 \rightarrow L^{\prime} \rightarrow Q \rightarrow F^{\prime} \rightarrow 0$ with $F=F^{\prime}$. Thus, (i) implies (ii).

Now assume (ii). By adding a suitable permutation lattice to $P, Q$ and $M$, we may assume that $P$ and $Q$ are in fact permutation lattices. The middle row and column of the pullback diagram

yield exact sequences as required in (iii).
Finally, the implication (iii) $\Rightarrow$ (i) is immediate from part (b).

### 2.8 Quasi-permutation Lattices and Monomial Lattices

A $\mathcal{G}$-lattice $L$ such that $L \underset{\mathrm{fl}}{\sim} 0$ is called a quasi-permutation lattice. By Lemma 2.7.1(c), $L$ is quasi-permutation if and only if there is an exact sequence of $\mathcal{G}$-lattices

$$
0 \rightarrow L \rightarrow P \rightarrow Q \rightarrow 0
$$

where $P$ and $Q$ are permutation lattices. For example, if $L$ is stably permutation then $L$ is certainly quasi-permutation.

Monomial lattices are further examples of quasi-permutation lattices. Specifically, a $\mathcal{G}$-lattice is called monomial if it has a $\mathbb{Z}$-basis that is permuted by $\mathcal{G}$ up to $\pm$-sign or, equivalently, if it is a direct sum of lattices that are induced from rank-1 lattices for suitable subgroups $\mathcal{H} \leq \mathcal{G}$. Any $\mathcal{H}$-lattice of rank 1 is quasi-permutation: it is either the trivial lattice $\mathbb{Z}$ or a lattice $\mathbb{Z}^{-}$which fits into an exact sequence $0 \rightarrow \mathbb{Z}^{-} \rightarrow \mathbb{Z} \uparrow_{\mathcal{N}}^{\mathcal{H}} \rightarrow \mathbb{Z} \rightarrow 0$, where $\mathcal{N}=\operatorname{Ker}_{\mathcal{H}}\left(\mathbb{Z}^{-}\right)$has index 2 in $\mathcal{H}$. Therefore, all monomial lattices are indeed quasi-permutation. Moreover, monomial lattices are self-dual, since this holds for $\mathbb{Z}$ and $\mathbb{Z}^{-}$. Finally, since $H^{1}\left(\mathcal{H}, \mathbb{Z}^{-}\right)=\mathbb{Z} / 2 \mathbb{Z}$, the Eckmann-Shapiro Lemma (2.6) implies that $H^{1}$ of any monomial lattice is an elementary abelian 2 -group.

Example 2.8.1 (The $\mathcal{S}_{n}$-root lattice $A_{n-1}$ ). Sequence (1.10) shows that the $\mathcal{S}_{n}$-root lattice $A_{n-1}$ is quasi-permutation. However, $A_{n-1}$ is neither stably permutation nor monomial (for $n \geq 3$ ), since $H^{1}\left(\mathcal{S}_{n}, A_{n-1}\right) \cong \mathbb{Z} / n \mathbb{Z}$; see Lemma 2.8.2 (which we state slightly more generally for future use).

Lemma 2.8.2. For any subgroup $\mathcal{H} \leq \mathcal{S}_{n}, H^{1}\left(\mathcal{H}, A_{n-1}\right) \cong \mathbb{Z} / h \mathbb{Z}$, where $h$ is the gcd of the $\mathcal{H}$-orbit sizes in $\{1, \ldots, n\}$.

Proof. Sequence (1.10) gives rise to the exact cohomology sequence

$$
\cdots \rightarrow U_{n}^{\mathcal{H}} \xrightarrow{\varepsilon_{n}} \mathbb{Z} \longrightarrow H^{1}\left(\mathcal{H}, A_{n-1}\right) \longrightarrow H^{1}\left(\mathcal{H}, U_{n}\right) \rightarrow \ldots
$$

Here, $H^{1}\left(\mathcal{H}, U_{n}\right)=0$, since $U_{n}$ is a permutation lattice and hence coflasque; see Lemma 2.5.1. Using the notation of $\S 1.3 .3$, the lattice of $\mathcal{H}$-invariants $U_{n}^{\mathcal{H}}$ has $\mathbb{Z}$-basis $\left\{\sum_{i \in \mathcal{O}} e_{i} \mid \mathcal{O}\right.$ is an $\mathcal{H}$-orbit in $\left.\{1, \ldots, n\}\right\}$. The asserted description of $H^{1}\left(\mathcal{H}, A_{n-1}\right)$ follows from this.

### 2.9 An Invariant for Flasque Equivalence

This section is based on Colliot-Thélène and Sansuc [42, pp. 199-202]. For any $\mathcal{G}$ module $M$, define

$$
\begin{equation*}
\amalg^{i}(\mathcal{G}, M)=\bigcap_{g \in \mathcal{G}} \operatorname{Ker}\left(\operatorname{res}_{\langle g\rangle}^{\mathcal{G}}: \widehat{H}^{i}(\mathcal{G}, M) \longrightarrow \widehat{H}^{i}(\langle g\rangle, M)\right) . \tag{2.10}
\end{equation*}
$$

Recall that $\widehat{H}^{i}(\mathcal{G},)=.H^{i}(\mathcal{G},$.$) for i>0$. In analogy with the terminology of $\S 2.5$, $M$ will be called $\amalg^{i}$-trivial if $\amalg^{i}(\mathcal{H}, M)=0$ holds for all subgroups $\mathcal{H} \leq \mathcal{G}$.

Of particular interest for us will be the case where $M$ is a $\mathcal{G}$-lattice and $i=1$ or 2 . We will show in Proposition 2.9 .2 below that $\amalg^{2}(\mathcal{G},$.$) is a \underset{\mathrm{fl}}{\sim}$-invariant on $\mathcal{G}$-lattices, and $\Pi^{1}(\mathcal{G},$.$) will play an important rôle in Chapter 5$.

Lemma 2.9.1. If $0 \rightarrow M \rightarrow P \rightarrow N \rightarrow 0$ be an exact sequence of $\mathcal{G}$-modules with P a permutation projective $\mathcal{G}$-lattice, then $\amalg^{2}(\mathcal{G}, M) \cong \amalg^{1}(\mathcal{G}, N)$.

Proof. The cohomology sequences that are associated with the given exact sequence yield a commutative diagram with exact rows,


Therefore, we obtain an exact sequence

$$
0 \rightarrow \amalg^{1}(\mathcal{G}, N) \longrightarrow \amalg^{2}(\mathcal{G}, M) \longrightarrow \amalg^{2}(\mathcal{G}, P)
$$

Here, $\amalg^{2}(\mathcal{G}, P)=0$, because $\amalg^{2}(\mathcal{G},$.$) is additive on direct sums and, for any sub-$ group $\mathcal{H} \leq \mathcal{G}$, the group $H^{2}\left(\mathcal{G}, \mathbb{Z} \uparrow_{\mathcal{H}}^{\mathcal{G}}\right) \cong \operatorname{Hom}(\mathcal{H}, \mathbb{Q} / \mathbb{Z})$ is detected by restrictions to cyclic subgroups. The asserted isomorphism $\Pi^{2}(\mathcal{G}, M) \cong \amalg^{1}(\mathcal{G}, N)$ follows.

Note that, for any $\mathcal{G}$-lattice $L$, the groups $\widehat{H}^{ \pm 1}(\mathcal{G}, L)$ depend only on the stable permutation class $[L] \in \mathrm{SP}_{\mathcal{G}}$, because $H^{ \pm 1}(\mathcal{G},$.$) is trivial on permutation \mathcal{G}$-lattices. In particular, $\widehat{H}^{ \pm 1}\left(\mathcal{G},[L]^{\mathrm{fl}}\right)$ are well-defined.

Proposition 2.9.2. (a) For any $\mathcal{G}$-lattice $L$,

$$
\amalg^{2}(\mathcal{G}, L) \cong H^{1}\left(\mathcal{G},[L]^{\mathrm{f}}\right)
$$

In particular, direct summands of quasi-permutation lattices are $\amalg^{2}$-trivial.
(b) Direct summands of monomial lattices are $\amalg^{1}$-trivial.

Proof. (a) Let $0 \rightarrow L \rightarrow P \rightarrow F \rightarrow 0$ be a flasque resolution of $L$; so $[L]^{\mathrm{fl}}=$ [ $F$ ]. By periodicity of cohomology for cyclic groups (see, e.g., [31, 9.2]), we have $H^{1}\left(\langle g\rangle,[L]^{\mathrm{f}}\right) \cong \widehat{H}^{-1}(\langle g\rangle, F)=0$ for all $g \in \mathcal{G}$, because $F$ is flasque. Therefore, $\amalg^{1}\left(\mathcal{G},[L]^{\mathrm{fl}}\right)=H^{1}\left(\mathcal{G},[L]^{\mathrm{fl}}\right)$. Lemma 2.9.1 now yields $H^{1}\left(\mathcal{G},[L]^{\mathrm{fl}}\right) \cong \amalg^{2}(\mathcal{G}, L)$.

Any quasi-permutation lattice $L$ satisfies $[L]^{\mathrm{fl}}=[0]$, and hence $\amalg^{2}(\mathcal{G}, L)=0$. The latter holds for direct summands of $L$ as well, by additivity of $\amalg^{2}(\mathcal{G},$.$) . Fi-$ nally, the property of being a direct summand of a quasi-permutation lattice survives restrictions to subgroups. Therefore, direct summands of quasi-permutation lattices are $Ш^{2}$-trivial.
(b) Arguing as in the last paragraph of the proof of (a), it suffices to show that $\amalg^{1}(\mathcal{G}, L)=\{0\}$ holds for $L=\mathbb{Z}_{\varphi} \uparrow_{\mathcal{H}}^{\mathcal{G}}$. Here, $\mathbb{Z}_{\varphi}$ denotes the $\mathcal{H}$-lattice $\mathbb{Z}$ with $\mathcal{H}$ acting via a homomorphism $\varphi: \mathcal{H} \rightarrow\{ \pm 1\}$. We may assume that $\varphi$ is nontrivial, because otherwise $L$ is a permutation module and the assertion is clear. Thus,

$$
H^{1}(\mathcal{G}, L) \cong H^{1}\left(\mathcal{H}, \mathbb{Z}_{\varphi}\right)=\mathbb{Z} / 2 \mathbb{Z}
$$

where the first isomorphism is the Eckmann-Shapiro isomorphism (2.6). This isomorphism is equal to the composite

$$
\operatorname{proj}^{*} \circ \operatorname{res}_{\mathcal{H}}^{\mathcal{G}}: H^{1}(\mathcal{G}, L) \rightarrow H^{1}(\mathcal{H}, L) \rightarrow H^{1}\left(\mathcal{H}, \mathbb{Z}_{\varphi}\right)
$$

where proj: $L=\mathbb{Z}_{\varphi} \uparrow \mathcal{\mathcal { H }} \rightarrow \mathbb{Z}_{\varphi}$ is the projection onto the $\mathcal{H}$-direct summand $1 \otimes$ $\mathbb{Z}_{\varphi} \cong \mathbb{Z}_{\varphi}$ of $L$; see [31, Exercise III.8.2]. Fixing $g \in \mathcal{H}$ with $\varphi(g)=-1$, the restriction map $H^{1}\left(\mathcal{H}, \mathbb{Z}_{\varphi}\right)=\mathbb{Z} / 2 \mathbb{Z} \rightarrow H^{1}\left(\langle g\rangle, \mathbb{Z}_{\varphi}\right)=\mathbb{Z} / 2 \mathbb{Z}$ is an isomorphism, and hence so is the map $\operatorname{res}_{\langle g\rangle}^{\mathcal{H}} \circ \operatorname{proj}^{*} \circ \operatorname{res}_{\mathcal{H}}^{\mathcal{H}}=\operatorname{proj}^{*} \circ \operatorname{res}_{\langle g\rangle}^{\mathcal{G}}$. This proves that $\operatorname{res}_{\langle g\rangle}^{\mathcal{G}}: H^{1}(\mathcal{G}, L) \rightarrow H^{1}(\langle g\rangle, L)$ is injective, whence $\amalg^{1}(\mathcal{G}, L)=\{0\}$.

### 2.10 Overview of Lattice Types

Figure 2.10 depicts the various types of lattices discussed in this section and their relations to each other.


Fig. 2.1. $\mathcal{G}$-lattices related to permutation lattices

For certain special groups, more can be said:

### 2.10.1 Metacyclic Groups

By results of Endo-Miyata [57, Theorem 1.5] and Colliot-Thélène and Sansuc [41, Cor. 2 and Prop. 2], the following conditions are equivalent:
(i) All Sylow subgroups of $\mathcal{G}$ are cyclic;
(ii) flasque and coflasque $\mathcal{G}$-lattices are identical;
(iii) all flasque (coflasque) $\mathcal{G}$-lattices are permutation projective;
(iv) $\left[I_{\mathcal{G}}^{*}\right]^{\mathrm{fl}}$ is invertible in $\mathrm{SP}_{\mathcal{G}}$.

For a description of the groups $\mathcal{G}$ in (i), see [168, 10.1.10]: they are extensions of one cyclic group by another ("metacyclic"). In (iv), $I_{\mathcal{G}}$ denotes the augmentation kernel $I_{\mathcal{G} /\langle 1\rangle}$; see (1.4). Thus, $I_{\mathcal{G}}^{*}$ is the cokernel of the norm map $N_{\mathcal{G}}: \mathbb{Z} \rightarrow \mathbb{Z}[\mathcal{G}]$ in (1.3).

### 2.10.2 $\mathcal{C}_{2} \times \mathcal{C}_{2}$ and $\mathcal{Q}_{8}$

If $\mathcal{G}=\mathcal{C}_{2} \times \mathcal{C}_{2}$ is the Klein 4 -group then all $\mathcal{G}$-lattices that are both flasque and coflasque are actually stably permutation; see Colliot-Thélène and Sansuc [41, Prop. 4]. In particular, permutation projective and stably permutation $\mathcal{G}$-lattices coincide or, in other words, the unit group $\mathrm{U}\left(\mathrm{SP}_{\mathcal{G}}\right)$ is trivial. The latter fact is also true for the quaternion group $\mathcal{Q}_{8}$ of order 8 ; see [41, Remarque R5].

### 2.11 Restriction to the Sylow Normalizer

The following technical lemma has been distilled from Beneish [8]; it will only be needed for the proof of Proposition 2.12.2(b), which in turn will only be used in the proof of Theorem 9.8.3.

Lemma 2.11.1. Assume that, for some prime p, any two distinct Sylow p-subgroups of $\mathcal{G}$ have trivial intersection. Fix a Sylow p-subgroup, $\mathcal{G}_{p}$, and let $\mathcal{N}=N_{\mathcal{G}}\left(\mathcal{G}_{p}\right)$ denote its normalizer in $\mathcal{G}$. Let $L$ be a $\mathcal{G}$-lattice such that $p Q \subseteq L \subseteq Q$ for some stably permutation $\mathcal{G}$-lattice $Q$. Then

$$
L \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}} \underset{\mathrm{fl}}{\sim} L \oplus P
$$

for some projective $\mathcal{G}$-lattice $P$.
Proof. By hypothesis, there is an exact sequence of $\mathcal{G}$-modules

$$
\begin{equation*}
0 \rightarrow L \rightarrow Q \rightarrow V \rightarrow 0 \tag{2.11}
\end{equation*}
$$

with $p V=0$. Thus, we obtain the exact sequence

$$
\begin{equation*}
0 \rightarrow L \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}} \longrightarrow Q \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}} \longrightarrow V \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}} \rightarrow 0 \tag{2.12}
\end{equation*}
$$

Note that the $\mathcal{G}$-lattice $Q \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}}$ is stably permutation, as $Q$ is.
We will construct another short exact sequence of $\mathcal{G}$-modules terminating in $V \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}}$ and with middle term a stably permutation $\mathcal{G}$-lattice, but originating in $L \oplus P$ for some projective $\mathcal{G}$-lattice $P$. By criterion (ii) in Lemma 2.7.1(c), this will prove the desired equivalence $L \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}} \underset{\mathrm{fl}}{\sim} L \oplus P$.

Note that (1.12) yields isomorphisms

$$
\begin{equation*}
V \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}} \cong \mathbb{Z} \uparrow_{\mathcal{N}}^{\mathcal{G}} \otimes_{\mathbb{Z}} V \cong \mathbb{F}_{p} \uparrow_{\mathcal{N}}^{\mathcal{G}} \otimes_{\mathbb{F}_{p}} V \tag{2.13}
\end{equation*}
$$

Let $\varepsilon_{\mathcal{G} / \mathcal{N}}: \mathbb{Z} \uparrow_{\mathcal{N}}^{\mathcal{G}}=\mathbb{Z}[\mathcal{G} / \mathcal{N}] \rightarrow \mathbb{Z}$ be the augmentation defined by $\varepsilon_{\mathcal{G} / \mathcal{N}}(g \mathcal{N})=1$ and let $I_{\mathcal{G} / \mathcal{N}}$ denote its kernel, as in (1.3), (1.4). Furthermore, let $=(.) \otimes_{\mathbb{Z}} \mathbb{F}_{p}$ denote reduction mod $p$. Then $\overline{I_{\mathcal{G} / \mathcal{N}}}$ is the kernel of $\overline{\varepsilon_{\mathcal{G} / \mathcal{N}}}: \mathbb{F}_{p} \uparrow_{\mathcal{N}}^{\mathcal{G}} \rightarrow \mathbb{F}_{p}$. Since $p$ does not divide the index $[\mathcal{G}: \mathcal{N}]$, the map $\overline{\varepsilon_{\mathcal{G} / \mathcal{N}}}$ splits. Thus,

$$
\begin{equation*}
\mathbb{F}_{p} \uparrow_{\mathcal{N}}^{\mathcal{G}}=\mathbb{F}_{p} \oplus \overline{I_{\mathcal{G} / \mathcal{N}}} . \tag{2.14}
\end{equation*}
$$

We claim that $\overline{\overline{\mathcal{G}}_{\mathcal{G} / \mathcal{N}}}$ is $\mathbb{F}_{p}[\mathcal{G}]$-projective. Indeed, by (1.14),

$$
\mathbb{F}_{p} \uparrow \mathcal{N}_{\mathcal{\mathcal { G }}}^{\mathcal{G}}{\stackrel{\mathcal{G}}{\mathcal{G}_{p}}}_{\mathcal{G}}=\bigoplus_{x \in \mathcal{G}_{p} \backslash \mathcal{G} / \mathcal{N}} \mathbb{F}_{p} \mathcal{G}_{\mathcal{G}_{p} \cap x \mathcal{N}}^{\mathcal{G}_{p}}
$$

Our hypothesis on $\mathcal{G}_{p}$ implies that $\mathcal{G}_{p} \cap^{x} \mathcal{N}=1$ when $x \notin \mathcal{N}$, because $\mathcal{G}_{p} \cap^{x} \mathcal{N}$ is contained ${ }^{x} \mathcal{G}_{p}$, the unique Sylow $p$-subgroup of ${ }^{x} \mathcal{N}$. Therefore, the right hand side of the above equality has the form $\mathbb{F}_{p} \oplus \mathbb{F}_{p}\left[\mathcal{G}_{p}\right]^{r}$ for some $r$, and hence $\overline{I_{\mathcal{G} / \mathcal{N}}} \downarrow_{\mathcal{G}_{p}}^{\mathcal{G}_{\mathcal{L}}} \cong \mathbb{F}_{p}\left[\mathcal{G}_{p}\right]^{r}$. This implies that $\overline{I_{\mathcal{G} / \mathcal{N}}}$ is a projective $\mathbb{F}_{p}[\mathcal{G}]$-module (see, e.g., $[44,19.5(\mathrm{ix})]$ ), as we have claimed.

From (2.13) and (2.14) we obtain

$$
\begin{equation*}
V \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}} \cong V \oplus\left(\overline{I_{\mathcal{G} / \mathcal{N}}} \otimes_{\mathbb{F}_{p}} V\right) \tag{2.15}
\end{equation*}
$$

Since $\overline{I_{\mathcal{G} / \mathcal{N}}}$ is $\mathbb{F}_{p}[\mathcal{G}]$-projective, $\overline{I_{\mathcal{G} / \mathcal{N}}} \otimes_{\mathbb{F}_{p}} V$ is a projective $\mathbb{F}_{p}[\mathcal{G}]$-module as well, by (1.12). Hence $\overline{I_{\mathcal{G} / \mathcal{N}}} \otimes_{\mathbb{F}_{p}} V$ has projective dimension 1 as $\mathbb{Z}[\mathcal{G}]$-module; see, e.g., [224, 4.3.1]. Choose a $\mathbb{Z}[\mathcal{G}]$-resolution $0 \rightarrow P \rightarrow F \rightarrow \overline{I_{\mathcal{G} / \mathcal{N}}} \otimes_{\mathbb{F}_{p}} V \rightarrow 0$ with $F$ a free $\mathbb{Z}[\mathcal{G}]$-module and $P$ projective. In view of (2.11) and (2.15), we obtain the desired second sequence for $V \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}}$ :

$$
\begin{equation*}
0 \rightarrow L \oplus P \longrightarrow Q \oplus F \longrightarrow V \downarrow_{\mathcal{N}}^{\mathcal{G}} \uparrow_{\mathcal{N}}^{\mathcal{G}} \rightarrow 0 \tag{2.16}
\end{equation*}
$$

with $Q \oplus F$ clearly stably permutation. This proves the lemma.

### 2.12 Some $\mathcal{S}_{\boldsymbol{n}}$-Lattices

This section is devoted to a detailed analysis of the squares $A_{n-1}^{\otimes 2}, \mathrm{~S}^{2} A_{n-1}$ and $\bigwedge^{2} A_{n-1}$ of the $\mathcal{S}_{n}$-lattice $A_{n-1}$ introduced in $\S 1.3 .3$. These results will only be needed in Section 9.8.

Part (b) of the following lemma is from Lemire-Lorenz [117] while (d) is due to Formanek [65].

Lemma 2.12.1. (a) The $\mathcal{S}_{n}$-lattice $\mathrm{S}^{2} A_{n-1}$ is coflasque for all $n$.
(b) If $n$ is odd then $\mathrm{S}^{2} A_{n-1}$ is stably permutation. In fact,

$$
\mathrm{S}^{2} A_{n-1} \oplus U_{n} \oplus \mathbb{Z} \cong \mathbb{Z} \uparrow_{\mathcal{S}_{2} \times \mathcal{S}_{n-2}}^{\mathcal{S}_{n}} \oplus U_{n} \oplus \mathbb{Z}
$$

where $\mathcal{S}_{2} \times \mathcal{S}_{n-2}$ is the stabilizer in $\mathcal{S}_{n}$ of the subset $\{1,2\}$ of $\{1, \ldots, n\}$. In particular, $A_{n-1}^{\otimes 2} \underset{\text { fi }}{\sim} \bigwedge^{2} A_{n-1}$ holds for odd $n$.
(c) For $n \geq 3$, there is an exact sequence of $\mathcal{S}_{n}$-lattices

$$
0 \rightarrow K_{n} \rightarrow \mathrm{~S}^{2} A_{n-1} \rightarrow U_{n} \rightarrow 0
$$

with $K_{n}$ rationally irreducible for $n \geq 4$ and $K_{3}=0$.
(d) For $n=4$, there is an isomorphism of $\mathcal{S}_{4}$-lattices

$$
\mathrm{S}^{2} A_{3} \oplus \mathbb{Z} \cong \mathbb{Z} \uparrow_{\mathcal{D}_{8}}^{\mathcal{S}_{4}} \oplus U_{4}
$$

where $\mathcal{D}_{8}$ is a Sylow 2-subgroup of $\mathcal{S}_{4}$.
Proof. (a) We first show that there is an exact sequence of $\mathcal{S}_{n}$-modules

$$
\begin{equation*}
0 \rightarrow \mathrm{~S}^{2} A_{n-1} \longrightarrow \mathbb{Z}_{\mathcal{S}_{2} \times \mathcal{S}_{n-2}}^{\mathcal{S}_{n}} \xrightarrow{\rho} A_{n-1} \otimes_{\mathbb{Z}} \mathbb{Z} / 2 \mathbb{Z} \rightarrow 0 \tag{2.17}
\end{equation*}
$$

Put $Q=\mathbb{Z} \uparrow_{\mathcal{S}_{2} \times \mathcal{S}_{n-2}}^{\mathcal{S}_{n}} \cong \bigoplus_{1 \leq i<j \leq n} \mathbb{Z}\{i, j\}$. By Lemma 1.4.1(a), it suffices to show that $Q \cong\left(A_{n-1}^{\otimes 2}\right)^{\tau}$, the sublattice of symmetric tensors in $A_{n-1}^{\otimes 2}$. Letting $\left\{e_{i}\right\}$ denote the canonical permutation basis of $U_{n}$ as in $\S 1.3 .3$, we have

$$
\left(A_{n-1}^{\otimes 2}\right)^{\tau} \subseteq\left(U_{n}^{\otimes 2}\right)^{\tau}=\left(\bigoplus_{i=1}^{n} \mathbb{Z}\left(e_{i} \otimes e_{i}\right)\right) \oplus\left(\bigoplus_{1 \leq i<j \leq n} \mathbb{Z}\left(e_{i} \otimes e_{j}+e_{j} \otimes e_{i}\right)\right)
$$

The first summand on the right is isomorphic to $U_{n}$, while the second is isomorphic to $Q$ via $e_{i} \otimes e_{j}+e_{j} \otimes e_{i} \mapsto\{i, j\}$. Using the $\mathbb{Z}$-basis $b_{i}=e_{i}-e_{n}(i=1, \ldots, n-1)$ of $A_{n-1}$, we obtain an analogous decomposition for $\left(A_{n-1}^{\otimes 2}\right)^{\tau}$. The projection of $\left(A_{n-1}^{\otimes 2}\right)^{\tau}$ onto the summand $\bigoplus_{1 \leq i<j \leq n} \mathbb{Z}\left(e_{i} \otimes e_{j}+e_{j} \otimes e_{i}\right) \cong Q$ is easily seen to be an isomorphism, thereby establishing the sequence (2.17). Using $\cdot=(.) \otimes \mathbb{Z} / 2 \mathbb{Z}$ to denote reduction mod 2 and identifying the middle term in (2.17) with $Q$, the map $\rho$ is explicitly given by $\rho(\{i, j\})=\bar{e}_{i}+\bar{e}_{j}$.

We now show that $H^{1}\left(\mathcal{H}, \mathrm{~S}^{2} A_{n-1}\right)=0$ holds for all subgroups $\mathcal{H} \leq \mathcal{S}_{n}$. From (2.17), we obtain the exact sequence $Q^{\mathcal{H}} \xrightarrow{\rho} \bar{A}_{n-1}^{\mathcal{H}} \rightarrow H^{1}\left(\mathcal{H}, \mathrm{~S}^{2} A_{n-1}\right) \rightarrow$ $H^{1}(\mathcal{H}, Q)=0$. Thus, we need to show that

$$
\begin{equation*}
\rho\left(Q^{\mathcal{H}}\right)=\bar{A}_{n-1}^{\mathcal{H}} . \tag{2.18}
\end{equation*}
$$

Now, $\bar{A}_{n-1}^{\mathcal{H}} \subseteq \bar{U}_{n}^{\mathcal{H}}$ and $\bar{U}_{n}^{\mathcal{H}}$ consists of all elements $\widehat{E}=\sum_{i \in E} \bar{e}_{i}$, where $E$ is an $\mathcal{H}$-invariant subset of $\{1, \ldots, n\}$. Furthermore, $\widehat{E}$ belongs to $\bar{A}_{n-1}^{\mathcal{H}}$ precisely if $E$ has even size. Putting $\pi_{E}=\sum_{\substack{i, j \in E \\ i<j}}\{i, j\} \in Q^{\mathcal{H}}$, one calculates

$$
\rho\left(\pi_{E}\right)=\sum_{\substack{i, j \in E \\ i<j}} \bar{e}_{i}+\bar{e}_{j}=(|E|-1) \widehat{E}
$$

Thus, $\rho\left(\pi_{E}\right)=\widehat{E}$ for all $E$ of even size, and so (2.18) is proved.
(b) We continue with the above notation. If $n$ is odd then

$$
\bar{U}_{n}=\bar{A}_{n-1} \oplus \overline{\mathbb{Z}} \cdot \sum_{i=1}^{n} \bar{e}_{i}
$$

By sending $1 \in \mathbb{Z}$ to $\sum_{i=1}^{n} \bar{e}_{i}$, we can enlarge sequence (2.17) to an exact sequence of $\mathcal{S}_{n}$-modules $0 \rightarrow \mathrm{~S}^{2} A_{n-1} \oplus \mathbb{Z} \longrightarrow Q \oplus \mathbb{Z} \longrightarrow \bar{U}_{n} \rightarrow 0$. Consider the pullback diagram


The middle column and middle row both split, the latter by (a). This yields the asserted isomorphism.

The fact that $A_{n-1}^{\otimes 2} \sim \bigwedge^{2} A_{n-1}$ now follows from Lemmas 1.4.1(b) and 2.7.1(b).
(c) Define $\varphi: A_{n-1}^{\otimes 2} \rightarrow U_{n}$ by $\varphi\left(b_{i} \otimes b_{j}\right)=e_{n}+\delta_{i, j} e_{i}$, where $b_{i}=e_{i}-e_{n}(i=$ $1, \ldots, n-1$ ). This map is clearly surjective for $n \geq 3$ and it passes down to the symmetric square $\mathrm{S}^{2} A_{n-1}$. Equivariance for $\mathcal{S}_{n}$ can be checked by direct calculation. Alternatively, use the $\mathcal{S}_{n}$-isomorphism

$$
\begin{equation*}
A_{n-1} \otimes \mathbb{Z} U_{n} \xrightarrow{\sim} \bigoplus_{r \neq s} \mathbb{Z}\left(e_{r} \otimes e_{s}\right), \quad\left(e_{s}-e_{r}\right) \otimes e_{s} \mapsto e_{r} \otimes e_{s} \tag{2.19}
\end{equation*}
$$

and the $\mathcal{S}_{n}$-epimorphism

$$
\bigoplus_{r \neq s} \mathbb{Z}\left(e_{r} \otimes e_{s}\right) \rightarrow U_{n}, \quad e_{r} \otimes e_{s} \mapsto e_{s}
$$

The map $\varphi$ is the restriction of the composite of these maps to $A_{n-1}^{\otimes 2}$. The desired sequence now follows by letting $K_{n}$ denote the kernel of the epimorphism $\mathrm{S}^{2} A_{n-1} \rightarrow U_{n}$ afforded by $\varphi$. Counting ranks, we see that $K_{3}=0$. For $n \geq 4$, the $\mathbb{Q}\left[\mathcal{S}_{n}\right]$-module $\mathrm{S}^{2} A_{n-1} \otimes_{\mathbb{Z}} \mathbb{Q}$ decomposes as the direct sum of the Specht modules $S^{(n)}=\mathbb{Q}, S^{(n-1,1)}=A_{n-1} \otimes_{\mathbb{Z}} \mathbb{Q}$ and $S^{(n-2,2)}$; see, e.g., Fulton and Harris [70, Exercise 4.19]. Thus, we must have

$$
K_{n} \otimes_{\mathbb{Z}} \mathbb{Q} \cong S^{(n-2,2)}
$$

which shows that $K_{n}$ is rationally irreducible.
(d) The group $\mathcal{S}_{4}$ decomposes as the semidirect product $\mathcal{S}_{4}=\mathcal{V}_{4} \rtimes \mathcal{S}_{3}$, where $\mathcal{V}_{4}$ is the normal subgroup that is generated by the permutation $(1,2)(3,4)$. One checks that $\mathcal{V}_{4}$ acts trivially on $K_{4}$ and $\left.K_{4}\right|_{\mathcal{S}_{3}} \cong A_{2}$. Thus, the augmentation sequence (1.10) for $\mathcal{S}_{3}, 0 \rightarrow A_{2} \rightarrow U_{3}=\mathbb{Z} \uparrow_{\langle(1,2)\rangle}^{\mathcal{S}_{3}} \rightarrow \mathbb{Z} \rightarrow 0$, inflates to an exact sequence of $\mathcal{V}_{4}$-trivial $\mathcal{S}_{4}$-lattices $0 \rightarrow K_{4} \rightarrow \mathbb{Z} \mathcal{T}_{\mathcal{D}_{8}}^{\mathcal{S}_{4}} \rightarrow \mathbb{Z} \rightarrow 0$, where $\mathcal{D}_{8}=\left\langle\mathcal{V}_{4},(1,2)\right\rangle$ is a Sylow 2 -subgroup of $\mathcal{S}_{4}$. Now consider the pushout diagram

where the first row is the above exact sequence and the first column is the sequence of part (c). The middle row and column both split, because $U_{4}$ and $\mathbb{Z}$ are permutation lattices and $\mathbb{Z} \uparrow_{\mathcal{D}_{8}}^{\mathcal{S}_{4}}$ and $\mathrm{S}^{2} A_{3}$ are coflasque, the latter by (a). Therefore, $X \cong \mathrm{~S}^{2} A_{3} \oplus$ $\mathbb{Z} \cong \mathbb{Z} \uparrow_{\mathcal{D}_{8}}^{\mathcal{S}_{4}} \oplus U_{4}$, proving (d).

Using Proposition 2.9.2 one can show that, for even $n \geq 6, \mathrm{~S}^{2} A_{n-1}$ is not quasipermutation; see Lemire-Lorenz [117, Lemma 4.5].

The next proposition is due to Bessenrodt and Le Bruyn [17]. Part (b) is a crucial ingredient in the proof of Bessenrodt and Le Bruyn's celebrated rationality result for the field of matrix invariants in degrees 5 and 7; see Theorem 9.8.3 below. The original proof of (b) given in [17] relied on massive amounts of computer calculation. A direct proof was subsequently found by Beneish [8]. Our presentation is based on Beneish's paper [8], with some simplifications.

Proposition 2.12.2. (a) If $p$ is prime then the $\mathcal{S}_{p}$-lattice $A_{p-1}^{*} \otimes_{\mathbb{Z}} A_{p-1}$ is stably permutation and $A_{p-1}^{\otimes 2}$ is permutation projective.
(b) For $p=5$ and $p=7$, the $\mathcal{S}_{p}$-lattice $A_{p-1}^{\otimes 2}$ is flasque equivalent to $A_{p-1}^{*}$.

Proof. We let $\otimes=\otimes_{\mathbb{Z}}$.
(a) Put $P_{p}=A_{p-1} \otimes U_{p}$ and recall from (2.19) that $P_{p}$ is a permutation lattice. Since permutation lattices are self-dual, it follows that $P_{p} \cong A_{p-1}^{*} \otimes U_{p}$. Thus, tensoring the augmentation sequence (1.10), $0 \rightarrow A_{p-1} \rightarrow U_{p} \rightarrow \mathbb{Z} \rightarrow 0$, with $A_{p-1}^{*}$ we obtain an exact sequence $0 \rightarrow A_{p-1}^{*} \otimes A_{p-1} \rightarrow P_{p} \rightarrow A_{p-1}^{*} \rightarrow 0$, and dualizing (1.10) yields $0 \rightarrow \mathbb{Z} \rightarrow U_{p} \rightarrow A_{p-1}^{*} \rightarrow 0$. Consider the the pullback diagram


By Lemma 2.5.1, the middle column splits, because $X$ is an extension of permutation lattices; so $X \cong P_{p} \oplus \mathbb{Z}$ is a permutation lattice. The middle row also splits: it represents an element in $\operatorname{Ext}_{\mathbb{Z}\left[\mathcal{S}_{p}\right]}\left(U_{p}, A_{p-1}^{*} \otimes A_{p-1}\right) \cong H^{1}\left(\mathcal{S}_{p-1}, A_{p-1}^{*} \otimes A_{p-1}\right)$ (see (2.5)) and $\left(A_{p-1}^{*} \otimes A_{p-1}\right) \downarrow_{\mathcal{S}_{p-1}}$ is a permutation lattice, because $A_{p-1} \downarrow_{\mathcal{S}_{p-1}} \cong$ $U_{p-1} \cong A_{p-1}^{*} \downarrow_{\mathcal{S}_{p-1}}$. Therefore, we obtain an isomorphism

$$
\begin{equation*}
\left(A_{p-1}^{*} \otimes A_{p-1}\right) \oplus U_{p} \cong P_{p} \oplus \mathbb{Z} \tag{2.21}
\end{equation*}
$$

thereby proving that $A_{p-1}^{*} \otimes A_{p-1}$ is stably permutation.
We now turn to $A_{p-1}^{\otimes 2}$. In order to show that this lattice is permutation projective, it is enough to show that the restrictions to all Sylow $q$-subgroups $\mathcal{G}_{q} \leq \mathcal{S}_{p}$ are permutation projective; see Lemma 2.4.1. For primes $q \neq p$, we may assume that $\mathcal{G}_{q} \leq \mathcal{S}_{p-1}=\operatorname{stab}_{\mathcal{S}_{p}}(p)$. As we pointed out in the previous paragraph of the proof, $A_{p-1}^{\otimes 2} \downarrow_{\mathcal{G}_{q}} \cong\left(A_{p-1}^{*} \otimes A_{p-1}\right) \downarrow_{\mathcal{G}_{q}}$ is in fact a permutation $\mathcal{G}_{q}$-lattice in this case. Now consider $\mathcal{G}_{p}$; this is a cyclic of order $p$, say $\mathcal{G}_{p}=\langle x\rangle$. Then $A_{p-1} \downarrow_{\mathcal{G}_{p}} \cong(x-1) \mathbb{Z}\left[\mathcal{G}_{p}\right]$ and $A_{p-1}^{*} \downarrow_{\mathcal{G}_{p}} \cong \mathbb{Z}\left[\mathcal{G}_{p}\right] / \mathbb{Z}\left(\sum_{i=0}^{p-1} x^{i}\right)$. Multiplication with $x-1$ yields an isomorphism $\mathbb{Z}\left[\mathcal{G}_{p}\right] / \mathbb{Z}\left(\sum_{i=0}^{p-1} x^{i}\right) \xrightarrow{\sim}(x-1) \mathbb{Z}\left[\mathcal{G}_{p}\right]$. Therefore, we again conclude that $A_{p-1}^{\otimes 2} \cong$ $A_{p-1}^{*} \otimes A_{p-1}$ as $\mathcal{G}_{p}$-lattices, and we know already that the latter lattice is stably permutation. This completes the proof of (a).
(b) Let $p$ be any odd prime; we will specialize $p$ towards the end of the proof. Tensoring the augmentation sequence (1.10) with $A_{p-1}$ we obtain an exact sequence of $\mathcal{S}_{p}$-lattices $0 \rightarrow A_{p-1}^{\otimes 2} \rightarrow P_{p} \rightarrow A_{p-1} \rightarrow 0$, where $P_{p}=A_{p-1} \otimes U_{p}$ is the permutation lattice used in the proof of (a). Dualizing this sequence yields a flasque resolution of $A_{p-1}^{*}$, because $A_{p-1}^{\otimes 2}$ is permutation projective by (a). Thus,

$$
\begin{equation*}
\left[A_{p-1}^{*}\right]^{\mathrm{fl}}=\left[A_{p-1}^{\otimes 2}\right]^{*} \tag{2.22}
\end{equation*}
$$

Since $\left[A_{p-1}^{\otimes 2}\right]^{\mathrm{fl}}=-\left[A_{p-1}^{\otimes 2}\right]$, by Lemma 2.7.1(a), the assertion $\left[A_{p-1}^{*}\right]^{\mathrm{fl}}=\left[A_{p-1}^{\otimes 2}\right]^{\mathrm{fl}}$ of (b) becomes $\left[A_{p-1}^{\otimes 2}\right]^{*}=-\left[A_{p-1}^{\otimes 2}\right]$. This is equivalent to $\left[A_{p-1}^{\otimes 2} \oplus\left(A_{p-1}^{\otimes 2}\right)^{*}\right]=0$ and in view of Lemma 2.7.1(a), the latter condition can be restated as

$$
\begin{equation*}
A_{p-1}^{\otimes 2} \oplus\left(A_{p-1}^{\otimes 2}\right)^{*} \underset{\mathrm{fl}}{\sim} 0 \tag{2.23}
\end{equation*}
$$

Our goal is to verify (2.23) for $p=5$ and $p=7$.
For simplicity, put $L=A_{p-1}^{\otimes 2} \oplus\left(A_{p-1}^{\otimes 2}\right)^{*}$, a permutation projective $\mathcal{S}_{p}$-lattice. Furthermore, let $\mathcal{G}_{p}$ denote a Sylow $p$-subgroup of $\mathcal{S}_{p}$ and let $\mathcal{N}$ be its normalizer in $\mathcal{S}_{p}$. Since $\mathcal{G}_{p}$ has order $p$, we may apply Lemma 2.11.1. Recall from (1.31) that there is an exact sequence of $\mathcal{S}_{p}$-modules $0 \rightarrow A_{p-1} \rightarrow A_{p-1}^{*} \rightarrow \mathbb{F}_{p} \rightarrow 0$. Hence we also have an exact sequence $0 \rightarrow p A_{p-1}^{*} \cong A_{p-1}^{*} \rightarrow A_{p-1} \rightarrow W \rightarrow 0$ with $p W=0$. Tensoring the first of these sequences with $A_{p-1}$ and the second with $A_{p-1}^{*}$, we obtain exact sequences $0 \rightarrow A_{p-1}^{\otimes 2} \rightarrow Q \rightarrow V_{1} \rightarrow 0$ and $0 \rightarrow\left(A_{p-1}^{\otimes 2}\right)^{*} \rightarrow$ $Q \rightarrow V_{2} \rightarrow 0$, where $Q=A_{p-1}^{*} \otimes A_{p-1}$ and $p V_{i}=0$. Lemma 2.11.1 in conjunction with Lemma 2.3.1 now yields:

$$
\begin{equation*}
A_{p-1}^{\otimes 2} \underset{\mathrm{fl}}{\sim} A_{p-1}^{\otimes 2} \downarrow_{\mathcal{N}}^{\mathcal{S}_{p}} \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}} \quad \text { and } \quad\left(A_{p-1}^{\otimes 2}\right)^{*} \underset{\mathrm{fl}}{\sim}\left(A_{p-1}^{\otimes 2}\right)^{*} \downarrow_{\mathcal{N}}^{\mathcal{S}_{p}} \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}} . \tag{2.24}
\end{equation*}
$$

Therefore, $L \downarrow_{\mathcal{N}}^{\mathcal{S}_{p}} \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}}{ }_{\text {fl }} L$, and so (2.23) becomes

$$
\begin{equation*}
L \downarrow_{\mathcal{N}}^{\mathcal{S}_{p}} \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}} \underset{\mathrm{fl}}{\sim} 0 \tag{2.25}
\end{equation*}
$$

In order to prove (2.25), note that $\mathcal{N}$ is a semidirect product, $\mathcal{N}=\mathcal{G}_{p} \rtimes \mathcal{C}$, with $\mathcal{C}$ cyclic of order $p-1$. We may choose $\mathcal{C}$ so that $\mathcal{C}$ fixes $p$ and is transitive on $\{1, \ldots, p-1\}$. Therefore, $A_{p-1} \downarrow_{\mathcal{C}}^{\mathcal{S}_{p}} \cong \mathbb{Z}[\mathcal{C}]$ is $\mathcal{C}$-free, and so is the tensor product of $A_{p-1}$ with any other $\mathcal{C}$-lattice, by (1.12). Let $=(.) \otimes_{\mathbb{Z}} \mathbb{F}_{p}$ denote reduction mod $p$. We will show that, for suitable $\mathcal{N}$-lattices $X$ and $Y$ which are stably permutation and $\mathcal{C}$-free, there is an $\mathbb{F}_{p}[\mathcal{N}]$-isomorphism

$$
\begin{equation*}
\left.\bar{L}\right|_{\mathcal{N}} ^{\mathcal{S}_{p}} \oplus \bar{X} \cong \bar{Y} . \tag{2.26}
\end{equation*}
$$

This will imply (2.25). For, by Curtis-Reiner [44, 30.17] and [45, 81.17], the isomorphism (2.26) is equivalent to $L_{(p)} \downarrow_{\mathcal{N}}^{\mathcal{S}_{p}} \oplus X_{(p)} \cong Y_{(p)}$, where (. $)_{(p)}$ denotes localization at $p$, as in $\S 1.2 .2$. The latter isomorphism implies the existence of a short exact sequence of $\mathcal{N}$-modules $0 \rightarrow L \downarrow_{\mathcal{N}}^{\mathcal{S}_{p}} \oplus X \rightarrow Y \rightarrow T \rightarrow 0$ with $T$ finite and $T_{(p)}=0$. Since $X, Y$ and $L$ are $\mathcal{C}$-free, their localizations at all primes $q \neq p$ are projective $\mathbb{Z}_{(q)}[\mathcal{N}]$-modules ([44, 19.5(ix)]). Therefore, $T_{(q)}$ has projective dimension at most 1 over $\mathbb{Z}_{(q)}[\mathcal{N}]$, and since $T_{(p)}=0$, it follows that $T$ has projective dimension at most 1 over $\mathbb{Z}[\mathcal{N}]$; see [44, proof of 8.19$]$. Fix a projective resolution $0 \rightarrow P_{1} \rightarrow P_{0} \rightarrow T \rightarrow 0$ and consider the induced exact sequences $0 \rightarrow L \downarrow_{\mathcal{N}}^{\mathcal{S}_{p}} \uparrow_{\mathcal{S}}^{\mathcal{S}_{p}} \oplus X \uparrow_{\mathcal{\mathcal { S }}}^{\mathcal{S}_{p}} \rightarrow Y \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}} \rightarrow T \uparrow_{\mathcal{\mathcal { S }}}^{\mathcal{S}_{p}} \rightarrow 0$ and $0 \rightarrow P_{1} \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}} \rightarrow P_{0} \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}} \rightarrow T \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}} \rightarrow 0$. Since $X \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}}, Y \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}}$ and both $P_{i} \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}}$ are stably permutation, the latter two by Lemma 2.3.1, criterion (ii) in Lemma 2.7.1(c) tells us that $L \downarrow_{\mathcal{N}}^{\mathcal{S}_{p}} \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}} \underset{\mathrm{fl}}{\sim} P_{1} \uparrow_{\mathcal{N}}^{\mathcal{S}_{p}} \underset{\mathrm{fl}}{\sim} 0$, thereby proving (2.25).

It remains to establish (2.26). To construct $Y$, let $\mathcal{D}$ denote the unique subgroup of $\mathcal{N}$ containing $\mathcal{G}_{p}$ and satisfying $\left[\mathcal{D}: \mathcal{G}_{p}\right]=2$; this is a dihedral group of order $2 p$. Put

$$
Y=\mathbb{Z}[\mathcal{N} / \mathcal{D}] \otimes_{\mathbb{Z}} A_{p-1}^{\otimes 2} \cong A_{p-1}^{\otimes 2} \downarrow_{\mathcal{D}}^{\mathcal{S}_{p} \uparrow_{\mathcal{D}}^{\mathcal{N}}}
$$

Note that $Y$ is $\mathcal{C}$-free, because $A_{p-1}$ is a tensor factor. We claim that $Y$ is stably permutation. Indeed, as $\mathcal{D}$-lattices, we have $U_{p} \downarrow_{\mathcal{D}}^{\mathcal{S}_{p}} \cong \mathbb{Z}[\mathcal{D} / \mathcal{D} \cap \mathcal{C}]$ and so $A_{p-1} \downarrow_{\mathcal{D}}^{\mathcal{S}_{p}}$ $\cong I_{\mathcal{D} / \mathcal{D} \cap \mathcal{C}}$, using the notation of (1.4). Thus we know from Colliot-Thélène and Sansuc [41, Prop. 3 and Remarque R4] that $A_{p-1}^{*} \downarrow_{\mathcal{D}}^{\mathcal{S}_{p}}$ is quasi-permutation. In view of (2.22) (which remains valid under restriction to $\mathcal{D}$; see Section 2.7), this says that $\left(A_{p-1}^{\otimes 2}\right)^{*} \downarrow_{\mathcal{D}}^{\mathcal{S}_{p}}$ is stably permutation. Therefore, $A_{p-1}^{\otimes 2} \downarrow_{\mathcal{D}}^{\mathcal{S}_{p}}$ is stably permutation as well, and hence so is $Y$.

Fix generators $x$ for $\mathcal{G}_{p}$ and $y$ for $\mathcal{C}$; so $x$ has order $p, y$ has order $p-1$, and $y x=x^{\theta} y$, where $\theta \in \mathbb{F}_{p}^{*}$ is a primitive $(p-1)^{\text {st }}$ root of unity. Moreover, $\mathcal{N}=\langle x, y\rangle$ and $\mathcal{D}=\left\langle x, y^{p-1 / 2}\right\rangle$. For each $i \in \mathbb{Z} /(p-1) \mathbb{Z}$, let $\mathbb{F}_{p}^{(i)}$ denote the 1-dimensional $\mathbb{F}_{p}[\mathcal{N}]$-module with trivial $\mathcal{G}_{p}$-action and with $y$ acting by multiplication with $\theta^{i}$. Then $\mathbb{F}_{p}^{(i)} \otimes_{\mathbb{F}_{p}} \mathbb{F}_{p}^{(j)} \cong \mathbb{F}_{p}^{(i+j)},\left(\mathbb{F}_{p}^{(i)}\right)^{*} \cong \mathbb{F}_{p}^{(-i)}$, and $\mathbb{F}_{p}\left[\mathcal{N} / \mathcal{G}_{p}\right] \cong \bigoplus_{i \in \mathbb{Z} /(p-1) \mathbb{Z}} \mathbb{F}_{p}^{(i)}$. We have

$$
U_{p} \downarrow_{\mathcal{N}} \cong \mathbb{F}_{p} \uparrow_{\mathcal{C}}^{\mathcal{N}} \cong \mathbb{F}_{p}\left[\mathcal{G}_{p}\right]
$$

with $x$ acting on $\mathbb{F}_{p}\left[\mathcal{G}_{p}\right]$ by multiplication and $y$ by conjugation. This module is uniserial with composition factors $(x-1)^{i} \mathbb{F}_{p}\left[\mathcal{G}_{p}\right] /(x-1)^{i+1} \mathbb{F}_{p}\left[\mathcal{G}_{p}\right] \cong \underline{\mathbb{F}_{p}^{(i)}}$, via $(x-1)^{i} \mapsto 1$. In particular, $\overline{A_{p-1}} \cong(x-1) \mathbb{F}_{p}\left[\mathcal{G}_{p}\right]$ has head $\overline{A_{p-1}} /(x-1) \overline{A_{p-1}} \cong$ $\mathbb{F}_{p}^{(1)}$, while $\overline{A_{p-1}^{*}}$ has head $\mathbb{F}_{p}^{(0)}$. Therefore, as $\mathbb{F}_{p}[\mathcal{N}]$-modules,

$$
\begin{equation*}
\mathbb{F}_{p}^{(1)} \otimes_{\mathbb{F}_{p}} \overline{A_{p-1}^{*}} \cong \overline{A_{p-1}} . \tag{2.27}
\end{equation*}
$$

The isomorphism (2.27) gives:

$$
\begin{equation*}
\mathbb{F}_{p}^{(p-3)} \otimes_{\mathbb{F}_{p}} \overline{A_{p-1}^{\otimes 2}} \cong\left(\mathbb{F}_{p}^{(-1)} \otimes_{\mathbb{F}_{p}} \overline{A_{p-1}}\right)^{\otimes 2} \cong \overline{\left(A_{p-1}^{\otimes 2}\right)^{*}} \tag{2.28}
\end{equation*}
$$

Now we finally specialize $p$. First, let $p=5$. Then $\mathbb{F}_{5}[\mathcal{N} / \mathcal{D}] \cong \mathbb{F}_{5}^{(0)} \oplus \mathbb{F}_{5}^{(2)}$ and (2.28) yields

$$
\bar{Y} \cong \mathbb{F}_{5}[\mathcal{N} / \mathcal{D}] \otimes_{\mathbb{F}_{5}} \overline{A_{4}^{\otimes 2}} \cong \overline{A_{4}^{\otimes 2}} \oplus\left(\mathbb{F}_{5}^{(2)} \otimes_{\mathbb{F}_{5}} \overline{A_{4}^{\otimes 2}}\right) \cong \overline{A_{4}^{\otimes 2}} \oplus \overline{\left(A_{4}^{\otimes 2}\right)^{*}}=\bar{L} \downarrow_{\mathcal{N}}^{\mathcal{S}_{5}}
$$

This proves (2.26) (with $X=0$ ) for $p=5$.
For $p=7$, we have $\mathbb{F}_{7}[\mathcal{N} / \mathcal{D}] \cong \mathbb{F}_{7}^{(0)} \oplus \mathbb{F}_{7}^{(2)} \oplus \mathbb{F}_{7}^{(4)}$ and, as in the calculation for $p=5$, we obtain

$$
\bar{Y} \cong \bar{L} \downarrow_{\mathcal{N}}^{\mathcal{S}_{7}} \oplus\left(\mathbb{F}_{7}^{(2)} \otimes_{\mathbb{F}_{7}} \overline{A_{6}^{\otimes 2}}\right)
$$

By (2.27), $\mathbb{F}_{7}^{(2)} \otimes_{\mathbb{F}_{7}} \overline{A_{6}^{\otimes 2}} \cong \mathbb{F}_{7}^{(3)} \otimes_{\mathbb{F}_{7}} \overline{A_{6}^{*}} \otimes_{\mathbb{F}_{7}} \overline{A_{6}} \cong \bar{X}$, where we have put $X=$ $\left(\mathbb{Z}^{-} \otimes_{\mathbb{Z}} A_{6}^{*} \otimes_{\mathbb{Z}} A_{6}\right) \downarrow_{\mathcal{N}}^{\mathcal{S}_{7}}$. The lattice $X$ is certainly $\mathcal{C}$-free, having a tensor factor $A_{6}$. In order to show that $X$ is stably permutation, let $\alpha \in H^{1}\left(\mathcal{N}, \mathbb{Z}^{-}\right)$denote the class of the extension $0 \rightarrow \mathbb{Z}^{-} \rightarrow \mathbb{Z}\left[\mathcal{N} / \mathcal{N} \cap \mathcal{A}_{7}\right] \rightarrow \mathbb{Z} \rightarrow 0$. Tensoring this extension with $B=A_{6}^{*} \otimes_{\mathbb{Z}} A_{6}$ we obtain an extension $0 \rightarrow X \rightarrow B \downarrow_{\mathcal{N} \cap \mathcal{A}_{7}}^{\mathcal{N}} \uparrow_{\mathcal{N} \cap \mathcal{A}_{7}}^{\mathcal{N}} \rightarrow B \rightarrow$ 0 representing the element $\beta=\operatorname{Id}_{B} \vee \alpha \in \operatorname{Ext}_{\mathbb{Z}[\mathcal{N}]}(B, X)$; see [129, VIII.4]. It suffices to show that $\beta=0$, because $B$ is stably permutation by part (a). But $2 \beta=0$, because $\alpha$ has order 2 , and $7 \beta=0$, because $B$ is $\mathcal{C}$-free and so $\operatorname{res}_{\mathcal{C}}^{\mathcal{N}} \beta=0$. This establishes (2.26) for $p=7$, and hence the proposition is proved.

The assertion that $A_{p-1}^{\otimes 2}$ is permutation projective in part (a) above can be made more precise. In fact, using assertion (a), Beneish proves in [8, Lemma 2.8] that $A_{p-1}^{\otimes 2}$ is isomorphic to a direct summand of the permutation lattice $\mathbb{Z} \uparrow_{\mathcal{S}_{p-2}}^{\mathcal{S}_{p}} \oplus \mathbb{Z} \uparrow_{\mathcal{G}_{p}}^{\mathcal{S}_{p}}$, where $\mathcal{G}_{p}$ is a Sylow $p$-subgroup of $\mathcal{S}_{p}$. Part (b) of the Proposition is no longer true for primes $p>7$; see [17, Corollary 1]. Finally, it is known that $A_{n-1}^{\otimes 2}$ is quasipermutation precisely for $n=2$ and $n=3$; see Cortella-Kunyavskiĭ [43] and Lemire-Lorenz [117, §4.1].

## 3

## Multiplicative Actions

### 3.1 Introduction

In this chapter, we take up the subject of multiplicative actions and their invariants proper along with some of its ramifications. In Section 3.3 we show that, in investigating multiplicative invariant algebras, one can always reduce to the case where the acting group is finite and we may always work over $\mathbb{Z}$. A number of explicit calculations of multiplicative invariant algebras over $\mathbb{Z}$ for various finite groups, including all finite subgroups of $\mathrm{GL}_{2}(\mathbb{Z})$, are carried out in Section 3.5. Section 3.6 features a theorem of Bourbaki [24] which states that multiplicative invariant algebras of weight lattices under the action of the Weyl group are polynomial algebras. Finally, we discuss twisted multiplicative actions and their connections with algebraic tori.

### 3.2 The Group Algebra of a $G$-Lattice

### 3.2.1 Group Algebras

Let $L$ be a lattice. The group algebra of $L$ over the commutative base ring $\mathbb{k}$ will be written as $\mathbb{k}[L]$; it contains a copy of $L$ as a subgroup of the group of multiplicative units $\mathrm{U}(\mathbb{k}[L])$ and this copy of $L$ forms a $\mathbb{k}$-basis of $\mathbb{k}[L]$. Working inside $\mathbb{k}[L]$, we must pass from the additive notation of $L$ to a multiplicative notation. In order to make this passage explicit, we will write the basis element of $\mathbb{k}[L]$ corresponding to the lattice element $m \in L$ as

$$
\mathbf{x}^{m}
$$

so $\mathbf{x}^{0}=1, \mathbf{x}^{m+m^{\prime}}=\mathbf{x}^{m} \mathbf{x}^{m^{\prime}}$, and $\mathbf{x}^{-m}=\left(\mathbf{x}^{m}\right)^{-1}$. When a subset $M \subseteq L$ is to be explicitly viewed inside the group algebra $\mathbb{k}[L]$, it will be denoted by $\underline{M}$; so $\underline{M}=\left\{\mathbf{x}^{m} \mid m \in M\right\}$.

Every $f \in \mathbb{k}[L]$ has a unique expression as

$$
\begin{equation*}
f=\sum_{m \in L} k_{m} \mathbf{x}^{m} \tag{3.1}
\end{equation*}
$$

with $k_{m} \in \mathbb{k}$ and $\left\{m \in L \mid k_{m} \neq 0\right\}$ a finite subset of $L$, called the support of $f$ and denoted by $\operatorname{Supp} f$. A fixed choice of $\mathbb{Z}$-basis $\left\{e_{i} \mid i=1, \ldots, n\right\}$ of $L$, or a fixed isomorphism $L \cong \mathbb{Z}^{n}$, gives rise to a $\mathbb{k}$-algebra isomorphism of $\mathbb{k}[L]$ with the Laurent polynomial algebra $\mathbb{k}\left[x_{1}^{ \pm 1}, \ldots, x_{n}^{ \pm 1}\right]$ via $\mathbf{x}^{e_{i}} \mapsto x_{i}$. Therefore, we may think of the representatives $\mathbf{x}^{m} \in \mathbb{K}[L]$ of lattice elements $m \in L$ as monomials in $x_{1}^{ \pm 1}, \ldots, x_{n}^{ \pm 1}$.

### 3.2.2 Multiplicative Actions

If $L$ is a $G$-lattice for some group $G$ then the action of $G$ on $L$ extends uniquely to an action by $\mathbb{k}$-algebra automorphisms on $\mathbb{k}[L]$ via

$$
\begin{equation*}
g\left(\sum_{m \in L} k_{m} \mathbf{x}^{m}\right)=\sum_{m \in L} k_{m} \mathbf{x}^{g(m)} \tag{3.2}
\end{equation*}
$$

This type of action is called a multiplicative action. More general $G$-actions, called twisted multiplicative, will be considered in Section 3.8.

### 3.3 Reduction to Finite Groups, $\mathbb{Z}$-structure, and Finite Generation

Let $L$ be a $G$-lattice, where $G$ is an arbitrary group. The multiplicative action (3.2) of $G$ on $\mathbb{k}[L]$ is a permutation action: $\left\{\mathbf{x}^{m} \mid m \in L\right\}$ is a $G$-stable $\mathbb{k}$-basis of $\mathbb{k}[L]$. Therefore, the $\mathbb{k}$-linear structure of $\mathbb{k}[L]^{G}$ is easily described: The support $\operatorname{Supp} f$ of any invariant $f \in \mathbb{k}[L]^{G}$ is a finite $G$-stable subset of $L$, and hence $\operatorname{Supp} f$ is contained in the $G$-sublattice

$$
\begin{equation*}
L_{\text {fin }}=\{m \in L \mid \text { the } G \text {-orbit } G(m) \text { is finite }\} . \tag{3.3}
\end{equation*}
$$

More precisely, $f$ is a $\mathbb{k}$-linear combination of $G$-orbit sums

$$
\operatorname{orb}(m)=\operatorname{orb}_{G, \mathbb{k}}(m):=\sum_{m^{\prime} \in G(m)} \mathbf{x}^{m^{\prime}} \in \mathbb{k}[L]^{G}
$$

with $m \in L_{\text {fin }}$. Different orbit sums have disjoint supports, and hence they are $\mathbb{V}_{\mathrm{k}}$ independent. Thus:

$$
\begin{equation*}
\mathbb{k}[L]^{G}=\bigoplus_{m \in G \backslash L_{\mathrm{fin}}} \mathbb{k} \operatorname{orb}(m) \tag{3.4}
\end{equation*}
$$

where $G \backslash L_{\text {fin }}$ denotes a transversal for the finite $G$-orbits in $L$.
Note that, since $L_{\text {fin }}$ is finitely generated, the subgroup $\operatorname{Ker}_{G}\left(L_{\text {fin }}\right)$ has finite index in $G$; so $G$ acts on $L_{\text {fin }}$ through the finite quotient $\mathcal{G}=G / \operatorname{Ker}_{G}\left(L_{\mathrm{fin}}\right)$.

Further, the group ring $\mathbb{k}[L]$ is defined over $\mathbb{Z}, \mathbb{k}[L]=\mathbb{k} \otimes_{\mathbb{Z}} \mathbb{Z}[L]$, and each orbit sum has the form $\operatorname{orb}_{G, \mathbb{k}}(m)=1_{\mathbb{k}} \otimes_{\mathbb{Z}} \operatorname{orb}_{G, \mathbb{Z}}(m)$. Hence, by (3.4), $\mathbb{Z}[L]^{G}$ is a $\mathbb{Z}$-structure for the multiplicative invariant algebra $\mathbb{k}[L]^{G}$. To summarize:

Proposition 3.3.1. Let $L$ be a $G$-lattice for an arbitrary group $G$ and let $\mathbb{k}$ be a commutative base ring. Then $L_{\mathrm{fin}}=\{m \in L \mid G(m)$ is finite $\}$ is a faithful $\mathcal{G}$-lattice, where $\mathcal{G}=G / \operatorname{Ker}_{G}\left(L_{\mathrm{fin}}\right)$ is a finite group. Furthermore:
(a) $\mathbb{k}[L]^{G}=\mathbb{k}\left[L_{\text {fin }}\right]^{\mathcal{G}}$, and
(b) $\mathbb{k}[L]^{G}=\mathbb{k} \otimes_{\mathbb{Z}} \mathbb{Z}[L]^{G}$.

These observations have the following consequences.
Corollary 3.3.2. Each multiplicative invariant algebra $\mathbb{k}[L]^{G}$ is an affine $\mathbb{k}$-algebra. Moreover, given a base ring $\mathbb{k}$ and a bound $N$, there is only a finite supply of multiplicative invariant algebras $\mathbb{k}[L]^{G}$ (up to isomorphism) with $\operatorname{rank} L \leq N$.

Proof. Since $\mathbb{Z}\left[L_{\text {fin }}\right]$ is affine over the noetherian ring $\mathbb{Z}$ and $\mathcal{G}=G / \operatorname{Ker}_{G}\left(L_{\mathrm{fin}}\right)$ is finite, Noether's finiteness theorem (e.g., [22, Théorème V.1.2]) implies that $\mathbb{Z}\left[L_{\mathrm{fin}}\right]^{\mathcal{G}}$ is an affine $\mathbb{Z}$-algebra. Therefore, by the proposition, $\mathbb{k}[L]^{G}=\mathbb{k} \otimes \mathbb{Z}\left[L_{\mathrm{fin}}\right]^{\mathcal{G}}$ is affine over $\mathfrak{k}$.

The finite group $\mathcal{G}$ embeds into $\mathrm{GL}_{n}(\mathbb{Z})$, where $n=\operatorname{rank} L_{\mathrm{fin}}$. By the foregoing, the number of isomorphism classes of multiplicative invariant algebras $\mathbb{k}[L]^{G}$, with $\operatorname{rank} L$ is bounded by $N$, is at most equal to the sum of the numbers of conjugacy classes of finite subgroups of $\mathrm{GL}_{n}(\mathbb{Z})$ with $n \leq N$; see Section 1.10.

### 3.4 Units and Semigroup Algebras

Even though multiplicative invariant algebras arise from an action on a group algebra $\mathbb{k}[L]$, it turns out that $\mathbb{k}[L]^{G}$ is never a group algebra over $\mathbb{k}$ unless $G$ acts trivially on the sublattice $L_{\text {fin }}$ in (3.3). In order to justify this claim, we use the following simple lemma on unit groups.
Lemma 3.4.1. Let $L$ be a $G$-lattice and $\mathbb{k}$ a commutative domain. Then $\mathrm{U}(\mathbb{k}[L])=$ $\mathrm{U}(\mathbb{k}) \times \underline{L}$ and $\mathrm{U}\left(\mathbb{k}[L]^{G}\right)=\mathrm{U}(\mathbb{k}) \times \underline{L}^{G}$.

Proof. It suffices to show that $\mathrm{U}(\mathbb{k}[L])=\mathrm{U}(\mathbb{k}) \times \underline{L}$, because this implies that $\mathrm{U}\left(\mathbb{k}[L]^{G}\right)=\mathrm{U}(\mathbb{k}[L])^{G}=\mathrm{U}(\mathbb{k}) \times \underline{L}^{G}$. Note also that $k \mathrm{x}^{m} \in \mathrm{U}(\mathbb{k}) \times \underline{L}$ has inverse $k^{-1} \mathbf{x}^{-m}$; so $\mathrm{U}(\mathbb{k}) \times \underline{L} \subseteq \mathrm{U}(\mathbb{k}[L])$. In order to show that equality holds here, fix a monomial order for $\mathfrak{k}[L]$. By definition, this is a total order $\succ$ on $L$ that is compatible with addition: $m \succ n$ implies $m+\ell \succ n+\ell$ for $m, n, \ell \in L$. (For example, the lexicographic order with respect to any $\mathbb{Z}$-basis of $L$ will do.) For any nonzero $f \in \mathbb{k}[L]$, define $\max (f)$ and $\min (f)$ to be the largest and the smallest element of the support $\operatorname{Supp} f$ with respect to $\succ$. Since $\mathbb{k}$ is a domain, it is easy to see that

$$
\max \left(f f^{\prime}\right)=\max (f)+\max \left(f^{\prime}\right) \quad \text { and } \quad \min \left(f f^{\prime}\right)=\min (f)+\min \left(f^{\prime}\right)
$$

holds for all nonzero $f, f^{\prime} \in \mathbb{k}[L]$. Now suppose that $f f^{\prime}=1$. Then $\max (f)+$ $\max \left(f^{\prime}\right)=0=\boldsymbol{\operatorname { m i n }}(f)+\boldsymbol{\operatorname { m i n }}\left(f^{\prime}\right)$. Since $\boldsymbol{\operatorname { m a x }}(f)+\boldsymbol{\operatorname { m a x }}\left(f^{\prime}\right) \geq \boldsymbol{\operatorname { m i n }}(f)+$ $\max \left(f^{\prime}\right) \geq \min (f)+\min \left(f^{\prime}\right)$, we conclude that $\boldsymbol{\operatorname { m a x }}(f)=\min (f)$ and similarly for $f^{\prime}$. This implies that $f$ and $f^{\prime}$ belong to $\mathrm{U}(\mathbb{k}) \times \underline{L}$.

Corollary 3.4.2. Let $L$ be a $G$-lattice, where $G$ is an arbitrary group, and let $\mathfrak{k}$ be a commutative ring. The invariant algebra $\mathbb{k}[L]^{G}$ is a group algebra over $\mathbb{k}$ precisely if the action of $G$ on the lattice $L_{\text {fin }}$ in (3.3) is trivial. In particular, if $G$ is finite then $\mathbb{k}^{[ }[L]^{G}$ is a group algebra over $\mathbb{k}$ only if $G$ acts trivially.

Proof. One direction is immediate from Proposition 3.3.1. Conversely, suppose that $\mathbb{k}^{[ }[L]^{G}$ is isomorphic to a group algebra over $\mathbb{k}$. By Proposition 3.3.1, we may replace $L$ by $L_{\mathrm{fin}}$, thereby reducing to the case where $G$ is finite, and we may also replace $\mathbb{k}$ by some prime factor; so $\mathbb{k}$ is a domain. Since group algebras are generated, as $\mathbb{k}$ algebras, by their units, we conclude from Lemma 3.4.1 that $\mathbb{k}[L]^{G}=\mathbb{k}\left[L^{G}\right]$. Thus, on the one hand, $\mathbb{k}[L]$ is integral over $\mathbb{k}[L]^{G}$, since $G$ is finite, while on the other, $L / L^{G}$ is $\mathbb{Z}$-free and hence $\mathbb{k}[L]$ is a Laurent polynomial algebra in $r=\operatorname{rank} L / L^{G}$ many variables over $\mathbb{k}[L]^{G}$. Thus, we must have $r=0$.

While multiplicative invariant algebras $\mathbb{k}[L]^{\mathcal{G}}$ of finite groups $\mathcal{G}$ can never be group algebras if $\mathcal{G}$ acts nontrivially, it turns out that in many cases $\mathbb{k}[L]^{\mathcal{G}}$ is at least a semigroup algebra. Explicit examples will be presented in Section 3.5 and the phenomenon will be fully explained in Theorem 6.1.1. Recall that a $\mathbb{k}$-algebra $R$ is a semigroup algebra (or monoid algebra) if $R$ has a $\mathbb{k}$-basis, $M$, that is a submonoid of the multiplicative monoid $(R, \cdot)$; so $1 \in M$ and $M$ is closed under multiplication. In analogy with the notation $\mathbb{k}[L]$ for group algebras, $\mathbb{k}[M]$ will denote the semigroup algebra over $\mathbb{k}$ of a monoid $M$. For example, the semigroup algebra of the monoid $M=\mathbb{Z}_{+}^{r} \oplus \mathbb{Z}^{s}$ is isomorphic to the mixed Laurent polynomial algebra $\mathbb{k}\left[x_{1}, \ldots, x_{r}, x_{r+1}^{ \pm 1}, \ldots, x_{r+s}^{ \pm 1}\right]$ over $\mathbb{k}$. We will only be concerned with commutative monoids $M$ and, as with lattices, it is customary to write them additively. Gilmer [73] is a good reference for the algebraic structure of general commutative semigroup algebras $\mathbb{k}[M]$. We mention the following basic facts:

- $\mathbb{k}[M]$ is an affine (f.g.) $\mathbb{k}$-algebra if and only if the monoid $M$ is finitely generated, and
- $\mathbb{k}[M]$ is a domain if and only if $\mathbb{k}$ is a domain and $M$ is cancellative ( $a+c=$ $b+c \Rightarrow a=b$ for all $a, b, c, \in M$ ) and torsion-free ( $n a=n b \Rightarrow a=b$ for $a, b \in M$ and $n \in \mathbb{N}$ ).

The first assertion is obvious; for the second, see [73, Theorem 8.1]. Commutative monoids $M$ that are cancellative and torsion-free are exactly the monoids that are isomorphic to submonoids of torsion-free abelian groups. If $M$ is also finitely generated then $M$ embeds into some lattice $L$, and we may clearly assume that $\langle M\rangle_{\text {group }}=L$. Finitely generated commutative monoids that are cancellative and torsion-free are often simply referred to as affine semigroups; see, e.g., Bruns and Herzog [32, 6.1]. An affine semigroup $M$ is called normal if $n m \in M$ for $m \in\langle M\rangle_{\text {group }}$ and $n \in \mathbb{N}$ implies $m \in M$.

- $\mathbb{k}[M]$ is an affine $\mathbb{k}$-algebra that is a normal domain if and only if $\mathbb{k}$ is a normal domain and the monoid $M$ is an affine normal semigroup.

For a proof, see [73, Corollary 12.11]. An affine semigroup $M$ is called positive if $M$ has no units other than 0 and an element $0 \neq m \in M$ is called indecomposable if $m=a+b(a, b \in M)$ implies $a=0$ or $b=0$.

Lemma 3.4.3. Let $M$ be a positive affine semigroup. Then $M$ has finitely many indecomposable elements, say $m_{1}, \ldots, m_{s}$. The $m_{i}$ generate $M$, and every generating set for $M$ contains $\left\{m_{1}, \ldots, m_{s}\right\}$.

Proof. Clearly, all indecomposable elements must be contained in every generating set of $M$. Thus, it suffices to show that the indecomposable elements of $M$ do indeed generate $M$. For this, we use the fact that there is a monoid homomorphism $\varphi: M \rightarrow$ $\mathbb{Z}_{+}$satisfying $\varphi(m)>0$ for all $0 \neq m \in M$; see, e.g., Swan [210, Theorem 4.5]. Now consider an element $0 \neq m \in M$. If $m$ is not indecomposable, then write $m=a+b$ with $0 \neq a, b \in M$. Then $\varphi(a), \varphi(b)<\varphi(m)$. By induction we know that $a$ and $b$ can be written as sums of indecomposable elements of $M$, and hence so can $m$.

The unique smallest generating set constructed in the above lemma is called the Hilbert basis of $M$. An algorithm computing the Hilbert basis for any affine semigroup without non-trivial units can be found in Sturmfels [206, Algorithm 13.2].

### 3.5 Examples

In this section, we explicitly calculate the multiplicative invariant algebras of certain $\mathcal{G}$-lattices $L$ for various finite groups $\mathcal{G}$. Throughout, we will work over $\mathbb{k}=\mathbb{Z}$. The results over arbitrary commutative base rings $\mathbb{k}$ then follow by base change; see Proposition 3.3.1(b). Examples 3.5.1, 3.5.4, 3.5.5, 3.5.6 and 3.5.7 below describe the multiplicative invariant algebras of certain reflection groups, while the group in Example 3.5.3 is a bireflection group. Table 3.1 list the multiplicative invariant algebras for lattices of rank 2; the groups in question are those in Table 1.2. The invariant algebras for the groups $\mathcal{G}_{7}, \mathcal{G}_{8}$ and $\mathcal{G}_{9}$ were obtained by direct calculation; the details for all other groups in Table 3.1 are given below.

We will repeatedly use the following obvious observation, valid for any base ring $\mathfrak{k}$. Suppose that we have decompositions $\mathcal{G}=\mathcal{G}_{1} \times \mathcal{G}_{2}$ and $L=L_{1} \oplus L_{2}$ with $\mathcal{G}$-sublattices $L_{i}$ such that $\mathcal{G}_{j}$ acts trivially on $L_{i}$ for $i \neq j$. Then

$$
\begin{equation*}
\mathbb{k}[L]^{\mathcal{G}} \cong \mathbb{k}[L]_{1}^{\mathcal{G}_{1}} \otimes_{\mathfrak{k}} \mathbb{k}[L]_{2}^{\mathcal{G}_{2}} \tag{3.5}
\end{equation*}
$$

Example 3.5.1 (The diagonal subgroup of $\mathrm{GL}_{n}(\mathbb{Z})$ ). Let

$$
\mathcal{T}_{n}=\operatorname{diag}( \pm 1, \ldots, \pm 1)_{n \times n} \subseteq \mathrm{GL}_{n}(\mathbb{Z})
$$

be the group of diagonal matrices, with the canonical action on $L=\bigoplus_{i=1}^{n} \mathbb{Z} e_{i}$ : $t=$ $\operatorname{diag}\left(t_{1}, \ldots, t_{n}\right) \in \mathcal{T}_{n}$ acts by $t\left(e_{i}\right)=t_{i} e_{i}$. Put $x_{i}=\mathbf{x}^{e_{i}} \in \mathbb{Z}[L]$ and $\xi_{i}=x_{i}+x_{i}^{-1}$. We claim that

$$
\begin{equation*}
\mathbb{Z}[L]^{\mathcal{T}_{n}}=\mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n}\right] \tag{3.6}
\end{equation*}
$$

a polynomial algebra in $n$ variables. Indeed, formula (3.5) reduces the claim to the case $n=1$. Then $\mathbb{Z}[L]=\mathbb{Z}\left[x^{ \pm 1}\right]$ and $\mathcal{T}_{1}=\langle t\rangle \cong \mathcal{C}_{2}$ acts by $t(x)=x^{-1}$. Writing $\mathbb{Z}\left[x^{ \pm 1}\right]=\mathbb{Z}[\xi] \oplus x \mathbb{Z}[\xi]$ with $\xi=x+x^{-1}$, it is easy to see that $\mathbb{Z}\left[x^{ \pm 1}\right]^{\mathcal{T}_{1}}=\mathbb{Z}[\xi]$, as claimed.

The next example will make use of the following lemma on adding a summand of rank 1 .

Lemma 3.5.2. Let $L=L^{\prime} \oplus \mathbb{Z}_{\varphi}$, where $L^{\prime}$ is a $\mathcal{G}$-lattice and $\mathbb{Z}_{\varphi}=\mathbb{Z}$ with $\mathcal{G}$ acting via a non-trivial homomorphism $\varphi: \mathcal{G} \rightarrow\{ \pm 1\}$. Put $\mathcal{N}=\operatorname{Ker} \varphi$ and suppose that $\mathbb{k}\left[L^{\prime}\right]^{\mathcal{N}}=\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}+\sum_{j=1}^{m} \alpha_{j} \mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}$. Then:

$$
\mathbb{k}[L]^{\mathcal{G}}=\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}[\xi]+\sum_{j=1}^{m}\left(\alpha_{j} x+s\left(\alpha_{j}\right) x^{-1}\right) \mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}[\xi]
$$

where $x=\mathbf{x}^{\left(0_{L^{\prime}}, 1\right)} \in \mathbb{k}[L], \xi=x+x^{-1}$, and $s \in \mathcal{G} \backslash \mathcal{N}$.
Proof. Put $R=\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}} \oplus \bigoplus_{i \geq 1} \mathbb{k}\left[L^{\prime}\right]^{\mathcal{N}} \xi^{i}$; this is a $\mathcal{G}$-stable subalgebra of $\mathbb{k}[L]^{\mathcal{N}}$ such that $\left.R^{\mathcal{G}}=\mathbb{k}^{[ } L^{\prime}\right]^{\mathcal{G}}[\xi]$. Define additive maps $D, \rho: R \rightarrow \mathbb{k}[L]^{\mathcal{N}}$ by $D(r)=\frac{s(r)-r}{\xi}$ and $\rho(r)=r+x D(r)$.
Claim. $\mathbb{k}[L]^{\mathcal{G}}=\rho(R)$.
First, $s(\rho(r))=s(r)-x^{-1} D(r)=\rho(r)$ holds for $r \in R$; so $\rho(R) \subseteq \mathbb{k}[L]^{\mathcal{G}}$. For the reverse inclusion, write $\mathbb{k}[L]$ in the form $\mathbb{k}[L]=\mathbb{k}\left[L^{\prime}\right][\xi] \oplus x \mathbb{k}\left[L^{\prime}\right][\xi]$ and consider an element $f=f_{0}+x f_{1} \in \mathbb{k}[L]$, with $f_{i} \in \mathbb{k}\left[L^{\prime}\right][\xi]$. Then $s(f)=\left(s\left(f_{0}\right)+\right.$ $\left.\xi s\left(f_{1}\right)\right)-x s\left(f_{1}\right)$ while for $g \in \mathcal{N}$, one has $g(f)=g\left(f_{0}\right)+x g\left(f_{1}\right)$. Hence, $f \in \mathbb{k}[L]^{\mathcal{G}}$ if and only if $f_{0}$ and $f_{1}$ belong to $\mathbb{k}\left[L^{\prime}\right][\xi]^{\mathcal{N}}=\bigoplus_{i \geq 0} \mathbb{k}\left[L^{\prime}\right]^{\mathcal{N}} \xi^{i}$ and the following two conditions are satisfied:

$$
\begin{aligned}
& s\left(f_{1}\right)=-f_{1} \\
& s\left(f_{0}\right)=f_{0}+\xi f_{1}
\end{aligned}
$$

The last equation gives: $f_{0} \in R$ and $f_{1}=D\left(f_{0}\right)$. Therefore, $f=\rho\left(f_{0}\right) \in \rho(R)$ and the claim is proved.

To complete the proof of the lemma, we use our hypothesis that $\mathbb{k}\left[L^{\prime}\right]^{\mathcal{N}}=$ $\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}+\sum_{j=1}^{m} \alpha_{j} \mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}$. This results in the following expression for $R$ :

$$
\begin{aligned}
R & =\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}} \oplus \bigoplus_{i \geq 1}\left(\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}+\sum_{j=1}^{m} \alpha_{j} \mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}\right) \xi^{i} \\
& =\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}[\xi]+\sum_{j=1}^{m} \alpha_{j} \xi \mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}[\xi] .
\end{aligned}
$$

The map $\rho$ is $R^{\mathcal{G}}$-linear and its restriction to $R^{\mathcal{G}}=\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}[\xi]$ is the identity. Therefore, the claim implies that

$$
\mathbb{k}^{[L]^{\mathcal{G}}}=\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}[\xi]+\sum_{j=1}^{m} \rho\left(\alpha_{j} \xi\right) \mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}[\xi] .
$$

Finally, $\rho\left(\alpha_{j} \xi\right)=\alpha_{j} x^{-1}+s\left(\alpha_{j}\right) x$. To obtain the exact expression for $\mathbb{k}[L]^{\mathcal{G}}$ as stated in the lemma, replace $\alpha_{j}$ by $s\left(\alpha_{j}\right)$ throughout.

Example 3.5.3 (The diagonal subgroup of $\left.\mathrm{SL}_{n}(\mathbb{Z})\right)$. Let $\mathcal{T}_{n}=\operatorname{diag}( \pm 1, \ldots, \pm 1)_{n \times n}$ be as in Example 3.5.1 and consider the group

$$
\mathcal{G}=\mathcal{I}_{n} \cap \operatorname{SL}_{n}(\mathbb{Z})
$$

with the canonical action on $L=\bigoplus_{i=1}^{n} \mathbb{Z} e_{i}$. As in Example 3.5.1, put $x_{i}=\mathbf{x}^{e_{i}}, \xi_{i}=$ $x_{i}+x_{i}^{-1} \in \mathbb{Z}[L]$. We claim that

$$
\begin{equation*}
\mathbb{Z}[L]^{\mathcal{G}}=\mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n}\right] \oplus \theta_{n} \mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n}\right], \tag{3.7}
\end{equation*}
$$

where $\theta_{n}=\sum_{g \in \mathcal{G}} g\left(x_{1} x_{2} \ldots x_{n}\right)=\operatorname{orb}\left(\sum_{i} e_{i}\right)$. We argue by induction on $n$. For $n=1$, the claim says that $\mathbb{Z}\left[x^{ \pm 1}\right]=\mathbb{Z}\left[x+x^{-1}\right] \oplus x \mathbb{Z}\left[x+x^{-1}\right]$, which is clear. For the inductive step, we invoke Lemma 3.5.2, with $L^{\prime}=\bigoplus_{i=1}^{n-1} \mathbb{Z} e_{i}$ and $\mathcal{N}=\mathcal{T}_{n-1} \cap \mathrm{SL}_{n-1}(\mathbb{Z})$. Since $\mathcal{G}$ acts on $L^{\prime}$ as the full diagonal group $\mathcal{T}_{n-1}$, we know by Example 3.5 .1 that $\mathbb{Z}\left[L^{\prime}\right]^{\mathcal{G}}=\mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n-1}\right]$. Moreover, by induction, $\mathbb{Z}\left[L^{\prime}\right]^{\mathcal{N}}=\mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n-1}\right] \oplus \theta_{n-1} \mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n-1}\right]$. Thus, Lemma 3.5.2 with $s=\operatorname{diag}(-1,1, \ldots, 1,-1)$ gives:

$$
\begin{aligned}
\mathbb{Z}[L]^{\mathcal{G}} & =\mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n-1}\right]\left[\xi_{n}\right]+\left(\theta_{n-1} x_{n}+s\left(\theta_{n-1}\right) x_{n}^{-1}\right) \mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n-1}\right]\left[\xi_{n}\right] \\
& =\mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n}\right]+\theta_{n} \mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n}\right] .
\end{aligned}
$$

Since the sum is clearly direct, (3.7) is proved.
Specializing to $n=2$, we obtain the invariants of multiplicative inversion in rank 2; this is group $\mathcal{G}_{10}$ in Table 1.2:

$$
\mathbb{Z}[L]^{\mathcal{G}_{10}}=\mathbb{Z}\left[\xi_{1}, \xi_{2}\right] \oplus \theta \mathbb{Z}\left[\xi_{1}, \xi_{2}\right] \quad \text { with } \theta=x_{1} x_{2}+x_{1}^{-1} x_{2}^{-1}
$$

The generating invariants satisfy the relation $\theta \xi_{1} \xi_{2}=\theta^{2}+\xi_{1}^{2}+\xi_{2}^{2}-4$; so

$$
\mathbb{Z}[L]^{\mathcal{G}} \cong \mathbb{Z}[x, y, z] /\left(x^{2}+y^{2}+z^{2}-x y z-4\right)
$$

The invariant rings in this example are not semigroup algebras over $\mathbb{Z}$; see Section 10.2.

Example 3.5.4 (Multiplicative invariants of the root lattice $B_{n}$ ). The root lattice of the root system of type $B_{n}$ will simply be written as $B_{n}$; so $B_{n}=\bigoplus_{i=1}^{n} \mathbb{Z} e_{i}$. By [24, Planche II],

$$
\operatorname{Aut}\left(B_{n}\right)=\mathcal{W}\left(B_{n}\right)=\{ \pm 1\} \imath \mathcal{S}_{n}
$$

This group can be written as $\mathcal{W}\left(B_{n}\right)=\mathcal{T}_{n} \rtimes \mathcal{S}_{n}$, where $\mathcal{T}_{n}=\operatorname{diag}( \pm 1, \ldots, \pm 1)_{n \times n}$ acts as in Example 3.5.1 and $s\left(e_{i}\right)=e_{s(i)}$ for $s \in \mathcal{S}_{n}$. Putting $x_{i}=\mathbf{x}^{e_{i}} \in \mathbb{Z}\left[B_{n}\right]$, as usual, the invariants of the normal subgroup $\mathcal{T}_{n}$ are given by Example 3.5.1:
$\mathbb{Z}\left[B_{n}\right]^{\mathcal{T}_{n}}=\mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n}\right]$ with $\xi_{i}=x_{i}+x_{i}^{-1}$. The group $\mathcal{S}_{n}$ acts on the polynomial ring $\mathbb{Z}\left[B_{n}\right]^{\mathcal{T}_{n}}$ by $s\left(\xi_{i}\right)=\xi_{s(i)}$ for $s \in \mathcal{S}_{n}$. Hence, the fundamental theorem for $\mathcal{S}_{n}$-invariants (e.g., [27, p. A IV.58]) yields that

$$
\begin{equation*}
\mathbb{Z}\left[B_{n}\right]^{\{ \pm 1\}\left\{\mathcal{S}_{n}\right.}=\mathbb{Z}\left[\xi_{1}, \ldots, \xi_{n}\right]^{\mathcal{S}_{n}}=\mathbb{Z}\left[\sigma_{1}, \ldots, \sigma_{n}\right] \tag{3.8}
\end{equation*}
$$

where

$$
\sigma_{i}=\sum_{j_{1}<\ldots<j_{i}} \xi_{j_{1}} \xi_{j_{2}} \ldots \xi_{j_{i}}
$$

is the $i^{\text {th }}$ elementary symmetric function in $\xi_{1}, \ldots, \xi_{n}$. Thus, $\mathbb{Z}\left[B_{n}\right]^{\{ \pm 1\} \mathcal{S} \mathcal{S}_{n}}$ is a polynomial ring in $n$ variables. The special case $n=2$ yields the invariants for group $\mathcal{G}_{2}$ in Table 3.1.

Example 3.5.5 (Multiplicative $\mathcal{S}_{n}$-invariants of $U_{n}$ ). Restricting the lattice $B_{n}$ in Example 3.5 .4 to the symmetric group $\mathcal{S}_{n}$ we obtain the standard permutation lattice $U_{n}$ for $\mathcal{S}_{n}$; see $\S 1.3 .3$. As before, let $\left\{e_{i}\right\}_{1}^{n}$ denote the permutation basis of $U_{n}$ and write $x_{i}=\mathbf{x}^{e_{i}} \in \mathbb{Z}\left[U_{n}\right]$. Then the element $\mathbf{x}^{\sum_{1}^{n} e_{i}} \in \mathbb{Z}\left[U_{n}\right]$ becomes the $n^{\text {th }}$ elementary symmetric function $s_{n}=\prod_{1}^{n} x_{i}$. Moreover,

$$
\mathbb{Z}\left[U_{n}\right]=\mathbb{Z}\left[x_{1}^{ \pm 1}, \ldots, x_{n}^{ \pm 1}\right]=\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]\left[s_{n}^{-1}\right],
$$

and $\mathcal{S}_{n}$ acts via $s\left(x_{i}\right)=x_{s(i)}\left(s \in \mathcal{S}_{n}\right)$. By the fundamental theorem for $\mathcal{S}_{n^{-}}$ invariants, $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]^{\mathcal{S}_{n}}=\mathbb{Z}\left[s_{1}, \ldots, s_{n}\right]$, where $s_{i}$ is the $i^{\text {th }}$ elementary symmetric function in $x_{1}, \ldots, x_{n}$. Therefore,

$$
\begin{equation*}
\mathbb{Z}\left[U_{n}\right]^{\mathcal{S}_{n}}=\mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}\right] \cong \mathbb{Z}\left[\mathbb{Z}_{+}^{n-1} \oplus \mathbb{Z}\right] \tag{3.9}
\end{equation*}
$$

a mixed Laurent polynomial algebra in $n$ variables, with 1 variable inverted.
Example 3.5.6 (Multiplicative $\mathcal{S}_{n}$-invariants of $A_{n-1}$ ). We continue with the notation of Example 3.5.5. Note that $\mathbb{Z}\left[U_{n}\right]=\mathbb{Z}\left[x_{1}^{ \pm 1}, \ldots, x_{n}^{ \pm 1}\right]$ is $\mathbb{Z}$-graded by total degree in the $x_{i}$ 's and the action of $\mathcal{S}_{n}$ respects this grading. Using the standard basis $a_{i}=e_{i}-e_{i+1}(i=1, \ldots, n-1)$ of the root lattice $A_{n-1}$, as in Example 1.8.1, and putting $y_{i}=\mathbf{x}^{a_{i}}=\frac{x_{i}}{x_{i+1}}$, the group ring $\mathbb{Z}\left[A_{n-1}\right]$ can be written as

$$
\mathbb{Z}\left[A_{n-1}\right]=\mathbb{Z}\left[y_{1}^{ \pm 1}, \ldots, y_{n-1}^{ \pm 1}\right]=\mathbb{Z}\left[\left.\frac{x_{i}}{x_{j}} \right\rvert\, 1 \leq i, j \leq n\right]
$$

This is the degree 0 -component $\mathbb{Z}\left[U_{n}\right]_{0}$ of $\mathbb{Z}\left[U_{n}\right]$. Hence,

$$
\mathbb{Z}\left[A_{n-1}\right]^{\mathcal{S}_{n}}=\mathbb{Z}\left[U_{n}\right]_{0}^{\mathcal{S}_{n}},
$$

the ring of $\mathcal{S}_{n}$-invariants of total degree 0 in $\mathbb{Z}\left[U_{n}\right]$. By equation (3.9), a $\mathbb{Z}$-basis of $\mathbb{Z}\left[U_{n}\right]_{0}^{\mathcal{S}_{n}}$ is given by the elements $s_{1}^{t_{1}} \ldots s_{n-1}^{t_{n-1}} / s_{n}^{t_{n}}$ with $t_{i} \in \mathbb{Z}_{+}$and $\sum_{i=1}^{n-1} i t_{i}=$ $n t_{n}$. Therefore,

$$
\mathbb{Z}\left[A_{n-1}\right]^{\mathcal{S}_{n}} \cong \mathbb{Z}[M]
$$

where $M$ is the submonoid of $\mathbb{Z}_{+}^{n-1}$ consisting of all $\left(t_{1}, \ldots, t_{n-1}\right)$ so that $\sum_{i} i t_{i}$ is divisible by $n$. The isomorphism sends the element $m=\left(t_{1}, \ldots, t_{n-1}\right) \in M$ to the basis element

$$
\mu_{m}=s_{n}^{-\frac{1}{n} \sum_{i} i t_{i}} \cdot \prod_{i=1}^{n-1} s_{i}^{t_{i}} \in \mathbb{Z}\left[A_{n-1}\right]^{\mathcal{S}_{n}}
$$

Taking $n=2$, for example, the monoid $M$ is generated by $m=(2)$ and we obtain the fundamental invariant $\mu_{m}=s_{1}^{2} / s_{2}=y_{1}+y_{1}^{-1}+2$. Thus, $\mathbb{Z}\left[A_{1}\right]^{\mathcal{S}_{2}}=$ $\mathbb{Z}\left[y_{1}+y_{1}^{-1}\right]$ is a polynomial algebra. This is just the special case $n=1$ of Example 3.5.1, since $A_{1}$ is the sign lattice $\mathbb{Z}^{-}$for $\mathcal{S}_{2}$.

For $n=3$, the monoid $M$ has generators $m_{1}=(3,0), m_{2}=(0,3)$ and $m_{3}=$ $(1,1)$. This yields the fundamental invariants $\mu_{1}=s_{1}^{3} / s_{3}, \mu_{2}=s_{2}^{3} / s_{3}^{2}$ and $\mu_{3}=$ $s_{1} s_{2} / s_{3}$ for $\mathbb{Z}\left[A_{2}\right]^{\mathcal{S}_{3}}$. Note that $\mu_{1} \mu_{2}=\mu_{3}^{3}$; so we obtain the presentation

$$
\mathbb{Z}\left[A_{2}\right]^{\mathcal{S}_{3}} \cong \mathbb{Z}[x, y, z] /\left(z^{3}-x y\right)
$$

A more economical system of fundamental invariants for $\mathbb{Z}\left[A_{2}\right]^{\mathcal{S}_{3}}$ is given by

$$
\begin{aligned}
\mu_{3}-3 & =y_{1}+y_{1}^{-1}+y_{2}+y_{2}^{-1}+y_{1} y_{2}+y_{1}^{-1} y_{2}^{-1} & & =\operatorname{orb}\left(a_{1}\right) \\
\mu_{1}-3 \mu_{3}+3 & =y_{1}^{2} y_{2}+y_{1}^{-1} y_{2}+y_{1}^{-1} y_{2}^{-2} & & =\operatorname{orb}\left(2 a_{1}+a_{2}\right) \\
\mu_{2}-3 \mu_{3}+3 & =y_{1} y_{2}^{2}+y_{1} y_{2}^{-1}+y_{1}^{-2} y_{2}^{-1} & & =\operatorname{orb}\left(a_{1}+2 a_{2}\right)
\end{aligned}
$$

Example 3.5.7 (non-diagonal Klein 4-group). Consider the group $\mathcal{G}=\mathcal{G}_{6}=\langle s,-s\rangle \cong$ $\mathcal{C}_{2} \times \mathcal{C}_{2}$ of Table 1.2. Here, $s=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Note that both generators $s$ and $-s$ act as (non-diagonalizable) reflections on $L=\mathbb{Z} e_{1} \oplus \mathbb{Z} e_{2}$. Their product, $g=s(-s) \in \mathcal{G}$, acts as $\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$, as in Example 3.5.3 above. Thus, using Example 3.5.3 and its notation, we obtain $\mathbb{Z}[L]^{\mathcal{G}}=R^{\langle s\rangle}$ with $R=\mathbb{Z}[L]^{\langle g\rangle}=\mathbb{Z}\left[\xi_{1}, \xi_{2}\right] \oplus \theta \mathbb{Z}\left[\xi_{1}, \xi_{2}\right]$. Since $s$ interchanges $\xi_{1}$ and $\xi_{2}$ and leaves $\theta$ invariant, the invariant ring is given by

$$
\mathbb{Z}[L]^{\mathcal{G}}=\mathbb{Z}\left[\sigma_{1}, \sigma_{2}\right] \oplus \theta \mathbb{Z}\left[\sigma_{1}, \sigma_{2}\right],
$$

where $\sigma_{1}=\xi_{1}+\xi_{2}$ and $\sigma_{2}=\xi_{1} \xi_{2}$ are the $1^{\text {st }}$ and $2^{\text {nd }}$ elementary symmetric functions in $\xi_{1}, \xi_{2}$. An alternative set of fundamental invariants is

$$
\begin{aligned}
& \mu_{1}=\theta+2=x_{1} x_{2}+x_{1}^{-1} x_{2}^{-1}+2, \\
& \mu_{2}=\sigma_{2}-\theta+2=x_{1} x_{2}^{-1}+x_{1}^{-1} x_{2}+2, \\
& \mu_{3}=\sigma_{1}=x_{1}+x_{1}^{-1}+x_{2}+x_{2}^{-1} .
\end{aligned}
$$

These invariants satisfy the relation $\mu_{3}^{2}=\mu_{1} \mu_{2}$; so we obtain the presentation

$$
\mathbb{Z}[L]^{\mathcal{G}} \cong \mathbb{Z}[x, y, z] /\left(z^{2}-x y\right) .
$$

This shows that $\mathbb{Z}[L]^{\mathcal{G}}$ is isomorphic to the semigroup algebra $\mathbb{Z}[M]$, where $M$ is the submonoid of $\mathbb{Z}_{+}^{2}$ that is generated by the elements $(2,0),(0,2)$ and $(1,1)$.

Table 3.1. Multiplicative invariants in rank 2

| $\begin{gathered} \text { group } \mathcal{G} \\ \text { (cf. Table 1.2) } \end{gathered}$ | invariant algebra $\mathbb{Z}[L]^{\mathcal{G}}$ | reference |
| :---: | :---: | :---: |
| $\mathcal{G}_{1} \cong \mathcal{D}_{12}$ | $\begin{gathered} \text { polynomial algebra } \mathbb{Z}[\alpha, \beta] \\ \alpha=x_{1}+x_{1}^{-1}+x_{2}+x_{2}^{-1}+x_{1} x_{2}+x_{1}^{-1} x_{2}^{-1} \\ \beta=x_{1} x_{2}^{-1}+x_{1}^{-1} x_{2}+x_{1}^{2} x_{2}+x_{1} x_{2}^{2}+x_{1}^{-2} x_{2}^{-1}+x_{1}^{-1} x_{2}^{-2} \end{gathered}$ | Example 3.7.1 |
| $\mathcal{G}_{2} \cong \mathcal{D}_{8}$ | polynomial algebra $\mathbb{Z}\left[\xi_{1}+\xi_{2}, \xi_{1} \xi_{2}\right]$ with $\xi_{i}=x_{i}+x_{i}^{-1}$ | Example 3.5.4 for $n=2$ |
| $\mathcal{G}_{3} \cong \mathcal{S}_{3}$ | semigroup algebra $\mathbb{Z}\left[\mu_{1}, \mu_{2}\right] \oplus \mu_{3} \mathbb{Z}\left[\mu_{1}, \mu_{2}\right]$ $\mu_{1}=s_{1}^{3} / s_{3}, \mu_{2}=s_{2}^{3} / s_{3}^{2}, \mu_{3}=s_{1} s_{2} / s_{3}$ <br> $s_{i}=s_{i}\left(x_{1}, x_{2}, x_{3}\right)$ the $i^{\text {th }}$ elem. symm. function relation: $\mu_{1} \mu_{2}=\mu_{3}^{3}$ | Example 3.5.6 for $n=3$ |
| $\mathcal{G}_{4} \cong \mathcal{S}_{3}$ | polynomial algebra $\mathbb{Z}\left[\eta_{+}, \eta_{-}\right]$ $\eta_{+}=x_{1}+x_{2}+x_{1}^{-1} x_{2}^{-1}, \eta_{-}=x_{1}^{-1}+x_{2}^{-1}+x_{1} x_{2}$ | Example 3.7.1 for $n=3$ |
| $\mathcal{G}_{5} \cong \mathcal{C}_{2} \times \mathcal{C}_{2}$ | polynomial algebra $\mathbb{Z}\left[\xi_{1}, \xi_{2}\right]$ with $\xi_{i}=x_{i}+x_{i}^{-1}$ | Example 3.5.1 for $n=2$ |
| $\mathcal{G}_{6} \cong \mathcal{C}_{2} \times \mathcal{C}_{2}$ | semigroup algebra $\mathbb{Z}\left[\mu_{1}, \mu_{2}\right] \oplus \mu_{3} \mathbb{Z}\left[\mu_{1}, \mu_{2}\right]$ $\begin{gathered} \mu_{1}=x_{1} x_{2}+x_{1}^{-1} x_{2}^{-1}+2, \mu_{2}=x_{1} x_{2}^{-1}+x_{1}^{-1} x_{2}+2, \\ \mu_{3}=x_{1}+x_{1}^{-1}+x_{2}+x_{2}^{-1} \\ \text { relation: } \mu_{1} \mu_{2}=\mu_{3}^{2} \end{gathered}$ | Example 3.5.7 |
| $\mathcal{G}_{7} \cong \mathcal{C}_{6}$ | $\begin{gathered} \mathbb{Z}\left[\tau_{1}, \tau_{2}\right] \oplus \sigma \mathbb{Z}\left[\tau_{1}, \tau_{2}\right] \\ \tau_{1}=\eta_{+}+\eta_{-}, \tau_{2}=\eta_{+} \eta_{-}, \sigma=\eta_{+} \varphi+\eta_{-} \varphi_{-} \\ \text {with } \eta_{+}, \eta_{-}, \varphi \text { a for } \mathcal{G}_{9} \text { and } \\ \varphi_{-}=x_{1}^{-1} x_{2}^{-2}+x_{1}^{2} x_{2}+x_{1}^{-1} x_{2}+6 \end{gathered}$ <br> relation: $\sigma^{2}=\tau_{1}\left(\tau_{2}+9\right) \sigma-\tau_{2}\left(\tau_{2}+9\right)^{2}+\left(\tau_{1}^{2}-4 \tau_{2}\right)\left(3 \tau_{1} \tau_{2}-\tau_{1}^{3}-27\right)$ |  |
| $\mathcal{G}_{8} \cong \mathcal{C}_{4}$ | $\begin{gathered} \mathbb{Z}\left[\sigma_{1}, \sigma_{2}\right] \oplus \rho \mathbb{Z}\left[\sigma_{1}, \sigma_{2}\right] \\ \sigma_{1}=\xi_{1}+\xi_{2}, \sigma_{2}=\xi_{1} \xi_{2}, \text { where } \xi_{i}=x_{i}+x_{i}^{-1}, \text { and } \\ \rho=x_{1} x_{2}^{2}+x_{1}^{-1} x_{2}^{-2}+x_{1}^{2} x_{2}^{-1}+x_{1}^{-2} x_{2}+3 \sigma_{1} \\ \text { relation: } \rho^{2}=\rho \sigma_{1}\left(\sigma_{2}+4\right)+4 \sigma_{1}^{2} \sigma_{2}-\sigma_{1}^{4}-\sigma_{2}\left(\sigma_{2}+4\right)^{2} \end{gathered}$ |  |
| $\mathcal{G}_{9} \cong \mathcal{C}_{3}$ | $\begin{gathered} \mathbb{Z}\left[\eta_{+}, \eta_{-}\right] \oplus \varphi \mathbb{Z}\left[\eta_{+}, \eta_{-}\right] \\ \eta_{+}=x_{1}+x_{2}+x_{1}^{-1} x_{2}^{-1}, \eta_{-}=x_{1}^{-1}+x_{2}^{-1}+x_{1} x_{2}, \\ \varphi=x_{1} x_{2}^{2}+x_{1}^{-2} x_{2}^{-1}+x_{1} x_{2}^{-1}+6 \\ \text { relation: } \varphi \eta_{+} \eta_{-}=\eta_{+}^{3}+\eta_{-}^{3}+\varphi^{2}-9 \varphi+27 \end{gathered}$ |  |

Table 3.1. (continued)

| group $\mathcal{G}$ <br> (cf. Table 1.2) | invariant algebra $\mathbb{Z}[L]^{\mathcal{G}}$ | reference |
| :---: | :---: | :---: |
| $\mathcal{G}_{10} \cong \mathcal{C}_{2}$ | $\begin{gathered} \mathbb{Z}\left[\xi_{1}, \xi_{2}\right] \oplus \theta \mathbb{Z}\left[\xi_{1}, \xi_{2}\right] \\ \xi_{i}=x_{i}+x_{i}^{-1}, \theta=x_{1} x_{2}+x_{1}^{-1} x_{2}^{-1} \\ \text { relation: } \theta \xi_{1} \xi_{2}=\theta^{2}+\xi_{1}^{2}+\xi_{2}^{2}-4 \end{gathered}$ | Example 3.5.3 |
| $\mathcal{G}_{11} \cong \mathcal{C}_{2}$ | Laurent polynomial algebra $\mathbb{Z}\left[x_{1}+x_{1}^{-1}, x_{2}^{ \pm 1}\right]$ | Example 3.5.1 for $n=1 \text { and (3.5) }$ |
| $\mathcal{G}_{12} \cong \mathcal{C}_{2}$ | Laurent polynomial algebra $\mathbb{Z}\left[x_{1}+x_{2},\left(x_{1} x_{2}\right)^{ \pm 1}\right]$ | Example 3.5.5 for $n=2$ |

### 3.6 Multiplicative Invariants of Weight Lattices

The following result is classical; see [24, Théorème VI.3.1 and Exemple 1]. We use the notation and terminology of Section 1.8.

Theorem 3.6.1 (Bourbaki). Let $\Lambda=\Lambda(\Phi)$ be the weight lattice of a reduced root system $\Phi$ and let $\mathcal{W}=\mathcal{W}(\Phi)$ denote its Weyl group. Then the multiplicative invariant algebra $\mathbb{Z}[\Lambda]^{\mathcal{W}}$ is a polynomial algebra over $\mathbb{Z}$ : the $\mathcal{W}$-orbit sums of a set of fundamental weights are algebraically independent generators.

Proof. Fix a base $\Delta=\left\{a_{i}\right\}$ of $\Phi$ and let $\left\{m_{j}\right\} \subseteq \Lambda$ be the corresponding set of fundamental weights; so $\left\langle a_{i}^{\vee}, m_{j}\right\rangle=\delta_{i, j}$. Put

$$
\begin{equation*}
\Lambda_{+}=\left\{m \in \Lambda \mid\left\langle a^{\vee}, m\right\rangle \geq 0 \text { for all } a \in \Delta\right\}=\bigoplus_{j} \mathbb{Z}_{+} m_{j} \tag{3.10}
\end{equation*}
$$

The argument depends on the following standard facts about root systems:
(a) Every $\mathcal{W}$-orbit in $\Lambda$ meets the set $\Lambda_{+}$in exactly one point; see [24, Théorème VI.1.2(ii)].
(b) Define a partial order on $\Lambda$ by $m \geq m^{\prime} \Longleftrightarrow m-m^{\prime} \in \bigoplus_{a \in \Delta} \mathbb{R}_{+} a$. Then $m \geq g(m)$ holds for all $m \in \Lambda_{+}$and $g \in \mathcal{W}$; see [24, Prop. VI.1.18].
(c) The restriction of $\geq$ to $\Lambda_{+}$satisfies the descending chain condition. In fact, for each $m \in \Lambda_{+}$, there are only finitely many $m^{\prime} \in \Lambda_{+}$with $m \geq m^{\prime}$; see [24, p. 187] or [93, Lemma 13.2.B].

By (a) and (3.4), we have:

$$
\begin{equation*}
\mathbb{Z}[\Lambda]^{\mathcal{W}}=\bigoplus_{m \in \Lambda_{+}} \mathbb{Z} \operatorname{orb}(m) . \tag{3.11}
\end{equation*}
$$

Define elements $f_{m} \in \mathbb{Z}[\Lambda]^{\mathcal{W}}\left(m \in \Lambda_{+}\right)$by

$$
f_{m}=\prod_{j} \operatorname{orb}\left(m_{j}\right)^{z_{j}}
$$

where $m=\sum_{j} z_{j} m_{j}$ with (uniquely determined) $z_{j} \in \mathbb{Z}_{+}$. The theorem asserts that the family $F=\left\{f_{m}\right\}_{m \in \Lambda_{+}}$is a $\mathbb{Z}$-basis of $\mathbb{Z}[\Lambda]^{\mathcal{W}}$.

To prove this, note that, with respect to the partial order $\geq$ of (b), each $m \in \Lambda_{+}$ is the unique largest element of the support $\operatorname{Supp}(\operatorname{orb}(m))=\mathcal{W}(m)$. Since $\geq$ is compatible with addition (i.e., $m \geq m^{\prime} \Rightarrow m+w \geq m^{\prime}+w$ for $m, m^{\prime}, w \in \Lambda$ ), we deduce that $m$ is the unique largest element in $\operatorname{Supp} f_{m}$ and its $\mathbb{Z}$-coefficient is 1. Therefore, by (3.11), $f_{m}$ can be written as a finite sum

$$
\begin{equation*}
f_{m}=\operatorname{orb}(m)+\sum_{\substack{m^{\prime} \in \Lambda_{+} \\ m^{\prime}<m}} z_{m, m^{\prime}} \operatorname{orb}\left(m^{\prime}\right) \tag{3.12}
\end{equation*}
$$

This formula implies that the family $F=\left\{f_{m}\right\}_{m \in \Lambda_{+}}$is $\mathbb{Z}$-independent, because $\{\operatorname{orb}(m)\}_{m \in \Lambda_{+}}$is. Also, each orbit sum orb $(m)\left(m \in \Lambda_{+}\right)$is a $\mathbb{Z}$-linear combination of elements in $F$. Otherwise (c) would allow us to pick a counterexample $m$ that is minimal with respect to $\geq$. Thus, all orb $\left(m^{\prime}\right)$ in (3.12) can be expressed in terms of $F$, and hence $\operatorname{orb}(m)$ as well, a contradiction. This completes the proof that $F$ is a $\mathbb{Z}$-basis of $\mathbb{Z}[\Lambda]^{\mathcal{W}}$.

The converse of Bourbaki's theorem is also true: all multiplicative invariant algebras that are polynomial algebras come from weight lattices; see Corollary 7.1.2 below. Since the root lattice $B_{n}$ is equal to the weight lattice for $C_{n}$, Example 3.5.4 provides an illustration of Theorem 3.6.1. Here is a second example:

Example 3.6.2 (Multiplicative $\mathcal{S}_{n}$-invariants of $A_{n-1}^{*}$ ). As was pointed out in Example 1.8.1, we may think of $A_{n-1}^{*}$ as the weight lattice $\Lambda\left(A_{n-1}\right)$ of the root system $A_{n-1}$. Put $\ell_{i}=e_{i}-\frac{1}{n} \sum_{j=1}^{n} e_{j} \in \Lambda\left(A_{n-1}\right)=A_{n-1}^{*}$, where $\left\{e_{i}\right\}_{1}^{n}$ denotes the canonical permutation basis of $U_{n}$ as in Example 3.5.5. Then the elements $m_{i}=\sum_{j=1}^{i} \ell_{j}=\sum_{j=1}^{i} e_{j}-\frac{i}{n} \sum_{j=1}^{n} e_{j}$ are the fundamental weights of $A_{n-1}$ corresponding to the base $\Delta=\left\{e_{i}-e_{i+1}\right\}_{1}^{n-1}$. Putting $x_{i}=\mathbf{x}^{e_{i}} \in \mathbb{Z}\left[U_{n}\right]$ and $\xi_{i}=\mathbf{x}^{\ell_{i}} \in \mathbb{Z}\left[A_{n-1}^{*}\right]$ and letting $s_{i}$ denote the $i^{\text {th }}$ elementary symmetric function we calculate the $\mathcal{S}_{n}$-orbit sum of $m_{i}$ as follows:

$$
\begin{align*}
\operatorname{orb}\left(m_{i}\right) & =\sum_{\substack{I \subseteq\{1, \ldots, n\} \\
|I|=i}} \mathbf{x}^{\sum_{j \in I} e_{j}-\frac{i}{n} \sum_{j=1}^{n} e_{j}} \\
& =s_{i}\left(x_{1}, \ldots, x_{n}\right) \cdot s_{n}\left(x_{1}, \ldots, x_{n}\right)^{-i / n}  \tag{3.13}\\
& =s_{i}\left(\xi_{1}, \ldots, \xi_{n}\right)
\end{align*}
$$

By Theorem 3.6.1, the elements $s_{i}\left(\xi_{1}, \ldots, \xi_{n}\right)$ are algebraically independent generators of $\mathbb{Z}\left[A_{n-1}^{*}\right]^{\mathcal{S}_{n}}$. A direct verification, independent of Theorem 3.6.1, will be given in Example 3.7.1 below.

### 3.7 Passage to an Effective Lattice

Let $L$ be a lattice for the finite group $\mathcal{G}$ and let $\bar{L}=L / L^{\mathcal{G}}$ denote its effective quotient; see Section 1.6. The canonical map ${ }^{-}: L \rightarrow \bar{L}$ extends to $k[L]$ :

$$
-: \mathbb{k}[L] \rightarrow \mathbb{k}[\bar{L}]=k\left[L / L^{\mathcal{G}}\right], \quad \mathbf{x}^{m} \mapsto \mathbf{x}^{m+L^{\mathcal{G}}}(m \in L) .
$$

It follows from (1.17) that the orbit sum of an element $m \in L$ satisfies

$$
\overline{\operatorname{orb}(m)}=\operatorname{orb}(\bar{m}) .
$$

Moreover, $\operatorname{orb}(\bar{a})=\operatorname{orb}(\bar{b})$ is equivalent to $\operatorname{orb}(a)=\operatorname{orb}(b) \mathbf{x}^{c}$ for some $c \in L^{\mathcal{G}}$. Consequently, (3.4) implies that

$$
\begin{equation*}
\mathbb{k}[\overline{[ }]^{\mathcal{G}}=\overline{\mathbb{k}[L]^{\mathcal{G}}} \cong \mathbb{k}[L]^{\mathcal{G}} /\left(\mathbf{x}^{m}-1 \mid m \in L^{\mathcal{G}}\right) . \tag{3.14}
\end{equation*}
$$

Here, it suffices to let $m$ run over a $\mathbb{Z}$-basis of $L^{\mathcal{G}}$. The isomorphism (3.14) cannot in general be strengthened to $\mathbb{k}[L]^{\mathcal{G}} \cong \mathbb{k}[\bar{L}]^{\mathcal{G}} \otimes_{k} \mathbb{k}\left[L^{\mathcal{G}}\right]$; cf. Example 4.2.1 below.

Example 3.7.1 (Multiplicative $\mathcal{S}_{n}$-invariants of $A_{n-1}^{*}$, revisited). The invariant algebra $\mathbb{Z}\left[A_{n-1}^{*}\right]^{\mathcal{S}_{n}}$ can also be calculated from (3.14). Indeed, dualizing the augmentation sequence (1.10) and using the fact that $\mathbb{Z}$ and $U_{n}$ are self-dual (being permutation lattices) one obtains an exact sequence of $\mathcal{S}_{n}$-lattices

$$
0 \rightarrow \mathbb{Z} \longrightarrow U_{n} \longrightarrow A_{n-1}^{*} \rightarrow 0
$$

Thus,

$$
\begin{equation*}
A_{n-1}^{*} \cong U_{n} / U_{n}^{\mathcal{S}_{n}}=\overline{U_{n}} \tag{3.15}
\end{equation*}
$$

and so (3.14) applies. In detail, using the notation of Example 3.5.5, the $\mathcal{S}_{n}$-invariants $U_{n}^{\mathcal{S}_{n}}$ are spanned by the element $\sum_{1}^{n} e_{i}$ and $\mathbf{x}^{\sum_{1}^{n} e_{i}} \in \mathbb{Z}\left[U_{n}\right]$ is the $n^{\text {th }}$ elementary symmetric function $s_{n}=\prod_{1}^{n} x_{i}$. By (3.9), $\mathbb{Z}\left[U_{n}\right]^{\mathcal{S}_{n}}=\mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}\right]$, and so (3.14) yields that $\mathbb{Z}\left[A_{n-1}^{*}\right]^{\mathcal{S}_{n}}$ is isomorphic to $\mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}\right] /\left(s_{n}-1\right)$. Thus,

$$
\begin{equation*}
\mathbb{Z}\left[A_{n-1}^{*}\right]^{\mathcal{S}_{n}} \cong \mathbb{Z}\left[\overline{U_{n}}\right]^{\mathcal{S}_{n}} \cong \mathbb{Z}\left[s_{1}, \ldots, s_{n-1}\right] \tag{3.16}
\end{equation*}
$$

a polynomial algebra in $n-1$ variables.
To make the connection with the description of $\mathbb{Z}\left[A_{n-1}^{*}\right]^{\mathcal{S}_{n}}$ given in Example 3.6.2, we use the $\mathcal{S}_{n}$-lattice isomorphism

$$
\begin{equation*}
\overline{U_{n}} \xrightarrow{\sim} \Lambda\left(A_{n-1}\right), \quad \overline{e_{i}} \mapsto \ell_{i}=e_{i}-\frac{1}{n} \sum_{j=1}^{n} e_{j} \tag{3.17}
\end{equation*}
$$

This isomorphism yields an isomorphism $\mathbb{Z}\left[\overline{U_{n}}\right]^{\mathcal{S}_{n}} \xrightarrow{\sim} \mathbb{Z}\left[\Lambda\left(A_{n-1}\right)\right]^{\mathcal{S}_{n}}$ sending the generators $s_{i}$ in (3.16) to the generators $s_{i}\left(\xi_{1}, \ldots, \xi_{n}\right)$ constructed in Example 3.6.2.

Finally, we point put how the foregoing yields the fundamental invariants for the groups $\mathcal{G}_{1}$ and $\mathcal{G}_{4}$ in Table 3.1. Under the second isomorphism in (3.16), $i^{\text {th }}$ elementary symmetric function $s_{i}$ becomes the orbit sum $\operatorname{orb}\left(\overline{e_{1}}+\cdots+\overline{e_{i}}\right)$. Thus,
writing $y_{i}=\mathbf{x}^{\overline{e_{i}}} \in \mathbb{Z}\left[\overline{U_{n}}\right]$, we obtain the following fundamental invariants in $\mathbb{Z}\left[A_{n-1}^{*}\right]^{\mathcal{S}_{n}} \cong \mathbb{Z}\left[\overline{U_{n}}\right]^{\mathcal{S}_{n}}$ for $n=3$ :

$$
\begin{aligned}
& \eta_{1}=\operatorname{orb}\left(\overline{e_{1}}\right)=y_{1}+y_{2}+y_{1}^{-1} y_{2}^{-1} \\
& \eta_{2}=\operatorname{orb}\left(\overline{e_{1}}+\overline{e_{2}}\right)=y_{1} y_{2}+y_{1}^{-1}+y_{2}^{-1}
\end{aligned}
$$

This takes care of group $\mathcal{G}_{4}$. For $\mathcal{G}_{1}$, note that $\mathcal{G}_{1}=\left\langle\mathcal{G}_{4},-\mathrm{Id}\right\rangle$ and - Id interchanges the above two invariants $\eta_{1}$ and $\eta_{2}$. Thus we have the following fundamental invariants for $\mathcal{G}_{1}$ :

$$
\begin{aligned}
\eta_{1}+\eta_{2} & =y_{1}+y_{1}^{-1}+y_{2}+y_{2}^{-1}+y_{1} y_{2}+y_{1}^{-1} y_{2}^{-1} \\
\eta_{1} \eta_{2}-3 & =y_{1} y_{2}^{-1}+y_{1}^{-1} y_{2}+y_{1}^{2} y_{2}+y_{1}^{-2} y_{2}^{-1}+y_{1} y_{2}^{2}+y_{1}^{-1} y_{2}^{-2}
\end{aligned}
$$

### 3.8 Twisted Multiplicative Actions

### 3.8.1 The Setting

Let $R$ be some commutative domain and let $R[L]$ be the group algebra of the lattice $L$ over $R$. Suppose a group $G$ acts by ring automorphisms on $R[L]$ in such a way that $g(R) \subseteq R$ holds for all $g \in G$. In short, $R \subseteq R[L]$ is an extension of $G$ rings. Then $G$ stabilizes the unit groups of $\mathrm{U}(R)$ and $\mathrm{U}(R[L])$. By Lemma 3.4.1, $\mathrm{U}(R[L])=\mathrm{U}(R) \times \underline{L}$. Hence, the lattice $L$ becomes a $G$-lattice that fits into an exact sequence of $G$-modules

$$
\begin{equation*}
1 \rightarrow \mathrm{U}(R) \rightarrow \mathrm{U}(R[L]) \rightarrow L \rightarrow 1 \tag{3.18}
\end{equation*}
$$

This extension of $G$-modules need not split. The $G$-action on $R[L]$ is called twisted multiplicative and the group ring $R[L]$ will be called a twisted multiplicative $G$-ring. We will use the notation

$$
R[L]_{\gamma}
$$

to denote $R[L]$ with a twisted multiplicative action. Explicitly, the action of $g \in G$ on $R[L]_{\gamma}$ is given by the formula

$$
\begin{equation*}
g\left(\sum_{m \in L} r_{m} \mathbf{x}^{m}\right)=\sum_{m \in L} g\left(r_{m}\right) \gamma_{g(m)}(g) \mathbf{x}^{g(m)} \tag{3.19}
\end{equation*}
$$

for suitable elements $\gamma_{g(m)}(g) \in \mathrm{U}(R)$. The map $\gamma(g): m \mapsto \gamma_{m}(g)$ belongs to $\operatorname{Hom}_{\mathbb{Z}}(L, \mathrm{U}(R))$. Moreover, viewing $\operatorname{Hom}_{\mathbb{Z}}(L, \mathrm{U}(R))$ as $G$-module as in §1.4.2, we have the identity

$$
\begin{equation*}
\gamma\left(g g^{\prime}\right)=\left(g \gamma\left(g^{\prime}\right)\right) \gamma(g) \tag{3.20}
\end{equation*}
$$

for $g, g^{\prime} \in G$. Thus, $\gamma: G \rightarrow \operatorname{Hom}_{\mathbb{Z}}(L, \mathrm{U}(R))$ is a 1-cocycle. Let $\gamma^{\prime}$ be a 1 cocycle in the same cohomology class as $\gamma$; so $\gamma^{\prime}(g)=\gamma(g) f g(f)^{-1}$ for some $f \in \operatorname{Hom}_{\mathbb{Z}}(L, \mathrm{U}(R))$. Then the map $R[L]_{\gamma} \rightarrow R[L]_{\gamma^{\prime}}, r \mathbf{x}^{m} \mapsto r f(m) \mathbf{x}^{m}$, is an isomorphism of $G$-rings that is the identity on $R$. Therefore, we may view $\gamma$ as an element of $H^{1}\left(G, \operatorname{Hom}_{\mathbb{Z}}(L, \mathrm{U}(R))\right)$. Under the standard isomorphism $H^{1}\left(G, \operatorname{Hom}_{\mathbb{Z}}(L, \mathrm{U}(R))\right) \cong \operatorname{Ext}_{\mathbb{Z}[G]}(L, \mathrm{U}(R))$ (see Brown [31, Proposition III.2.2]), $\gamma$ becomes the class of the extension (3.18).

Example 3.8.1. Twisted multiplicative actions often arise in the investigation of ordinary multiplicative actions as follows. Given an extension of $G$-lattices $0 \rightarrow N \rightarrow$ $M \rightarrow L \rightarrow 0$, the ordinary multiplicative action of $G$ on $\mathbb{k}[M]$ can be viewed as a twisted multiplicative action on $R[L]_{\gamma}$, with $R=\mathbb{k}[N]$ and $\gamma$ the image of the class in $\operatorname{Ext}_{\mathbb{Z}[\mathcal{G}]}(L, N)$ of the given lattice extension under the $G$-embedding $N \hookrightarrow \mathrm{U}(R)$.

### 3.8.2 The Split Case

Twisted multiplicative actions with trivial extension class $\gamma$ will simply be written as

$$
R[L] .
$$

In this case, the action (3.19) simplifies to

$$
\begin{equation*}
g\left(\sum_{m \in L} r_{m} \mathbf{x}^{m}\right)=\sum_{m \in L} g\left(r_{m}\right) \mathbf{x}^{g(m)} \tag{3.21}
\end{equation*}
$$

Of course, if $G$ acts trivially on $R$ then (3.19) is an ordinary multiplicative action (3.2). In the following, the notation $\mathbb{k}[L]$, for a $G$-lattice $L$, will always stand for the group algebra of $L$ over $\mathbb{k}$ with the ordinary multiplicative action (3.2). In other words, all group actions on $\mathbb{k}$ are assumed trivial.

Twisted multiplicative actions of the form (3.21) are particularly important in the case where $R=K$ is a field and $G$ is a finite group acting faithfully by automorphisms on $K$. The invariant algebra $K[L]^{G}$ is then called an algebra of torus invariants. The connection with algebraic tori will be explained in Section 3.10 below.

### 3.8.3 Linearization via Permutation Lattices

Let $L$ be a lattice and $\mathbb{k}$ a commutative domain. Any group action by $\mathbb{k}$-algebra automorphisms on $\mathbb{k}[L]$ is twisted multiplicative. Thus, the remarks in §3.8.1 lead to the following description of the automorphism group of $\mathbb{k}[L]$ :

$$
\begin{equation*}
\operatorname{Aut}_{\mathbb{k}-\mathrm{alg}}(\mathbb{k}[L])=\operatorname{Hom}(L, \mathrm{U}(\mathbb{k})) \rtimes \operatorname{GL}(L) \tag{3.22}
\end{equation*}
$$

with GL $(L)$ acting by the ordinary multiplicative action (3.2) and with

$$
f\left(\mathbf{x}^{m}\right)=f(m) \mathbf{x}^{m}
$$

for $f \in \operatorname{Hom}(L, \mathrm{U}(\mathbb{k}))$ and $m \in L$. These actions commute by the rule $g f=g(f) g$ for $g \in \mathrm{GL}(L)$ and $f \in \operatorname{Hom}(L, \mathrm{U}(\mathbb{k}))$, where $g(f) \in \operatorname{Hom}(L, \mathrm{U}(\mathbb{k}))$ is defined as in §1.4.2.

As an application, we present the following linearization result which is essentially proved in Barge [4].

Proposition 3.8.2. Let $\mathbb{k}$ be an algebraically closed field of characteristic 0 and let $\mathcal{G}$ be a finite group acting by $\mathbb{k}$-algebra automorphisms on $\mathbb{k}[L]$. Assume that, viewed as $\mathcal{G}$-lattice as in (3.18), $L$ is rationally isomorphic to some permutation $\mathcal{G}$-lattice. Then there exists a finite extension $\widetilde{\mathcal{G}}$ of $\mathcal{G}$ and a linear $\mathbb{k}$-representation $\widetilde{\mathcal{G}} \rightarrow \mathrm{GL}(V)$ so that

$$
\mathbb{k}[L]^{\mathcal{G}} \cong \mathrm{S}(V)^{\tilde{\mathcal{G}}}[1 / f]
$$

for some $0 \neq f \in \mathrm{~S}(V)^{\widetilde{\mathcal{G}}}$.
Proof. We may assume that $\mathcal{G}$ acts faithfully on $\mathbb{k}[L]$; so $\mathcal{G} \subseteq \operatorname{Aut}_{\mathbb{k} \text {-alg }}(\mathbb{k}[L])=$ $\operatorname{Hom}\left(L, \mathbb{k}^{*}\right) \rtimes \operatorname{GL}(L)$. The action of $\mathcal{G}$ on $L$ is given by the map $\varphi: \mathcal{G} \hookrightarrow$ $\operatorname{Hom}\left(L, \mathbb{k}^{*}\right) \rtimes \mathrm{GL}(L) \xrightarrow{\text { can. }} \mathrm{GL}(L)$. Furthermore, $\mathcal{G} \subseteq \operatorname{Hom}\left(L, \mathbb{k}^{*}\right) \rtimes \varphi(\mathcal{G})$. By hypothesis, there is a permutation $\mathcal{G}$-lattice $P$ with $L \subseteq P$ and $P / L$ finite. Let $\psi: \mathcal{G} \rightarrow \mathrm{GL}(P)$ denote its structure map. Restriction from $P$ to $L$ gives an isomorphism $\psi(\mathcal{G}) \xrightarrow{\sim} \varphi(\mathcal{G})$ and an exact sequence $0 \rightarrow \operatorname{Hom}\left(P / L, \mathbb{k}^{*}\right) \rightarrow$ $\operatorname{Hom}\left(P, \mathfrak{k}^{*}\right) \rightarrow \operatorname{Hom}\left(L, \mathfrak{k}^{*}\right) \rightarrow 0$, and these maps combine to give an epimorphism $\rho: \operatorname{Hom}\left(P, \mathbb{k}^{*}\right) \rtimes \psi(\mathcal{G}) \rightarrow \operatorname{Hom}\left(L, \mathbb{k}^{*}\right) \rtimes \varphi(\mathcal{G})$ with kernel $\mathcal{N}=\operatorname{Hom}\left(P / L, \mathfrak{k}^{*}\right) \cong$ $P / L$. Let $\widetilde{\mathcal{G}}$ denote the inverse image of $\mathcal{G}$ under $\rho$; so we have an extension of groups $1 \rightarrow \mathcal{N} \rightarrow \widetilde{\mathcal{G}} \xrightarrow{\rho} \mathcal{G} \rightarrow 1$. It is easy to see that $\mathbb{k}[P]^{\mathcal{N}}=\mathbb{k}[L]$. Therefore, $\left.\mathbb{k}^{[P}\right]^{\widetilde{\mathcal{G}}}=\mathbb{k}[L]^{\mathcal{G}}$. Finally, let $\left\{m_{1}, \ldots, m_{n}\right\}$ be a $\mathbb{Z}$-basis of $P$ that is permuted by the action of $\mathcal{G}$. Then $\operatorname{Hom}\left(P, \mathbb{k}^{*}\right) \rtimes \psi(\mathcal{G})$ stabilizes the $\mathbb{k}$-subspace $V=\bigoplus_{i} \mathbb{k} \mathbf{x}^{m_{i}}$ of $\mathbb{k}[P]$, and hence so does $\widetilde{\mathcal{G}}$. Moreover, $\mathbb{k}[P]=\mathrm{S}(V)[1 / f]$, where $f=\prod_{i} \mathbf{x}^{m_{i}}$ is a $\widetilde{\mathcal{G}}$-semiinvariant, that is, $g(f)=\lambda(g) f$ for some $\lambda \in \operatorname{Hom}\left(\widetilde{\mathcal{G}}, \mathbb{k}^{*}\right)$. Replacing $f$ by $f^{|\widetilde{\mathcal{G}}|}$ we can make $f$ invariant. Hence, $\mathbb{k}[L]^{\mathcal{G}}=\mathbb{k}[P]^{\widetilde{\mathcal{G}}}=\mathrm{S}(V)^{\widetilde{\mathcal{G}}}[1 / f]$, as desired.

### 3.9 Hopf Structure

The group algebra $\mathbb{k}[L]$ is a Hopf algebra over $\mathbb{k}$ : the comultiplication $\Delta: \mathbb{k}[L] \rightarrow$ $\mathbb{k}[L] \otimes_{\mathfrak{k}} \mathbb{k}[L]$, counit (or augmentation) $\varepsilon: \mathbb{k}[L] \rightarrow \mathbb{k}$, and antipode $S: \mathbb{k}[L] \rightarrow \mathbb{k}[L]$ are given by $\mathbb{k}$-linear extension of the rules

$$
\Delta\left(\mathbf{x}^{m}\right)=\mathbf{x}^{m} \otimes \mathbf{x}^{m}, \varepsilon\left(\mathbf{x}^{m}\right)=1, S\left(\mathbf{x}^{m}\right)=\mathbf{x}^{-m}
$$

for $m \in L$. If $\mathbb{k}$ has no idempotents other than 0 and 1 , the set of "monomials" $\underline{L}=\left\{\mathbf{x}^{m} \mid m \in L\right\}$ can be characterized as the set of group-like elements of $\mathbb{k}[L]$,

$$
\begin{equation*}
\underline{L}=\{f \in \mathbb{k}[L] \mid \Delta(f)=f \otimes f, \varepsilon(f)=1\} . \tag{3.23}
\end{equation*}
$$

Thus, every Hopf morphism $\mathbb{k}[L] \rightarrow \mathbb{k}[L]$ must map $\underline{L}$ to itself. In particular,

$$
\operatorname{Aut}_{\mathrm{Hopf}}(\mathbb{k}[L]) \cong \operatorname{GL}(L) .
$$

### 3.10 Torus Invariants

We briefly sketch the connection of algebras of torus invariants as introduced in Section 3.8 with algebraic tori. For background on algebraic groups, we refer to Borel [19]. The algebra of regular functions of an algebraic group $G$ will be denoted by $\mathcal{O}(G)$.

By definition, an algebraic $\mathbb{k}$-torus, for a field $\mathbb{k}$, is an affine algebraic group $T$ defined over $\mathbb{k}$ so that, over the algebraic closure of $\mathbb{k}, T$ becomes isomorphic to $\mathbb{G}_{\mathrm{m}}^{n}=\mathbb{G}_{\mathrm{m}} \times \cdots \times \mathbb{G}_{\mathrm{m}}$ ( $n$ factors) for some $n$. Here, $\mathbb{G}_{\mathrm{m}}=\mathrm{GL}_{1}$ is the multiplicative group, that is, the algebraic group defined by the Hopf algebra $\mathcal{O}\left(\mathbb{G}_{\mathrm{m}}\right)=\mathbb{k}\left[t^{ \pm 1}\right] \cong$ $\mathbb{k}[\mathbb{Z}]$. It is known that $T$ already becomes isomorphic to $\mathbb{G}_{\mathrm{m}}^{n}$ over some finite Galois extension $K / \mathbb{k}$; see [19, 8.11]. Explicitly, this means that the Hopf algebra $\mathcal{O}\left(K \otimes_{\mathbb{k}}\right.$ $T)=K \otimes_{\mathbb{k}} \mathcal{O}(T)$ is isomorphic to the group algebra $K[L]$ with $L \cong \mathbb{Z}^{n}$; see [19, 8.5]. By (3.23), the lattice $L$ can be identified with the character group

$$
X\left(K \otimes_{\mathfrak{k}} T\right)=\operatorname{Hom}_{\text {Hopf }}\left(K\left[t^{ \pm 1}\right], K \otimes_{\mathfrak{k}} \mathcal{O}(T)\right)
$$

The action of the Galois group $\mathcal{G}=\operatorname{Gal}(K / \mathbb{k})$ on $K$ induces $\mathcal{G}$-actions on $\mathcal{O}\left(K \otimes_{\mathfrak{k}}\right.$ $T)$ and on $X\left(K \otimes_{\mathfrak{k}} T\right)$, thereby making $L$ a $\mathcal{G}$-lattice. Moreover,

$$
\mathcal{O}(T)=\left(K \otimes_{\mathfrak{k}} \mathcal{O}(T)\right)^{\mathcal{G}} \cong K[L]^{\mathcal{G}}
$$

so $\mathcal{O}(T)$ is an algebra of torus invariants as in Section 3.8. Conversely, given a field $K$ with a faithful action by a finite group $\mathcal{G}$ and a $\mathcal{G}$-lattice $L$, the Galois descent lemma (Lemma 9.4.1 below) implies that $K[L]=K \otimes_{\mathfrak{k}} K[L]^{\mathcal{G}}$, where $\mathbb{k}=K^{\mathcal{G}}$ is the subfield of $\mathcal{G}$-invariants; so $K[L]^{\mathcal{G}}=\mathcal{O}(T)$ for some $\mathbb{k}$-torus $T$.

## Class Group

### 4.1 Introduction

In this chapter, we determine the class group of a multiplicative invariant algebra. Throughout, we work over a Krull domain $\mathbb{k}$.

Recall that a commutative domain $R$ is called a Krull domain if it satisfies the following three conditions:
(a) $R_{\mathfrak{P}}$ is a discrete valuation domain for each height 1-prime $\mathfrak{P}$ of $R$,
(b) $\bigcap_{\mathfrak{P}} R_{\mathfrak{P}}=R$, where $\mathfrak{P}$ runs over the height 1-primes of $R$, and
(c) each $0 \neq r \in R$ is contained in only finitely many height 1-primes of $R$.

Conditions (a) and (b) imply that $R$ is integrally closed, because all $R_{\mathfrak{P}}$ are. If $R$ is noetherian, (c) is automatic and the above conditions are in fact equivalent to $R$ being integrally closed; see Bourbaki [23] or Fossum [67]. Any unique factorization domain is a Krull domain but the converse is far from true. For an arbitrary Krull domain $R$, the class group $\mathrm{Cl}(R)$ is defined so as to measure the "unique factorization defect": $\mathrm{Cl}(R)$ is trivial precisely if $R$ is a UFD. We will review the definition of $\mathrm{Cl}(R)$ in Section 4.3 below.

Turning to the special case of multiplicative invariants $R=\mathbb{k}[L]^{\mathcal{G}}$, it follows from $[67,1.2,1.6$ and 1.8$]$ that $\mathbb{k}[L]^{\mathcal{G}}$ is a Krull domain if and only if $\mathbb{k}$ is. In this case, we have the following formula [121].

Theorem 4.1.1. Let L be a faithful lattice for the finite group $\mathcal{G}$ and let $\mathfrak{k}$ be a Krull domain. Then

$$
\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right) \cong \mathrm{Cl}(\mathbb{k}) \oplus \operatorname{Hom}(\mathcal{G} / \mathcal{R}, \mathrm{U}(\mathbb{k})) \oplus H^{1}\left(\mathcal{G} / \mathcal{D}, L^{\mathcal{D}}\right),
$$

where $\mathcal{R}=\mathcal{R}_{L}^{1}(\mathcal{G})$ denotes the subgroup of $\mathcal{G}$ that is generated by all elements acting as reflections on $L$ and $\mathcal{D}$ is the subgroup generated by the diagonalizable reflections.

Recall from Section 1.7 that an element $g \in \mathcal{G}$ is called a reflection on $L$ if the endomorphism $g_{L}-\operatorname{Id}_{L} \in \operatorname{End}_{\mathbb{Z}}(L)$ has rank 1 ; a reflection $g \in \mathcal{G}$ is called diagonalizable if $g_{L}$ is conjugate in $\mathrm{GL}(L)$ to a diagonal matrix.

The term $\operatorname{Hom}(\mathcal{G} / \mathcal{R}, \mathrm{U}(\mathbb{k}))$ mimics the well-known class group formulas for polynomial invariants and for invariants under of finite group actions on local unique factorization domains (cf. Benson [14] and Singh [197], or [121]), while the term $H^{1}\left(\mathcal{G} / \mathcal{D}, L^{\mathcal{D}}\right)$ reflects the arithmetic restrictions inherent in the setting of multiplicative actions. Note that $H^{1}\left(\mathcal{G} / \mathcal{D}, L^{\mathcal{D}}\right) \cong H^{1}\left(\mathcal{G}, L^{\mathcal{D}}\right)$ via inflation.

The proof of Theorem 4.1.1 presented here is a simplified version of the author's original calculation in [121]. As all previous calculations of class groups of invariant rings, it is based on Samuel's method of Galois descent as developed in [187]. This material is reviewed in Section 4.4 after briefly recalling some basic facts pertaining to Krull domains, class groups, and ramification in Section 4.3.

### 4.2 Some Examples

The first example substantiates a remark made in Section 3.7.
Example 4.2.1. Let $\mathcal{G}=\mathcal{S}_{2}$ and $L=A_{1} \oplus U_{2}$; see $\S 1.3 .3$. So $L \cong \mathbb{Z}^{3}$ and the nonidentity element of $\mathcal{G}$ acts via the matrix $\left(\begin{array}{l|l}-1 & \\ \hline 1^{1}\end{array}\right)$. Then $L^{\mathcal{G}} \cong \mathbb{Z}$ and $\bar{L}=$ $L / L^{\mathcal{G}} \cong \mathbb{Z}^{-} \oplus \mathbb{Z}^{-}$. So $\mathbb{Z}[\bar{L}]^{\mathcal{G}} \otimes_{\mathbb{Z}} \mathbb{Z}\left[L^{\mathcal{G}}\right] \cong \mathbb{Z}[\bar{L}]^{\mathcal{G}}\left[t^{ \pm 1}\right]$ is a Laurent polynomial algebra over $\mathbb{Z}[\bar{L}]^{\mathcal{G}}$. By Fossum [67, 8.1 and 7.3], the class group of $\mathbb{Z}[\bar{L}]^{\mathcal{G}}\left[t^{ \pm 1}\right]$ is identical with $\operatorname{Cl}\left(\mathbb{Z}[\bar{L}]^{\mathcal{G}}\right)$ which, by Theorem 4.1.1, evaluates to $\operatorname{Hom}(\mathcal{G},\{ \pm 1\}) \oplus$ $H^{1}(\mathcal{G}, \bar{L})=(\mathbb{Z} / 2 \mathbb{Z})^{3}$. On the other hand, Theorem 4.1.1 also gives $\mathrm{Cl}\left(\mathbb{Z}[L]^{\mathcal{G}}\right)=$ $\operatorname{Hom}(\mathcal{G},\{ \pm 1\}) \oplus H^{1}(\mathcal{G}, L)=(\mathbb{Z} / 2 \mathbb{Z})^{2}$. Therefore, $\mathbb{Z}[L]^{\mathcal{G}} \nsubseteq \mathbb{Z}[\bar{L}]^{\mathcal{G}} \otimes_{\mathbb{Z}} \mathbb{Z}\left[L^{\mathcal{G}}\right]$.

Next, we calculate the class group of the multiplicative invariant algebra of the root lattice $A_{n-1}$ for the symmetric group $\mathcal{S}_{n}$. We use the notation of §1.3.3.
Example 4.2.2. For any Krull domain $\mathfrak{k}$ and any $n>2$,

$$
\begin{equation*}
\mathrm{Cl}\left(\mathbb{k}\left[A_{n-1}\right]^{\mathcal{S}_{n}}\right) \cong \mathrm{Cl}(\mathbb{k}) \oplus \mathbb{Z} / n \mathbb{Z} . \tag{4.1}
\end{equation*}
$$

For $n=2, A_{n-1}$ is the sign lattice $\mathbb{Z}^{-}$whose multiplicative invariant algebra is a polynomial algebra over $\mathbb{k}$ (see Example 3.5.6); so the class group is equal to $\mathrm{Cl}(\mathbb{k})$ in this case. To prove (4.1), note that $\mathcal{R}=\mathcal{S}_{n}$ holds in Theorem 4.1.1. Indeed, an element $s \in \mathcal{S}_{n}$ is a reflection on $A_{n-1}$ if and only if $s$ is a reflection on $U_{n}$, and the latter holds precisely if $s$ is a transposition. Furthermore, since any transposition $s$ has fixed points for $n>2$, Lemma 2.8.2 yields that $H^{1}\left(\langle s\rangle, A_{n-1}\right)$ is trivial; so $\mathcal{D}=\{1\}$ holds in Theorem 4.1.1; see Section 1.7. Hence, $\mathrm{Cl}\left(\mathbb{k}\left[A_{n-1}\right]^{\mathcal{S}_{n}}\right) \cong$ $\mathrm{Cl}(\mathbb{k}) \oplus H^{1}\left(\mathcal{S}_{n}, A_{n-1}\right)$ and a second appeal to Lemma 2.8.2 proves (4.1). - This example is a special case of Proposition 6.3.1 below.

### 4.3 Krull Domains and Class Groups

Let $R$ be a Krull domain with field of fractions $F$, and denote by $X^{(1)}=X^{(1)}(R)$ the set of height 1-primes of $R$. The localizations $R_{\mathfrak{P}}$ for $\mathfrak{P} \in X^{(1)}$ are discrete
valuation domains with corresponding valuations $v_{\mathfrak{P}}: F^{*} \rightarrow \mathbb{Z}$. The class group $\mathrm{Cl}(R)$ of $R$ is the quotient

$$
\mathrm{Cl}(R)=\operatorname{Div} R / \operatorname{Prin} R
$$

where Div $R$ denotes the free abelian group with basis $\left\{[\mathfrak{P}] \mid \mathfrak{P} \in X^{(1)}\right\}$ and Prin $R$ is the subgroup of principal divisors $\operatorname{div}(x)=\sum_{\mathfrak{P} \in X^{(1)}} v_{\mathfrak{P}}(x)[\mathfrak{P}]$ for $x \in F^{*}$.

Now let $S \subseteq R$ be an inclusion of Krull domains. Then, for every $\mathfrak{p} \in X^{(1)}(S)$, there are at most finitely many $\mathfrak{P} \in X^{(1)}(R)$ satisfying $\mathfrak{P} \cap S=\mathfrak{p}$. As usual, we say that $\mathfrak{P}$ lies over $\mathfrak{p}$ in this case. We have $\mathfrak{p} R_{\mathfrak{P}}=\mathfrak{P}^{e} R_{\mathfrak{P}}$ for some $e=e(\mathfrak{P} / \mathfrak{p})$, called the ramification index of $\mathfrak{p}$ in $\mathfrak{P}$. Sending $[\mathfrak{p}] \mapsto \sum_{\mathfrak{P}} e(\mathfrak{P} / \mathfrak{p})[\mathfrak{P}]$, where $\mathfrak{P}$ runs over the height 1-primes of $R$ lying over $\mathfrak{p}$, we obtain a homomorphism $\operatorname{Div} S \rightarrow \operatorname{Div} R$. If $R$ is either integral over $S$ or flat as $S$-module then this map passes down to a homomorphism of class groups $i: \mathrm{Cl}(S) \rightarrow \mathrm{Cl}(R)$; see Bourbaki [23, p. 18ff] or Fossum [67, p. 30ff].

We now specialize to the case where $S=R^{\mathcal{G}}$ is the ring of invariants of the action of a finite group $\mathcal{G}$ on the Krull domain $R$. Then $R^{\mathcal{G}}$ is a Krull domain as well (see, e.g., [67, p. 82]) and $R$ is integral over $R^{\mathcal{G}}$. Thus, by the foregoing, we have a canonical map of class groups

$$
\begin{equation*}
i_{\mathcal{G}}: \mathrm{Cl}\left(R^{\mathcal{G}}\right) \longrightarrow \mathrm{Cl}(R) \tag{4.2}
\end{equation*}
$$

Moreover, for each height 1-prime $\mathfrak{p}$ of $R^{\mathcal{G}}$, the primes $\mathfrak{P}$ of $R$ lying over $\mathfrak{p}$ form a single $\mathcal{G}$-orbit and all have height 1 ; cf. [22, Théorème V.2.2(i)] and Lemma 8.5.3(a) below. Hence, the ramification index $e(\mathfrak{P} / \mathfrak{p})$ is independent of $\mathfrak{P}$ and will therefore simply be denoted by $e(\mathfrak{p})$. Thus, the map $i_{\mathcal{G}}$ sends the class of $\mathfrak{p}$ to $e(\mathfrak{p})$ times the sum of the classes of all primes $\mathfrak{P}$ lying over $\mathfrak{p}$.

Returning to multiplicative actions now, we will use the notation and hypotheses of Theorem 4.1.1. The following lemma reduces the calculation of $\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$ to the case where $\mathbb{k}$ is a field.

Lemma 4.3.1. Let $K$ denote the field of fractions of the Krull domain $\mathbb{k}$. Then $\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right) \cong \mathrm{Cl}(\mathbb{k}) \oplus \mathrm{Cl}\left(K[L]^{\mathcal{G}}\right)$.

Proof. Since $\mathbb{k}[L]^{\mathcal{G}}$ is free over $\mathbb{k}$, by (3.4), the inclusion of Krull domains $\mathbb{k} \hookrightarrow$ $\mathbb{k}[L]^{\mathcal{G}}$ give rise to a map of class groups $\mathrm{Cl}(\mathbb{k}) \rightarrow \mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$. The composite of this map with $i_{\mathcal{G}}: \operatorname{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right) \rightarrow \mathrm{Cl}(\mathbb{k}[L])$ is an isomorphism $\mathrm{Cl}(\mathbb{k}) \xrightarrow{\sim} \mathrm{Cl}(\mathbb{k}[L])$; see [67, 8.1 and 7.3]. Therefore, $\mathrm{Cl}(\mathbb{k})$ injects as a direct summand into $\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$. The image of $\mathrm{Cl}(\mathbb{k})$ is generated by the classes of all primes of the form $\mathfrak{p}=p \mathbb{k}[L]^{\mathcal{G}}$, where $p$ is a height 1 -prime of $\mathfrak{k}$; it follows from Proposition 3.3.1(b) that $\mathfrak{p}$ is indeed a prime of $\mathbb{k}[L]^{\mathcal{G}}$, clearly of height 1 . On the other hand, by [67, 7.2], there is a canonical surjection $\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right) \rightarrow \mathrm{Cl}\left(K[L]^{\mathcal{G}}\right)$ whose kernel is generated by the very same $\mathfrak{p}=p \mathbb{k}[L]^{\mathcal{G}}$, whence the lemma.

### 4.4 Samuel's Exact Sequence

As in Section 4.3, let $R$ be any Krull domain and let $\mathcal{G}$ be a finite group acting by automorphisms on $R$. We assume, without essential loss, that the action of $\mathcal{G}$ on $R$ is faithful.

There is a useful exact sequence, due to Samuel [187], that allows to compute the kernel of the map $i_{\mathcal{G}}$ in (4.2) in many instances:

$$
\begin{equation*}
0 \rightarrow \operatorname{Ker} i_{\mathcal{G}} \longrightarrow H^{1}(\mathcal{G}, \mathrm{U}(R)) \longrightarrow \bigoplus_{\mathfrak{p}} \mathbb{Z} / e(\mathfrak{p}) \mathbb{Z} \tag{4.3}
\end{equation*}
$$

Here, $\mathrm{U}(R)$ denotes the group of units of $R$ and $\mathfrak{p}$ runs over the primes of height 1 in $R^{\mathcal{G}}$. Detailed proofs of (4.3) can be found in [67, pp. 82-83], [187, Chap. 1 $\S 1]$, or [121]. The sequence ultimately is a consequence of Hilbert's "Theorem 90": $H^{1}\left(\mathcal{G}, F^{*}\right)$ is trivial for the field of fractions $F$ of $R$.

The following application of (4.3) will be instrumental for the calculation of the class group of multiplicative invariants. We denote the inertia group of a prime $\mathfrak{P}$ of $R$ by $I_{\mathcal{G}}(\mathfrak{P})$; so

$$
\begin{equation*}
I_{\mathcal{G}}(\mathfrak{P})=\{g \in \mathcal{G} \mid g(r)-r \in \mathfrak{P} \text { for all } r \in R\} . \tag{4.4}
\end{equation*}
$$

Lemma 4.4.1. Assume the finite group $\mathcal{G}$ acts faithfully on the unique factorization domain $R$. Assume further that, for all height 1-primes $\mathfrak{P}$ of $R$, the invariant subring $R^{I_{\mathcal{G}}(\mathfrak{P})}$ is a unique factorization domain. Then

$$
\mathrm{Cl}\left(R^{\mathcal{G}}\right) \cong \bigcap_{\mathfrak{P}} \operatorname{Ker}\left(\operatorname{res}_{I_{\mathcal{G}}(\mathfrak{P})}^{\mathcal{G}}: H^{1}(\mathcal{G}, \mathrm{U}(R)) \rightarrow H^{1}\left(I_{\mathcal{G}}(\mathfrak{P}), \mathrm{U}(R)\right)\right)
$$

where $\mathfrak{P}$ runs over the height 1-primes of $R$.
Proof. By hypothesis on $R$, we have $\mathrm{Cl}(R)=0$; so sequence (4.3) takes the form

$$
0 \rightarrow \mathrm{Cl}\left(R^{\mathcal{G}}\right) \longrightarrow H^{1}(\mathcal{G}, \mathrm{U}(R)) \longrightarrow \bigoplus_{\mathfrak{p}} \mathbb{Z} / e(\mathfrak{p}) \mathbb{Z}
$$

For each subgroup $\mathcal{H} \leq \mathcal{G}$, there is an analogous sequence and these sequences fit into a commutative diagram

with $\mathfrak{p}$ and $\mathfrak{q}$ running over the height 1 -primes of $R^{\mathcal{G}}$ and $R^{\mathcal{H}}$, respectively. The first vertical map is the canonical map coming from the (integral) extension of Krull domains $R^{\mathcal{G}} \subseteq R^{\mathcal{H}}$; see Section 4.3. The map $\rho_{\mathcal{H}}^{\mathcal{G}}$ sends the summand $\mathbb{Z} / e(\mathfrak{p}) \mathbb{Z}$
"diagonally" to $\bigoplus_{\mathfrak{q}: \mathfrak{q} \cap R^{\mathfrak{G}}=\mathfrak{p}} \mathbb{Z} / e(\mathfrak{q}) \mathbb{Z}$. Note that each $e(\mathfrak{q})$ in this sum divides $e(\mathfrak{p})$; see $[121, \S 1.4]$ for more details.

Now let $\mathcal{H}=I_{\mathcal{G}}(\mathfrak{P})$ be the inertia group of a height 1-prime $\mathfrak{P}$ of $R$. Then $\mathrm{Cl}\left(R^{\mathcal{H}}\right)=0$, by hypothesis, and so $\mathrm{Cl}\left(R^{\mathcal{G}}\right)$ embeds into $\operatorname{Ker}\left(\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}\right)$. Hence, we have an embedding $\operatorname{Cl}\left(R^{\mathcal{G}}\right) \hookrightarrow \bigcap_{\mathcal{H}} \operatorname{Ker}\left(\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}\right)$. In order to prove that this embedding is in fact an isomorphism, it suffices to show that $\bigcap_{\mathcal{H}} \operatorname{Ker}\left(\rho_{\mathcal{H}}^{\mathcal{G}}\right)=0$. Starting with a height 1-prime $\mathfrak{p}$ of $R^{\mathcal{G}}$, choose a prime $\mathfrak{P}$ of $R$ lying over $\mathfrak{p}$ and put $\mathcal{H}=I_{\mathcal{G}}(\mathfrak{P})$ and $\mathfrak{q}=\mathfrak{P} \cap R^{\mathcal{H}}$. Then $e(\mathfrak{p})=e(\mathfrak{q})$; see, e.g., Serre [193, Chap. 1 §7]. Hence, the map $\rho_{\mathcal{H}}^{\mathcal{G}}$ is injective on the summand $\mathbb{Z} / e(\mathfrak{p}) \mathbb{Z}$. Consequently, the product map $\left\{\rho_{\mathcal{H}}^{\mathcal{H}}\right\}$ is injective on all of $\bigoplus_{\mathfrak{p}} \mathbb{Z} / e(\mathfrak{p}) \mathbb{Z}$, as desired.

### 4.5 Generalized Reflections on Rings

Let $R$ denote a commutative ring and $\mathcal{G}$ a finite group acting by automorphisms on $R$. Following Gordeev and Kemper [76], we say that an element $g \in \mathcal{G}$ acts as a $k$-reflection on $R$ if $g$ belongs to the inertia group $I_{\mathcal{G}}(\mathfrak{P})$ of some prime ideal $\mathfrak{P} \in \operatorname{Spec} R$ with height $\mathfrak{P} \leq k$. As usual, the cases $k=1$ and $k=2$ will be referred to as reflections and bireflections on $R$, respectively. Define ideals $I_{R}(\mathcal{G})$ and $I_{R}(g)$ for each $g \in \mathcal{G}$ by

$$
\begin{equation*}
I_{R}(g)=\sum_{r \in R}(g(r)-r) R \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{R}(\mathcal{G})=\sum_{g \in \mathcal{G}} I_{R}(g) \tag{4.6}
\end{equation*}
$$

Note that $I_{R}(g)=I_{R}\left(g^{-1}\right)$ and $I_{R}\left(g g^{\prime}\right) \subseteq I_{R}(g)+I_{R}\left(g^{\prime}\right)$. Thus, it suffices to let $g$ run over a set of generators of the group $\mathcal{G}$ in (4.6). Evidently, $g \in I_{\mathcal{G}}(\mathfrak{P})$ is equivalent to $\mathfrak{P} \supseteq I_{R}(g)$. Thus,

$$
\begin{equation*}
g \text { is a } k \text {-reflection on } R \text { if and only if height } I_{R}(g) \leq k \text {. } \tag{4.7}
\end{equation*}
$$

We now specialize to the case of a multiplicative action of a finite group $\mathcal{G}$ on $R=\mathbb{k}[L]$, where $L$ is a $\mathcal{G}$-lattice and $\mathbb{k}$ is some commutative base ring. In the next lemma, we determine the height of the ideal $I_{\mathbb{k}[L]}(\mathcal{G})$. For a cyclic group $\mathcal{G}=\langle g\rangle$, the lemma asserts that height $I_{R}(g)=\operatorname{rank}[g, L]$. Thus, $g$ acts as a $k$-reflection on $\mathbb{k}[L]$ in the present sense if and only if $g$ is a $k$-reflection on $L$ in the sense of Section 1.7.

Recall that Tate cohomology group $\widehat{H}^{-1}(\mathcal{G}, L)$ has the form $\widehat{H}^{-1}(\mathcal{G}, L)=$ $L(\mathcal{G}) /[\mathcal{G}, L]$ with $L(\mathcal{G})$ and $[\mathcal{G}, L]$ as in (2.3).
Lemma 4.5.1. With the above notation,

$$
\mathbb{k}[L] / I_{\mathbb{k}[L]}(\mathcal{G}) \cong \mathbb{k}[L /[\mathcal{G}, L]] \cong \mathbb{k}\left[\widehat{H}^{-1}(\mathcal{G}, L)\right][L / L(\mathcal{G})],
$$

a Laurent polynomial ring over the group algebra $\mathbb{k}\left[\widehat{H}^{-1}(\mathcal{G}, L)\right]$. Moreover,

$$
\text { height } I_{\mathbb{k}[L]}(\mathcal{G})=\operatorname{rank}[\mathcal{G}, L]=\operatorname{rank} L-\operatorname{rank} L^{\mathcal{G}}
$$

Proof. Put $I=I_{\text {k }[L]}(\mathcal{G})$ and note that an alternative set of generators of $I$ is given by the elements $\mathbf{x}^{g(m)-m}-1$ with $m \in L$ and $g \in \mathcal{G}$. This explains the isomorphism $\mathbb{k}^{[ }[L] / I \cong \mathbb{k}[L /[\mathcal{G}, L]]$. Since $L /[\mathcal{G}, L] \cong \widehat{H}^{-1}(\mathcal{G}, L) \oplus L / L(\mathcal{G})$, the isomorphism $\mathbb{k}[L /[\mathcal{G}, L]] \cong \mathbb{k}\left[\widehat{H}^{-1}(\mathcal{G}, L)\right][L / L(\mathcal{G})]$ also follows.

The rational group algebra of $\mathcal{G}$ decomposes as

$$
\mathbb{Q}[\mathcal{G}]=\mathbb{Q} \sum_{g \in \mathcal{G}} g \oplus \sum_{g \in \mathcal{G}} \mathbb{Q}(g-1)
$$

This implies $L \otimes_{\mathbb{Z}} \mathbb{Q}=\left(L^{\mathcal{G}} \otimes_{\mathbb{Z}} \mathbb{Q}\right) \oplus\left([\mathcal{G}, L] \otimes_{\mathbb{Z}} \mathbb{Q}\right)$, and hence $\operatorname{rank} L=\operatorname{rank} L^{\mathcal{G}}+$ $\operatorname{rank}[\mathcal{G}, L]$.

We now show that, for any minimal covering prime $\mathfrak{P}$ of $I$, we have

$$
\text { height } \mathfrak{P}=\operatorname{rank}[\mathcal{G}, L]
$$

Put $A=L /[\mathcal{G}, L]$ and $\overline{\mathfrak{P}}=\mathfrak{P} / I$, a minimal prime of $\mathfrak{k}[L] / I=\mathbb{k}[A]$. Further, put $\mathfrak{p}=\overline{\mathfrak{P}} \cap \mathbb{k}=\mathfrak{P} \cap \mathbb{k}$. Since the extension $\mathbb{k} \hookrightarrow \mathbb{k}[A]=\mathbb{k}[L] / I$ is free, $\mathfrak{p}$ is a minimal prime of $\mathfrak{k}$; see [28, Cor. to Prop. VIII.2.2]. Hence, descending chains of primes in $\mathbb{k}[L]$ starting with $\mathfrak{P}$ correspond in a 1-to- 1 fashion to descending chains of primes of $Q(\mathbb{k} / \mathfrak{p})[L]$ starting with the prime that is generated by $\mathfrak{P}$. Thus, replacing $\mathbb{k}$ by $Q(\mathbb{k} / \mathfrak{p})$, we may assume that $\mathbb{k}$ is a field. But then

$$
\text { height } \mathfrak{P}=\operatorname{dim} \mathbb{k}[L]-\operatorname{dim} \mathbb{k}[L] / \mathfrak{P}=\operatorname{rank} L-\operatorname{dim} \mathbb{k}[L] / \mathfrak{P}
$$

Let $\overline{\mathfrak{P}}_{0}=\overline{\mathfrak{P}} \cap \mathbb{k}\left[A_{0}\right]$, where $A_{0} \cong \widehat{H}^{-1}(\mathcal{G}, L)$ denotes the torsion subgroup of $A$. Since primes of $\mathbb{k}\left[A_{0}\right]$ generate primes in $\mathbb{k}[A]$, we have $\overline{\mathfrak{P}}=\overline{\mathfrak{P}}_{0} \mathbb{k}[A]$ and so $\mathbb{k}[L] / \mathfrak{P} \cong \mathbb{k}_{0}\left[A / A_{0}\right]$, where $\mathbb{k}_{0}=\mathbb{k}\left[A_{0}\right] / \overline{\mathfrak{P}}_{0}$ is a field. Thus, $\operatorname{dim} \mathbb{k}[L] / \mathfrak{P}=$ $\operatorname{rank} A / A_{0}$. Finally, $\operatorname{rank} A / A_{0}=\operatorname{rank} A=\operatorname{rank} L-\operatorname{rank}[\mathcal{G}, L]$, which completes the proof.

We now concentrate on reflections and height 1-primes. In the following lemma, we assume the hypotheses of Theorem 4.1.1.

Lemma 4.5.2. The nonidentity inertia groups $I_{\mathcal{G}}(\mathfrak{P})$ of height 1-primes $\mathfrak{P}$ of $\mathbb{k}[L]$ are exactly the subgroups of $\mathcal{G}$ that are generated by a nonidentity reflection on $L$. For each reflection $1 \neq g \in \mathcal{G}$, the ring of multiplicative invariants has the form

$$
\mathbb{k}[L]^{\langle g\rangle} \cong \mathbb{k}\left[\mathbb{Z}^{n-1} \oplus \mathbb{Z}_{+}\right]
$$

where $n=\operatorname{rank} L$. In particular, $\mathrm{Cl}\left(\mathbb{k}[L]^{\langle g\rangle}\right)=\mathrm{Cl}(\mathbb{k})$.
Proof. Let $\mathcal{H}=I_{\mathcal{G}}(\mathfrak{P})$ be a nonidentity inertia group of some height 1-prime $\mathfrak{P}$ of $\mathbb{k}_{\mathbb{k}}[L]$. Since $I_{\mathbb{k}[L]}(\mathcal{H}) \subseteq \mathfrak{P}$ and $\mathfrak{P}$ has height 1 , it follows from Lemma 4.5.1 that [ $\mathcal{H}, L]$ has rank 1 . Hence, all elements $1 \neq g \in \mathcal{H}$ are reflections; in particular, they have determinant -1 . Thus, $\mathcal{H} \cap \mathrm{SL}(L)=\{1\}$ and so $\mathcal{H}$ has order 2, with generator a single reflection.

Conversely, let $1 \neq g \in \mathcal{G}$ be a reflection and put $\mathcal{H}=\langle g\rangle$. Then $[\mathcal{H}, L]=[g, L]$ has rank 1 , and hence height $I(\mathcal{H})=1$, by Lemma 4.5.1. Therefore, $\mathcal{H} \subseteq I_{\mathcal{G}}(\mathfrak{P})$
for some height 1-prime $\mathfrak{P}$ of $\mathbb{k}[L]$, and the first paragraph of the proof implies that $I_{\mathcal{G}}(\mathfrak{P})=\mathcal{H}$.

In order to determine the algebra of invariants $\mathbb{k}[L]^{\langle g\rangle}$ for a reflection $1 \neq g \in \mathcal{G}$, identify the group $\langle g\rangle$ with $\mathcal{S}_{2}$ and recall from $\S 1.7 .1$ that the $\langle g\rangle$-lattice $L$ is either isomorphic to $\mathbb{Z}^{n-1} \oplus A_{1}$ or to $\mathbb{Z}^{n-2} \oplus U_{2}$. In either case, $\mathbb{k}[L]^{\langle g\rangle}$ is isomorphic to $\mathbb{k}\left[\mathbb{Z}^{n-1} \oplus \mathbb{Z}_{+}\right]$; see Examples 3.5.5 and 3.5.6. The formula $\mathrm{Cl}\left(\mathbb{k}[L]^{\langle g\rangle}\right)=\mathrm{Cl}(\mathbb{k})$ now follows from Fossum [67, 8.1 and 7.3].

### 4.6 Proof of Theorem 4.1.1

First, by Lemma 4.3.1, we may replace $\mathbb{k}$ by its field of fractions $K$. Note that $\operatorname{Hom}\left(\mathcal{G}, K^{*}\right)=\operatorname{Hom}(\mathcal{G}, \mathrm{U}(\mathbb{k}))$, since $\mathbb{k}$ is integrally closed. Thus, in the following, we assume that $\mathbb{k}$ is a field. In particular $\mathbb{k}[L]$ is a unique factorization domain and so are all invariant subalgebras $\mathbb{k}[L]^{I_{\mathcal{G}}(\mathfrak{P})}$ for height 1 -primes $\mathfrak{P}$ of $\mathbb{k}[L]$, by Lemma 4.5.2. Therefore, Lemma 4.4.1 applies and, in view of Lemma 4.5.2, we obtain the formula

$$
\begin{equation*}
\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right) \cong \bigcap_{\mathcal{H}} \operatorname{Ker}\left(\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}: H^{1}(\mathcal{G}, \mathrm{U}(\mathbb{k}[L])) \longrightarrow H^{1}(\mathcal{H}, \mathrm{U}(\mathbb{k}[L]))\right) \tag{4.8}
\end{equation*}
$$

where $\mathcal{H}$ runs over the subgroups of $\mathcal{G}$ that are generated by a nonidentity reflection. To evaluate this expression, recall from Lemma 3.4.1 that $\mathrm{U}(\mathbb{k}[L])=\mathbb{k}^{*} \times \underline{L}$; so $H^{1}(\mathcal{G}, \mathrm{U}(\mathbb{k}[L]))=\operatorname{Hom}\left(\mathcal{G}, \mathfrak{k}^{*}\right) \oplus H^{1}(\mathcal{G}, L)$ and similarly for all subgroups $\mathcal{H}$. The right hand side of (4.8) is the direct sum of the terms

$$
\begin{equation*}
\bigcap_{\mathcal{H}} \operatorname{Ker}\left(\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}: \operatorname{Hom}\left(\mathcal{G}, \mathbb{k}^{*}\right) \longrightarrow \operatorname{Hom}\left(\mathcal{H}, \mathbb{k}^{*}\right)\right) \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\left.\bigcap_{\mathcal{H}} \operatorname{Ker}\left(\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}: H^{1}(\mathcal{G}, L)\right) \longrightarrow H^{1}(\mathcal{H}, L)\right)\right) \tag{4.10}
\end{equation*}
$$

The intersection (4.9) can be identified with $\operatorname{Hom}\left(\mathcal{G} / \mathcal{R}, \mathbb{k}^{*}\right)$, where $\mathcal{R}$ is the subgroup of $\mathcal{G}$ that is generated by all reflections. In (4.10), it suffices to let $\mathcal{H}$ run over the subgroups of $\mathcal{G}$ that are generated by a diagonalizable reflection, because $H^{1}(\mathcal{H}, L)$ is trivial otherwise. Therefore, letting $\mathcal{D}=\left\langle d_{1}\right\rangle \times \ldots \times\left\langle d_{r}\right\rangle$ denote the subgroup of $\mathcal{G}$ that is generated by all diagonalizable reflections $d_{i}$, as in Lemma 1.7.2, the intersection (4.10) is the kernel of the composite map

$$
H^{1}(\mathcal{G}, L) \xrightarrow{\text { res }} \stackrel{\mathcal{O}}{\mathcal{O}} H^{1}(\mathcal{D}, L) \xrightarrow{\text { res }} \prod_{i=1}^{r} H^{1}\left(\left\langle d_{i}\right\rangle, L\right),
$$

where res $=\left\{\operatorname{res}_{\left\langle d_{i}\right\rangle}^{\mathcal{G}}\right\}$ is the product of the restrictions. But Lemma 1.7.2 easily implies that both $H^{1}(\mathcal{D}, L)$ and $\prod_{i=1}^{r} H^{1}\left(\left\langle d_{i}\right\rangle, L\right)$ are isomorphic to $(\mathbb{Z} / 2 \mathbb{Z})^{r}$ and res is in fact an isomorphism. So (4.10) is equal to $\operatorname{Ker}\left(\operatorname{res}_{\mathcal{D}}^{\mathcal{G}}\right)$, and the latter is isomorphic to $H^{1}\left(\mathcal{G} / \mathcal{D}, L^{\mathcal{D}}\right)$ via inflation; see, e.g., [193, Chap. VII, Prop. 4]. This completes the proof of Theorem 4.1.1.

## 5

## Picard Group

### 5.1 Introduction

The Picard group of a commutative ring $R$, denoted $\operatorname{Pic} R$, is the set of isomorphism classes of invertible $R$-modules; see Section 5.2 below for details. If $R$ is a Krull domain then $\operatorname{Pic}(R)$ embeds into the class group $\mathrm{Cl}(R)$. This embedding is an isomorphism if $R$ is regular. Pic(.) defines a functor from commutative rings to abelian groups. In particular, if $G$ is a group acting by automorphisms on $R$ and $R^{G}$ is the subring of $G$-invariants then the inclusion $R^{G} \hookrightarrow R$ yields a canonical homomorphism

$$
\begin{equation*}
j_{G}: \operatorname{Pic}\left(R^{G}\right) \longrightarrow \operatorname{Pic}(R) . \tag{5.1}
\end{equation*}
$$

In this chapter, we determine the kernel of this map in the case of a multiplicative action of a finite group $\mathcal{G}$; so $R=\mathbb{k}[L]$ is the group algebra of a $\mathcal{G}$-lattice $L$ over the commutative ring $\mathfrak{k}$. The structure of the Picard group $\operatorname{Pic}(\mathbb{k}[L])$ is quite involved in general; see Weibel [223]. However, when $\mathbb{k}$ is an integrally closed domain then the embedding $\mathbb{k} \hookrightarrow \mathbb{k}[L]$ yields an isomorphism $\operatorname{Pic}(\mathbb{k}) \xrightarrow{\sim} \operatorname{Pic}(\mathbb{k}[L])$ by Bass and Murthy [6, 5.10]; see also [223, 1.5.2]. Moreover, since the augmentation map $\varepsilon: \mathbb{k}[L]^{\mathcal{G}} \rightarrow \mathbb{k}$ (see 3.9) is the identity on $\mathbb{k}$, we know that $\operatorname{Pic}(\mathbb{k})$ is always a direct summand of $\operatorname{Pic}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$. Thus, if $\mathbb{k}$ is an integrally closed domain, then

$$
\begin{equation*}
\operatorname{Pic}\left(\mathbb{k}[L]^{\mathcal{G}}\right)=\operatorname{Pic}(\mathbb{k}) \oplus \operatorname{Ker} j_{\mathcal{G}} . \tag{5.2}
\end{equation*}
$$

To compute Ker $j_{\mathcal{G}}$, we recall the definition

$$
\begin{equation*}
\amalg^{1}(\mathcal{G}, L)=\bigcap_{g \in \mathcal{G}} \operatorname{Ker}\left(\operatorname{res}_{\langle g\rangle}^{\mathcal{G}}: H^{1}(\mathcal{G}, L) \longrightarrow H^{1}(\langle g\rangle, L)\right) \tag{5.3}
\end{equation*}
$$

from Section 2.9. The result then reads as follows:
Theorem 5.1.1. Let $L$ be a $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group, and let $\mathbb{k}$ be a commutative domain with $|\mathcal{G}|^{-1} \in \mathbb{k}$. Then $\operatorname{Ker} j_{\mathcal{G}} \cong \Psi^{1}(\mathcal{G}, L)$. In particular, if $\mathbb{k}$ is also integrally closed then $\operatorname{Pic}\left(\mathbb{k}[L]^{\mathcal{G}}\right) \cong \operatorname{Pic}(\mathbb{k}) \oplus \amalg^{1}(\mathcal{G}, L)$.

The kernel of the restriction map $\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}: H^{1}(\mathcal{G}, L) \longrightarrow H^{1}(\mathcal{H}, L)$, for any subgroup $\mathcal{H} \leq \mathcal{G}$, has the following simple description. Let $n$ be any multiple of $|\mathcal{G}|$ and let $=(.) \otimes_{\mathbb{Z}} \mathbb{Z} / n \mathbb{Z}$ denote reduction $\bmod n$. The exact sequence of $\mathcal{G}$-modules $0 \rightarrow L \xrightarrow{\cdot n} L \longrightarrow \bar{L} \rightarrow 0$ gives rise to the cohomology sequence

$$
L^{\mathcal{G}} \longrightarrow \bar{L}^{\mathcal{G}} \longrightarrow H^{1}(\mathcal{G}, L) \xrightarrow{\cdot n=0} H^{1}(\mathcal{G}, L)
$$

Therefore, $H^{1}(\mathcal{G}, L) \cong \bar{L}^{\mathcal{G}} / \overline{L^{\mathcal{G}}}$ and similarly for $\mathcal{H}$. In terms of these isomorphisms, $\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}$ is the canonical map $\bar{L}^{\mathcal{G}} / \overline{L^{\mathcal{G}}} \rightarrow \bar{L}^{\mathcal{H}} / \overline{L^{\mathcal{H}}}$ coming from the inclusions $\bar{L}^{\mathcal{G}} \subseteq \bar{L}^{\mathcal{H}}$ and $\overline{L^{\mathcal{G}}} \subseteq \overline{L^{\mathcal{H}}}$. Therefore,

$$
\begin{equation*}
\operatorname{Ker}\left(\operatorname{res}_{\mathcal{H}}^{\mathcal{H}}\right) \cong \overline{L^{\mathcal{H}}} / \overline{L^{\mathcal{G}}} \tag{5.4}
\end{equation*}
$$

We further remark that, letting $g \in \mathcal{G}$ in (5.3) run over the reflections on $L$ only, the resulting intersection is isomorphic to $H^{1}\left(\mathcal{G} / \mathcal{D}, L^{\mathcal{D}}\right)$ in the notation of Theorem 4.1.1; see the computation of the term (4.10) in Section 4.6. Thus, $\Pi^{1}(\mathcal{G}, L)$ embeds into $H^{1}\left(\mathcal{G} / \mathcal{D}, L^{\mathcal{D}}\right)$.

### 5.1.1 Experiments

The group $\amalg^{1}(\mathcal{G}, L)$ is trivial for all $\mathcal{G}$-lattices $L$ of rank 2 . Indeed, $\mathrm{SL}_{2}(\mathbb{Z})$ acts fixed point freely on $L=\mathbb{Z}^{2}$; so $L^{\langle g\rangle}=0$ holds for every $1 \neq g \in \mathrm{SL}_{2}(\mathbb{Z})$. Therefore, (5.4) shows that $\Pi^{1}(\mathcal{G}, L)=0$ if $\mathcal{G}$ intersects $\mathrm{SL}_{2}(\mathbb{Z})$ nontrivially. In the opposite case, $\mathcal{G}$ is cyclic, having order at most 2 , and so $\amalg^{1}(\mathcal{G}, L)=0$ again.

A search of the crystallographic groups library "crystcat" of GAP [71] yields that among the 73 conjugacy classes of finite subgroups of $\mathcal{G} \leq \mathrm{GL}_{3}(\mathbb{Z})$, exactly 2 lead to a nontrivial $\Pi^{1}(\mathcal{G}, L)$. They are represented by two subgroups of $\mathcal{S}_{4}$ acting on the root lattice $A_{3}$, namely the alternating group $\mathcal{A}_{4}$ and its Sylow 2-subgroup $\cong \mathcal{C}_{2} \times \mathcal{C}_{2}$; see also Colliot-Thélène and Sansuc [42, p. 201-202] for the latter group. In both cases, $\amalg^{1}\left(\mathcal{G}, A_{3}\right)$ has order 2 . The 710 conjugacy classes of finite subgroups of $\mathrm{GL}_{4}(\mathbb{Z})$ altogether yield 9 with nontrivial $\amalg^{1}(\mathcal{G}, L)$, of order 2 in all cases. The above two groups $\mathcal{G}=\mathcal{A}_{4}$ and $\mathcal{G}=\mathcal{C}_{2} \times \mathcal{C}_{2}$ in rank 3 account for 4 of these 9 cases: $\left(\begin{array}{ll}\mathcal{G}_{1}\end{array}\right)$ and $\left(\begin{array}{ll}\mathcal{G} & \\ \pm 1\end{array}\right)$.

By contrast, the Picard group for algebras of polynomial invariants over a field is always trivial as has been shown by Kang [104, Theorem 2.4]; see also Example 5.5.2 below.

### 5.2 Invertible Modules

Let $R$ be any commutative ring. An $R$-module $P$ is called invertible (or an algebraic line bundle) if the following equivalent conditions are satisfied; see, e.g., Bass [5, p. 132]:
(a) $P \otimes_{R} Q \cong R$ for some $R$-module $Q$;
(b) $P$ is finitely generated projective of constant rank 1 , that is, $P_{\mathfrak{P}} \cong R_{\mathfrak{P}}$ holds for all primes $\mathfrak{P}$ of $R$;
(c) $P$ is finitely generated projective and $\operatorname{End}_{R}(P)=R$.

The Picard group of $R$, written $\operatorname{Pic}(R)$, is the set of isomorphism classes of all invertible $R$-modules. Denoting the isomorphism class of $P$ by $[P]$, one defines a multiplication in $\operatorname{Pic}(R)$ by $[P]\left[P^{\prime}\right]=\left[P \otimes_{R} P^{\prime}\right]$. This makes $\operatorname{Pic}(R)$ an abelian group with identity element $[R]$; the inverse of $[P]$ in $\operatorname{Pic}(R)$ is $\left[P^{*}\right]$, where $P^{*}=\operatorname{Hom}_{R}(P, R)$ is the dual of $P$.

The group $\operatorname{Pic}($.$) is functorial: if S \rightarrow R$ is a homomorphism of commutative rings and $Q$ is an invertible $S$-module then $P=R \otimes_{S} Q$ is an invertible $R$-module and $[Q] \mapsto[P]$ gives a group homomorphism $\operatorname{Pic}(S) \rightarrow \operatorname{Pic}(R)$. The map $j_{G}$ of (5.1) arises in this way from the embedding $R^{G} \hookrightarrow R$.

### 5.3 The Skew Group Ring

We continue to let $R$ denote a commutative ring. Further, let $G$ be an arbitrary group acting by automorphisms on $R$, written $r \mapsto g(r)$, and let $R^{G}$ denote the subring of $G$-invariants of $R$. The skew group ring of $G$ over $R$, denoted by

$$
R \# G,
$$

is an associative ring containing $R$ as a subring and $G$ as a subgroup of $\mathrm{U}(R \# G)$, the group of units of $R \# G$. The elements of $G$ form a free basis of $R \# G$ as left $R$-module. Multiplication in $R \# G$ is based on the rule $(r g)\left(r^{\prime} g^{\prime}\right)=r g\left(r^{\prime}\right) g g^{\prime}$ for $r, r^{\prime} \in R$ and $g, g^{\prime} \in G$. The ring $R$ becomes an $\left(R \# G, R^{\mathcal{G}}\right)$-bimodule via

$$
r g \cdot r^{\prime} \cdot s=r g\left(r^{\prime}\right) s \quad\left(r, r^{\prime} \in R, s \in R^{\mathcal{G}}, g \in G\right)
$$

The left $R \# G$-module structure on $R$ defined by this rule will be called "canonical". The endomorphism ring of the canonical $R \# G$-module has the form

$$
\begin{equation*}
\operatorname{End}_{R \# G}(R) \cong R^{G} \tag{5.5}
\end{equation*}
$$

an explicit isomorphism is given by $f \mapsto f(1)$. If ${ }_{R \# G} V$ and ${ }_{R \# G} W$ are two $R \# G$-modules then $V \otimes_{R} W$ becomes an $R \# G$-module by letting $R$ act as usual and $G$ diagonally: $g(v \otimes w)=g v \otimes g w$. Similarly, $\operatorname{Hom}_{R}(V, W)$ becomes an $R \# G$-module by letting $R$ act as usual and $G$ via $(g f)(v)=g f\left(g^{-1} v\right)$. Note that the $R \# G$-homomorphisms coincide with the $G$-invariants under this action: $\operatorname{Hom}_{R \# G}(V, W)=\operatorname{Hom}_{R}(V, W)^{G}$.
Lemma 5.3.1. The group $H^{1}(G, \mathrm{U}(R))$ classifies the isomorphism classes of left $R \# G$-module structures on $R$ that extend the regular $R$-module structure. The multiplication in $H^{1}(G, \mathrm{U}(R))$ corresponds to $\otimes_{R}$ and the identity element of $H^{1}(G, \mathrm{U}(R))$ corresponds to the canonical $R \# G$-module.

Proof. Let $d: \mathcal{G} \rightarrow \mathrm{U}(R)$ be a cocycle; so $d\left(g g^{\prime}\right)=d(g) g\left(d\left(g^{\prime}\right)\right)$ holds for all $g, g^{\prime} \in G$. Define $R_{d}$ to be $R$ with $R \# G$-action

$$
r g \cdot r^{\prime}=r d(g) g\left(r^{\prime}\right)
$$

for $r, r^{\prime} \in R, g \in G$. Then $R_{d}$ is an $R \# G$-module whose restriction to $R$ is the regular $R$-module. For any two cocycles $d_{1}, d_{2}$, multiplication in $R$ gives an isomorphism $R_{d_{1}} \otimes_{R} R_{d_{2}} \cong R_{d_{1} d_{2}}$. Moreover, $R_{d}$ is isomorphic to the canonical module $R \# G$ if and only if there is a $G$-equivariant $R$-isomorphism $R_{d} \xrightarrow{\sim} R$. The latter is given by a unit $u \in \mathrm{U}(R)$, and $G$-equivariance translates into $d(g)=g(u) u^{-1}$ for all $g \in G$. Thus, $R_{d} \cong_{R \# G} R$ precisely if the cocycle $d$ is principal. Finally, if $\cdot$ is any $R \# G$-module action on $R$ extending the regular $R$-action then $d(g)=g \cdot 1(g \in G)$ yields a cocycle $d: G \rightarrow \mathrm{U}(R)$ so that $R$, with the given $R \# G$-module structure, equals $R_{d}$.

### 5.4 The Trace Map

Retaining the notation of Section 5.3, we now consider the situation where the acting group is finite; it will be denoted by $\mathcal{G}$. Then we can define the trace map (sometimes also called transfer map) of the action of $\mathcal{G}$ on $R$ by

$$
\operatorname{tr}_{\mathcal{G}}: R \longrightarrow R^{\mathcal{G}}, \quad r \mapsto \sum_{g \in \mathcal{G}} g(r)
$$

We will often work under the hypothesis that the trace map is surjective or, equivalently, $\operatorname{tr}_{\mathcal{G}}(r)=1$ for some $r \in R$. This hypothesis is easily checked if $R$ is a an algebra over some commutative ring $\mathbb{k} \subseteq R^{\mathcal{G}}$ such that there is an augmentation map $\varepsilon: R \rightarrow \mathbb{k}$ satisfying $\varepsilon(g(r))=\varepsilon(r)$ for all $g \in \mathcal{G}$ and $r \in R$. In this case,

$$
\begin{equation*}
\operatorname{tr}_{\mathcal{G}} \text { is surjective if and only if }|\mathcal{G}|^{-1} \in \mathbb{k} \tag{5.6}
\end{equation*}
$$

To see this, observe that $\varepsilon\left(\operatorname{tr}_{\mathcal{G}}(r)\right)=|\mathcal{G}| \varepsilon(r)$ holds for all $r \in R$, by hypothesis on $\varepsilon$. Hence, $\operatorname{tr}_{\mathcal{G}}(r)=1$ implies that $|\mathcal{G}|^{-1} \in \mathbb{k}$. Conversely, if $|\mathcal{G}|^{-1} \in \mathbb{k}$ then $f=|\mathcal{G}|^{-1}$ satisfies $\operatorname{tr}_{\mathcal{G}}(f)=1$. This observation covers the case of multiplicative actions, using the augmentation of Section 3.9, as well as the case of linear actions on polynomial algebras, using evaluation of polynomials at 0 .

Returning to general commutative rings $R$, note that $\operatorname{tr}_{\mathcal{G}}(r)=t \cdot r$, where $t=$ $\sum_{g \in \mathcal{G}} g \in R \# \mathcal{G}$ is the "symmetrizer" element. We define $\mathfrak{G}$ to be the ideal of the skew group ring $R \# \mathcal{G}$ that is generated by $t$,

$$
\begin{equation*}
\mathfrak{G}=R \# \mathcal{G} t R \# \mathcal{G}=R t R \tag{5.7}
\end{equation*}
$$

Here, the second equality holds because $g \cdot t=t=t \cdot g$ for all $g \in \mathcal{G}$.
Finally, (.)-proj will denote the category of finitely generated ( = f.g.) projective modules over the ring in question.

Lemma 5.4.1. Assume that the trace map $\operatorname{tr}_{\mathcal{G}}$ is surjective. Then:
(a) An $R \# \mathcal{G}$-module ${ }_{R \# \mathcal{G}} V$ is (f.g.) projective if and only if the restriction ${ }_{R} V$ is (f.g.) projective.
(b) Let A denote the full subcategory of $R \# \mathcal{G}$-proj consisting of all $P$ satisfying $\mathfrak{G} P=P$. Then the functor ${ }_{R \# \mathcal{G}} R \otimes_{R^{\mathcal{G}}}($.$) and the functor (.)^{\mathcal{G}}$ of $\mathcal{G}$-invariants yield an equivalence of categories $R^{\mathcal{G}}$-proj $\approx \mathrm{A}$.

Proof. (a) Since $R \# \mathcal{G}$ is finite over $R,{ }_{R \# \mathcal{G}} V$ is finitely generated iff ${ }_{R} V$ is. Also, if $R \# \mathcal{G} V$ is projective then ${ }_{R} V$ is projective as well, because $R \# \mathcal{G}$ is free over $R$. Conversely, assume that $V$ is projective as $R$-module. Fix an $R \# \mathcal{G}$-epimorphism $\pi: F \rightarrow V$, where $F$ is a free $R \# \mathcal{G}$-module. Then there is an $R$-splitting $\sigma \in$ $\operatorname{Hom}_{R}(V, F)$ with $\pi \sigma=\operatorname{Id}_{V}$. By hypothesis, there is an element $x \in R$ with $\operatorname{tr}_{\mathcal{G}}(x)=1$. View $\operatorname{Hom}_{R}(V, F)$ as $R \# \mathcal{G}$-module as in Section 5.3 and put $\sigma^{\prime}=e \sigma$ with $e=t x \in R \# \mathcal{G}$. Then $\sigma^{\prime} \in \operatorname{Hom}_{R}(V, F)^{\mathcal{G}}$ and it is straightforward to verify that $\pi \sigma^{\prime}=\mathrm{Id}_{V}$. Thus, $V$ is an $R \# \mathcal{G}$-direct summand of $F$.
(b) The canonical $R \# \mathcal{G}$-module ${ }_{R \# \mathcal{G}} R$ is projective by (a). Let $\operatorname{add}\left({ }_{R \# \mathcal{G}} R\right)$ denote the full subcategory of $R \# \mathcal{G}$-proj consisting of all f.g. $R \# \mathcal{G}$-modules that are isomorphic to a direct summand of some direct sum of copies of ${ }_{R \# \mathcal{G}} R$. We first show that $\mathrm{A}=\operatorname{add}(R \# \mathcal{G} R)$. Fixing $x \in R$ with $\operatorname{tr}_{\mathcal{G}}(x)=1$, as in (a), we have $t \cdot x=1$ in ${ }_{R \# \mathcal{G}} R$. So ${ }_{R \# \mathcal{G}} R$ belongs to A, and hence so does every member of $\operatorname{add}\left({ }_{R \# \mathcal{G}} R\right)$. Conversely, any $P$ in A satisfies $P=\mathfrak{G} P=R t P$. Since $R t \cong_{R \# \mathcal{G}} R$ as $R \# \mathcal{G}$-modules, a suitable direct sum of copies of ${ }_{R \# \mathcal{G}} R$ maps onto $P$ and this map splits, because $P$ is projective. Thus, $P$ belongs to $\operatorname{add}(R \# \mathcal{G} R)$.

Now consider the functors $E={ }_{R \# \mathcal{G}} R \otimes_{R^{\mathcal{G}}}():. R^{\mathcal{G}}$ - proj $\longrightarrow \operatorname{add}\left({ }_{R \# \mathcal{G}} R\right)$ and $F=(.)^{\mathcal{G}}: \operatorname{add}(R \# \mathcal{G} R) \longrightarrow R^{\mathcal{G}}$-proj. For $Q$ in $R^{\mathcal{G}}$-proj, let

$$
\varphi_{Q}: Q \rightarrow(F \circ E)(Q)=\left(R \not \mathcal{G}_{\mathcal{G}} R \otimes_{R^{\mathcal{G}}} Q\right)^{\mathcal{G}}
$$

denote the $R^{\mathcal{G}}$-linear map given by $\varphi_{Q}(q)=1 \otimes q$. Then

$$
\varphi_{R^{\mathcal{G}}}: R^{\mathcal{G}} \rightarrow\left(R \# \mathcal{G} R \otimes_{R^{\mathcal{G}}} R^{\mathcal{G}}\right)^{\mathcal{G}}
$$

is an isomorphism, and hence so is $\varphi_{\left(R^{\mathcal{G}}\right)^{n}}$ for every $n$ and $\varphi_{Q}$ for every $Q$ in $R^{\mathcal{G}}$-proj. Thus $\varphi$ is a natural equivalence of functors $\operatorname{Id}_{R^{\mathcal{G}} \text {-proj }} \cong F \circ E$. Similarly, defining $\psi_{P}:(E \circ F)(P)={ }_{R \# \mathcal{G}} R \otimes_{R^{\mathcal{G}}}\left(P^{\mathcal{G}}\right) \rightarrow P$ for $P$ in $\operatorname{add}\left({ }_{R \# \mathcal{G}} R\right)$ by $\psi_{P}(r \otimes p)=r p$, we obtain a natural equivalence of functors $E \circ F \cong \operatorname{Id}_{\operatorname{add}(R \# \mathcal{G} R)}$. This proves the category equivalence $R^{\mathcal{G}}-\operatorname{proj} \approx \operatorname{add}(R \# \mathcal{G} R)=\mathrm{A}$.

### 5.5 The Kernel of the $\operatorname{Map} \operatorname{Pic}\left(R^{G}\right) \rightarrow \operatorname{Pic}(R)$

We now turn to the kernel of the map $j_{G}: \operatorname{Pic}\left(R^{G}\right) \rightarrow \operatorname{Pic}(R)$ in (5.1). For each prime ideal $\mathfrak{P}$ of $R$, let $I_{G}(\mathfrak{P})$ denote the inertia group in $G$ (see (4.4)) and define

$$
\begin{equation*}
\rho_{\mathfrak{P}}: H^{1}(G, \mathrm{U}(R)) \longrightarrow H^{1}\left(I_{G}(\mathfrak{P}), \mathrm{U}(R / \mathfrak{P})\right)=\operatorname{Hom}\left(I_{G}(\mathfrak{P}), \mathrm{U}(R / \mathfrak{P})\right) \tag{5.8}
\end{equation*}
$$

via restriction $\operatorname{res}_{I_{G}(\mathfrak{P})}^{G}: H^{1}(G, \mathrm{U}(R)) \longrightarrow H^{1}\left(I_{G}(\mathfrak{P}), \mathrm{U}(R)\right)$ and the canonical map $\mathrm{U}(R) \rightarrow \mathrm{U}(R / \mathfrak{P})$. Then we have the following description of Ker $j_{G}$ implicit in [123].

Proposition 5.5.1. Let $R$ be a commutative ring and $G$ a group acting by automorphisms on $R$. Then the kernel of $j_{G}: \operatorname{Pic}\left(R^{G}\right) \rightarrow \operatorname{Pic}(R)$ embeds into

$$
\bigcap_{\mathfrak{P}} \operatorname{Ker} \rho_{\mathfrak{P}},
$$

where $\mathfrak{P}$ runs over the primes of $R$. For the action of a finite group $\mathcal{G}$ such that the trace map $\operatorname{tr}_{\mathcal{G}}$ is surjective, this embedding is an isomorphism.

Proof. Let $[Q] \in \operatorname{Ker} j_{G}$; so there is an isomorphism of $R$-modules

$$
\varphi: R \otimes_{R^{G}} Q \xrightarrow{\sim} R .
$$

Now $R \otimes_{R^{G}} Q$ is also a left $R \# G$-module via the $\left(R \# G, R^{G}\right)$-bimodule structure on $R$; see Section 5.3. Thus, the isomorphism $\varphi$ defines an $R \# G$-module structure on $R$ extending the regular $R$-module structure. By Lemma 5.3.1, this yields an element $\left[d_{Q}\right] \in H^{1}(G, \mathrm{U}(R))$.

For simplicity, let $S(\mathfrak{P})$ denote the skew group ring $S(\mathfrak{P})=(R / \mathfrak{P}) \# I_{G}(\mathfrak{P})$; this is actually an ordinary group ring, since $I_{G}(\mathfrak{P})$ acts trivially on $R / \mathfrak{P}$. The element $\rho_{\mathfrak{P}}\left(\left[d_{Q}\right]\right) \in H^{1}\left(I_{G}(\mathfrak{P}), \mathrm{U}(R / \mathfrak{P})\right)$ corresponds to the $S(\mathfrak{P})$-module structure on $R / \mathfrak{P}$ afforded by

$$
(R / \mathfrak{P}) \otimes_{R} \varphi:(R / \mathfrak{P}) \otimes_{R^{G}} Q \cong\left(R \otimes_{R^{G}} Q\right) / \mathfrak{P}\left(R \otimes_{R^{G}} Q\right) \xrightarrow{\sim} R / \mathfrak{P}
$$

Since $I_{G}(\mathfrak{P})$ acts trivially on $(R / \mathfrak{P}) \otimes_{R^{G}} Q$, the $I_{G}(\mathfrak{P})$-action on $\mathcal{R} / \mathfrak{P}$ on the right is also trivial; so the $S(\mathfrak{P})$-module structure on $R / \mathfrak{P}$ obtained from $(R / \mathfrak{P}) \otimes_{R} \varphi$ is the canonical one. By Lemma 5.3.1, this translates into $\rho_{\mathfrak{P}}\left(\left[d_{Q}\right]\right)$ being the identity element of $H^{1}\left(I_{G}(\mathfrak{P}), \mathrm{U}(R / \mathfrak{P})\right)$. Thus, $\left[d_{Q}\right]$ belongs to Ker $\rho_{\mathfrak{P}}$ and we obtain a map

$$
\delta: \operatorname{Ker} j_{G} \longrightarrow \bigcap_{\mathfrak{P}} \operatorname{Ker} \rho_{\mathfrak{P}}, \quad[Q] \mapsto\left[d_{Q}\right]
$$

This map is easily seen to be multiplicative. To check that $\delta$ is injective, suppose that $\left[d_{Q}\right]=1 \in H^{1}(G, \mathrm{U}(R))$; so $R \otimes_{R^{G}} Q \xrightarrow[\rightarrow]{\sim}{ }_{R \# G} R$, the canonical $R \# G$ module. Then $\operatorname{Hom}_{R \# G}\left(R, R \otimes_{R^{G}} Q\right) \cong \operatorname{End}_{R \# G}(R) \cong R^{G}$ as $R^{G}$-modules; see (5.5). Combining this isomorphism with the $R^{G}$-map $Q \rightarrow \operatorname{Hom}_{R \# G}\left(R, R \otimes_{R^{G}} Q\right)$, $q \mapsto(r \mapsto r \otimes q)$, we obtain an $R^{G}$-module map $Q \rightarrow R^{G}$. Since $Q_{\mathfrak{p}} \cong R_{\mathfrak{p}}^{G}$ for all primes $\mathfrak{p}$ of $R^{G}$, this map is an isomorphism. Therefore, $[Q]=1 \in \operatorname{Pic}\left(R^{G}\right)$. This proves that $\delta$ is an embedding $\operatorname{Ker} j_{G} \hookrightarrow \bigcap_{\mathfrak{P}} \operatorname{Ker} \rho_{\mathfrak{P}}$.

Now assume that $G$ is finite, denoted $\mathcal{G}$, and that $\operatorname{tr}_{\mathcal{G}}$ is surjective. Let $[d] \in$ $\bigcap_{\mathfrak{P}}$ Ker $\rho_{\mathfrak{P}}$ be given and let $P=R_{d}$ be a corresponding $R \# \mathcal{G}$-module, defined (up to isomorphism) by Lemma 5.3.1. Since ${ }_{R} P \cong R$, Lemma 5.4.1(a) implies that $P$ is projective. By Lemma 5.4.1(b), $P$ has the form $P \cong R \otimes_{R^{\mathcal{G}}} Q$ for some $Q$ in $R^{\mathcal{G}}$-proj
(necessarily invertible) precisely if $\mathfrak{G} P=P$ holds. Thus, in order to show that $[d] \in \operatorname{Im} \delta$, we have to check that $\mathfrak{G} P=P$. Suppose otherwise. Then $\mathfrak{G} P \subseteq \mathfrak{M} P$ for some maximal ideal $\mathfrak{M}$ of $R$, and so $\mathfrak{G} P \subseteq \bigcap_{g \in \mathcal{G}} g(\mathfrak{M}) P=\mathfrak{M}^{o} P$, where $\mathfrak{M}^{o}=\bigcap_{g \in \mathcal{G}} g(\mathfrak{M})$. Therefore, $\mathfrak{G}$ annihilates the $R \# \mathcal{G}$-module $P / \mathfrak{M}^{\circ} P$. Letting $\mathcal{G}_{\mathfrak{M}}=\operatorname{stab}_{\mathcal{G}}(\mathfrak{M})$ denote the decomposition group of $\mathfrak{M}$, the Chinese remainder theorem implies that

$$
\begin{equation*}
P / \mathfrak{M}^{o} P \cong R \# \mathcal{G} \otimes_{R \# \mathcal{G}_{\mathfrak{M}}} P / \mathfrak{M} P \tag{5.9}
\end{equation*}
$$

as $R \# \mathcal{G}$-modules, and the $R \# \mathcal{G}_{\mathfrak{M}}$-action on $P / \mathfrak{M} P$ factors through $(R / \mathfrak{M}) \# \mathcal{G}_{\mathfrak{M}}$. Now, $[d] \in \operatorname{Ker} \rho_{\mathfrak{M}}$ and $\rho_{\mathfrak{M}}$ factors as $H^{1}(\mathcal{G}, \mathrm{U}(R)) \xrightarrow{\rho_{\mathfrak{M}}^{\prime}} H^{1}\left(\mathcal{G}_{\mathfrak{M}}, \mathrm{U}(R / \mathfrak{M})\right) \xrightarrow{\rho_{\mathfrak{M}}^{\prime \prime}}$ $H^{1}\left(I_{\mathcal{G}}(\mathfrak{M}), \mathrm{U}(R / \mathfrak{M})\right)$ by restriction along $\mathcal{G} \supseteq \mathcal{G}_{\mathfrak{M}} \supseteq I_{\mathcal{G}}(\mathfrak{M})$. Here, Ker $\rho_{\mathfrak{M}}^{\prime \prime} \cong$ $H^{1}\left(\mathcal{G}_{\mathfrak{M}} / I_{\mathcal{G}}(\mathfrak{M}), U(R / \mathfrak{M})\right)$ is trivial, by Hilbert's "Theorem 90" (cf. Serre [193, Prop. VII. 4 and Prop. X.2]). We conclude that $[d] \in \operatorname{Ker} \rho_{\mathfrak{M}}^{\prime}$. In other words, the $(R / \mathfrak{M}) \# \mathcal{G}_{\mathfrak{M}}$-module $P / \mathfrak{M} P$ is isomorphic to the canonical $(R / \mathfrak{M}) \# \mathcal{G}_{\mathfrak{M}}$-module, $R / \mathfrak{M}$. The symmetrizer $t_{\mathfrak{M}}=\sum_{g \in \mathcal{G}_{\mathfrak{M}}} g \in(R / \mathfrak{M}) \# \mathcal{G}_{\mathfrak{M}}$ acts as the trace $\operatorname{tr}_{\mathcal{G}_{\mathfrak{M}}}$ on $R / \mathfrak{M}$. Moreover, our surjectivity hypothesis on $\operatorname{tr}_{\mathcal{G}}$ implies that $\operatorname{tr}_{\mathcal{G}_{\mathfrak{M}}}: R / \mathfrak{M} \rightarrow$ $(R / \mathfrak{M})^{\mathcal{G}_{\mathfrak{M}}}$ is surjective as well. The isomorphism (5.9) now shows that the action of $\sum_{g \in \mathcal{G}} g=\sum_{g \in \mathcal{G} / \mathcal{G}_{\mathfrak{M}}} g t_{\mathfrak{M}}$ on $P / \mathfrak{M}^{o} P$ is nonzero, contradicting the fact that $\mathfrak{G}$ annihilates $P / \mathfrak{M}^{o} P$. Thus, we must have $\mathfrak{G} P=P$, as desired.

Example 5.5.2 (Triviality of Pic for polynomial invariants; Kang [104]). Let $\mathbb{k}$ be a field and let $R=\mathrm{S}(V)$ denote the symmetric algebra of a $\mathbb{k}$-vector space $V$. Suppose that the group $G$ acts by $\mathbb{k}$-algebra automorphisms on $R$. Then $\operatorname{Pic}(R)$ is trivial and $\mathrm{U}(R)=\mathbb{k}^{*}$. So Proposition 5.5.1 gives that $\operatorname{Pic}\left(R^{G}\right)$ embeds into the kernel of the restriction map $\rho_{\mathfrak{P}}: \operatorname{Hom}\left(G, \mathbb{k}^{*}\right) \rightarrow \operatorname{Hom}\left(I_{G}(\mathfrak{P}), \mathrm{U}(R / \mathfrak{P})\right)$ for all primes $\mathfrak{P}$ of $R$. If there is a $G$-stable $\mathfrak{P}$ with $R / \mathfrak{P}=\mathbb{k}$ then this map is the identity map and we conclude that $\operatorname{Pic}\left(R^{G}\right)$ is trivial. In particular, this holds for linear actions, that is, $G$ acts on $R=\mathrm{S}(V)$ by means of a linear representation $G \rightarrow \mathrm{GL}(V)$ : take $\mathfrak{P}=V \mathrm{~S}(V)$.

### 5.6 The Case of Multiplicative Actions

In this section, we calculate the intersection $\bigcap_{\mathfrak{P}}$ Ker $\rho_{\mathfrak{P}}$ in Proposition 5.5.1 for a multiplicative action of a finite group $\mathcal{G}$ on $R=\mathbb{k}[L]$. The Proof of Theorem 5.1.1 will then follow immediately.

Lemma 5.6.1. Let $R=\mathbb{k}[L]$ denote the group algebra of the $\mathcal{G}$-lattice $L$ over the commutative domain $\mathfrak{k}$. Assume that $|\mathcal{G}| \neq 0$ in $\mathfrak{k}$. Then the intersection $\bigcap_{\mathfrak{P}} \operatorname{Ker} \rho_{\mathfrak{F}}$ in Proposition 5.5.1 is isomorphic to $\amalg^{1}(\mathcal{G}, L)$; see (5.3).

Proof. By Lemma 3.4.1, $\mathrm{U}(\mathbb{k}[L])=\mathrm{U}(\mathbb{k}) \times \underline{L}$; so

$$
H^{1}(\mathcal{G}, \mathrm{U}(\mathbb{k}[L]))=\operatorname{Hom}(\mathcal{G}, \mathrm{U}(\mathbb{k})) \oplus H^{1}(\mathcal{G}, L)
$$

For the augmentation ideal $\mathfrak{E}=\operatorname{Ker} \varepsilon$ of $\mathbb{k}[L]$ (see Section 3.9), we have $\mathbb{k}[L] / \mathfrak{E}=\mathbb{k}$ and $I_{\mathcal{G}}(\mathfrak{E})=\mathcal{G}$. The map $\rho_{\mathfrak{E}}$ of (5.8) in this case becomes

$$
\rho_{\mathfrak{E}}: \operatorname{Hom}(\mathcal{G}, \mathrm{U}(\mathbb{k})) \oplus H^{1}(\mathcal{G}, L) \xrightarrow{\operatorname{Id} \oplus 0} \operatorname{Hom}(\mathcal{G}, \mathrm{U}(\mathbb{k}))
$$

Therefore, $\operatorname{Ker} \rho_{\mathfrak{E}}=H^{1}(\mathcal{G}, L)$, and hence $\bigcap_{\mathfrak{P}} \operatorname{Ker} \rho_{\mathfrak{P}}=\bigcap_{\mathfrak{P}} \operatorname{Ker} r_{\mathfrak{P}}$, where $r_{\mathfrak{P}}$ is the restriction of the map $\rho_{\mathfrak{P}}$ in (5.8) to the summand $H^{1}(\mathcal{G}, L)$ of $H^{1}(\mathcal{G}, \mathrm{U}(\mathbb{k}[L]))$.

For each $g \in \mathcal{G}$, let $I(g)=I_{\mathbb{k}[L]}(g)$ be defined as in (4.5); so $\mathfrak{P} \supseteq I(g)$ is equivalent with $g \in I_{\mathcal{G}}(\mathfrak{P})$. By Lemma 4.5.1, $\mathbb{k}[L] / I(g)$ is isomorphic to a Laurent polynomial ring over the group ring $\mathbb{k}\left[H^{1}(\langle g\rangle, L)\right]$. Since $|\mathcal{G}| \cdot H^{1}(\langle g\rangle, L)=0$, our hypotheses on $\mathbb{k}$ imply that $\mathbb{k}\left[H^{1}(\langle g\rangle, L)\right]$ is reduced, that is, $\mathbb{k}\left[H^{1}(\langle g\rangle, L)\right]$ has no nonzero nilpotent elements. Hence, $\mathbb{k}[L] / I(g)$ is reduced as well, and so

$$
\bigcap_{\mathfrak{P}: \mathfrak{P} \supseteq I(g)} \mathfrak{P}=I(g) .
$$

Now consider a cocycle $d: \mathcal{G} \rightarrow L$ and let $[d]$ denote its class in $H^{1}(\mathcal{G}, L)$. Then:

$$
\begin{aligned}
{[d] \in \bigcap_{\mathfrak{P}} \operatorname{Ker} \rho_{\mathfrak{P}} } & \Longleftrightarrow \forall \mathfrak{P} \forall g \in I_{\mathcal{G}}(\mathfrak{P}): \mathbf{x}^{d(g)} \equiv 1 \bmod \mathfrak{P} \\
& \Longleftrightarrow \forall g \in \mathcal{G}: \quad \mathbf{x}^{d(g)}-1 \in \bigcap_{\mathfrak{P}: \mathfrak{P} \supseteq I(g)} \mathfrak{P}=I(g) \\
& \Longleftrightarrow \forall g \in \mathcal{G}: \quad d(g) \in[g, L] \\
& \Longleftrightarrow \forall g \in \mathcal{G}:[d] \in \operatorname{Ker~res}_{\langle g\rangle}^{\mathcal{G}} .
\end{aligned}
$$

This completes the proof of the lemma.
We are now ready to prove Theorem 5.1.1.
Proof of Theorem 5.1.1. By (5.6), our hypothesis on $|\mathcal{G}|$ ensures that the trace map $\operatorname{tr}_{\mathcal{G}}: \mathbb{k}[L] \longrightarrow \mathbb{k}[L]^{\mathcal{G}}$ is surjective. Therefore, Proposition 5.5.1 implies that Ker $j_{\mathcal{G}}$ is isomorphic to $\bigcap_{\mathfrak{P}} \operatorname{Ker} \rho_{\mathfrak{P}}$. By Lemma 5.6.1, this intersection is isomorphic to $\amalg^{1}(\mathcal{G}, L)$. Therefore, $\operatorname{Ker} j_{\mathcal{G}} \cong \amalg^{1}(\mathcal{G}, L)$. The rest now follows from (5.2).

We remark that if we only assume that $|\mathcal{G}| \neq 0$ in $\mathbb{k}$ rather than $|\mathcal{G}|^{-1} \in \mathbb{k}$ then the same proof still shows that $\operatorname{Ker} j_{\mathcal{G}}$ embeds into $\amalg^{1}(\mathcal{G}, L)$.

## Multiplicative Invariants of Reflection Groups

### 6.1 Introduction

This chapter is devoted to the proof that multiplicative invariant algebras of reflection groups are semigroup algebras. Some instances of this phenomenon have occurred earlier in Examples 3.5.5, 3.5.6, 3.5.7 and in Theorem 3.6.1 and Lemma 4.5.2. We refer to Section 1.7 for the basics concerning reflections and reflection groups and to 3.4 for semigroup algebras. The main result reads as follows; for a more detailed version, see Proposition 6.2.1 below.
Theorem 6.1.1. Let $\mathcal{G}$ be a finite group acting as a reflection group on the lattice $L$. Then there is a submonoid $M$ of $\left(\mathbb{Z}[L]^{\mathcal{G}}, \cdot\right)$ whose elements form a $\mathbb{Z}$-basis of the invariant algebra $\mathbb{Z}[L]^{\mathcal{G}}$. Consequently, for any commutative base ring $\mathbb{k}, \mathbb{k}[L]^{\mathcal{G}}$ is isomorphic to the semigroup algebra $\mathbb{k}[M]$.

Following [124] we will derive this result from Theorem 3.6.1. A proof over $\mathbb{C}$ is implicit in earlier work of Farkas [61]. It suffices to treat the case where the base ring is $\mathbb{Z}$. In view of Proposition 3.3.1(b), the assertion that $\mathbb{k}[L]^{\mathcal{G}} \cong \mathbb{k}[M]$ for an arbitrary base ring $k$ is then an immediate consequence.

We note the following corollary of Theorem 6.1.1. For the definition of CohenMacaulay rings, we refer to Chapter 8.

Corollary 6.1.2. Suppose that $\mathcal{G}$ acts as a reflection group on $L$.
(a) If $\mathbb{k}$ is a Cohen-Macaulay ring then $\mathbb{k}[L]^{\mathcal{G}}$ is Cohen-Macaulay as well.
(b) If $\mathbb{k}$ is a PID then all projective $\mathbb{k}[L]^{\mathcal{G}}$-modules are free.
(c) The group $\amalg^{1}(\mathcal{G}, L)$ is trivial.

Proof. Since $\mathbb{Z}[L]^{\mathcal{G}}$ is an affine normal domain, the monoid $M$ is an affine normal semigroup; see Section 3.4. By a result of Hochster [89, Theorem 1] (see also Bruns and Herzog [32, Theorem 6.3.5(a)]), the semigroup algebra $\mathbb{k}[M]$ is CohenMacaulay for any Cohen-Macaulay ring $\mathbb{k}$, and hence so is $\mathbb{k}[L]^{\mathcal{G}}$, thereby proving (a). (A self-contained proof of (a) will be given in Section 6.3 below.) Part (b)
is a consequence of Gubeladze's theorem [79] which asserts that projective $\mathbb{k}[M]$ modules are free when $\mathbb{k}$ is a PID. In particular, $\operatorname{Pic}\left(\mathbb{Q}[L]^{\mathcal{G}}\right)$ is trivial, and hence so is $\amalg^{1}(\mathcal{G}, L)$ by Theorem 5.1.1. This proves (c).

Part (a) of the corollary contrasts interestingly with the situation for linear actions: polynomial invariants of finite pseudoreflection groups can fail to be CohenMacaulay if the characteristic of the base field divides the group order; see, e.g., Nakajima [136, Example 4.1].

### 6.2 Proof of Theorem 6.1.1

Let $\mathcal{G}$ be a finite group acting as a reflection group on the lattice $L$. We may assume without loss of generality that $L$ is a faithful $\mathcal{G}$-lattice. Consider the lattice

$$
\widehat{L}=\rho(L) \oplus \Lambda=\widehat{L}^{\mathcal{G}} \oplus \Lambda
$$

defined in (1.19) and (1.20); so $L \subseteq \widehat{L} \subseteq L_{\mathbb{Q}}$. By Proposition 1.9.1(a), we know that $\Lambda=\Lambda_{\mathcal{G}}(L)$ is the weight lattice of some reduced root system with Weyl group $\mathcal{G}$. Choose a set of fundamental weights $\left\{m_{1}, \ldots, m_{r}\right\} \subseteq \Lambda$ and put

$$
\Lambda_{+}=\bigoplus_{i=1}^{r} \mathbb{Z}_{+} m_{i}
$$

as in (3.10). Then we have the following more precise version of Theorem 6.1.1.
Proposition 6.2.1. (a) $\mathbb{Z}[\widehat{L}]^{\mathcal{G}}=\mathbb{Z}\left[\widehat{L}^{\mathcal{G}}\right] \otimes_{\mathbb{Z}} \mathbb{Z}\left[\operatorname{orb}\left(m_{1}\right), \ldots, \operatorname{orb}\left(m_{r}\right)\right]$. The $\mathcal{G}$-orbit sums $\operatorname{orb}\left(m_{i}\right)\left(m_{i} \in \Lambda\right)$ are algebraically independent. Thus, $\mathbb{Z}[\widehat{L}]^{\mathcal{G}}$ is the semigroup algebra $\mathbb{Z}[\widehat{M}]$ of the monoid

$$
\widehat{M}=\left(\left\langle\mathbf{x}^{m}, \operatorname{orb}\left(m_{i}\right) \mid m \in \widehat{L}^{\mathcal{G}}, 1 \leq i \leq r\right\rangle, \cdot\right) \cong\left(\widehat{L}^{\mathcal{G}} \oplus \Lambda_{+},+\right)
$$

(b) Put $M=\widehat{M} \cap \mathbb{Z}[L]$, a submonoid of $\left(\mathbb{Z}[L]^{\mathcal{G}}, \cdot\right)$. Then

$$
M \cong\left(\left(\widehat{L}^{\mathcal{G}} \oplus \Lambda_{+}\right) \cap L,+\right) \cong\left(L^{\mathcal{G}} \oplus\left(\pi(L) \cap \Lambda_{+}\right),+\right)
$$

where $\pi=\operatorname{Id}-\rho$. The elements of $M$ form a $\mathbb{Z}$-basis of $\mathbb{Z}[L]^{\mathcal{G}}$.
Proof. (a) The decomposition $\widehat{L}=\widehat{L}^{\mathcal{G}} \oplus \Lambda$ implies that $\mathbb{Z}[\widehat{L}]^{\mathcal{G}}=\mathbb{Z}\left[\widehat{L}^{\mathcal{G}}\right] \otimes_{\mathbb{Z}} \mathbb{Z}[\Lambda]^{\mathcal{G}}$. Moreover, by Theorem 3.6.1, we know that the orbit sums $\operatorname{orb}\left(m_{i}\right)$ form an algebraically independent set of generators for $\mathbb{Z}[\Lambda]^{\mathcal{G}}$. This proves that $\mathbb{Z}[\widehat{L}]^{\mathcal{G}}$ is isomorphic to the semigroup algebra $\mathbb{Z}[\widehat{M}]$. Every $\ell \in \widehat{L}^{\mathcal{G}} \oplus \Lambda_{+}$can be written as $\ell=m+\sum_{i=1}^{r} z_{i} m_{i}$, with uniquely determined $m \in \widehat{L}^{\mathcal{G}}, z_{i} \in \mathbb{Z}_{+}$. An explicit isomorphism $\widehat{L}^{\mathcal{G}} \oplus \Lambda_{+} \rightarrow \widehat{M}$ is given by

$$
\begin{equation*}
\ell=m+\sum_{i=1}^{r} z_{i} m_{i} \mapsto \mu(\ell)=\mathbf{x}^{m} \operatorname{orb}\left(m_{1}\right)^{z_{1}} \cdot \ldots \cdot \operatorname{orb}\left(m_{r}\right)^{z_{r}} \tag{6.1}
\end{equation*}
$$

(b) Clearly, $M=\widehat{M} \cap \mathbb{Z}[L]$ is a submonoid of $\left(\mathbb{Z}[L]^{\mathcal{G}}, \cdot\right)$ whose elements are $\mathbb{Z}$-independent, as the elements of $\widehat{M}$ are. Our goal is to show that the monoid $M$ is a $\mathbb{Z}$-basis for the invariant algebra $\mathbb{Z}[L]^{\mathcal{G}}$ and to determine its structure.

Let $f \in \mathbb{Z}[L]^{\mathcal{G}}$ be given. Then $f \in \mathbb{Z}[\widehat{L}]^{\mathcal{G}}=\mathbb{Z}[\widehat{M}]$; so $f$ can be uniquely written as $f=\sum_{\mu \in \widehat{M}} z_{\mu} \mu$ with $z_{\mu} \in \mathbb{Z}$. Let $n(f)$ denote the number of $\mu$ with nonzero coefficient $z_{\mu}$ in this expression. We show by induction on $n(f)$ that $f \in \mathbb{Z}[M]$. The case $n(f)=0$ (i.e., $f=0$ ) being obvious, assume that $f \neq 0$. Each $\mu \in \widehat{M}$ has the form $\mu=\mu(\ell)$ for a unique $\ell=m+\sum_{i=1}^{r} z_{i} m_{i} \in \widehat{L}^{\mathcal{G}} \oplus \Lambda_{+}$as in (6.1). Since the factors $\mathbf{x}^{m}$ and $\operatorname{orb}\left(m_{i}\right)$ of $\mu(\ell)$ only involve non-negative $\mathbb{Z}$-coefficients (in fact, only 0 or 1 ), we have

$$
\operatorname{Supp}(\mu(\ell))=\left\{m+\sum_{i=1}^{r} \sum_{j=1}^{z_{i}} g_{i, j}\left(m_{i}\right) \mid g_{i, j} \in \mathcal{G}\right\}
$$

By Lemma 1.6.1, $\widehat{L} / L$ is $\mathcal{G}$-trivial. Hence, all $m+\sum_{i=1}^{r} \sum_{j=1}^{z_{i}} g_{i, j}\left(m_{i}\right)$ are congruent to $\ell=m+\sum_{i=1}^{r} z_{i} m_{i}$ modulo $L$. Therefore,

$$
\begin{equation*}
\mu(\ell) \in \mathbb{Z}[L] \Longleftrightarrow \operatorname{Supp}(\mu(\ell)) \cap L \neq \varnothing \Longleftrightarrow \ell \in L \tag{6.2}
\end{equation*}
$$

Since $f \in \mathbb{Z}[L]$, some $\mu \in \widehat{M}$ with $z_{\mu} \neq 0$ must satisfy $\operatorname{Supp}(\mu) \cap L \neq \varnothing$. By (6.2), we conclude that $\mu \in \mathbb{Z}[L] \cap \widehat{M}=M$. Thus, $f^{\prime}=f-z_{\mu} \mu$ belongs to $\mathbb{Z}[L]^{\mathcal{G}}$ and satisfies $n\left(f^{\prime}\right)=n(f)-1$. By induction, $f^{\prime} \in \mathbb{Z}[M]$, and so $f \in \mathbb{Z}[M]$ as well. This proves the desired equality $\mathbb{Z}[L]^{\mathcal{G}}=\mathbb{Z}[M]$.

The equivalences in (6.2) also show that the (multiplicative) monoid $M$ is isomorphic to the (additive) monoid $\left(\widehat{L}^{\mathcal{G}} \oplus \Lambda_{+}\right) \cap L$ via $\ell \mapsto \mu(\ell)$. Finally, the projection $\pi=\operatorname{Id}-\rho$ (see $\S 1.6 .2$ ) sends $\left(\widehat{L}^{\mathcal{G}} \oplus \Lambda_{+}\right) \cap L$ onto $\pi(L) \cap \Lambda_{+}$, with kernel $L^{\mathcal{G}}$. Since $\pi(L)$ is free abelian, this map splits; so $\left(\widehat{L}^{\mathcal{G}} \oplus \Lambda_{+}\right) \cap L \cong L^{\mathcal{G}} \oplus\left(\pi(L) \cap \Lambda_{+}\right)$. This completes the proof.

### 6.3 Computing the Ring of Invariants

We continue with the notation of Section 6.2. The proof of Proposition 6.2.1 gives a method for explicitly calculating the ring of invariants $\mathbb{Z}[L]^{\mathcal{G}}$. In this section, we describe some reductions producing certain easily predictable pieces of $\mathbb{Z}[L]^{\mathcal{G}}$. We also construct a set of fundamental invariants for $\mathbb{Z}[L]^{\mathcal{G}}$, calculate the class group $\mathrm{Cl}\left(\mathbb{Z}[L]^{\mathcal{G}}\right)$ in terms of a suitable weight lattice, and verify the Cohen-Macaulay property of $\mathbb{Z}[L]^{\mathcal{G}}$.

### 6.3.1 Reduction to an Effective Lattice

As in Section 1.6, let $\bar{L}=L / L^{\mathcal{G}}$ denote the effective quotient of $L$. An element $g \in \mathcal{G}$ acts as a reflection on $\bar{L}$ if and only if $g$ does so on $L$. Hence, $\mathcal{G}$ acts as a reflection group on $\bar{L}$. We claim that

$$
\begin{equation*}
\mathbb{Z}[L]^{\mathcal{G}} \cong \mathbb{Z}\left[L^{\mathcal{G}}\right] \otimes_{\mathbb{Z}} \mathbb{Z}[\bar{L}]^{\mathcal{G}} . \tag{6.3}
\end{equation*}
$$

Indeed, by Proposition 6.2.1(b), $\mathbb{Z}[L]^{\mathcal{G}}=\mathbb{Z}[M]$ and $M=\underline{L}^{\mathcal{G}} \times M_{+}$, where $\underline{L}^{\mathcal{G}}=$ $\left\{\mathbf{x}^{m} \mid m \in L^{\mathcal{G}}\right\}$ and $M_{+} \cong \pi(L) \cap \Lambda_{+}$. Hence, $\mathbb{Z}[L]^{\mathcal{G}} \cong \mathbb{Z}\left[L^{\mathcal{G}}\right] \otimes_{\mathbb{Z}} \mathbb{Z}\left[M_{+}\right]$and $\mathbb{Z}\left[M_{+}\right] \cong \mathbb{Z}[L]^{\mathcal{G}} /\left(\mathrm{x}^{m}-1 \mid m \in L^{\mathcal{G}}\right)$. Since the right hand side is isomorphic to $\mathbb{Z}[\bar{L}]^{\mathcal{G}}$, by (3.14), the asserted isomorphism (6.3) follows.

### 6.3.2 Reduction to an Indecomposable Lattice

If $L=L_{1} \oplus L_{2}$ for suitable $\mathcal{G}$-lattices $L_{1}$ and $L_{2}$ then

$$
\begin{equation*}
\mathbb{Z}[L]^{\mathcal{G}} \cong \mathbb{Z}\left[L_{1}\right]^{\mathcal{G}} \otimes_{\mathbb{Z}} \mathbb{Z}\left[L_{2}\right]^{\mathcal{G}} \tag{6.4}
\end{equation*}
$$

Indeed, every reflection $g \in \mathcal{G}$ acts nontrivially on exactly one of the summands, and so $\mathcal{G}$ decomposes as $\mathcal{G}_{1} \times \mathcal{G}_{2}$, where $\mathcal{G}_{1}$ is generated by the reflections $g \in \mathcal{G}$ that act trivially on $L_{2}$ and similarly for $\mathcal{G}_{2}$. Therefore, (6.4) follows from (3.5). Note also that $\mathcal{G}$ acts as a reflection group on both $L_{1}$ and $L_{2}$.

### 6.3.3 Removing Diagonalizable Reflections

As in $\S 1.7 .1$, we put $\mathcal{D}=\left\langle d_{1}, \ldots, d_{r}\right\rangle$, where $d_{1}, \ldots, d_{r}$ are the elements of $\mathcal{G}$ that act as diagonalizable reflections on $L$. We claim that

$$
\begin{equation*}
\mathbb{Z}[L]^{\mathcal{G}} \cong \mathbb{Z}\left[L^{\mathcal{D}}\right]^{\mathcal{G}} \otimes_{\mathbb{Z}} \mathbb{Z}\left[\mathbb{Z}_{+}^{r}\right] . \tag{6.5}
\end{equation*}
$$

Recall from Lemma 1.7.2 that the $\mathcal{G}$-lattice $L$ decomposes as $L=L^{\mathcal{D}} \oplus L_{0}$ with $L_{0}=\bigoplus_{i=1}^{r} \mathbb{Z} \ell_{i}$ and $d_{i}\left(\ell_{i}\right)=-\ell_{i}, d_{i}\left(\ell_{j}\right)=\ell_{j}(i \neq j)$. Thus, (6.4) gives $\mathbb{Z}[L]^{\mathcal{G}} \cong$ $\mathbb{Z}\left[L^{\mathcal{D}}\right]^{\mathcal{G}} \otimes_{\mathbb{Z}} \mathbb{Z}\left[L_{0}\right]^{\mathcal{G}}$. We we have to show that $\mathbb{Z}\left[L_{0}\right]^{\mathcal{G}}$ is a polynomial algebra over $\mathbb{Z}$. This is a consequence of Theorem 3.6.1 (see the proof of Theorem 7.1.1 (d) $\Rightarrow$ (e) below), but it is also easy to see directly: by Lemma 1.7.2, the group $\mathcal{G}$ permutes the summands $\mathbb{Z} \ell_{i}$ of $L_{0}$ and (6.4) allows us to assume that $\mathcal{G}$ does in fact permute the $\mathbb{Z} \ell_{i}$ transitively. Furthermore, by Example 3.5.1,

$$
\mathbb{Z}\left[L_{0}\right]^{\mathcal{D}}=\mathbb{Z}\left[\lambda_{1}, \ldots, \lambda_{r}\right] \quad \text { with } \quad \lambda_{i}=\mathbf{x}^{\ell_{i}}+\mathbf{x}^{-\ell_{i}}
$$

and $\mathcal{G}$ permutes the $\lambda_{i}$ transitively. Moreover, any reflection $g \in \mathcal{G}$ either fixes all $\lambda_{i}$ or interchanges exactly two of them. Thus, $\mathcal{G}$ acts on $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$ as a transitive permutation group that is generated by transpositions, hence as the full symmetric group $\mathcal{S}_{r}$. By the fundamental theorem for $\mathcal{S}_{r}$-invariants, we conclude that $\mathbb{Z}\left[L_{0}\right]^{\mathcal{G}}=$ $\mathbb{Z}\left[\lambda_{1}, \ldots, \lambda_{r}\right]^{\mathcal{S}_{r}}$ is a polynomial algebra over $\mathbb{Z}$. This proves (6.5).

We remark that $\mathcal{G}$ acts as a reflection group without diagonalizable reflections on $L^{\mathcal{D}}$. This follows from the decomposition $\mathcal{G}=\left.\mathcal{G}\right|_{L^{\mathcal{D}}} \times\left.\mathcal{G}\right|_{L_{0}} ;$ see $\S 6.3 .2$.

### 6.3.4 Class Group

Let $\bar{L}=L / L^{\mathcal{G}}$ denote the effective quotient of $L$, as above, and put

$$
L^{\prime}=\bar{L}^{\overline{\mathcal{D}}}
$$

where $\overline{\mathcal{D}}$ denotes the subgroup of $\mathcal{G}$ that is generated by the elements acting as diagonalizable reflections on $\bar{L}$. Let

$$
\Lambda^{\prime}=\Lambda_{\mathcal{G}}\left(L^{\prime}\right)
$$

denote the weight lattice that is associated with the action of $\mathcal{G}$ on $L^{\prime}$; see Proposition 1.9.1(a). Fix a set of fundamental weights $m_{1}, \ldots, m_{t} \in \Lambda^{\prime}$ and let

$$
\Lambda_{+}^{\prime}=\bigoplus_{i} \mathbb{Z}_{+} m_{i}
$$

denote the corresponding monoid of dominant weights. The following proposition summarizes the foregoing and determines the class group of $\mathbb{Z}[L]^{\mathcal{G}}$.

Proposition 6.3.1. Let $\mathcal{G}$ be a finite group acting faithfully as a reflection group on the lattice L. Then, with the above notation,

$$
\mathbb{Z}[L]^{\mathcal{G}} \cong \mathbb{Z}\left[L^{\prime}\right]^{\mathcal{G}} \otimes_{\mathbb{Z}} \mathbb{Z}\left[\mathbb{Z}_{+}^{r} \oplus \mathbb{Z}^{s}\right]
$$

where $s=\operatorname{rank} L^{\mathcal{G}}$ and $r$ is the number of elements of $\mathcal{G}$ that act as diagonalizable reflections on $\bar{L}$. Moreover,

$$
\mathbb{Z}\left[L^{\prime}\right]^{\mathcal{G}} \cong \mathbb{Z}\left[\Lambda_{+}^{\prime} \cap L^{\prime}\right]
$$

the semigroup ring of the monoid $\Lambda_{+}^{\prime} \cap L^{\prime}$. The class group of $\mathbb{k}[L]^{\mathcal{G}}$, for any Krull domain $\mathbb{k}$, is given by

$$
\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right)=\mathrm{Cl}(\mathbb{k}) \oplus \Lambda^{\prime} / L^{\prime} .
$$

Proof. The first isomorphism follows from (6.3) and (6.5). Since the $\mathcal{G}$-lattice $L^{\prime}$ is effective, Proposition 6.2.1(b) yields the second isomorphism.

After tensoring with $\mathbb{k}$, the first isomorphism implies that $\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right) \cong \mathrm{Cl}\left(\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}\right)$; see Fossum [67, 8.1 and 7.3]. Since $\mathcal{G}$ acts as a reflection group without diagonalizable reflections on the effective lattice $L^{\prime}$ (see §6.3.3), Theorem 4.1.1 and Lemma 1.6.1 yield $\mathrm{Cl}\left(\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}\right) \cong \mathrm{Cl}(\mathbb{k}) \oplus H^{1}\left(\mathcal{G}, L^{\prime}\right) \cong \mathrm{Cl}(\mathbb{k}) \oplus \Lambda^{\prime} / L^{\prime}$. This completes the proof.

For related result on class groups of semigroup algebras related to root systems, see Popov [151] and Strickland [205].

### 6.3.5 Fundamental Invariants and the Cohen-Macaulay Property

In view of $\S 6.3 .1$, we may concentrate on the case where $L$ is effective. Then Proposition 6.2.1(b) gives

$$
\mathbb{Z}[L]^{\mathcal{G}} \cong \mathbb{Z}\left[\Lambda_{+} \cap L\right]
$$

where $\Lambda_{+}=\bigoplus_{i=1}^{n} \mathbb{Z}_{+} m_{i}$ for some collection of fundamental weights $m_{1}, \ldots, m_{n}$.
The monoid $\Lambda_{+} \cap L$ has a finite Hilbert basis; see Section 3.4. To explicitly construct this basis, consider the weight lattice $\Lambda=\bigoplus_{i=1}^{n} \mathbb{Z} m_{i}$, as before. Since $\Lambda / L$ is finite, we may define

$$
\ell_{i}=z_{i} m_{i} \in L \quad(i=1, \ldots, n)
$$

where $z_{i} \in \mathbb{N}$ is the order of $m_{i}$ modulo $L$. Put $V=L_{\mathbb{R}}=\bigoplus_{i=1}^{n} \mathbb{R} \ell_{i}$ and

$$
K=\left\{\sum_{i=1}^{n} t_{i} \ell_{i} \in V \mid 0 \leq t_{i} \leq 1\right\} \supset K^{\circ}=\left\{\sum_{i=1}^{n} r_{i} \ell_{i} \in V \mid 0 \leq r_{i}<1\right\}
$$

Then $K \cap L \subseteq \Lambda_{+}$is finite, being the intersection of a compact and a discrete subset of $V$. We claim that $K \cap L$ generates the monoid $\Lambda_{+} \cap L$. Indeed, any $\ell \in \Lambda_{+} \cap L$ can be uniquely written as

$$
\begin{equation*}
\ell=\ell^{\prime}+\ell^{\prime \prime} \tag{6.6}
\end{equation*}
$$

with $\ell^{\prime} \in \bigoplus_{i=1}^{n} \mathbb{Z}_{+} \ell_{i}$ and $\ell^{\prime \prime} \in K^{\circ}$. Since $\ell, \ell^{\prime} \in L$, $\ell^{\prime \prime}$ belongs to $K \cap L$ as do $\ell_{1}, \ldots, \ell_{n}$. Hence, (6.6) exhibits $\ell$ as an element of the monoid generated by $K \cap L$, which proves our claim. Note that $\ell_{1}, \ldots, \ell_{n}$ are indecomposable elements of $\Lambda_{+} \cap L$, that is, they cannot be written as $m^{\prime}+m^{\prime \prime}$ with nonzero $m^{\prime}, m^{\prime \prime} \in \Lambda_{+} \cap L$. The preceding argument shows that all indecomposable elements of $\Lambda_{+} \cap L$ belong to $K \cap L$. Denoting additional indecomposables of $\Lambda_{+} \cap L$ besides $\ell_{1}, \ldots, \ell_{n}$ (if any) by $\ell_{n+1}, \ldots, \ell_{s}$ we obtain the desired Hilbert basis $\left\{\ell_{1}, \ldots, \ell_{s}\right\}$ for $\Lambda_{+} \cap L$.

By Proposition 6.2.1, the Hilbert basis $\left\{\ell_{1}, \ldots, \ell_{s}\right\}$ of $\Lambda_{+} \cap L$ yields the following system of generating invariants for $\mathbb{Z}[L]^{\mathcal{G}}$ :

$$
\mu_{i}=\mu\left(\ell_{i}\right) \quad(i=1, \ldots, s)
$$

where $\mu(\ell)$ is defined by (6.1). Here, $\mu_{1}=\operatorname{orb}\left(m_{1}\right)^{z_{1}}, \ldots, \mu_{n}=\operatorname{orb}\left(m_{n}\right)^{z_{n}}$ are algebraically independent, as the orb $\left(m_{i}\right)$ 's are; so $\mathbb{Z}\left[\mu_{1}, \ldots, \mu_{n}\right]$ is a polynomial subring of $\mathbb{Z}[L]^{\mathcal{G}}$. Moreover, by (6.6), the elements $\mu\left(\ell^{\prime \prime}\right)$ with $\ell^{\prime \prime} \in K^{\circ} \cap L$ give a free basis for $\mathbb{Z}[L]^{\mathcal{G}}$ as a module over $\mathbb{Z}\left[\mu_{1}, \ldots, \mu_{n}\right]$. This shows that $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay. After tensoring with $\mathbb{k}$, we obtain the same conclusion for any Cohen-Macaulay base ring $\mathfrak{k}$, thereby giving a direct proof of Corollary 6.1.2(a).

Example 6.3.2 (Multiplicative $\mathcal{S}_{3}$-invariants of $A_{2}$, revisited). Recall that a base for the root system $A_{2}$ is given by $a_{i}=e_{i}-e_{i+1}(i=1,2)$, with corresponding fundamental weights

$$
\begin{aligned}
& m_{1}=\frac{2}{3} e_{1}-\frac{1}{3} e_{2}-\frac{1}{3} e_{3}=\frac{2}{3} a_{1}+\frac{1}{3} a_{2}, \\
& m_{2}=\frac{1}{3} e_{1}+\frac{1}{3} e_{2}-\frac{2}{3} e_{3}=\frac{1}{3} a_{1}+\frac{2}{3} a_{2}
\end{aligned}
$$

see Examples 1.8.1 and 3.6.2. The procedure described above results in the following Hilbert basis for the monoid $\Lambda_{+} \cap A_{2}=\left(\mathbb{Z}_{+} m_{1} \oplus \mathbb{Z}_{+} m_{2}\right) \cap\left(\mathbb{Z} a_{1} \oplus \mathbb{Z} a_{2}\right)$ :

$$
\begin{equation*}
\ell_{1}=3 m_{1}, \ell_{2}=3 m_{2} \quad \text { and } \quad \ell_{3}=m_{1}+m_{2} \tag{6.7}
\end{equation*}
$$

see Figure 6.1. Writing $x_{i}=\mathbf{x}^{e_{i}}(i=1,2,3)$ and using the orbit sum formula (3.13) of Example 3.6.2, we obtain the following fundamental invariants $\mu_{i}=\mu\left(\ell_{i}\right)$ for $\mathbb{Z}\left[A_{2}\right]^{\mathcal{S}_{3}}:$

$$
\begin{aligned}
& \mu_{1}=\operatorname{orb}\left(m_{1}\right)^{3}=\frac{\left(x_{1}+x_{2}+x_{3}\right)^{3}}{x_{1} x_{2} x_{3}} \\
& \mu_{2}=\operatorname{orb}\left(m_{2}\right)^{3}=\frac{\left(x_{1} x_{2}+x_{2} x_{3}+x_{1} x_{3}\right)^{3}}{\left(x_{1} x_{2} x_{3}\right)^{2}}=\left(x_{1} x_{2} x_{3}\right)\left(x_{1}^{-1}+x_{2}^{-1}+x_{3}^{-1}\right)^{3} \\
& \mu_{3}=\operatorname{orb}\left(m_{1}\right) \operatorname{orb}\left(m_{2}\right)=\frac{\left(x_{1}+x_{2}+x_{3}\right)\left(x_{1} x_{2}+x_{2} x_{3}+x_{1} x_{3}\right)}{x_{1} x_{2} x_{3}}=3+\sum_{i \neq j} \frac{x_{i}}{x_{j}} .
\end{aligned}
$$

These generators are identical with those found earlier in Example 3.5.6.


Fig. 6.1. type $A_{2}$

### 6.4 SAGBI Bases

In this section, we describe an interesting result of Reichstein [159] on SAGBI bases (́subalgebra analog of Gröbner bases for ideals), a notion introduced by Robbiano and Sweedler [167] in the context of polynomial algebras. The modifications necessary for Laurent polynomial algebras are due to Reichstein. For simplicity, we work
over a base field $\mathbb{k}$; see [159, Remark 7.2] for the modifications needed to deal with more general coefficient rings.

Recall from Section 3.4 that a monomial order for $\mathbb{k}[L]$ is a total order $\succ$ on $L$ such that $m \succ n$ implies $m+\ell \succ n+\ell$ for all $m, n, \ell \in L$. A familiar example of such an order is the lexicographic order $\succ_{\text {lex }}$ with respect to a fixed $\mathbb{Z}$-basis $\left\{m_{1}, \ldots, m_{r}\right\}$ of $L: \sum_{i} z_{i} m_{i} \succ_{\text {lex }} \sum_{i} z_{i}^{\prime} m_{i}$ if and only if the first nonzero difference $z_{i}-z_{i}^{\prime}$ is positive.

Given a monomial order, we can define the leading exponent, $\max (f)$, for any non-zero $f \in \mathbb{k}[L]$ to be the largest element of the support Supp $f$ with respect to $\succ$; so

$$
f=k_{\max } \mathbf{x}^{\max (f)}+\sum_{\substack{m \in L \\ \max (f) \succ m}} k_{m} \mathbf{x}^{m}
$$

with $k_{\max } \in \mathbb{k}^{*}$. The coefficient $k_{\max }$ is called the leading coefficient of $f, \mathbf{x}^{\max (f)}$ the leading monomial, and $k_{\max } \mathrm{x}^{\max (f)}$ the leading term. Note that

$$
\max (f g)=\boldsymbol{\operatorname { m a x }}(f)+\boldsymbol{\operatorname { m a x }}(g)
$$

holds for all nonzero $f, g \in \mathbb{k}[L]$. Thus, for any $\mathbb{k}$-subalgebra $R$ of $\mathbb{k}[L]$, the set

$$
\max (R)=\{\boldsymbol{\operatorname { m a x }}(f) \mid 0 \neq f \in R\}
$$

is a submonoid of $L$. A collection of elements $\left\{f_{i} \mid i \in I\right\} \subseteq R$ is called a SAGBI basis of $R$ if the following requirements are satisfied:
(a) the monoid $\max (R)$ is generated by $\left\{\max \left(f_{i}\right) \mid i \in I\right\}$, and
(b) the following algorithm "subduction algorithm" terminates for every input $f \in$ $R$ : If $f=0$ then stop. Otherwise write $\max (f)=\sum_{i} n_{i} \max \left(f_{i}\right)$ with $n_{i} \in$ $\mathbb{Z}_{+}$; this is possible by (a). Define $k \in \mathbb{k}^{*}$ to be the leading coefficient of $f$ divided by the leading coefficient of $\prod_{i} f_{i}^{n_{i}}$; so $f$ and $k \prod_{i} f_{i}^{n_{i}}$ have the same leading terms. Replace $f$ by the new input $f_{1}=f-k \prod_{i} f_{i}^{n_{i}}$ and proceed.

Note that the expression $\max (f)=\sum_{i} n_{i} \max \left(f_{i}\right)$ in (b) is generally not uniquely determined. Thus, each step in the subduction algorithm involves a choice. Each loop of the algorithm replaces a nonzero input $f \in R$ with a new $f_{1} \in R$ which is either 0 , in which case the algorithm terminates, or else $f_{1}$ satisfies $\max \left(f_{1}\right) \prec \boldsymbol{\operatorname { m a x }}(f)$. If the process stops then the original input is explicitly written as a member of the subalgebra $\mathbb{k}\left[f_{i} \mid i \in I\right] \subseteq R$. However, the monoid $\max (R)$ need not be well-ordered with respect to $\succ$. For example, if $\max (R)$ contains a nonzero unit $m$ then we may arrange that $0 \succ m$ and obtain the infinite descending chain $0 \succ m \succ 2 m \succ \ldots$ in $\max (R)$. Therefore, termination of the algorithm is not a priori guaranteed. Condition (b) postulates that the subduction algorithm does in fact eventually terminate for every input $f \in R$ no matter what choices are made.

We are primarily interested in the case where $R=\mathbb{k}[L]^{\mathcal{G}}$ is a multiplicative invariant algebra under the action of a finite group $\mathcal{G}$ on $L$. In this case, it follows from (3.4) that

$$
\max \left(\mathbb{k}[L]^{\mathcal{G}}\right)=\{m \in L \mid m \succeq g(m) \text { for all } g \in \mathcal{G}\}=: L^{\succ}
$$

Reichstein [159, Theorem 1.4] has shown that the monoid $L^{\succ}$ is finitely generated if and only if $\mathcal{G}$ acts as a reflection group on $L$. Note that both $m$ and $-m$ belong to $L^{\succ}$ precisely, if $m \in L^{\mathcal{G}}$. Therefore, $L^{\succ}$ can only be well-ordered if $\mathcal{G}$ acts effectively on $L$. By [159, Proposition 5.5], the monoid $L^{\succ}$ is indeed well-ordered with respect to $\succ$ if $\mathcal{G}$ acts as a reflection group on $L$ and $L^{\mathcal{G}}=0$. Consequently, the subduction algorithm will always stop in this case, and every collection of invariants $f_{i} \in \mathbb{k}[L]^{\mathcal{G}}$ whose leading exponents $\max \left(f_{i}\right)$ generate the monoid $\max \left(\mathbb{k}[L]^{\mathcal{G}}\right)=L^{\succ}$ is a SAGBI basis for $\mathbb{k}[L]^{\mathcal{G}}$. With a more careful selection of the $f_{i}$ 's one can overcome the restriction to effective actions. Thus, we have the following remarkable theorem.

Theorem 6.4.1 (Reichstein). Let L be a $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group, and let $\succ$ be any monomial order. Then the following are equivalent:
(a) the monoid $\max \left(\mathbb{k}[L]^{\mathcal{G}}\right)=L^{\succ}$ is finitely generated;
(b) $\mathbb{k}[L]^{\mathcal{G}}$ has a finite SAGBI basis;
(c) $\mathcal{G}$ acts as a reflection group on $L$.

For the proof, we refer to the original publication of Reichstein [159]. Note that (c) above makes no reference to the chosen monomial order $\succ$ and the theorem requires no assumptions on $\succ$. In fact, if $\mathcal{G}$ acts effectively as a reflection group on $L$ then, as Reichstein points out in [159, Remark 7.1], there is a canonical SAGBI basis for $\mathbb{k}[L]^{\mathcal{G}}$ which is independent of the choice of $\succ$. To see this, recall that the monoid $L^{\succ}$ is finitely generated with $\mathrm{U}\left(L^{\succ}\right)=\{0\}$ in this case and $L^{\succ}$ is clearly cancellative and torsion-free, being contained in $L$. Hence, by Lemma 3.4.3, $L^{\succ}$ has a unique Hilbert basis, $\left\{\ell_{1}, \ldots, \ell_{s}\right\}$. The orbit sums

$$
f_{i}=\operatorname{orb}\left(\ell_{i}\right)
$$

satisfy $\max \left(f_{i}\right)=\ell_{i}$ and so, by the foregoing, $\left\{f_{1}, \ldots, f_{s}\right\}$ is a SAGBI basis for $\mathbb{k}[L]^{\mathcal{G}}$. This SAGBI basis is independent of $\succ$. For, the cone $C=\mathbb{R}_{+} L^{\succ}$ in $V=L_{\mathbb{R}}$ that is spanned by $L^{\succ}$ is a chamber, in the sense of Bourbaki [24, V.1.3], for the collection of hyperplanes $V^{\langle g\rangle}=\{v \in V \mid g(v)=v\}$ where $g$ runs over the reflections in $\mathcal{G}$, and $L^{\succ}=C \cap L$; see [159]. Thus, by [24, Lemme V.3.2], $C$ is determined by $\mathcal{G}$, up to replacing $C$ by $g(C)$ for some $g \in \mathcal{G}$, and similarly for $L$ and its Hilbert basis. Since $f_{i}$ remains unchanged under replacing $\ell_{i}$ by some $g\left(\ell_{i}\right)$, our assertion follows.

We illustrate this construction with an example taken from Tesemma [215].
Example 6.4.2 (Canonical SAGBI basis for the $\mathcal{S}_{3}$-invariants of $A_{2}$ ). As in Example 1.8.1, we write the $\mathcal{S}_{3}$-lattice $A_{2}$ as $A_{2}=\mathbb{Z} a_{1} \oplus \mathbb{Z} a_{2}$. Identifying $A_{2}$ with $\mathbb{Z}^{2}$ by means of this basis and using the lexicographical order $\succ=\succ_{\text {lex }}$ on $A_{2}$ as the underlying monomial order, one obtains

$$
A_{2}^{\succ}=\left\{(a, b) \in \mathbb{Z}^{2} \mid 2 a \geq b \geq a / 2\right\}
$$

The monoid $A_{2}^{\succ}$ has the following Hilbert basis:

$$
\ell_{1}=(2,1), \ell_{2}=(1,2), \ell_{3}=(1,1)
$$

This is identical with the basis exhibited in (6.7). The orbit sums $f_{i}=\operatorname{orb}\left(\ell_{i}\right)$ form the desired SAGBI basis for $\mathbb{k}\left[A_{2}\right]^{\mathcal{S}_{3}}$. Writing $y_{j}=\mathbf{x}^{a_{j}}=\frac{x_{j}}{x_{j+1}}$ as in Example 3.5.6, the $f_{i}$ are explicitly given by:

$$
\begin{aligned}
f_{1} & =y_{1}^{2} y_{2}+y_{1}^{-1} y_{2}^{-2}+y_{1}^{-1} y_{2}=\frac{x_{1}^{3}+x_{2}^{3}+x_{3}^{3}}{x_{1} x_{2} x_{3}} \\
f_{2} & =y_{1} y_{2}^{2}+y_{1}^{-2} y_{2}^{-1}+y_{1} y_{2}^{-1}=\frac{x_{1}^{3} x_{2}^{3}+x_{2}^{3} x_{3}^{3}+x_{1}^{3} x_{3}^{3}}{\left(x_{1} x_{2} x_{3}\right)^{2}} \\
f_{3} & =y_{1} y_{2}+y_{1}^{-1} y_{2}^{-1}+y_{1}+y_{2}+y_{1}^{-1}+y_{2}^{-1} \\
& =\frac{x_{1}^{2} x_{2}+x_{1} x_{2}^{2}+x_{1}^{2} x_{3}+x_{1} x_{3}^{2}+x_{2}^{2} x_{3}+x_{2} x_{3}^{2}}{x_{1} x_{2} x_{3}}
\end{aligned}
$$

The multiplicative submonoid of $\mathbb{k}\left[A_{2}\right]^{\mathcal{S}_{3}}$ that is generated by $\left\{f_{1}, f_{2}, f_{3}\right\}$ is not $\mathbb{k}$ independent:

$$
f_{1} f_{2}-f_{3}^{3}+3 f_{1} f_{3}+3 f_{2} f_{3}+6 f_{1}+6 f_{2}+9 f_{3}+9=0
$$

## Regularity

### 7.1 Introduction

It is a standard fact from commutative algebra that any maximal ideal $\mathfrak{m}$ of a commutative noetherian ring $R$ satisfies the inequality height $\mathfrak{m} \leq \operatorname{dim}_{k} \mathfrak{m} / \mathfrak{m}^{2}$, where $k=R / \mathfrak{m}$ is the residue field of $\mathfrak{m}$. The ring $R$ is called regular if equality holds for all $\mathfrak{m}$. Localizations of regular rings at multiplicatively closed subsets are again regular. Moreover, regular rings are normal, that is, they are finite direct products of integrally closed domains. If $R$ has finite (Krull) dimension $\operatorname{dim} R$, regularity is equivalent with finite global dimension. In this case, the two dimensions have the same value, $\mathrm{gl} \operatorname{dim} R=\operatorname{dim} R$; see Serre [192, Cor. 2 to Thm. IV.9]. The group algebra $\mathbb{k}[L]$ of a lattice $L$ is regular if and only if the base ring $\mathbb{k}$ is; cf., e.g., Bruns and Herzog [32, Theorem 2.2.13].

The following theorem is a combination of the main result of [122] and earlier results of Farkas [60], Steinberg [204] and Richardson [165, Prop. 4.1], [166, Prop. 13.3].

Theorem 7.1.1. Let L be a faithful $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group, and let $\mathbb{k}$ be a regular commutative ring so that $|\mathcal{G}| \neq 0$ in $\mathbb{k}$. Then the following assertions are equivalent:
(a) The algebra of multiplicative invariants $\mathbb{k}[L]^{\mathcal{G}}$ is regular;
(b) $\mathbb{k}[L]$ is projective as $\mathbb{k}[L]^{\mathcal{G}}$-module;
(c) $\mathbb{k}[L]^{\mathcal{G}} \cong \mathbb{k}\left[\mathbb{Z}_{+}^{r} \oplus \mathbb{Z}^{s}\right]$, a mixed Laurent polynomial algebra over $\mathbb{k} ;$
(d) $\mathcal{G}$ acts as a reflection group on $L$ and $\mathbb{Z}[L]^{\mathcal{G}}$ is a unique factorization domain.
(e) The effective quotient $\bar{L}=L / L^{\mathcal{G}}$ of $L$ is isomorphic to the weight lattice of some reduced root system with $\mathcal{G}$ acting as the Weyl group.

Accepting this theorem for now, we make a number of comments. First, part (b) can be strengthened to:
$\left(\mathrm{b}_{1}\right) \mathbb{k}[L]$ is free over $\mathbb{k}[L]^{\mathcal{G}}$.

Indeed, in view of (d) or (e), all assertions of the theorem are equivalent to regularity of $\mathbb{Z}[L]^{\mathcal{G}}$. Then $\mathbb{Z}[L]$ is projective over $\mathbb{Z}[L]^{\mathcal{G}}$ and $\mathbb{Z}[L]^{\mathcal{G}}$ is a mixed Laurent polynomial algebra. By the generalized Quillen-Suslin theorem (e.g., Lam [113, p. 144]) or Corollary 6.1 .2 (b), we conclude that $\mathbb{Z}[L]$ is actually free over $\mathbb{Z}[L]^{\mathcal{G}}$. Assertion $\left(\mathrm{b}_{1}\right)$ now follows by tensoring with $\mathbb{k}$.

Furthermore, in view of Theorem 4.1.1 and Proposition 6.3.1, part (d) can be reformulated in either of the following ways:
$\left(\mathrm{d}_{1}\right) \mathcal{G}$ acts as a reflection group on $L$ and $\Lambda^{\prime}=L^{\prime}$ in the notation of §6.3.4.
$\left(\mathrm{d}_{2}\right) \mathcal{G}$ acts as a reflection group on $L$ and $H^{1}\left(\mathcal{G} / \mathcal{D}, L^{\mathcal{D}}\right)=0$, where $\mathcal{D}$ is the subgroup of $\mathcal{G}$ generated by the diagonalizable reflections on L; see §1.7.1.

These formulations provide regularity criteria that are readily accessible to explicit computations. Table 7.1 gives the statistics for ranks $n \leq 4$; it was obtained using the crystallographic groups library of GAP [71]. The two reflection groups in rank 2 leading to non-regular multiplicative invariant algebras have been discussed in Examples 3.5.6 and 3.5.7.

Table 7.1. Regular invariant algebras $\left(L=\mathbb{Z}^{n}\right)$

| $n$ | \# finite $\mathcal{G} \leq \mathrm{GL}_{n}(\mathbb{Z})$ <br> (up to conjugacy) | \# reflection groups $\mathcal{G}$ <br> (up to conjugacy) | \# cases with <br> $\mathbb{Z}[L]^{\mathcal{G}}$ regular |
| :---: | :---: | :---: | :---: |
| 2 | 13 | 9 | 7 |
| 3 | 73 | 29 | 18 |
| 4 | 710 | 102 | 51 |

Finally, in part (c) of Theorem 7.1.1, we must have $s=\operatorname{rank} L^{\mathcal{G}}$. Indeed, if $\mathbb{k}[L]^{\mathcal{G}} \cong \mathbb{k}\left[\mathbb{Z}_{+}^{r} \oplus \mathbb{Z}^{s}\right]$ then, replacing $\mathbb{k}$ a prime image if necessary, Lemma 3.4.1 gives $\mathrm{U}\left(\mathbb{k}[L]^{\mathcal{G}}\right)=\mathrm{U}(\mathbb{k}) \times \underline{L}^{\mathcal{G}}$ while $\mathbb{k}\left[\mathbb{Z}_{+}^{r} \oplus \mathbb{Z}^{s}\right]$ has group of units $\mathrm{U}(\mathbb{k}) \times \mathbb{Z}^{s}$. In particular, we obtain the following converse to Theorem 3.6.1. The result is due to Farkas [59, Main Theorem] (over $\mathbb{C}$ ) and it is also implicit in Steinberg [204].
Corollary 7.1.2 (Farkas, Steinberg). Let $L$ be a faithful $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group, and let $\mathbb{k}$ be a regular commutative ring with $|\mathcal{G}| \neq 0$ in $\mathbb{k}$. Then $\mathbb{k}[L]^{\mathcal{G}}$ is a polynomial algebra over $\mathbb{k}$ if and only if $L$ is isomorphic to the weight lattice of some reduced root system with $\mathcal{G}$ acting as the Weyl group.

### 7.2 Projectivity over Invariants

The equivalence (a) $\Longleftrightarrow$ (b) is a special case of a more general fact about finite group actions on rings. The noetherian hypothesis in the following lemma is minor: by Noether's finiteness theorem it is satisfied whenever $R$ is an affine algebra
over some noetherian subring $\mathbb{k} \subseteq R^{\mathcal{G}}$; see, e.g., Bourbaki [22, Théorème V.1.2]. In general, however, there are regular domains $R$ which are not noetherian over the invariant subring $R^{\mathcal{G}}$ under the action of some finite group $\mathcal{G}$; see Chuang and Lee [39] or Montgomery [135, Example 5.5].

Lemma 7.2.1. Let $R$ be a commutative ring and let $\mathcal{G}$ be a finite group acting by automorphisms on $R$. Assume that $R$ is regular and noetherian as module over the invariant subring $R^{\mathcal{G}}$. Then $R^{\mathcal{G}}$ is regular if and only if $R$ is projective as $R^{\mathcal{G}}$-module.

Proof. First assume that $R^{\mathcal{G}}$ is regular. We have to show that, for each maximal ideal $\mathfrak{m}$ of $R^{\mathcal{G}}$, the localization $R_{\mathfrak{m}}=R \otimes_{R^{\mathcal{G}}} R_{\mathfrak{m}}^{\mathcal{G}}$ is free over $R_{\mathfrak{m}}^{\mathcal{G}}$. Note that $R_{\mathfrak{m}}^{\mathcal{G}}=$ $\left(R_{\mathfrak{m}}\right)^{\mathcal{G}} \subseteq R_{\mathfrak{m}}$ is a finite extension of regular rings. Moreover, the maximal ideals of $R_{\mathfrak{m}}$ are exactly the primes lying over the maximal ideal of $R_{\mathfrak{m}}^{\mathcal{G}}$. By [22, Théorème V.2.2(i)], these primes form a single $\mathcal{G}$-orbit, and hence they all have the same height. Freeness of $R_{\mathfrak{m}}$ over $R_{\mathfrak{m}}^{\mathcal{G}}$ now follows from Eisenbud [54, Corollary 18.17].

Conversely, assume that $R$ is projective over $R^{\mathcal{G}}$. Fix a maximal ideal $\mathfrak{m}$ of $R^{\mathcal{G}}$ and choose a maximal ideal $\mathfrak{M}$ of $R$ lying over $\mathfrak{m}$. Then we have maps $R_{\mathrm{m}}^{\mathcal{G}} \hookrightarrow$ $R_{\mathfrak{m}} \rightarrow R_{\mathfrak{M}}$. The former makes $R_{\mathfrak{m}}=R \otimes_{R^{\mathcal{G}}} R_{\mathfrak{m}}^{\mathcal{G}}$ a free $R_{\mathfrak{m}}^{\mathcal{G}}$-module, by hypothesis, and the latter is flat, being a localization map. Therefore, $R_{\mathfrak{M}}$ is flat over $R_{\mathfrak{m}}^{\mathcal{G}}$. Since $R_{\mathfrak{M}}$ is regular, it follows that $R_{\mathfrak{m}}^{\mathcal{G}}$ is regular as well; see, e.g., Bruns and Herzog [32, Theorem 2.2.12(a)].

### 7.3 Linearization by the Slice Method

In this section, $L$ denotes a $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group. If $\mathbb{k}$ is an algebraically closed field whose characteristic does not divide the order of $\mathcal{G}$ then the local study of the multiplicative invariant algebra $\mathbb{k}[L]^{\mathcal{G}}$ reduces to the classical case of polynomial invariants. Indeed, $\mathcal{G}$ acts linearly on the $\mathbb{k}$-vector space $L_{\mathfrak{k}}=L \otimes_{\mathbb{Z}} \mathbb{k}$, and hence on the symmetric algebra $\mathrm{S}\left(L_{\mathfrak{k}}\right)$. The algebra of invariants $\mathrm{S}\left(L_{\mathfrak{k}}\right)^{\mathcal{G}}$ associated with this action is an ordinary algebra of polynomial invariants. Proposition 7.3.1 below details the connection between the invariant subalgebras of $\mathbb{k}[L]$ and of $S\left(L_{\mathfrak{k}}\right)$. The proposition is an application of Luna's slice theorem [128]. An excellent exposition of this theorem, for reductive groups in characteristic 0, can be found in Slodowy [198]; an appendix by Knop gives a complete proof. For arbitrary characteristics, see Bardsley and Richardson [2].

We let $\mathfrak{E}$ denote the augmentation ideal of $\mathbb{k}[L]$,

$$
\begin{equation*}
\mathfrak{E}=\operatorname{Ker}(\varepsilon), \tag{7.1}
\end{equation*}
$$

where $\varepsilon: \mathbb{k}[L] \rightarrow \mathbb{k}$ is the augmentation map defined by $\varepsilon\left(\mathbf{x}^{m}\right)=1(m \in L)$, as in Section 3.9. Furthermore, denotes completions of local rings and $\mathcal{G}_{\mathfrak{M}}=$ $\operatorname{stab}_{\mathcal{G}}(\mathfrak{M})$ denotes the decomposition group of the ideal $\mathfrak{M}$ of $\mathbb{k}[L]$.

Proposition 7.3.1. Assume that $\mathfrak{k}$ is an algebraically closed field. Let $\mathfrak{M}$ be a maximal ideal of $\mathbb{k}[L]$ and let $\mathfrak{m}=\mathfrak{M} \cap \mathbb{k}[L]^{\mathcal{G}}$. Then:
(a) $\widehat{\mathbb{k}[L]_{\mathfrak{m}}^{\mathcal{G}}} \cong \widehat{\mathbb{k}[L]_{\mathfrak{e}}^{\mathcal{G}_{\mathfrak{M}}}}$, where $\mathfrak{e}=\mathfrak{E} \cap \mathbb{k}[L]^{\mathcal{G}_{\mathfrak{M}}}$.
(b) If char $\mathbb{k}$ does not divide the order of $\mathcal{G}_{\mathfrak{M}}$ then $\widehat{\mathbb{k}[L]_{\mathfrak{m}}^{\mathcal{G}}} \cong \widehat{\mathrm{S}\left(L_{\mathfrak{k}}\right)_{\mathrm{S}_{+}}^{\mathcal{G}_{\mathfrak{M}}}}$, where $\mathrm{S}_{+}$denotes the maximal ideal of $\mathrm{S}\left(L_{\mathbb{k}}\right)^{\mathcal{G}_{\mathfrak{M}}}$ consisting of all $\mathcal{G}_{\mathfrak{M}}$-invariant polynomials having constant term 0 .

Proof. Put $X=\operatorname{Spec} \mathbb{k}[L]$ and let $x \in X$ be the point corresponding to $\mathfrak{M}$. Then $X$ is an algebraic torus on which $\mathcal{G}$ acts by automorphisms and $x$ has stabilizer $\mathcal{G}_{x}=\mathcal{G}_{\mathfrak{M}}$. Since $\mathcal{G}$ is finite, the orbit $\mathcal{G}(x)$ of $x$ is closed and separable and the tangent space $T_{x}(\mathcal{G}(x))$ is the zero-space. Therefore, by [2, Proposition 7.3], there exists an open affine $\mathcal{G}_{x}$-subvariety $S$ of $X$ with $x \in S$ such that the morphism $S / \mathcal{G}_{x} \rightarrow X / \mathcal{G}$ which comes from the quotient morphism $\pi: X \rightarrow X / \mathcal{G}$ is étale at $x$. Thus, letting $\mathcal{O}(X / \mathcal{G})=\mathcal{O}(X)^{\mathcal{G}}$ denote the algebra of regular functions on $X / \mathcal{G}$ and similarly for $S / \mathcal{G}_{x}$, we have

$$
\widehat{\mathcal{O}(X)_{\pi(x)}^{\mathcal{G}}} \cong \widehat{\mathcal{O}(S)_{x}^{\mathcal{G}}}{ }_{x}
$$

Since $S$ is open in $X$, we have $\mathcal{O}(S)_{x} \cong \mathcal{O}(X)_{x}$ and so $\mathcal{O}(S)_{x}^{\mathcal{G}_{x}} \cong \mathcal{O}(X)_{x}^{\mathcal{G}_{x}}$. Translation by $x, t \mapsto x t$, is a $\mathcal{G}_{x}$-equivariant automorphism of the torus $X$ sending the identity 1 to $x$. Hence, $\mathcal{O}(X)_{x}^{\mathcal{G}_{x}} \cong \mathcal{O}(X)_{1}^{\mathcal{G}_{x}}$ and so

$$
\widehat{\mathcal{O}(X)_{\pi(x)}^{\mathcal{G}}} \cong{\widehat{\mathcal{O}(X)_{1}^{\mathcal{G}}}}_{x}
$$

This is the isomorphism asserted in (a). See also Raynaud [156, Chap. X, Théorème 1] or SGA1 [78, Prop. V.2.2].

For (b), assume that char $\mathbb{k}$ does not divide the order of $\mathcal{G}_{x}$, or equivalently, that $\mathcal{G}_{x}$ is linearly reductive over $\mathfrak{k}$. In view of (a), we may assume that $\mathcal{G}=\mathcal{G}_{\mathfrak{M}}$ and $x=1$. The canonical map $\mathfrak{E} \rightarrow\left(T_{1} X\right)^{*}=\mathfrak{E} / \mathfrak{E}^{2}$ is a map of $\mathbb{k}[\mathcal{G}]$-modules. By hypothesis on char $\mathbb{k}$, this map has a $\mathbb{k}[\mathcal{G}]$-linear section $\mathfrak{E} / \mathfrak{E}^{2} \rightarrow \mathfrak{E}$ and this section lifts to a $\mathcal{G}$-equivariant algebra map $\mathcal{O}\left(T_{1} X\right)=\mathrm{S}\left(\mathfrak{E} / \mathfrak{E}^{2}\right) \rightarrow \mathcal{O}(X)$. Hence we obtain a morphism of $\mathcal{G}$-varieties $X \rightarrow T_{1} X, 1 \mapsto 0$, which is étale at 1 . Thus,

$$
\widehat{\mathcal{O}(X)_{1}^{\mathcal{G}}} \cong \widehat{\mathcal{O}\left(T_{1} X\right)_{0}^{\mathcal{G}}}=\widehat{\mathrm{S}\left(\underset{\left.\mathfrak{E} / \mathfrak{E}^{2}\right)_{\mathrm{S}_{+}}^{\mathcal{G}}}{ } . . . . .\right.}
$$

Part (b) now follows from the $\mathbb{k}[\mathcal{G}]$-isomorphism

$$
\begin{aligned}
L_{\mathbb{k}}=L \otimes_{\mathbb{Z}} \mathbb{k} & \xrightarrow{\cong} \quad \mathfrak{E} / \mathfrak{E}^{2} \\
m \otimes 1 & \longmapsto \mathbf{x}^{m}-1+\mathfrak{E}^{2} \quad(m \in L)
\end{aligned}
$$

This completes the proof of the proposition.
As an application one obtains the following regularity criterion.
Corollary 7.3.2. In the situation of Proposition $7.3 .1(b), \mathbb{k}[L]_{\mathfrak{m}}^{\mathcal{G}}$ is regular if and only if $\mathcal{G}_{\mathfrak{M}}$ acts as a reflection group on $L$.

Proof. A noetherian local ring is regular if and only if its completion is; cf., e.g., Bruns and Herzog [32, Proposition 2.2.2]. Thus, by Proposition 7.3.1(b), $\mathbb{k}[L]_{\mathfrak{m}}^{\mathcal{G}}$ is regular if and only if $S\left(L_{\mathbb{k}}\right)_{S_{+}}^{\mathcal{G}_{\mathfrak{M}}}$ is regular. Now, $S\left(L_{\mathbb{k}}\right)^{\mathcal{G}_{\mathfrak{M}}}$ is a positively graded algebra with graded radical $\mathrm{S}_{+}^{+}$. By a standard result on graded algebras (e.g., [32, Exercise 2.2.25]), $S\left(L_{\mathbb{k}}\right)_{S_{+}}^{\mathcal{G}_{\mathfrak{M}}}$ is regular if and only if $S\left(L_{\mathbb{k}}\right)^{\mathcal{G}_{\mathfrak{M}}}$ is a polynomial algebra and, by the Shephard-Todd-Chevalley Theorem (e.g., [24, Théorème V.5.4]), the latter condition is equivalent to $\mathcal{G}_{\mathfrak{M}}$ acting as a reflection group on $L_{\mathbb{k}}$. Thus, $\mathcal{G}_{\mathfrak{M}}$ is generated by elements $g$ so that that the subspace $L_{\mathbb{k}}^{\langle g\rangle}$ of $g$-fixed points in $L_{\mathbb{k}}$ has codimension at most 1 ; see Section 1.7. Finally, for each $g \in \mathcal{G}_{\mathfrak{M}}$, we have

$$
\operatorname{rank} L^{\langle g\rangle}=\operatorname{dim}_{\mathbb{k}} L_{\mathbb{k}}^{\langle g\rangle} .
$$

This is obvious for char $\mathbb{k}=0$. If char $\mathbb{k}=p>0$ then $L_{\mathbb{k}}^{\langle g\rangle}=L_{\mathbb{F}_{p}}^{\langle g\rangle} \otimes_{\mathbb{F}_{p}} \mathbb{k}$ and $L^{\langle g\rangle}$ maps onto $L_{\mathbb{F}_{p}}^{\langle g\rangle}$, because $p$ does not divide the order of $g$. The above equality follows. In particular, $g$ is a pseudoreflection on $L_{\mathbb{k}}$ if and only if $g$ is a reflection on $L$. This proves the corollary.

### 7.4 Proof of Theorem 7.1.1

By Lemma 7.2.1, we know that (a) and (b) are equivalent. It remains to establish the equivalence of (a), (c), (d) and (e).

We first show that regularity of $\mathbb{k}[L]^{\mathcal{G}}$ forces $\mathcal{G}$ to act as a reflection group on L. By Proposition 3.3.1(b), we may replace $\mathbb{k}$ by any localization $\mathbb{k}_{\mathfrak{p}}$. Choosing $\mathfrak{p}$ to be a minimal prime not containing $|\mathcal{G}|$ we reduce to the case where $\mathbb{k}$ is a field whose characteristic does not divide $|\mathcal{G}|$. Passing to the algebraic closure of the prime subfield of $\mathbb{k}$ (see [32, Remark 2.2.16]), we may further assume that $\mathbb{k}$ is algebraically closed. Thus, Corollary 7.3.2 applies with $\mathfrak{M}=\mathfrak{E}$, the augmentation ideal of $\mathbb{k}[L]$, and we obtain that $\mathcal{G}_{\mathfrak{E}}=\mathcal{G}$ is a reflection group on $L$, as desired.

In view of Theorem 6.1.1, we conclude that (a) implies that $\mathbb{k}[L]^{\mathcal{G}}$ is a regular semigroup algebra over $\mathbb{k}$, and these are known to be mixed Laurent polynomial algebras; see [32, Exercise 6.1.11]. Alternatively, Corollary 6.1.2(c) tells us that $Ш^{1}(\mathcal{G}, L)$ is trivial. After reducing to the case where $\mathbb{k}$ is a field whose characteristic does not divide $|\mathcal{G}|$ as above, we deduce from Theorem 5.1.1 that $\operatorname{Pic}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$ is trivial, and hence so is $\mathrm{Cl}\left(\mathbb{k}[L]^{\mathcal{G}}\right)$. By Proposition 6.3.1, the latter fact implies that $\Lambda^{\prime}=L^{\prime}$ and that $\mathbb{k}[L]^{\mathcal{G}}$ is a mixed Laurent polynomial algebra, for any base ring $\mathbb{k}$. Thus, (a) implies (c). Since the converse is standard, (a) and (c) are equivalent. Note further that the above argument also shows that (a) implies (d).

We now show that (d) implies (e). As in $\S 6.3 .4$, let $\bar{L}=L / L^{\mathcal{G}}$ denote the effective quotient of $L, \overline{\mathcal{D}}$ the subgroup of $\mathcal{G}$ that is generated by the elements acting as diagonalizable reflections on $\bar{L}$, and $L^{\prime}=\bar{L}^{\overline{\mathcal{D}}}$. By Lemma 1.7.2, we know that $\bar{L}=L^{\prime} \oplus L^{\prime \prime}$, where $L^{\prime \prime}=\bigoplus_{i=1}^{r} \mathbb{Z} \ell_{i}$ with $\mathcal{G}$ permuting the summands $\mathbb{Z} \ell_{i}$. Now $\left(\mathrm{d}_{1}\right)$ gives $\Lambda^{\prime}=\Lambda_{\mathcal{G}}\left(L^{\prime}\right)=L^{\prime}$; so Proposition 1.9.1 tells us that $L^{\prime}$ is the weight lattice of some reduced root system with $\mathcal{G}$ acting as the Weyl group. This is also true for $L^{\prime \prime}$.

For, $L^{\prime \prime}$ splits into a direct sum of lattices formed by the orbits of $\mathcal{G}$ on $\left\{\mathbb{Z} \ell_{i}\right\}$. Considering each of these summands in turn, we may assume that $\mathcal{G}$ permutes the $\mathbb{Z} \ell_{i}$ transitively. Thus, $\mathcal{G}$ acts on $L^{\prime \prime}$ as the semidirect product $\{ \pm 1\}\left\{\mathcal{S}_{r}\right.$. This is exactly the Weyl group action on the weight lattice of a root system of type $C_{r}(r \geq 2)$ or $A_{1}(r=1)$; see Bourbaki [24, Planches I,III]. This proves (e).

Finally, assume (e). Then $\mathcal{G}$ acts as a reflection group on $\bar{L}$ and hence on $L$. Thus, (6.3) gives $\mathbb{k}[L]^{\mathcal{G}} \cong \mathbb{k}\left[L^{\mathcal{G}}\right] \otimes_{\mathbb{k}} \mathbb{k}[\bar{L}]^{\mathcal{G}}$. Furthermore, by Theorem 3.6.1, we know that $\mathbb{k}[\bar{L}]^{\mathcal{G}}$ is a polynomial algebra; so $\mathbb{k}[L]^{\mathcal{G}}$ is a mixed Laurent polynomial algebra over $\mathbb{k}$. This proves the implication (e) $\Rightarrow(\mathrm{c})$, thereby completing the proof of the theorem.

### 7.5 Regularity at the Identity

The following result takes up the theme of Chapter 6 . Recall that $\varepsilon: \mathbb{k}[L] \rightarrow \mathbb{k}$ is the augmentation map and $\mathfrak{E}=\operatorname{Ker} \varepsilon$ denotes the augmentation ideal of $\mathbb{k}[L]$; see (7.1).

Theorem 7.5.1. Let $L$ denote a faithful lattice for the finite group $\mathcal{G}$ and let $\mathbb{k}$ be a commutative noetherian domain with $|\mathcal{G}| \neq 0$ in $\mathbb{k}$. Then the following assertions are equivalent:
(a) $\mathbb{k}[L]^{\mathcal{G}}$ is regular at the ideal $\mathfrak{E} \cap \mathbb{k}[L]^{\mathcal{G}}$;
(b) $\mathcal{G}$ acts as a reflection group on $L$;
(c) $\mathbb{k}[L]^{\mathcal{G}}=\mathbb{k}[M]$ is a semigroup algebra with $\varepsilon(M) \subseteq \mathbb{k} \backslash\{0\}$.

Proof. The implication (a) $\Rightarrow$ (b) was established in the first paragraph of the proof of Theorem 7.1.1 in Section 7.4. Furthermore, (b) $\Rightarrow$ (c) follows from Proposition 6.2.1 which asserts that if $\mathcal{G}$ acts as a reflection group on $L$ then $\mathbb{k}[L]^{\mathcal{G}}$ is a semigroup algebra $\mathbb{k}[M]$ for some submonoid $M \subseteq\left(\mathbb{k}[L]^{\mathcal{G}}, \cdot\right)$ whose elements are products of certain orbit sums orb $(m)$ with $m \in \widehat{L}$, some $\mathcal{G}$-lattice containing $L$. Since all $\varepsilon(\operatorname{orb}(m))=\left[\mathcal{G}: \mathcal{G}_{m}\right] \cdot 1$ are nonzero in $\mathbb{k}$, the same is true for each element of $\varepsilon(M)$. Therefore, $\varepsilon(M) \subseteq \mathbb{k} \backslash\{0\}$ proving (c).

In order to show that $(\mathrm{c}) \Rightarrow(\mathrm{a})$, it will again be convenient to use geometric language. We may replace $\mathfrak{k}$ by the algebraic closure of its field of fractions, thereby reducing the problem to the case where $\mathbb{k}$ is an algebraically closed field whose characteristic does not divide the order of $\mathcal{G}$; see [32, Remark 2.2.16]. Our hypothesis that $\mathbb{k}[L]^{\mathcal{G}}=\mathbb{k}[M]$ is a semigroup algebra, necessarily affine normal, is equivalent to $Y=\operatorname{Spec} \mathbb{k}[L]^{\mathcal{G}}$ being an affine toric variety. We briefly sketch the connection; for more information on toric varieties, see Danilov [47], Fulton [69] or Oda [142]. Recall from Section 3.4 that the monoid $M$ embeds into some lattice $A$ with $A=$ $\langle M\rangle_{\text {group }}$. This embedding extends to an embedding of $\mathbb{k}$-algebras $\mathbb{k}[L]^{\mathcal{G}}=\mathbb{k}[M] \hookrightarrow$ $\mathbb{k}[A]$. Put $T=\operatorname{Hom}\left(A, \mathbb{k}^{*}\right)$, an algebraic torus over $\mathbb{k}$ with $\mathbb{k}[A]=\mathcal{O}(T)$; see 3.10. The embedding $\mathbb{k}[L]^{\mathcal{G}} \hookrightarrow \mathbb{k}[A]$ corresponds to a dominant morphism of varieties $\Phi: T \rightarrow Y$. Explicitly, using the identification

$$
Y=\operatorname{Spec} \mathbb{k}[M]=\operatorname{Hom}_{\mathbb{k}-\operatorname{alg}}(\mathbb{k}[M], \mathbb{k})=\operatorname{Hom}_{\text {monoid }}(M,(\mathbb{k}, \cdot)),
$$

the map $\Phi$ is just restriction $T=\operatorname{Hom}\left(A, \mathfrak{k}^{*}\right) \rightarrow Y=\operatorname{Hom}_{\text {monoid }}(M,(\mathbb{k}, \cdot))$. The torus $T$ acts on $Y$ by multiplication: for $\tau \in T$ and $\mu \in Y$, define $\tau \mu: M \rightarrow \mathbb{k}$ by $\tau \mu(m)=\tau(m) \mu(m)(m \in M)$. This gives a morphism of varieties $T \times Y \rightarrow Y$ which fits into a commutative diagram of algebraic varieties


The image $\Phi(T) \subseteq Y$ is a dense $T$-orbit in $Y$ which is explicitly given by

$$
\Phi(T)=\left\{\mu \in Y \mid \mu(M) \subseteq \mathbb{k}^{*}\right\}
$$

Thus, our hypothesis $\varepsilon(M) \subseteq \mathbb{k}^{*}$ says that $\left.\varepsilon\right|_{\mathbb{k}[L]^{\mathcal{G}}} \in \Phi(T)$.
The singular locus $Y_{\text {sing }}$ of $Y$ is a closed $T$-stable subset of $Y$. Hence, $\Phi(T) \subseteq$ $Y_{\text {reg }}=Y \backslash Y_{\text {sing }}$, because otherwise $\Phi(T) \subseteq Y_{\text {sing }}$ and hence $Y=\overline{\Phi(T)} \subseteq Y_{\text {sing }}$, which is impossible. Therefore, $\left.\varepsilon\right|_{\mathbb{R}[L]^{\mathcal{G}}} \in Y_{\text {reg }}$ or, in other words, $\mathbb{k}[L]^{\mathcal{G}}$ is regular at $\mathfrak{E} \cap \mathbb{k}[L]^{\mathcal{G}}$. This proves (a) and completes the proof of the theorem.

## The Cohen-Macaulay Property

### 8.1 Introduction

Cohen-Macaulay rings form an important class of commutative noetherian rings, wide enough to encompass most other classes of well-behaved rings (see Fig. 8.4 below), yet restricted enough to avoid unwanted pathologies and allow for a sound dimension theory. The definition of Cohen-Macaulay rings is slightly technical in nature and the main tools for their investigation are furnished by homological algebra, but the theory has surprising and pleasantly concrete applications in many fields, notably in algebraic combinatorics; see, e.g., Stanley [202]. An excellent background reference for Cohen-Macaulay rings is the monograph [32] by Bruns and Herzog.

The Cohen-Macaulay problem in invariant theory of finite groups is the question to what extent the Cohen-Macaulay property passes from a commutative ring $R$ to a subring $R^{\mathcal{G}}$ of invariants under the action of a finite group $\mathcal{G}$. This is essentially a problem in "modular" invariant theory: it is a well-known fact that the CohenMacaulay property descends from $R$ to $R^{\mathcal{G}}$ whenever the trace map $\operatorname{tr}_{\mathcal{G}}: R \rightarrow R^{\mathcal{G}}$, $r \mapsto \sum_{g \in G} g(r)$, is surjective; see Corollary 8.5.2 below. In general, however, the property usually does not transfer to $R^{\mathcal{G}}$, even in the special case of linear actions on polynomial algebras. The Cohen-Macaulay problem for polynomial invariants has been rather thoroughly explored without, apparently, being near a final solution.

In this chapter, we will describe what is known about the Cohen-Macaulay problem for multiplicative invariants $\mathbb{k}[L]^{\mathcal{G}}$; the main result, Theorem 8.1.1 below, is from [120]. It is a standard fact that $\mathbb{k}[L]^{\mathcal{G}}$ can only be Cohen-Macaulay when $\mathbb{k}$ is so (see Proposition 8.4.1(a) below). However, even when the coefficient ring $\mathbb{k}$ is Cohen-Macaulay, rather stringent additional conditions on the action of $\mathcal{G}$ on the lattice $L$ are required in order to ensure that $\mathbb{k}[L]^{\mathcal{G}}$ is Cohen-Macaulay. Recall from Section 1.7 that an element $g \in \mathcal{G}$ is said to act as a bireflection on $L$ if the sublattice $[g, L]=\{g(m)-m \mid m \in L\}$ of $L$ has rank at most 2 . For any subgroup $\mathcal{H} \leq \mathcal{G}$, we put

$$
\left.\mathcal{R}^{2}(\mathcal{H})=\langle g \in \mathcal{H}| g \text { acts as a } k \text {-reflection on } L\right\rangle
$$

Furthermore, as usual, $\mathcal{G}_{m}=\{g \in \mathcal{G} \mid g(m)=m\}$ denotes the isotropy group of $m \in L$. The main result now reads as follows.
Theorem 8.1.1. Let $L$ be a $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group, and assume that $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay. Then $\mathcal{G}_{m} / \mathcal{R}^{2}\left(\mathcal{G}_{m}\right)$ is a perfect group (i.e., equal to its commutator subgroup) for all $m \in L$. If $\mathcal{G}$ acts non-trivially on $L$ then some isotropy group $\mathcal{G}_{m}$ is non-perfect, and hence some element of $\mathcal{G}$ acts as a non-trivial bireflection on $L$.

While certainly not laying the Cohen-Macaulay problem for multiplicative invariants to rest, Theorem 8.1.1 does have a number of noteworthy applications. It leads to an almost complete description of all $\mathcal{S}_{n}$-lattices $L$ such that $\mathbb{Z}[L]^{\mathcal{S}_{n}}$ is Cohen-Macaulay; see Example 8.11.3 below. Moreover, the last assertion of Theorem 8.1.1 immediately implies the following multiplicative version of Kemper's 3 -copies conjecture:
Corollary 8.1.2. If $\mathcal{G}$ acts non-trivially on $L$ and $r \geq 3$ then $\mathbb{Z}\left[L^{\oplus r}\right]^{\mathcal{G}}$ is not CohenMacaulay.

The 3 -copies conjecture was originally formulated by Kemper in [108, Vermutung 3.12] for polynomial invariants. The conjecture in this case states that if $\mathcal{G} \rightarrow \mathrm{GL}(V)$ is a non-trivial modular representation of a finite group $\mathcal{G}$ then the algebra of invariants $\mathrm{S}\left(V^{\oplus r}\right)^{\mathcal{G}}$ is not Cohen-Macaulay for any $r \geq 3$. This is still open.

The major part of this chapter, Sections $8.2-8.8$, serves to deploy the homological tools needed for the investigation of the Cohen-Macaulay problem. This material , is developed in the framework of general commutative rings, usually under some noetherian hypothesis. After providing some background on Cohen-Macaulay rings, we describe in 8.6 the celebrated spectral sequences of Ellingsrud and Skjelbred supplying some details not included in the original article [55]. Our main result on general invariant rings of finite groups, Theorem 8.8.1, is an application of these spectral sequences. In short, the result states that if $R$ and $R^{\mathcal{G}}$ are both Cohen-Macaulay and $H^{i}(\mathcal{G}, R)=0$ for $0<i<k$ then $H^{k}(\mathcal{G}, R)$ is detected by $(k+1)$-reflections on $R$ in the sense of Section 4.5. Only Sections $8.9-8.11$ are devoted specifically to multiplicative invariants. Unless mentioned otherwise, the results and examples in this chapter are from [125] and [120].

### 8.2 Height and Grade

Let $R$ denote a commutative ring. The height of a prime $\mathfrak{p} \in \operatorname{Spec} R$ is defined to be the supremum of the lengths $t$ of all strictly descending chains $\mathfrak{p}=\mathfrak{p}_{0} \supsetneq \mathfrak{p}_{1} \supsetneq \cdots \supsetneq$ $\mathfrak{p}_{t}$ with $\mathfrak{p}_{i} \in \operatorname{Spec} R$. For an arbitrary ideal $\mathfrak{a}$ of $R$, one defines

$$
\text { height } \mathfrak{a}=\inf \{\text { height } \mathfrak{p} \mid \mathfrak{p} \in \operatorname{Spec} R, \mathfrak{p} \supseteq \mathfrak{a}\}
$$

with the usual convention that $\inf \varnothing=\infty$. For added flexibility in changing rings, the following module theoretic variant will be useful. For any finitely generated (left) $R$-module $M$, we put

$$
\operatorname{height}(\mathfrak{a}, M)=\operatorname{height}\left(\mathfrak{a}+\operatorname{ann}_{R} M / \operatorname{ann}_{R} M\right),
$$

where $\operatorname{ann}_{R} M$ is the annihilator ideal of $M$ in $R$. Thus, height $\mathfrak{a}=\operatorname{height}(\mathfrak{a}, R)$. We remark that $\mathfrak{a} M=M$ is equivalent with $\mathfrak{a}+\operatorname{ann}_{R} M=R$ (see, e.g., Eisenbud [54, Corollary 4.7]); so height $(\mathfrak{a}, M)=\infty$ holds in this case.

For noetherian rings $R$, there is a second invariant associated with $\mathfrak{a}$, called the grade of $\mathfrak{a}$ (or the depth of $\mathfrak{a}$ ). Among the various descriptions of grade the version based on regular sequences is the most elementary. Let $M$ be an $R$-module. A sequence $\underline{x}=x_{1}, x_{2}, \ldots, x_{n}$ of elements of $R$ is called $M$-regular or an $M$-sequence if the following two conditions are satisfied
(a) $x_{i}$ acts injectively on $M / \sum_{j=1}^{i-1} x_{j} M$ for $i=1,2, \ldots, n$, and
(b) $\sum_{j=1}^{n} x_{j} M \neq M$.

If all $x_{i}$ belong to the ideal $\mathfrak{a}$ of $R$ then $\underline{x}$ is said to be an $M$-regular sequence in $\mathfrak{a}$. The sequence $\underline{x}$ is called a maximal $M$-regular sequence in $\mathfrak{a}$ if $x_{1}, x_{2}, \ldots, x_{n}, x_{n+1}$ is not $M$-regular for any $x_{n+1} \in \mathfrak{a}$. Clearly, any $M$-regular sequence in $\mathfrak{a}$ is contained in a maximal one, since the chain $\left(x_{1}\right) \subset\left(x_{1}, x_{2}\right) \subset \ldots$ of ideals of $R$ is strictly increasing. A classical result of Rees [157] asserts that, for any finitely generated $R$-module $M$ with $\mathfrak{a} M \neq M$, all maximal $M$-sequences in $\mathfrak{a}$ have the same length, and this length is equal to the least integer $i \geq 0$ with $\operatorname{Ext}_{R}^{i}(R / \mathfrak{a}, M) \neq 0$; see also Bruns and Herzog [32, Theorem 1.2.5]. This number is called the grade of $\mathfrak{a}$ on $M$; it will be denoted by grade $(\mathfrak{a}, M)$. The grade of the ideal $\mathfrak{a}$ is defined by

$$
\operatorname{grade} \mathfrak{a}=\operatorname{grade}(\mathfrak{a}, R)
$$

If $\mathfrak{a} M=M$, one puts grade $(\mathfrak{a}, M)=\infty$. This is consistent with the description in terms of $\operatorname{Ext}: \operatorname{Ext}_{R}^{i}(R / \mathfrak{a}, M)=0$ for all $i$ if and only if $\mathfrak{a} M=M$; see [32, p. 10]. So, for any finitely generated $R$-module $M$ and any ideal $\mathfrak{a}$ of $R$, one has

$$
\operatorname{grade}(\mathfrak{a}, M)=\inf \left\{i \mid \operatorname{Ext}_{R}^{i}(R / \mathfrak{a}, M) \neq 0\right\}
$$

The two invariants defined above are related by the fundamental inequality

$$
\begin{equation*}
\operatorname{grade}(\mathfrak{a}, M) \leq \operatorname{height}(\mathfrak{a}, M) \tag{8.1}
\end{equation*}
$$

which holds for any finitely generated module $M$ over a commutative noetherian ring $R$ and any ideal $\mathfrak{a}$ of $R$; see [32, Exercise 1.2.22(a)].

### 8.3 Local Cohomology

Another descriptions of grade, based on local cohomology, will be convenient for our purposes. We briefly recall the basic definitions and facts; see, e.g., Brodmann and Sharp [29] for complete details.

Let $R$ be a commutative ring and let $R$-Mod denote the category of all (left) $R$-modules. For any ideal $\mathfrak{a}$ of $R$, the $\mathfrak{a}$-torsion functor $\Gamma_{\mathfrak{a}}: R$ - $\operatorname{Mod} \rightarrow R$ - $\operatorname{Mod}$ is defined by

$$
\Gamma_{\mathfrak{a}}(M)=\bigcup_{n \geq 0}\left\{m \in M \mid \mathfrak{a}^{n} m=0\right\}
$$

for an $R$-module $M$. This functor is easily seen to be left exact. The $i^{\text {th }}$ local cohomology functor with respect to $\mathfrak{a}$, denoted by $H_{\mathfrak{a}}^{i}$, is the $i^{\text {th }}$ right derived functor of $\Gamma_{\mathfrak{a}}:$

$$
H_{\mathfrak{a}}^{i}=R^{i} \Gamma_{\mathfrak{a}} .
$$

To compute $H_{\mathfrak{a}}^{i}(M)$ for an $R$-module $M$, one chooses any injective resolution $I: 0 \rightarrow I^{0} \rightarrow I^{1} \rightarrow \ldots$ of $M$; so $H^{0}(I) \cong M$ and $H^{i}(I)=0$ for $i \neq 0$. Then $H_{\mathfrak{a}}^{i}(M)$ is the $i^{\text {th }}$ cohomology group of the complex $\Gamma_{\mathfrak{a}}(I): 0 \rightarrow \Gamma_{\mathfrak{a}}\left(I^{0}\right) \rightarrow$ $\Gamma_{\mathfrak{a}}\left(I^{1}\right) \rightarrow \ldots$. In particular, $H_{\mathfrak{a}}^{0}(M) \cong \Gamma_{\mathfrak{a}}(M)$, since $\Gamma_{\mathfrak{a}}$ is left exact.

Now assume that $R$ is noetherian and $M$ is finitely generated. Then

$$
\begin{equation*}
\operatorname{grade}(\mathfrak{a}, M)=\inf \left\{i \mid H_{\mathfrak{a}}^{i}(M) \neq 0\right\} \tag{8.2}
\end{equation*}
$$

In particular, $H_{\mathfrak{a}}^{i}(M)=0$ for all $i$ if and only if $\mathfrak{a} M=M$; see [29, 6.2.6, 6.2.7].

### 8.4 Cohen-Macaulay Modules and Rings

Let $R$ be a commutative noetherian ring. A finitely generated $R$-module $M$ is called Cohen-Macaulay if equality holds in equation (8.1) for all ideals $\mathfrak{a}$ of $R$. It follows from Bruns and Herzog [32, Proposition 1.2.10(a) and Theorem 2.1.3(b)] that it suffices to check the required equality for all maximal ideals $\mathfrak{a}$ of $R$ with $\mathfrak{a} \supseteq \operatorname{ann}_{R} M$. The ring $R$ is called a Cohen-Macaulay ring if $R$ is Cohen-Macaulay as module over itself. Thus, $R$ is Cohen-Macaulay if and only if

$$
\text { height } \mathfrak{a}=\text { grade } \mathfrak{a}
$$

holds for all (maximal) ideals $\mathfrak{a}$ of $R$.
We briefly recall some standard facts on Cohen-Macaulay rings; for complete details, the reader is referred to Bruns and Herzog [32]. As shown in Figure 8.4,


Fig. 8.1. Hierarchy of commutative noetherian rings
the usual classes of "well-behaved" noetherian rings and most "small" noetherian rings are Cohen-Macaulay. Furthermore, localizations of Cohen-Macaulay rings and polynomial rings over Cohen-Macaulay rings are again Cohen-Macaulay [32, Theorem 2.1.3(b) and Theorem 2.1.9]. For future use, we quote the following standard result on the passage of the Cohen-Macaulay property in ring extensions. Recall that a Reynolds operator for an extension $R \subseteq S$ of commutative rings is an $R$-linear map $\rho: S \rightarrow R$ such that $\left.\rho\right|_{R}=\operatorname{Id}_{R}$.
Proposition 8.4.1. Let $R \subseteq S$ be an extension of commutative noetherian rings.
(a) Assume that $S$ is faithfully flat over $R$. Then $S$ is Cohen-Macaulay if and only if $R$ and all fibres $S_{\mathfrak{P}} / \mathfrak{p} S_{\mathfrak{F}}$ are Cohen-Macaulay where $\mathfrak{P} \in \operatorname{Spec} S$ and $\mathfrak{p}=$ $\mathfrak{P} \cap R$.
(b) (Hochster and Eagon [90]) Assume that $S$ is integral over $R$ and that there is a Reynolds operator $\rho: S \rightarrow R$. If $S$ is Cohen-Macaulay then so is $R$.

Proof. For (a), see [32, Exercise 2.1.23] and for (b), [32, Theorem 6.4.5] or [90].
For many purposes, the most useful and down-to-earth description of CohenMacaulay rings is the following.

Theorem 8.4.2. Let $R$ be a commutative domain that is an affine algebra over some commutative PID $\mathbb{k}$. Assume that $R$ is a finite module over the polynomial subalgebra $P=\mathbb{k}\left[x_{1}, \ldots, x_{n}\right] \subseteq R$. Then:

## $R$ is Cohen-Macaulay $\quad \Longleftrightarrow \quad R$ is a free $P$-module.

Proof. $\Leftarrow$ : Since $P$ is Cohen-Macaulay, this implication follows from Proposition 8.4.1(a).
$\Rightarrow$ : For every maximal ideal $\mathfrak{m}$ of $P, P_{\mathfrak{m}} \subseteq R_{\mathfrak{m}}=R \otimes_{P} P_{\mathfrak{m}}$ is a finite extension of noetherian domains, with $R_{\mathfrak{m}}$ Cohen-Macaulay and $P_{\mathfrak{m}}$ regular local. By Matsumura [131, (18.H) Theorem 46], $R_{\mathfrak{m}}$ is free over $P_{\mathfrak{m}}$. Therefore, $R$ is projective over $P$, and hence free by the Quillen-Suslin theorem.

### 8.5 The Cohen-Macaulay Property for Invariant Rings

Let $\mathcal{G}$ be a finite group acting by automorphisms on the commutative ring $R$. If $R$ is Cohen-Macaulay then we would like to know if the invariant subring $R^{\mathcal{G}}$ is CohenMacaulay as well. More generally, suppose we already know that $R^{\mathcal{H}}$ is CohenMacaulay for some subgroup $\mathcal{H} \leq \mathcal{G}$. A useful device in passing from $R^{\mathcal{H}}$ to $R^{\mathcal{G}}$ is the relative trace map $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}: R^{\mathcal{H}} \rightarrow R^{\mathcal{G}}$; it is defined by

$$
\operatorname{tr}_{\mathcal{G} / \mathcal{H}}(r)=\sum_{g \in \mathcal{G} / \mathcal{H}} g(r) \quad\left(r \in R^{\mathcal{H}}\right),
$$

where $\mathcal{G} / \mathcal{H}$ denotes any transversal for the cosets $g \mathcal{H}$ of $\mathcal{H}$ in $\mathcal{G}$. Each choice of transversal yields the same map. For $\mathcal{H}=1$ one obtains the ordinary trace map $\operatorname{tr}_{\mathcal{G}}$ as in 5.4 . We will write

$$
R_{\mathcal{H}}^{\mathcal{G}}=\operatorname{Im}\left(\operatorname{tr}_{\mathcal{G} / \mathcal{H}}\right)
$$

Since $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}$ is $R^{\mathcal{G}}$-linear, $R_{\mathcal{H}}^{\mathcal{G}}$ is an ideal of $R^{\mathcal{G}}$.
Lemma 8.5.1. Put $\mathfrak{a}=\sum_{\mathcal{H}} R_{\mathcal{H}}^{\mathcal{G}}$, where $\mathcal{H}$ runs over all subgroups of $\mathcal{G}$ so that $R^{\mathcal{H}}$ is Cohen-Macaulay. Then, for every prime ideal $\mathfrak{p}$ of $R^{\mathcal{G}}$ so that $\mathfrak{p} \nsupseteq \mathfrak{a}$, the localization $R_{\mathfrak{p}}^{\mathcal{G}}$ is Cohen-Macaulay.

Proof. By hypothesis, $\mathfrak{p} \nsupseteq R_{\mathcal{H}}^{\mathcal{G}}$ for some $\mathcal{H}$ such that $R^{\mathcal{H}}$ is Cohen-Macaulay. Let $R_{\mathfrak{p}}$ denote the localization of $R$ at the multiplicative subset $R^{\mathcal{G}} \backslash \mathfrak{p}$. The $\mathcal{G}$-action on $R$ extends to $R_{\mathfrak{p}}$ and $\left(R_{\mathfrak{p}}\right)^{\mathcal{G}}=R_{\mathfrak{p}}^{\mathcal{G}}$. Similarly, $\left(R_{\mathfrak{p}}\right)^{\mathcal{H}}=R_{\mathfrak{p}}^{\mathcal{H}}$, and this ring is CohenMacaulay. By choice of $\mathfrak{p}$ the relative trace map $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}:\left(R_{\mathfrak{p}}\right)^{\mathcal{H}} \rightarrow\left(R_{\mathfrak{p}}\right)^{\mathcal{G}}$ is onto. Fix an element $c \in\left(R_{\mathfrak{p}}\right)^{\mathcal{H}}$ so that $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}(c)=1$ and define $\rho:\left(R_{\mathfrak{p}}\right)^{\mathcal{H}} \rightarrow\left(R_{\mathfrak{p}}\right)^{\mathcal{G}}$ by $\rho(x)=\operatorname{tr}_{\mathcal{G} / \mathcal{H}}(c x)$. This map is a Reynolds operator in the sense of 8.4. Since $\left(R_{\mathfrak{p}}\right)^{\mathcal{H}}$ is integral over $\left(R_{\mathfrak{p}}\right)^{\mathcal{G}}$, Proposition 8.4.1(b) implies that $\left(R_{\mathfrak{p}}\right)^{\mathcal{G}}$ is Cohen-Macaulay, which proves the lemma.

If $\mathfrak{a}=R^{\mathcal{G}}$ holds in the above lemma then $R^{\mathcal{G}}$ is Cohen-Macaulay. In particular, we obtain the following fact first pointed out by Hochster and Eagon [90, Proposition 13].

Corollary 8.5.2. Suppose that $R$ is Cohen-Macaulay. If the trace map $\operatorname{tr}_{\mathcal{G}}: R \rightarrow$ $R^{\mathcal{G}}$ is surjective then $R^{\mathcal{G}}$ is Cohen-Macaulay as well.

We now turn to height and grade for invariant rings. For this, we will assume that $R$ is noetherian as $R^{\mathcal{G}}$-module. By Noether's finiteness theorem, this assumption is satisfied whenever $R$ is an affine algebra over some noetherian subring $\mathbb{k} \subseteq R^{\mathcal{G}}$; see [22, Théorème V.1.2]. In particular, the case of multiplicative actions over a noetherian base ring $\mathbb{k}$ is certainly covered.

Lemma 8.5.3. Let $\mathfrak{A}$ be an ideal of $R$ and let $M$ be a left module over the skew group ring $R \# \mathcal{G}$ (see 5.3). Put $\mathfrak{a}=\mathfrak{A} \cap R^{\mathcal{G}}$. Then:
(a) $\operatorname{height}(\mathfrak{A}, M)=\operatorname{height}(\mathfrak{a}, M)$.
(b) If $R$ is noetherian as $R^{\mathcal{G}}$-module and $M$ is finitely generated then

$$
\operatorname{grade}(\mathfrak{A}, M)=\operatorname{grade}(\mathfrak{a}, M)
$$

Proof. (a) We begin with some observations on the integral extension of rings

$$
R^{\mathcal{G}} / \operatorname{ann}_{R^{\mathcal{G}}} M \hookrightarrow R / \operatorname{ann}_{R} M
$$

First, for any $\mathfrak{P} \in \operatorname{Spec} R$,

$$
\begin{equation*}
\mathfrak{P} \supseteq \operatorname{ann}_{R} M \Longleftrightarrow \mathfrak{P} \cap R^{\mathcal{G}} \supseteq \operatorname{ann}_{R^{\mathcal{G}}} M . \tag{8.3}
\end{equation*}
$$

To prove the nontrivial implication $\Leftarrow$, use Lying Over to find a prime $\mathfrak{Q} \in \operatorname{Spec} R$ with $\operatorname{ann}_{R} M \subseteq \mathfrak{Q}$ and $\mathfrak{Q} \cap R^{\mathcal{G}}=\mathfrak{P} \cap R^{\mathcal{G}}$. By [22, Théorème V.2.2(i)], $\mathfrak{P}=g(\mathfrak{Q})$ for some $g \in \mathcal{G}$, and so $\mathfrak{P} \supseteq g\left(\operatorname{ann}_{R} M\right)=\operatorname{ann}_{R} M$, since the ideal ann $M$
is $\mathcal{G}$-stable. This proves (8.3). We conclude that $R^{\mathcal{G}} / \operatorname{ann}_{R^{\mathcal{G}}} M \hookrightarrow R / \operatorname{ann}_{R} M$ satisfies Going Down. Indeed, by (8.3), this follows from Going Down for $R^{\mathcal{G}} \subseteq R$, which in turn is a consequence of Lying Over and Going Up in conjunction with [22, Théorème V.2.2(i)]. It follows that, for any $\mathfrak{P} \in \operatorname{Spec} R$ with $\mathfrak{P} \supseteq \operatorname{ann}_{R} M$, we have

$$
\begin{equation*}
\operatorname{height}\left(\mathfrak{P} / \operatorname{ann}_{R} M\right)=\operatorname{height}\left(\mathfrak{P} \cap R^{\mathcal{G}} / \operatorname{ann}_{R^{\mathcal{G}}} M\right) \tag{8.4}
\end{equation*}
$$

Now, to prove (a), let $\mathfrak{P}$ be a prime of $R$ with $\mathfrak{P} \supseteq \mathfrak{A}+\operatorname{ann}_{R} M$ and such that $\operatorname{height}(\mathfrak{A}, M)=\operatorname{height}\left(\mathfrak{P} / \operatorname{ann}_{R} M\right)$. Then $\operatorname{height}(\mathfrak{a}, M) \leq \operatorname{height}(\mathfrak{P} \cap$ $\left.R^{\mathcal{G}} / \operatorname{ann}_{R^{\mathcal{G}}} M\right)$ and so, by (8.4), height $(\mathfrak{a}, M) \leq \operatorname{height}(\mathfrak{A}, M)$. For the reverse inequality, choose $\mathfrak{p} \in \operatorname{Spec} R^{\mathcal{G}}$ with $\mathfrak{p} \supseteq \mathfrak{a}+\operatorname{ann}_{R^{\mathcal{G}}} M$ and height $(\mathfrak{a}, M)=$ height $\left(\mathfrak{p} / \operatorname{ann}_{R^{\mathcal{G}}} M\right)$. We claim that $\mathfrak{p} \supseteq\left(\mathfrak{A}+\operatorname{ann}_{R} M\right) \cap R^{\mathcal{G}}$. To see this, consider $a \in \mathfrak{A}$ and $b \in \operatorname{ann}_{R} M$ with $a+b \in R^{\mathcal{G}}$. Then $(a+b)^{|\mathcal{G}|}=\prod_{g \in \mathcal{G}} g(a+b)=$ $\prod_{g \in \mathcal{G}} g(a)+c$ with $c \in \operatorname{ann}_{R} M$. Clearly, $\prod_{g \in \mathcal{G}} g(a) \in \mathfrak{A} \cap R^{\mathcal{G}}=\mathfrak{a}$ and so $c \in$ $\operatorname{ann}_{R^{\mathcal{G}}} M$. Therefore, $(a+b)^{|\mathcal{G}|} \in \mathfrak{a}+\operatorname{ann}_{R^{\mathcal{G}}} M \subseteq \mathfrak{p}$, and so $a+b \in \mathfrak{p}$, as desired. By Lying Over for the integral extension $R^{\mathcal{G}} /\left(\mathfrak{A}+\operatorname{ann}_{R} M\right) \cap R^{\mathcal{G}} \hookrightarrow R / \mathfrak{A}+\operatorname{ann}_{R} M$, we may choose a prime $\mathfrak{P}$ of $R$ with $\mathfrak{P} \cap R^{\mathcal{G}}=\mathfrak{p}$ and $\mathfrak{P} \supseteq \mathfrak{A}+\operatorname{ann}_{R} M$. Then height $(\mathfrak{A}, M) \leq \operatorname{height}\left(\mathfrak{P} / \operatorname{ann}_{R} M\right)$ and, by (8.4), height $\left(\mathfrak{P} / \operatorname{ann}_{R} M\right)=$ height $\left(\mathfrak{p} / \operatorname{ann}_{R^{\mathcal{G}}} M\right)$. Therefore, height $(\mathfrak{A}, M) \leq \operatorname{height}(\mathfrak{a}, M)$ which proves (a).
(b) Note that both $R$ and $R^{\mathcal{G}}$ are noetherian rings and $M$ is finitely generated over $R$ and over $R^{\mathcal{G}}$. If $\mathfrak{a} M=M$ then $\mathfrak{A} M=M$ and both grades are $\infty$. Therefore, we can assume that $\mathfrak{a} M \neq M$. Let $\underline{x}=x_{1}, \ldots, x_{n}$ be a maximal $M$-regular sequence in $\mathfrak{a}$; so $n=\operatorname{grade}(\mathfrak{a}, M)$. Since $\underline{x}$ is also an $M$-regular sequences in $\mathfrak{A}$, we certainly have $n \leq \operatorname{grade}(\mathfrak{A}, M)$. To prove the reverse inequality, put $\bar{M}=M / \sum_{j=1}^{n} x_{j} M$ and note that $\mathfrak{a}$ consists of zero divisors on the $R$-module $\bar{M}$. By Eisenbud [54, Theorem 3.1(b)], $\mathfrak{a} \subset \bigcup_{\mathfrak{Q} \in \operatorname{Ass}_{R}(\bar{M})} \mathfrak{Q} \cap R^{\mathcal{G}}$, where $\operatorname{Ass}_{R}(\bar{M})$ is the (finite) set of associated primes of $\bar{M}$. By "prime avoidance" [54, Lemma 3.3], $\mathfrak{a} \subset \mathfrak{Q} \cap R^{\mathcal{G}}$ for some $\mathfrak{Q} \in \operatorname{Ass}_{R}(\bar{M})$. But then $\underline{x}$ is a maximal $M$-regular sequence in $\mathfrak{Q}$; so $n=$ $\operatorname{grade}(\mathfrak{Q}, M)$. By Lying Over for the integral extension $R^{\mathcal{G}} / \mathfrak{a} \hookrightarrow R / \mathfrak{A}$, there exists a prime $\mathfrak{P} \in \operatorname{Spec} R$ with $\mathfrak{P} \supseteq \mathfrak{A}$ such that $\mathfrak{Q} \cap R^{\mathcal{G}}=\mathfrak{P} \cap R^{\mathcal{G}}$, and by [22, Théorème V.2.2(i)], $g(\mathfrak{P})=\mathfrak{Q}$ for some $g \in \mathcal{G}$. Hence, $\operatorname{grade}(\mathfrak{Q}, M)=\operatorname{grade}(\mathfrak{P}, M) \geq$ grade $(\mathfrak{A}, M)$ and so $n \geq \operatorname{grade}(\mathfrak{A}, M)$. This completes the proof.

We note the following consequence of Lemma 8.5.3. For a more general ring theoretic result, see Kemper [108, Proposition 1.17].

Proposition 8.5.4. Let $\mathcal{G}$ be a finite group acting by automorphisms on the commutative ring $R$ and assume that $R$ is noetherian as $R^{\mathcal{G}}$-module. Let $M$ be a finitely generated left module over the skew group ring $R \# \mathcal{G}$. Then $M$ is Cohen-Macaulay as $R$-module if and only if $M$ is Cohen-Macaulay as $R^{\mathcal{G}}$-module.

Proof. Recall from (8.3) that the primes $\mathfrak{p} \in \operatorname{Spec} R^{\mathcal{G}}$ with $\mathfrak{p} \supseteq \operatorname{ann}_{R^{\mathcal{G}}} M$ are precisely the primes of the form $\mathfrak{p}=\mathfrak{P} \cap R^{\mathcal{G}}$ with $\mathfrak{P} \in \operatorname{Spec} R, \mathfrak{P} \supseteq \operatorname{ann}_{R} M$. Now, as was noted in the first paragraph of $8.4, M$ is Cohen-Macaulay as $R$-module if and only if $\operatorname{grade}(\mathfrak{P}, M)=\operatorname{height}(\mathfrak{P}, M)$ holds for all $\mathfrak{P} \in \operatorname{Spec} R$ with $\mathfrak{P} \supseteq$
$\operatorname{ann}_{R} M$, and similarly for ${ }_{R^{\mathcal{G}}} M$. Thus, it suffices to invoke Lemma 8.5.3 to finish the proof.

### 8.6 The Ellingsrud-Skjelbred Spectral Sequences

In this section, we describe two important spectral sequences, (8.6) and (8.7) below, that were constructed by Ellingsrud and Skjelbred in [55]. Both sequences are incarnations of a general spectral sequence due to Grothendieck. A standard tool in homological algebra, Grothendieck's spectral sequence establishes a relationship between the derived functors of two (covariant) functors $G: \mathrm{A} \rightarrow \mathrm{B}$ and $F: \mathrm{B} \rightarrow \mathrm{C}$ and of their composition $F G: \mathrm{A} \rightarrow \mathrm{C}$. The result holds for abelian categories A , $B$, $C$ such that $A$ and $B$ have enough injectives (i.e., every object embeds into an injective object). The latter hypothesis makes it possible to define the right derived functors $R^{n} F, R^{n} G$ and $R^{n}(F G)(n \geq 0)$ via injective resolutions, as sketched in 8.3 for the case of torsion functors. For our purposes it suffices to think of the categories involved as categories of modules over some rings. The original source for Grothendieck's result is [77, Theorem 2.4.1]. Proofs can also be found in most modern texts on homological algebra, e.g., Weibel [224, 5.8.3].

Theorem 8.6.1 (Grothendieck). Let $G: \mathrm{A} \rightarrow \mathrm{B}$ and $F: \mathrm{B} \rightarrow \mathrm{C}$ be functors such that $F$ is left exact and, for each injective object I of A , the object $G(I)$ of B is $F$-acyclic (i.e., $R^{n} F(G(I))=0$ for all $n>0$ ). Then, for each object $A$ of A , there exists a first quadrant cohomology spectral sequence

$$
E_{2}^{p, q}=\left(R^{p} F\right)\left(R^{q} G\right)(A) \Longrightarrow R^{p+q}(F G)(A)
$$

Spelled out in more detail, the theorem asserts the existence of a family $E_{r}^{p, q}$ $(r \geq 2, p, q \in \mathbb{Z})$ of objects of $C$ so that $E_{r}^{p, q}=0$ if $p<0$ or $q<0$. The initial term $E_{2}=\left\{E_{2}^{p, q}\right\}$ has the form as stated. Each $E_{r}$ is equipped with a differential $d_{r}=\left\{d_{r}^{p, q}\right\}$ of bi-degree $(r,-r+1)$; so $d_{r}^{p, q}: E_{r}^{p, q} \rightarrow E_{r}^{p+r, q-r+1}$ and $d_{r} d_{r}=0$; see Fig. 8.2.


Fig. 8.2. $E_{r}$-page

The term $E_{r+1}$ is the homology of $E_{r}$ with respect to $d_{r}$ :

$$
\begin{equation*}
E_{r+1}^{p, q}=\operatorname{Ker} d_{r}^{p, q} / \operatorname{Im} d_{r}^{p-r, q-1+r} . \tag{8.5}
\end{equation*}
$$

Since the $E_{r}^{p, q}$ vanish outside the first quadrant $p, q \geq 0$, it follows that $E_{r}^{p, q}=$ $E_{r+1}^{p, q}=\cdots$ if $r>\max \{p, q+1\}$. This stable value of $\left\{E_{r}^{p, q}\right\}$ is denoted by $E_{\infty}^{p, q}$. The $E_{\infty}^{p, q}$ with $p+q=n$ form the slices of a filtration of $R^{n}(F G)(A)$ : there is a chain

$$
0=\mathfrak{F}^{n+1} R^{n}(F G)(A) \subseteq \mathfrak{F}^{n} R^{n}(F G)(A) \subseteq \cdots \subseteq \mathfrak{F}^{0} R^{n}(F G)(A)=R^{n}(F G)(A)
$$

of subobjects of $R^{n}(F G)(A)$ in $C$ such that $E_{\infty}^{p, q} \cong \mathfrak{F}^{p} R^{n}(F G)(A)$.
To construct the Ellingsrud-Skjelbred spectral sequences, let $S$ denote a commutative noetherian ring, $\mathcal{G}$ a finite group and $S[\mathcal{G}]$ the group ring of $\mathcal{G}$ over $S$. Fix an ideal $\mathfrak{a}$ of $S$ and consider the following compositions of functors:

$$
S[\mathcal{G}]-\operatorname{Mod} \xrightarrow{(.)^{\mathcal{G}}} S-\operatorname{Mod} \xrightarrow{\Gamma_{a}} S \text {-Mod }
$$

and

$$
S[\mathcal{G}]-\operatorname{Mod} \xrightarrow{\Gamma_{\mathfrak{a}}} S[\mathcal{G}]-\operatorname{Mod} \xrightarrow{(.)^{\mathcal{G}}} S \text {-Mod } .
$$

Here, $(.)^{\mathcal{G}}$ is the functor of $\mathcal{G}$-fixed points and $\Gamma_{\mathfrak{a}}$ is the torsion functor associated to $\mathfrak{a}$; see 8.3. Viewing $S[\mathcal{G}]$-Mod as a subcategory of $S$-Mod via $S \subseteq S[\mathcal{G}], \Gamma_{\mathfrak{a}}$ restricts to a functor $S[\mathcal{G}]$-Mod $\rightarrow S[\mathcal{G}]$-Mod. Clearly, the above compositions are identical: $\Gamma_{\mathfrak{a}}\left(M^{\mathcal{G}}\right)=\Gamma_{\mathfrak{a}}(M)^{\mathcal{G}}$ holds for any $S[\mathcal{G}]$-module $M$. Following Ellingsrud and Skjelbred [55] we let $H_{\mathfrak{a}}^{n}(\mathcal{G},$.$) denote the n^{\text {th }}$ right derived functor of this composite functor. Moreover, as usual, $H^{n}(\mathcal{G},)=.R^{n}(.)^{\mathcal{G}}$ and $H_{\mathfrak{a}}^{n}=R^{n} \Gamma_{\mathfrak{a}}$. Thus, subject to certain technical hypotheses which we will verify below, Theorem 8.6.1 yields two first quadrant cohomology spectral sequences for each $S[\mathcal{G}]$-module $M$ :

$$
\begin{equation*}
E_{2}^{p, q}=H_{\mathfrak{a}}^{p}\left(H^{q}(\mathcal{G}, M)\right) \Longrightarrow H_{\mathfrak{a}}^{p+q}(\mathcal{G}, M) \tag{8.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{E}_{2}^{p, q}=H^{p}\left(\mathcal{G}, H_{\mathfrak{a}}^{q}(M)\right) \Longrightarrow H_{\mathfrak{a}}^{p+q}(\mathcal{G}, M) \tag{8.7}
\end{equation*}
$$

It remains to check the hypotheses of Theorem 8.6.1: Left exactness of $\Gamma_{\mathfrak{a}}$ on $S$-Mod and of (. $)^{\mathcal{G}}$ on $S[\mathcal{G}]$-Mod are standard and easy. The following lemma takes care of the acyclicity hypothesis for injective $S[\mathcal{G}]$-modules.
Lemma 8.6.2. Let I be an injective left $S[\mathcal{G}]$-module. Then:
(a) $I^{\mathcal{G}}$ is an injective $S$-module. In particular, $H_{\mathfrak{a}}^{n}\left(I^{\mathcal{G}}\right)=0(n>0)$.
(b) $\Gamma_{\mathfrak{a}}(I)$ is an injective $S[\mathcal{G}]$-module; so $H^{n}\left(\mathcal{G}, \Gamma_{\mathfrak{a}}(I)\right)=0(n>0)$.

Proof. (a) We may view $S$-modules as $S[\mathcal{G}]$-modules by pulling back along the augmentation map $\varepsilon: S[\mathcal{G}] \rightarrow S, \varepsilon\left(\sum_{g \in \mathcal{G}} s_{g} g\right)=\sum_{g \in \mathcal{G}} s_{g}$. Consider the "co-induced" $S$-module $\operatorname{Hom}_{S[\mathcal{G}]}(S, I)$; it is isomorphic to the module of $\mathcal{G}$-fixed points $I^{\mathcal{G}}$, via $f \mapsto f(1)$. Thus, we have natural isomorphism of functors on $S$-Mod,

$$
\operatorname{Hom}_{S[\mathcal{G}]}(., I) \cong \operatorname{Hom}_{S}\left(., I^{\mathcal{G}}\right) ;
$$

see, e.g., Brown [31, $\operatorname{III}(3.6)]$. Since $I$ is injective, the functor $\operatorname{Hom}_{S[G]}(., I)$ is exact, and hence $\operatorname{Hom}_{S}\left(., I^{\mathcal{G}}\right)$ is an exact functor on $S$-Mod. In other words, $I^{\mathcal{G}}$ is
an injective $S$-module. The fact that $H_{\mathfrak{a}}^{n}\left(I^{\mathcal{G}}\right)=0$ for all $n>0$ is now an immediate consequence of the definition of right derived functors via injective resolutions.
(b) By Baer's criterion (e.g., Weibel [224, 2.3.1]), it is enough to show that for every left ideal $J$ of $S[\mathcal{G}]$ and every $S[\mathcal{G}]$-map $f: J \rightarrow \Gamma_{\mathfrak{a}}(I)$, there exists an element $m \in \Gamma_{\mathfrak{a}}(I)$ such that $f(x)=x m$ holds for all $x \in J$. Since $I$ is injective, there certainly exists an element $m^{\prime} \in I$ such that $f(x)=x m^{\prime}$ for all $x \in J$. Moreover, since $S$ is noetherian, $J$ is finitely generated as $S$-module, and hence so is $f(J) \subseteq$ $\Gamma_{\mathfrak{a}}(I)$. Therefore, there exist a positive integer $r$ such that $\mathfrak{a}^{r} f(J)=0$. Further, $f(J)$ is a submodule of the finitely generated $S$-module $S[\mathcal{G}] \mathrm{m}^{\prime}$. By the Artin-Rees Lemma [21, Cor. 1 to Thm. III.3.1], there exists a positive integer $t$ such that for all $n \geq 0$,

$$
\mathfrak{a}^{n+t} S[\mathcal{G}] m^{\prime} \cap f(J)=\mathfrak{a}^{n}\left(\mathfrak{a}^{t} S[\mathcal{G}] m^{\prime} \cap f(J)\right) \subseteq \mathfrak{a}^{n} f(J) .
$$

Therefore, $\mathfrak{a}^{r+t} S[\mathcal{G}] m^{\prime} \cap \underset{\sim}{f}(J)=0$. This allows us to extend $f$ to $\tilde{f}: \mathfrak{a}^{r+t} S[\mathcal{G}]+$ $J \rightarrow \Gamma_{\mathfrak{a}}(I)$ by defining $\widetilde{f}\left(x+x^{\prime}\right)=x^{\prime} m^{\prime}$ for all $x \in \mathfrak{a}^{r+t} S[\mathcal{G}]$ and $x^{\prime} \in J$. Indeed, if $x+x^{\prime}=y+y^{\prime}$ with $x, y \in \mathfrak{a}^{r+t} S[\mathcal{G}]$ and $x^{\prime}, y^{\prime} \in J$ then $(x-y) m^{\prime}=$ $\left(y^{\prime}-x^{\prime}\right) m^{\prime} \in \mathfrak{a}^{r+t} S[\mathcal{G}] m^{\prime} \cap f(J)=0$; so $x^{\prime} m^{\prime}=y^{\prime} m^{\prime}$. Once again we use injectivity of $I$ to find $m \in I$ such that $\widetilde{f}(z)=z m$ holds for all $z \in \mathfrak{a}^{r+t} S[\mathcal{G}]+J$. If $z \in \mathfrak{a}^{r+t}$ then $z m=\widetilde{f}(z)=\widetilde{f}(z+0)=0$. Therefore, $m \in \Gamma_{\mathfrak{a}}(I)$, as required. This completes the proof that $\Gamma_{\mathfrak{a}}(I)$ is an injective $S[\mathcal{G}]$-module. As in (a), it follows that $H^{n}\left(\mathcal{G}, \Gamma_{\mathfrak{a}}(I)\right)=0$ for all $n>0$.

### 8.7 Annihilators of Cohomology Classes

We continue to assume that $R$ is a commutative ring and $\mathcal{G}$ a finite group acting on $R$. Moreover, $M$ will denote a left module over the skew group ring $R \# \mathcal{G}$. Later on we will focus on the case where $M=R$ is the canonical $R \# \mathcal{G}$-module; see 5.3. For each $r \in R^{\mathcal{G}}$, the map $M \rightarrow M, m \mapsto r m$, is $\mathcal{G}$-equivariant and hence it induces a map on cohomology $r \cdot: H^{*}(\mathcal{G}, M) \rightarrow H^{*}(\mathcal{G}, M)$. In this way, $H^{*}(\mathcal{G}, M)=$ $\bigoplus_{n \geq 0} H^{n}(\mathcal{G}, M)$ becomes a module over $R^{\mathcal{G}}$. Our goal in this section is to give height estimate for the annihilator $\operatorname{ann}_{R^{\mathcal{G}}}(x)$ of an element $x \in H^{*}(\mathcal{G}, M)$.

We need a technical lemma. Recall that $I_{\mathcal{G}}(\mathfrak{P})=\{g \in \mathcal{G} \mid g(r)-r \in \mathfrak{P} \forall r \in R\}$ denotes the inertia group of the prime ideal $\mathfrak{P} \in \operatorname{Spec} R$ and $R_{\mathcal{H}}^{\mathcal{G}}$ is the image of the relative trace map $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}: R^{\mathcal{H}} \rightarrow R^{\mathcal{G}}$ for a subgroup $\mathcal{H} \leq \mathcal{G}$; see 8.5. Furthermore, as usual, we write ${ }^{9} \mathcal{H}=g \mathcal{H} g^{-1}$ for $g \in \mathcal{G}$.

Lemma 8.7.1. For any prime ideal $\mathfrak{P} \in \operatorname{Spec} R$,

$$
\mathfrak{P} \supseteq R_{\mathcal{H}}^{\mathcal{G}} \Longleftrightarrow\left[I_{\mathcal{G}}(\mathfrak{P}): I_{\mathfrak{H}}(\mathfrak{P})\right] \in \mathfrak{P} \quad \text { for all } g \in \mathcal{G}
$$

Proof. The implication $\Leftarrow$ is a consequence of the identity

$$
\begin{equation*}
\operatorname{tr}_{\mathcal{G} / \mathcal{H}}(r) \equiv \sum_{g \in I_{\mathcal{G}}(\mathfrak{P}) \backslash \mathcal{G} / \mathcal{H}}\left[I_{\mathcal{G}}(\mathfrak{P}): I_{s \mathcal{H}}(\mathfrak{P})\right] g(r) \quad \bmod \mathfrak{P} \tag{8.8}
\end{equation*}
$$

for $r \in R^{\mathcal{H}}$. To prove this formula, write $\mathcal{G}$ as a disjoint union $\mathcal{G}=\coprod_{g} I_{\mathcal{G}}(\mathfrak{P}) g \mathcal{H}$ with $g$ running over $I_{\mathcal{G}}(\mathfrak{P}) \backslash \mathcal{G} / \mathcal{H}$, and for each $g$, let $I_{\mathcal{G}}(\mathfrak{P}) g \mathcal{H} / \mathcal{H}$ be a set of the coset representatives of $\mathcal{H}$ in the double coset $I_{\mathcal{G}}(\mathfrak{P}) g \mathcal{H}$. Then, modulo $\mathfrak{P}$,

$$
\begin{aligned}
\operatorname{tr}_{\mathcal{G} / \mathcal{H}}(r) & =\sum_{g \in I_{\mathcal{G}}(\mathfrak{P}) \backslash \mathcal{G} / \mathcal{H}} \sum_{g^{\prime} \in I_{\mathcal{G}}(\mathfrak{P}) g \mathcal{H} / \mathcal{H}} g^{\prime}(r) \\
& \equiv \sum_{g \in I_{\mathcal{G}}(\mathfrak{P}) \backslash \mathcal{G} / \mathcal{H}}\left|I_{\mathcal{G}}(\mathfrak{P}) g \mathcal{H} / \mathcal{H}\right| g(r) \quad \bmod \mathfrak{P}
\end{aligned}
$$

where the last $\equiv$ holds because each $g^{\prime}$ has the form $g^{\prime}=f g h$ with $f \in I_{\mathcal{G}}(\mathfrak{P})$ and
 which proves equation (8.8).

For $\Rightarrow$, assume that $\mathfrak{P} \supseteq R_{\mathcal{H}}^{\mathcal{G}}$. Note that $R_{\mathcal{H}}^{\mathcal{G}}=R_{\mathcal{H}_{\mathcal{H}}}^{\mathcal{G}}$ for all $g \in \mathcal{G}$, since $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}(r)=\operatorname{tr}_{\mathcal{G} / \mathscr{\mathcal { H }}}(g(r))$ holds for all $r \in R^{\mathcal{H}}$. Thus, it suffices to show that $\left[I_{\mathcal{G}}(\mathfrak{P}): I_{\mathcal{H}}(\mathfrak{P})\right] \in \mathfrak{P}$. To simplify notation, put $\left.\mathcal{I}=I_{\mathcal{G}}(\mathfrak{P})\right)$ and let $\mathcal{P}$ denote a Sylow $p$-subgroup of $\mathcal{I} \cap \mathcal{H}=I_{\mathcal{H}}(\mathfrak{P})$, where $p$ is the characteristic of the field $K=\operatorname{Fract}(R / \mathfrak{P})$. (We let $\mathcal{P}=\{1\}$ if $p=0$.) Then our desired conclusion, $[\mathcal{I}: \mathcal{I} \cap \mathcal{H}] \in \mathfrak{P}$, is equivalent to

$$
[\mathcal{I}: \mathcal{P}] \in \mathfrak{P} .
$$

Furthermore, our assumption $\mathfrak{P} \supseteq R_{\mathcal{H}}^{\mathcal{G}}$ implies that $\mathfrak{P} \supseteq R_{\mathcal{P}}^{\mathcal{G}}$, because $\operatorname{tr}_{\mathcal{G} / \mathcal{P}}=$ $\operatorname{tr}_{\mathcal{G} / \mathcal{H}} \operatorname{tr}_{\mathcal{H} / \mathcal{P}}$. Thus, leaving $\mathcal{H}$ for $\mathcal{P}$, we may assume that $\mathcal{H}=\mathcal{P}$ is a $p$-subgroup of $\mathcal{I}$.

Let $\mathcal{D}=\{g \in \mathcal{G} \mid g(\mathfrak{P})=\mathfrak{P}\}$ denote the decomposition group of $\mathfrak{P}$; so $\mathcal{I} \leq \mathcal{D}$. We claim that

$$
\mathfrak{P} \supseteq R_{\mathcal{P}}^{\mathcal{D}}
$$

To see this, choose $r \in \bigcap_{g \in \mathcal{G} \backslash \mathcal{D}} g(\mathfrak{P})$ with $r \notin \mathfrak{P}$. Then $s=\prod_{g \in \mathcal{D}} g(r)$ also belongs to $\bigcap_{g \in \mathcal{G} \backslash \mathcal{D}} g(\mathfrak{P})$ but not to $\mathfrak{P}$ and, in addition, $s \in R^{\mathcal{D}}$. Now assume that, contrary to our claim, there exists an element $f \in R^{\mathcal{P}}$ so that $\operatorname{tr}_{\mathcal{D} / \mathcal{P}}(f) \notin \mathfrak{P}$. Then $\operatorname{tr}_{\mathcal{D} / \mathcal{P}}(s f)=s \operatorname{tr}_{\mathcal{D} / \mathcal{P}}(f) \in \bigcap_{g \in \mathcal{G} \backslash \mathcal{D}} g(\mathfrak{P}) \backslash \mathfrak{P}$. Hence $\operatorname{tr}_{\mathcal{G} / \mathcal{P}}(s f) \notin \mathfrak{P}$, contradicting the fact that $\mathfrak{P} \supseteq R_{\mathcal{P}}^{\mathcal{G}}$.

By the claim, we may replace $\mathcal{G}$ by $\mathcal{D}$, thereby reducing to the case where $\mathfrak{P}$ is $\mathcal{G}$-stable. (Note that $\mathcal{I}$ is untouched by this replacement.) So $\mathcal{G}$ acts on $R / \mathfrak{P}$ with kernel $\mathcal{I}, \mathcal{P}$ is a $p$-subgroup of $\mathcal{I}$, and $R_{\mathcal{P}}^{\mathcal{G}} \subseteq \mathfrak{P}$. Thus,

$$
0 \equiv \operatorname{tr}_{\mathcal{G} / \mathcal{P}}(r)=\left(\operatorname{tr}_{\mathcal{G} / \mathcal{I}} \circ \operatorname{tr}_{\mathcal{I} / \mathcal{P}}\right)(r) \equiv[\mathcal{I}: \mathcal{P}] \cdot \sum_{g \in \mathcal{G} / \mathcal{I}} g(r) \bmod \mathfrak{P}
$$

holds for all $r \in R^{\mathcal{P}}$. Our desired conclusion, $[\mathcal{I}: \mathcal{P}] \in \mathfrak{P}$, will follow if we can show that $\sum_{g \in \mathcal{G} / \mathcal{I}} g(r) \notin \mathfrak{P}$ holds for some $r \in R^{\mathcal{P}}$. But $\sum_{g \in \mathcal{G} / \mathcal{I}} g$ induces a nonzero endomorphism on $R / \mathfrak{P}$, by linear independence of automorphisms of $K=\operatorname{Fract}(R / \mathfrak{P})$; see [27, Théorème V.6.1]. In other words, $\sum_{g \in \mathcal{G} / \mathcal{I}} g(s) \notin \mathfrak{P}$ for some $s \in R$. Putting $r=\prod_{h \in \mathcal{P}} h(s)$, we have $r \in R^{\mathcal{P}}$ and $r \equiv s^{|\mathcal{P}|} \bmod \mathfrak{P}$. Since
$|\mathcal{P}|$ is 1 or a power of $p=\operatorname{char} K$, we obtain $\sum_{g \in \mathcal{G} / \mathcal{I}} g(r) \equiv \sum_{g \in \mathcal{G} / \mathcal{I}} g\left(s^{|\mathcal{P}|}\right) \equiv$ $\left(\sum_{g \in \mathcal{G} / \mathcal{I}} g(s)\right)^{|\mathcal{P}|} \not \equiv 0 \bmod \mathfrak{P}$, as required. This completes the proof of the lemma.

We are now ready to give the announced height estimate. Recall that, for any subgroup $\mathcal{H} \leq \mathcal{G}, \mathcal{H} \subseteq I_{\mathcal{G}}(\mathfrak{P})$ is equivalent to $\mathfrak{P} \supseteq I_{R}(\mathcal{H})$, where $I_{R}(\mathcal{H})$ is the ideal of $R$ defined in (4.6).

Proposition 8.7.2. (a) For each subgroup $\mathcal{H}$ of $\mathcal{G}$, the ideal $R_{\mathcal{H}}^{\mathcal{G}}$ of $R^{\mathcal{G}}$ annihilates the kernel of the restriction map $\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}: H^{*}(\mathcal{G}, M) \rightarrow H^{*}(\mathcal{H}, M)$.
(b) For any $x \in H^{*}(\mathcal{G}, M)$,

$$
\operatorname{height}_{\operatorname{ann}_{R^{\mathcal{G}}}}(x) \geq \inf \left\{\operatorname{height} I_{R}(\mathcal{H}) \mid \mathcal{H} \leq \mathcal{G}, \operatorname{res}_{\mathcal{H}}^{\mathcal{G}}(x) \neq 0\right\}
$$

Proof. (a) The action of $R^{\mathcal{G}}=H^{0}(\mathcal{G}, R)$ on $H^{*}(\mathcal{G}, M)$ can be interpreted as the cup product

$$
H^{0}(\mathcal{G}, R) \times H^{*}(\mathcal{G}, M) \xrightarrow{\cup} H^{*}\left(\mathcal{G}, R \otimes_{\mathbb{Z}} M\right) \stackrel{\dot{\longrightarrow}}{ } H^{*}(\mathcal{G}, M),
$$

where the map denoted by $\cdot$ comes from the $\mathcal{G}$-equivariant map $R \otimes_{\mathbb{Z}} M \rightarrow M, r \otimes$ $m \mapsto r m$; see, e.g., Brown [31, Exerc. V.4.1]. Furthermore, the relative trace map $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}$ is identical with the corestriction map $\operatorname{cor}_{\mathcal{H}}^{\mathcal{G}}: H^{0}(\mathcal{H}, R) \rightarrow H^{0}(\mathcal{G}, R)$; cf. [31, p. 81]. The transfer formula for cup products [31, $\mathrm{V}(3.8)$ ] gives

$$
\operatorname{tr}_{\mathcal{G} / \mathcal{H}}(r) x=\cdot\left(\operatorname{tr}_{\mathcal{G} / \mathcal{H}}(r) \cup x\right)=\cdot\left(\operatorname{cor}_{\mathcal{H}}^{\mathcal{G}}\left(r \cup \operatorname{res}_{\mathcal{H}}^{\mathcal{H}}(x)\right)\right)
$$

for $r \in R^{\mathcal{H}}$ and $x \in H^{*}(\mathcal{G}, M)$. Therefore, if $\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}(x)=0$ then $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}(r) x=0$.
(b) Put $\mathfrak{X}=\left\{\mathcal{H} \leq \mathcal{G} \mid \operatorname{res}_{\mathcal{H}}^{\mathcal{H}}(x)=0\right\}$. By (a), $R_{\mathcal{H}}^{\mathcal{G}} \subseteq \operatorname{ann}_{R^{\mathcal{G}}}(x)$ for all $\mathcal{H} \in \mathfrak{X}$. To prove (b), we may assume that $\operatorname{ann}_{R^{\mathcal{G}}}(x)$ is a proper ideal of $R^{\mathcal{G}}$; for, otherwise height $\operatorname{ann}_{R^{\mathcal{G}}}(x)=\infty$. Let $\mathfrak{p}$ be any prime ideal of $R^{\mathcal{G}}$ with $\mathfrak{p} \supseteq \operatorname{ann}_{R^{\mathcal{G}}}(x)$ and let $\mathfrak{P}$ be a prime of $R$ lying over $\mathfrak{p}$. Then height $\mathfrak{P}=$ height $\mathfrak{p}$, by Lemma 8.5.3(a), and

$$
R_{\mathcal{H}}^{\mathcal{G}} \subseteq \mathfrak{P} \quad \text { for all } \mathcal{H} \in \mathfrak{X}
$$

By Lemma 8.7.1, the above inclusion implies that

$$
\left[I_{\mathcal{G}}(\mathfrak{P}): I_{\mathcal{H}}(\mathfrak{P})\right] \in \mathfrak{P} \quad \text { for all } \mathcal{H} \in \mathfrak{X} .
$$

Put $p=\operatorname{char} \operatorname{Fract}(R / \mathfrak{P})$ and let $\mathcal{P} \leq I_{\mathcal{G}}(\mathfrak{P})$ be a Sylow $p$-subgroup of $I_{\mathcal{G}}(\mathfrak{P})$. (Again, $\mathcal{P}=\{1\}$ if $p=0$.) Then $I_{R}(\mathcal{P}) \subseteq \mathfrak{P}$ and $\left[I_{\mathcal{G}}(\mathfrak{P}): \mathcal{P}\right] \notin \mathfrak{P}$. Hence, $\mathcal{P} \notin \mathfrak{X}$ and height $I_{R}(\mathcal{P}) \leq$ height $\mathfrak{P}=$ height $\mathfrak{p}$. This implies (b).

### 8.8 The Restriction Map for Cohen-Macaulay Invariants

Let $R$ denote a commutative ring and let $\mathcal{G}$ a finite group acting by automorphisms on $R$. We are now ready to construct our main ring theoretic tool for the investigation of the Cohen-Macaulay problem for $R^{\mathcal{G}}$.

Recall from Section 4.5 that an element $g \in \mathcal{G}$ acts as a $k$-reflection on $R$ if $g$ belongs to the inertia group $I_{\mathcal{G}}(\mathfrak{P})$ of some prime ideal $\mathfrak{P} \in \operatorname{Spec} R$ with height $\mathfrak{P} \leq k$ or, equivalently, if height $I_{R}(g) \leq k$; see (4.7). Put

$$
\begin{equation*}
\mathfrak{X}_{k}=\left\{\mathcal{H} \leq \mathcal{G} \mid \text { height } I_{R}(\mathcal{H}) \leq k\right\} . \tag{8.9}
\end{equation*}
$$

Thus, each $\mathcal{H} \in \mathfrak{X}_{k}$ consists of $k$-reflections on $R$.
Theorem 8.8.1. Assume that $R$ and $R^{\mathcal{G}}$ are both Cohen-Macaulay and that $R$ is noetherian as $R^{\mathcal{G}}$-module. If $H^{i}(\mathcal{G}, R)=0$ for $0<i<k$ then the restriction map

$$
\operatorname{res}_{\mathfrak{X}_{k+1}}^{\mathcal{G}}: H^{k}(\mathcal{G}, R) \rightarrow \prod_{\mathcal{H} \in \mathfrak{X}_{k+1}} H^{k}(\mathcal{H}, R)
$$

is injective.
Proof. We may assume that $H^{k}(\mathcal{G}, R) \neq 0$. Let $x \in H^{k}(\mathcal{G}, R)$ be nonzero and put $\mathfrak{a}=\operatorname{ann}_{R^{\mathcal{G}}}(x)$. It suffices to show that

$$
\begin{equation*}
\text { grade } \mathfrak{a} \leq k+1 \tag{8.10}
\end{equation*}
$$

Indeed, grade $\mathfrak{a}=$ height $\mathfrak{a}$, since $R^{\mathcal{G}}$ is Cohen-Macaulay. Thus, (8.10) in conjunction with Proposition 8.7.2(b) implies that $k+1 \geq$ height $I_{R}(\mathcal{H})$ for some $\mathcal{H} \leq \mathcal{G}$ with $\operatorname{res}_{\mathcal{H}}^{\mathcal{H}}(x) \neq 0$. The proposition follows from this. Furthermore, $R$ is CohenMacaulay as $R^{\mathcal{G}}$-module, by Proposition 8.5.4. Hence, $\operatorname{grade}(\mathfrak{a}, R)=\operatorname{height}(\mathfrak{a}, R)$ and, by definition, height $(\mathfrak{a}, R)=$ height $\mathfrak{a}$. Therefore,

$$
\begin{equation*}
\operatorname{grade} \mathfrak{a}=\operatorname{grade}(\mathfrak{a}, R) \tag{8.11}
\end{equation*}
$$

To proceed, we use the Ellingsrud-Skjelbred spectral sequences (8.6) and (8.7) with $S=R^{\mathcal{G}}$ and $M=R$. Recall from (8.2) that grade $\mathfrak{a}=\inf \left\{p \mid H_{\mathfrak{a}}^{p}\left(R^{\mathcal{G}}\right) \neq 0\right\}$ and from equation (8.6) that $H_{\mathfrak{a}}^{p}\left(R^{\mathcal{G}}\right)=E_{2}^{p, 0}$. Thus, (8.10) will follow if we can show that

$$
\begin{equation*}
E_{2}^{k+1,0} \neq 0 \tag{8.12}
\end{equation*}
$$

But $E_{2}^{0, k} \neq 0$, since $x \in \Gamma_{\mathfrak{a}}\left(H^{k}(\mathcal{G}, R)\right)=E_{2}^{0, k}$. Moreover, by equation (8.5), $E_{r+1}^{0, k}=\operatorname{Ker} d_{r}^{0, k}$ for all $r \geq 2$, since the spectral sequence vanishes outside the first quadrant. Now, our hypothesis $H^{q}(\mathcal{G}, R)=0$ for $0<q<k$ yields that $E_{2}^{p, q}=0$ for $0<q<k$ and so $E_{r}^{p, q}=0$ for $0<q<k$ and all $r \geq 2$. Therefore, $d_{r}^{0, k}=0$ if $r \neq k+1$. We conclude that $E_{k+1}^{0, k}=E_{2}^{0, k} \neq 0$ and $E_{\infty}^{0, k}=\operatorname{Ker} d_{k+1}^{0, k}$. Thus, in order to prove (8.12), it suffices to show that

$$
\begin{equation*}
E_{\infty}^{0, k}=0 \tag{8.13}
\end{equation*}
$$

For, (8.13) implies that $d_{k+1}^{0, k}$ embeds $E_{k+1}^{0, k} \neq 0$ into $E_{k+1}^{k+1,0}$ (see Fig. 8.2) forcing the latter to be nonzero, and hence $E_{2}^{k+1,0} \neq 0$ as well.

Now suppose, for a contradiction, that (8.10) is false. Then, by (8.11) and (8.2), $H_{\mathfrak{a}}^{q}(R)=0$ for all $q \leq k+1$. Invoking the $\mathcal{E}$-sequence (8.7) we have $\mathcal{E}_{2}^{p, q}=0$ if $q \leq k+1$ and so $H_{\mathfrak{a}}^{n}(\mathcal{G}, R)=0$ for $n \leq k+1$. Returning to $E$-sequence (8.6), we conclude that $E_{\infty}^{p, q}=0$ if $p+q \leq k+1$, which in particular includes (8.13). This contradiction completes the proof of the theorem.

Note that the vanishing hypothesis on $H^{i}(\mathcal{G}, R)$ is vacuous for $k=1$. Thus, $H^{1}(\mathcal{G}, R)$ is detected by bireflections whenever $R$ and $R^{\mathcal{G}}$ are both Cohen-Macaulay and $R$ is noetherian as $R^{\mathcal{G}}$-module.

### 8.9 The Case of Multiplicative Invariants

For the remainder of this chapter, we will focus on the special case of multiplicative actions. Throughout, $L$ will denote a $\mathcal{G}$-lattice, where $\mathcal{G}$ is a finite group, and $\mathbb{k}[L]$ will be the group algebra of $L$ over the commutative ring $\mathbb{k}$ with the usual multiplicative $\mathcal{G}$-action (3.2).

To set the stage, we begin with some basic observations:
(a) $\mathbb{k}[L]$ is Cohen-Macaulay if and only if the base ring $\mathbb{k}$ is Cohen-Macaulay.
(b) If the multiplicative invariant algebra $\mathbb{k}[L]^{\mathcal{G}}$ is Cohen-Macaulay then $\mathbb{k}$ must be Cohen-Macaulay. Conversely, if $\mathbb{k}$ is Cohen-Macaulay and $|\mathcal{G}|$ is invertible in $\mathbb{k}$ then $\mathbb{k}[L]^{\mathcal{G}}$ is Cohen-Macaulay.
Here, (a) follows from the general facts on Cohen-Macaulay rings mentioned in 8.4. The first assertion in (b) is a consequence of Proposition 8.4.1(a), since the invariant algebra $\mathbb{k}[L]^{\mathcal{G}}$ is free as $\mathbb{k}$-module by (3.4). Finally, the second assertion in (b) follows from Corollary 8.5.2, since the hypothesis of $|\mathcal{G}|$ amounts to the trace map $\operatorname{tr}_{\mathcal{G}}: \mathbb{k}[L] \rightarrow \mathbb{k}[L]^{\mathcal{G}}$ being surjective; see (5.6). Thus, our main interest will be in the case where $\mathbb{k}$ is Cohen-Macaulay but $|\mathcal{G}|$ is not invertible in $\mathbb{k}$. In fact, we will later concentrate on the case where the base ring $\mathfrak{k}$ is $\mathbb{Z}$. This is justified in part by the following lemma.

Lemma 8.9.1. The following are equivalent:
(a) $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay;
(b) $\mathbb{k}[L]^{\mathcal{G}}$ is Cohen-Macaulay whenever $\mathbb{k}$ is;
(c) $\mathbb{k}[L]^{\mathcal{G}}$ is Cohen-Macaulay for $\mathbb{k}=\mathbb{Z} /|\mathcal{G}| \mathbb{Z}$;
(d) $\mathbb{F}_{p}[L]^{\mathcal{G}}$ is Cohen-Macaulay for all primes $p$ dividing $|\mathcal{G}|$.

Proof. (a) $\Rightarrow$ (b): Assume that $\mathbb{k}$ is Cohen-Macaulay and put $S=\mathbb{k}[L]^{\mathcal{G}}$. By Proposition 8.4.1(a), applied to the free extension of rings $\mathbb{k} \hookrightarrow S$, we know that $S$ is Cohen-Macaulay if (and only if) all fibres $S_{\mathfrak{P}} / \mathfrak{p} S_{\mathfrak{P}}$ are Cohen-Macaulay, where $\mathfrak{P} \in \operatorname{Spec} S$ and $\mathfrak{p}=\mathfrak{P} \cap \mathfrak{k}$. But $S_{\mathfrak{P}} / \mathfrak{p} S_{\mathfrak{P}}$ is a localization of $Q(\mathbb{k} / \mathfrak{p}) \otimes_{\mathfrak{k}} S \cong$ $Q(\mathbb{k} / \mathfrak{p})[L]^{\mathcal{G}}$; see Proposition 3.3.1(b). Therefore, it suffices to show that $Q(\mathbb{k} / \mathfrak{p})[L]^{\mathcal{G}}$ is Cohen-Macaulay. In other words, we may assume that $\mathbb{k}$ is a field. By Bruns and Herzog [32, Theorem 2.1.10], we may further assume that $\mathbb{k}=\mathbb{F}_{p}$, because the case of characteristic 0 is trivial by observation (b) above. But $\mathbb{F}_{p}[L]^{\mathcal{G}} \cong \mathbb{Z}[L]^{\mathcal{G}} /(p)$ by Proposition 3.3.1(b). Since $\mathbb{Z}[L]^{\mathcal{G}}$ is assumed Cohen-Macaulay, [32, Theorem 2.1.3(a)] yields that $\mathbb{F}_{p}[L]^{\mathcal{G}}$ is Cohen-Macaulay, as desired.
(b) $\Rightarrow$ (c) is clear, since $\mathbb{Z} /|\mathcal{G}| \mathbb{Z}$ is Cohen-Macaulay (dimension 0 ).
(c) $\Rightarrow$ (d): Let $\mathbb{k}=\mathbb{Z} /|\mathcal{G}| \mathbb{Z}$ and write $|\mathcal{G}|=\prod_{p} p^{n_{p}}$ with $n_{p} \neq 0$. Then $\left(\mathbb{Z} / p^{n_{p}} \mathbb{Z}\right)[L]^{\mathcal{G}}$ is a localization of $\mathbb{k}[L]^{\mathcal{G}}$, and hence $\left(\mathbb{Z} / p^{n_{p}} \mathbb{Z}\right)[L]^{\mathcal{G}}$ is Cohen-Macaulay.

It follows from [32, Theorem 2.1.3(a)] that $\mathbb{Z}_{(p)}[L]^{\mathcal{G}}$ and $\mathbb{F}_{p}[L]^{\mathcal{G}} \cong \mathbb{Z}_{(p)}[L]^{\mathcal{G}} /(p)$ are Cohen-Macaulay.
(d) $\Rightarrow$ (a): If $p$ does not divide $|\mathcal{G}|$ then $\mathbb{F}_{p}[L]^{\mathcal{G}}$ is Cohen-Macaulay by observation (b) above. Therefore, (d) implies that $\mathbb{F}_{p}[L]^{\mathcal{G}}$ is Cohen-Macaulay for all primes $p$. Now let $\mathfrak{P}$ be a maximal ideal of $\mathbb{Z}[L]$. Then $\mathfrak{P} \cap \mathbb{Z}=(p)$ for some prime $p$ and $\mathbb{Z}[L]_{\mathfrak{P}}^{\mathcal{G}} /(p)$ is a localization of $\mathbb{Z}[L]^{\mathcal{G}} /(p)=\mathbb{F}_{p}[L]^{\mathcal{G}}$. Thus, $\mathbb{Z}[L]_{\mathfrak{P}}^{\mathcal{G}} /(p)$ is CohenMacaulay and [32, Theorem 2.1.3(a)] further implies that $\mathbb{Z}[L]_{\mathfrak{P}}^{\mathcal{G}}$ is Cohen-Macaulay. Since $\mathfrak{P}$ was arbitrary, (a) follows.

Since normal rings of Krull dimension at most 2 are Cohen-Macaulay, implication $(\mathrm{d}) \Rightarrow(\mathrm{b})$ of the lemma in particular yields the following corollary.

Corollary 8.9.2. Assume that the lattice L has rank at most 2 . Then $\mathbb{k}[L]^{\mathcal{G}}$ is CohenMacaulay if and only if $\mathbb{k}$ is Cohen-Macaulay.

Next, we show that the Cohen-Macaulay property of $\mathbb{k}[L]^{\mathcal{G}}$ only depends on the rational type of $L$, that is, the isomorphism class of $L_{\mathbb{Q}}=L \otimes_{\mathbb{Z}} \mathbb{Q}$ as $\mathbb{Q}[\mathcal{G}]$-module.
Proposition 8.9.3. If $\mathbb{k}[L]^{\mathcal{G}}$ is Cohen-Macaulay then so is $\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}$ for any $\mathcal{G}$-lattice $L^{\prime}$ that is rationally isomorphic to $L$.

Proof. Assume that $L_{\mathbb{Q}} \cong L_{\mathbb{Q}}^{\prime}$, say $L \supseteq L^{\prime}$ and $L / L^{\prime}$ is finite. Then $\mathbb{k}[L]$ is finite over $\mathbb{k}\left[L^{\prime}\right]$ which in turn is integral over $\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}$. Therefore, $\mathbb{k}[L]$ is integral over $\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}$, and hence so is $\mathbb{k}[L]^{\mathcal{G}}$. In order to show that the Cohen-Macaulay property descends from $\mathbb{k}[L]^{\mathcal{G}}$ to $\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}$, we will use Proposition 8.4.1(b). For the requisite Reynolds operator, consider the truncation map

$$
\pi: \mathbb{k}[L] \rightarrow \mathbb{k}\left[L^{\prime}\right], \quad \sum_{m \in L} k_{m} \mathbf{x}^{m} \mapsto \sum_{m \in L^{\prime}} k_{m} \mathbf{x}^{m}
$$

This map is a Reynolds operator for the extension $\mathbb{k}[L] \supseteq \mathbb{k}\left[L^{\prime}\right]$ and $\pi(g(f))=$ $g(\pi(f))$ holds for all $g \in \mathcal{G}, f \in \mathbb{k}[L]$. Therefore, $\pi$ restricts to a Reynolds operator $\mathbb{k}^{[ }[]^{\mathcal{G}} \rightarrow \mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}$ and the proposition follows.

The proposition in particular allows to reduce the general case of the CohenMacaulay problem for multiplicative invariants to the case of effective $\mathcal{G}$-lattices, that is, lattices $L$ with $L^{\mathcal{G}}=0$. Recall from $\S 1.6 .1$ that, for any $\mathcal{G}$-lattice $L$, the quotient $L / L^{\mathcal{G}}$ is an effective $\mathcal{G}$-lattice.
Corollary 8.9.4. $\mathbb{k}[L]^{\mathcal{G}}$ is Cohen-Macaulay if and only if this holds for $\mathbb{k}\left[L / L^{\mathcal{G}}\right]^{\mathcal{G}}$.
Proof. By Proposition 8.9.3, we may replace $L$ by $L^{\prime}=L^{\mathcal{G}} \oplus L / L^{\mathcal{G}}$. But $\mathbb{k}\left[L^{\prime}\right]^{G} \cong$ $\mathbb{k}^{[ }\left[L / L^{\mathcal{G}}\right]^{\mathcal{G}} \otimes_{\mathbb{k}} \mathbb{k}^{\mathbb{k}}\left[L^{\mathcal{G}}\right]$ is isomorphic to the group algebra of the lattice $L^{\mathcal{G}}$ over $\mathbb{k}\left[L / L^{\mathcal{G}}\right]^{\mathcal{G}}$. Thus, by observation (a) above, $\mathbb{k}\left[L^{\prime}\right]^{\mathcal{G}}$ is Cohen-Macaulay if and only if $\mathbb{k}\left[L / L^{\mathcal{G}}\right]^{\mathcal{G}}$ is Cohen-Macaulay. The corollary follows.

### 8.10 Proof of Theorem 8.1.1

The proof of Theorem 8.1.1 is ultimately an application of Theorem 8.8.1. We will need some preliminary observations on isotropy groups $\mathcal{G}_{m}=\{g \in \mathcal{G} \mid g(m)=m\}$ of lattice elements $m \in L$ and on the nature of the restriction map considered in Theorem 8.1.1 in the special case of multiplicative actions.

### 8.10.1 Isotropy Groups

Recall that the group $\mathcal{G}$ is said to be perfect if $\mathcal{G}^{\text {ab }}=\mathcal{G} /[\mathcal{G}, \mathcal{G}]=1$.
Proposition 8.10.1. Assume that $L$ is a faithful $\mathcal{G}$-lattice such that all minimal isotropy groups $1 \neq \mathcal{G}_{m}(m \in L)$ are perfect. Then $\operatorname{rank} L / L^{\mathcal{H}} \geq 8$ holds for every subgroup $1 \neq \mathcal{H} \leq \mathcal{G}$.

In the setting of multiplicative actions, the class of subgroups $\mathfrak{X}_{k}$ defined in (8.9) takes the form

$$
\begin{equation*}
\mathfrak{X}_{k}=\left\{\mathcal{H} \leq \mathcal{G} \mid \operatorname{rank} L / L^{\mathcal{H}} \leq k\right\} ; \tag{8.14}
\end{equation*}
$$

see Lemma 4.5.1. Thus, the conclusion of Proposition 8.10 .1 can also be stated as follows:

$$
\mathfrak{X}_{k}=\{1\} \text { for all } k<8 .
$$

The proof of Proposition 8.10.1 depends on two lemmas the first of which is well-known. Recall that the $\mathcal{G}$-action on a module $M$ is called fixed-point-free if $g(m) \neq m$ holds for all $0 \neq m \in M$ and $1 \neq g \in \mathcal{G}$.

Lemma 8.10.2. (a) The set of isotropy groups $\left\{\mathcal{G}_{m} \mid m \in L\right\}$ is closed under conjugation and under taking intersections. The unique smallest member of the set is $\operatorname{Ker}_{\mathcal{G}}(L)=\left\{g \in \mathcal{G} \mid g_{L}=\operatorname{Id}_{L}\right\}$.
(b) If $\mathcal{G}_{m}(m \in L)$ is a minimal isotropy group such that $\mathcal{G}_{m} \neq \operatorname{Ker}_{\mathcal{G}}(L)$ then $\mathcal{G}_{m} / \operatorname{Ker}_{\mathcal{G}}(L)$ acts fixed-point-freely on $L / L^{\mathcal{G}_{m}} \neq 0$.

Proof. Both parts are in effect assertions about the $\mathbb{Q}[\mathcal{G}]$-module $V=L_{\mathbb{Q}}$, because the collection of isotropy groups $\mathcal{G}_{m}$ remains unchanged when allowing $m \in V$ and $\mathcal{G}$ acts fixed-point-freely on $L$ if and only if it does so on $V$. Moreover, for any subgroup $\mathcal{H} \leq \mathcal{G}, L / L^{\mathcal{H}}$ is an $\mathcal{H}$-lattice with $L / L^{\mathcal{H}} \otimes_{\mathbb{Z}} \mathbb{Q} \cong V / V^{\mathcal{H}}$.
(a) The first assertion is clear, since ${ }^{g} \mathcal{G}_{m}=\mathcal{G}_{g(m)}$ holds for all $g \in \mathcal{G}$ and $m \in V$. For the second assertion, let $M$ be a non-empty subset of $V$ and put $\mathcal{G}_{M}=$ $\bigcap_{m \in M} \mathcal{G}_{m}$. We must show that $\mathcal{G}_{M}=\mathcal{G}_{m}$ for some $m \in V$. Put $W=V^{\mathcal{G}_{M}}$. If $g \in \mathcal{G} \backslash \mathcal{G}_{M}$ then $W^{\langle g\rangle}=\{w \in W \mid g(w)=w\}$ is a proper subspace of $W$, since some element of $M \subseteq W$ is not fixed by $g$. Any $m \in W \backslash \bigcup_{g \in \mathcal{G} \backslash \mathcal{G}_{M}} W^{\langle g\rangle}$ satisfies $\mathcal{G}_{m}=\mathcal{G}_{M}$. The statement about $\operatorname{Ker}_{\mathcal{G}}(L)$ is now clear, since $\operatorname{Ker}_{\mathcal{G}}(L)=\bigcap_{m \in L} \mathcal{G}_{m}$.
(b) Let $\mathcal{H}=\mathcal{G}_{m}$ be a minimal member of $\left\{\mathcal{G}_{m} \mid m \in V\right\} \backslash\left\{\operatorname{Ker}_{\mathcal{G}}(L)\right\}$; so $V^{\mathcal{H}} \neq V$. As $\mathbb{Q}[\mathcal{H}]$-modules, $V \cong V^{\mathcal{H}} \oplus V / V^{\mathcal{H}}$. If $0 \neq v \in V / V^{\mathcal{H}}$ then $\mathcal{H}_{v}=$ $\mathcal{H} \cap \mathcal{G}_{v} \subsetneq \mathcal{H}$. In view of (a), our minimality assumption on $\mathcal{H}$ forces $\mathcal{H}_{v}=\operatorname{Ker}_{\mathcal{G}}(L)$. Thus, $\mathcal{H} / \operatorname{Ker}_{\mathcal{G}}(L)$ acts fixed-point-freely on $V / V^{\mathcal{H}}$.

Lemma 8.10.3. Assume that $\mathcal{G}$ is a nontrivial perfect group acting fixed-point-freely on the nonzero lattice $L$. Then $\mathcal{G}$ is isomorphic to the binary icosahedral group 2. $\mathcal{A}_{5} \cong \mathrm{SL}_{2}\left(\mathbb{F}_{5}\right)$ and $\operatorname{rank} L$ is a multiple of 8 .

Proof. Put $V=L \otimes_{\mathbb{Z}} \mathbb{C}$, a nonzero fixed-point-free $\mathbb{C}[\mathcal{G}]$-module. By a well-known theorem of Zassenhaus (see Wolf [227, Theorem 6.2.1]), $\mathcal{G}$ is isomorphic to the binary icosahedral group $2 . \mathcal{A}_{5}$ and the irreducible constituents of $V$ are 2-dimensional. The binary icosahedral group has two irreducible complex representations of degree 2; they are Galois conjugates of each other and both have Frobenius-Schur indicator -1 . We denote the corresponding $\mathbb{C}[\mathcal{G}]$-modules by $V_{1}$ and $V_{2}$. Both $V_{i}$ occur with the same multiplicity in $V$, since $V$ is defined over $\mathbb{Q}$. Thus, $V \cong\left(V_{1} \oplus V_{2}\right)^{m}$ for some $m$ and rank $L=4 m$. We have to show that $m$ is even. Since both $V_{i}$ have indicator -1 , it follows that $V_{1} \oplus V_{2}$ is not defined over $\mathbb{R}$, whereas each $V_{i}^{2}$ is defined over $\mathbb{R}$; see Isaacs $[96,9.21]$. Thus, letting $G_{0}(\mathbb{C}[\mathcal{G}])$ denote the Grothendieck group of the category of all finitely generated $\mathbb{C}[\mathcal{G}]$-modules and similarly for $\mathbb{R}[\mathcal{G}]$, the module $V_{1} \oplus V_{2}$ represents an element $x$ of order 2 in the cokernel of the scalar extension map $\mathbb{C} \otimes_{\mathbb{R}}: G_{0}(\mathbb{R}[\mathcal{G}]) \rightarrow G_{0}(\mathbb{C}[\mathcal{G}])$, and $m x=0$. Therefore, $m$ must be even, as desired.

Proof of Proposition 8.10.1. Let $1 \neq \mathcal{H} \leq \mathcal{G}$ and put $\overline{\mathcal{H}}=\bigcap_{m \in L^{\mathcal{H}}} \mathcal{G}_{m}$. Then $\overline{\mathcal{H}} \supseteq$ $\mathcal{H}$ and $L^{\overline{\mathcal{H}}}=L^{\mathcal{H}}$. Lemma 8.10.2(a) further implies that $\overline{\mathcal{H}}=\mathcal{G}_{m}$ for some $m$. Replacing $\mathcal{H}$ by $\overline{\mathcal{H}}$, we may assume that $\mathcal{H}$ is a nonidentity isotropy group. If $\mathcal{H}$ is not minimal then replace $\mathcal{H}$ by a smaller nonidentity isotropy group; this does not increase the value of $\operatorname{rank} L / L^{\mathcal{H}}$. Thus, we may assume that $\mathcal{H}$ is a minimal nonidentity isotropy group, and hence $\mathcal{H}$ is perfect. By Lemma 8.10.2(b), $\mathcal{H}$ acts fixed-point-freely on $L / L^{\mathcal{H}} \neq 0$ and Lemma 8.10.3 implies that $\operatorname{rank} L / L^{\mathcal{H}} \geq 8$, proving the proposition.

### 8.10.2 The Restriction Map

Let $\mathfrak{X}$ denote any collection of subgroups of $\mathcal{G}$ that is closed under conjugation and under taking subgroups. We will give a reformulation of injectivity of the restriction map

$$
\operatorname{res}_{\mathfrak{X}}^{\mathcal{G}}: H^{k}(\mathcal{G}, \mathbb{k}[L]) \rightarrow \prod_{\mathcal{H} \in \mathfrak{X}} H^{k}(\mathcal{H}, \mathbb{k}[L])
$$

that was considered in Theorem 8.8.1 in the special case where $\mathfrak{X}=\mathfrak{X}_{k+1}$.
Lemma 8.10.4. The map $\operatorname{res}_{\mathfrak{X}}^{\mathcal{G}}: H^{k}(\mathcal{G}, \mathbb{k}[L]) \rightarrow \prod_{\mathcal{H} \in \mathfrak{X}} H^{k}(\mathcal{H}, \mathbb{k}[L])$ is injective if and only if the restriction maps

$$
H^{k}\left(\mathcal{G}_{m}, \mathbb{k}\right) \rightarrow \prod_{\substack{\mathcal{H} \in \mathfrak{X} \\ \mathcal{H} \leq \mathcal{G}_{m}}} H^{k}(\mathcal{H}, \mathbb{k})
$$

are injective for all $m \in L$.

Proof. As $\mathcal{G}$-module,

$$
\mathbb{k}[L] \cong \bigoplus_{m \in \mathcal{G} \backslash L} \mathbb{k}\left[\mathcal{G} / \mathcal{G}_{m}\right]
$$

where $\mathcal{G} \backslash L$ is any transversal for the $\mathcal{G}$-orbits in $L$. If $\mathcal{H} \leq \mathcal{G}$ is any subgroup of $\mathcal{G}$ then

$$
\mathbb{k}\left[\mathcal{G} / \mathcal{G}_{m}\right] \downarrow_{\mathcal{H}}^{\mathcal{G}} \cong \bigoplus_{g \in \mathcal{H} \backslash \mathcal{G} / \mathcal{G}_{m}} \mathbb{k}\left[\mathcal{H} /{ }^{g} \mathcal{G}_{m} \cap \mathcal{H}\right] ;
$$

see (1.14). Therefore, $\operatorname{res}_{\mathcal{H}}^{\mathcal{G}}: H^{k}(\mathcal{G}, \mathbb{k}[L]) \rightarrow H^{k}(\mathcal{H}, \mathbb{k}[L])$ is the direct sum of the restriction maps

$$
H^{k}\left(\mathcal{G}, \mathbb{k}\left[\mathcal{G} / \mathcal{G}_{m}\right]\right) \rightarrow H^{k}\left(\mathcal{H}, \mathbb{k}\left[\mathcal{G} / \mathcal{G}_{m}\right]\right)=\bigoplus_{g \in \mathcal{H} \backslash \mathcal{G} / \mathcal{G}_{m}} H^{k}\left(\mathcal{H}, \mathbb{k}\left[\mathcal{H} /{ }^{g} \mathcal{G}_{m} \cap \mathcal{H}\right]\right)
$$

Using the Eckmann-Shapiro Lemma (2.6), the latter map can be rewritten as follows:

$$
\begin{array}{rlll}
\rho_{\mathcal{H}, m}: H^{k}\left(\mathcal{G}_{m}, \mathbb{k}\right) & \rightarrow & \bigoplus_{g \in \mathcal{H} \backslash \mathcal{G} / \mathcal{G}_{m}} H^{k}\left({ }^{g} \mathcal{G}_{m} \cap \mathcal{H}, \mathbb{k}\right) \\
{[f]} & \mapsto & & \left(\left[\underline{h} \mapsto f\left(g^{-1} \underline{h} g\right)\right]\right)_{g}
\end{array}
$$

Here [.] denotes the cohomology class of a $k$-cocycle and $\underline{h}$ stands for a $k$-tuple of elements of ${ }^{9} \mathcal{G}_{m} \cap \mathcal{H}$. Therefore,

$$
\operatorname{Ker} \rho_{\mathcal{H}, m}=\bigcap_{g \in \mathcal{H} \backslash \mathcal{G} / \mathcal{G}_{m}} \operatorname{Ker}\left(\operatorname{res}_{\mathcal{G}_{m} \cap \mathcal{H}^{g}}^{\mathcal{G}_{m}}: H^{k}\left(\mathcal{G}_{m}, \mathbb{k}\right) \rightarrow H^{k}\left(\mathcal{G}_{m} \cap \mathcal{H}^{g}, \mathbb{k}\right)\right) .
$$

Thus, $\operatorname{Ker~res}_{\mathfrak{X}}^{\mathcal{G}}$ is isomorphic to the direct sum of the kernels of the restriction maps

$$
H^{k}\left(\mathcal{G}_{m}, \mathbb{k}\right) \rightarrow \prod_{\mathcal{H} \in \mathfrak{X}} H^{k}\left(\mathcal{G}_{m} \cap \mathcal{H}^{g}, \mathbb{k}\right)
$$

with $m \in \mathcal{G} \backslash L$. Finally, by hypothesis on $\mathfrak{X}$, the groups $\mathcal{G}_{m} \cap \mathcal{H}^{g}$ with $\mathcal{H} \in \mathfrak{X}$ are exactly the groups $\mathcal{H} \in \mathfrak{X}$ with $\mathcal{H} \leq \mathcal{G}_{m}$. The lemma follows.

### 8.10.3 The Proof

We are now ready to prove Theorem 8.1.1. Recall that, for any subgroup $\mathcal{H} \leq \mathcal{G}$, $\mathcal{R}^{2}(\mathcal{H})$ denotes the subgroup generated by the elements of $\mathcal{H}$ that act as bireflections on $L$ or, equivalently, by the subgroups of $\mathcal{H}$ that belong to $\mathfrak{X}_{2}$; see (8.14). We assume that $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay. Throughout, we let $\mathbb{k}=\mathbb{Z} /|\mathcal{G}| \mathbb{Z}$; so $\mathbb{k}[L]^{\mathcal{G}}$ is CohenMacaulay as well, by Lemma 8.9.1.

We first show that $\mathcal{G}_{m} / \mathcal{R}^{2}\left(\mathcal{G}_{m}\right)$ is a perfect group for all $m \in L$. Indeed, Theorem 8.8.1 implies that the restriction $H^{1}(\mathcal{G}, \mathbb{k}[L]) \rightarrow \prod_{\mathcal{H} \in \mathfrak{X}_{2}} H^{1}(\mathcal{H}, \mathbb{k}[L])$ is injective. By Lemma 8.10.4, this says that all restrictions

$$
H^{1}\left(\mathcal{G}_{m}, \mathbb{k}\right) \rightarrow \prod_{\substack{\mathcal{H} \in \mathcal{X}_{2} \\ \mathcal{H} \leq \mathcal{G}_{m}}} H^{1}(\mathcal{H}, \mathbb{k})
$$

are injective. Now, by our choice of $\mathfrak{k}, H^{1}(\mathcal{H}, \mathbb{k})=\operatorname{Hom}\left(\mathcal{H}^{\text {ab }}, \mathbb{k}\right) \cong \mathcal{H}^{\text {ab }}$ and similarly for $\mathcal{G}_{m}$. Therefore, injectivity of the above map is equivalent to $\mathcal{G}_{m}^{\text {ab }}$ being generated by the images of all $\mathcal{H} \leq \mathcal{G}_{m}$ with $\mathcal{H} \in \mathfrak{X}_{2}$. In other words, $\mathcal{G}_{m}^{\text {ab }}$ is generated by the image of $\mathcal{R}^{2}\left(\mathcal{G}_{m}\right)$, and hence, $\left(\mathcal{G}_{m} / \mathcal{R}^{2}\left(\mathcal{G}_{m}\right)\right)^{\text {ab }}$ is trivial, as desired.

Now assume that $\mathcal{G}$ acts non-trivially on $L$. Our goal is to show that some isotropy group $\mathcal{G}_{m}$ is non-perfect. Suppose otherwise. Replacing $\mathcal{G}$ by $\mathcal{G} / \operatorname{Ker}_{\mathcal{G}}(L)$ we may assume that $1 \neq \mathcal{G}$ acts faithfully on $L$. Then $\mathfrak{X}_{k}=\{1\}$ for all $k<8$, by Proposition 8.10.1. Put $\ell=\inf \left\{i>0 \mid H^{i}(\mathcal{G}, \mathbb{k}[L]) \neq 0\right\}$ and suppose that $\ell<7$. Then Theorem 8.8.1 implies that $0 \neq H^{\ell}(\mathcal{G}, \mathbb{k}[L])$ embeds into $\prod_{\mathcal{H} \in \mathfrak{X}_{\ell+1}} H^{\ell}(\mathcal{H}, \mathbb{k}[L])$ which is trivial, because $\mathfrak{X}_{\ell+1}=\{1\}$. This contradiction shows that $\ell \geq 7$. By the Eckmann-Shapiro Lemma (2.6) (or Lemma 8.10 .4 with $\mathfrak{X}=\{1\}$ ), this says that

$$
H^{i}\left(\mathcal{G}_{m}, \mathbb{k}\right)=0 \text { for all } m \in L \text { and all } 0<i<7
$$

On the other hand, choosing $\mathcal{G}_{m}$ minimal with $\mathcal{G}_{m} \neq 1$, we know by Lemmas 8.10.2(b) and 8.10.3 that $\mathcal{G}_{m}$ is isomorphic to the binary icosahedral group 2. $\mathcal{A}_{5}$. The cohomology of $2 . \mathcal{A}_{5}$ is 4 -periodic (see Brown [31, p. 155]). Hence, $H^{3}\left(\mathcal{G}_{m}, \mathbb{k}\right) \cong \widehat{H}^{-1}\left(\mathcal{G}_{m}, \mathbb{k}\right)=\operatorname{ann}_{\mathbb{k}}\left(\sum_{g \in \mathcal{G}_{m}} g\right) \cong \mathbb{Z} /\left|\mathcal{G}_{m}\right| \mathbb{Z} \neq 0$; see (2.2) for $\widehat{H}^{-1}$. This contradiction completes the proof of Theorem 8.1.1.

### 8.11 Examples

Example 8.11.1 (Multiplicative $\mathcal{A}_{n}$-invariants of $U_{n}$ ). Using the notation of Example 3.5.5, we restrict the $\mathcal{S}_{n}$-action on the standard permutation lattice $U_{n}$ to the alternating group $\mathcal{A}_{n}$. Note that $\mathcal{A}_{n}$ acts as a bireflection group on $U_{n}$; this is easy to see directly and also follows from Proposition 1.7.1. Exactly as in Example 3.5.5, we have

$$
\mathbb{Z}\left[U_{n}\right]^{\mathcal{A}_{n}}=\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]^{\mathcal{A}_{n}}\left[s_{n}^{-1}\right]
$$

where $s_{n}=\prod_{1}^{n} x_{i}$ is the $n^{\text {th }}$ elementary symmetric function. The ring $\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]^{\mathcal{A}_{n}}$ of polynomial $\mathcal{A}_{n}$-invariants is known (Revoy [163], or see Smith [199, Theorem 1.3.5]):

$$
\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]^{\mathcal{A}_{n}}=\mathbb{Z}\left[s_{1}, \ldots, s_{n}\right] \oplus d \mathbb{Z}\left[s_{1}, \ldots, s_{n}\right]
$$

where $s_{i}$ is the $i^{\text {th }}$ elementary symmetric function in $x_{1}, \ldots, x_{n}$ and

$$
d=\frac{1}{2}\left(\Delta+\Delta_{+}\right)
$$

with $\Delta_{+}=\prod_{i<j}\left(x_{i}+x_{j}\right)$ and $\Delta=\prod_{i<j}\left(x_{i}-x_{j}\right)$, the Vandermonde determinant. Thus,

$$
\begin{equation*}
\mathbb{Z}\left[U_{n}\right]^{\mathcal{A}_{n}}=\mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}\right] \oplus d \mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}\right] \tag{8.15}
\end{equation*}
$$

This ring is Cohen-Macaulay, being a finite free extension of the mixed Laurent polynomial ring $\mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}\right]$.

Example 8.11.2 (Multiplicative $\mathcal{A}_{n}$-invariants of $A_{n-1}$ ). Continuing with the notation of Example 8.11.1, we now consider the root lattice $A_{n-1} \subseteq U_{n}$ as $\mathcal{A}_{n}$-lattice. The invariant algebra $\mathbb{Z}\left[A_{n-1}\right]^{\mathcal{A}_{n}}$ is easily seen to be Cohen-Macaulay. In fact, the lattice $U_{n}$ is rationally equivalent to $A_{n-1} \oplus \mathbb{Z}$ and so we know from Example 8.11.1 and Proposition 8.9.3 that $\mathbb{Z}\left[A_{n-1} \oplus \mathbb{Z}\right]^{\mathcal{A}_{n}}$ is Cohen-Macaulay. Moreover, $\mathbb{Z}\left[A_{n-1} \oplus \mathbb{Z}\right]^{\mathcal{A}_{n}} \cong \mathbb{Z}\left[A_{n-1}\right]^{\mathcal{A}_{n}}[\mathbb{Z}]$ and hence $\mathbb{Z}\left[A_{n-1}\right]^{\mathcal{A}_{n}}$ is Cohen-Macaulay, by observation (a) in 8.9.

Alternatively, exactly as in Example 3.5.6, one obtains that

$$
\mathbb{Z}\left[A_{n-1}\right]^{\mathcal{A}_{n}}=\mathbb{Z}\left[U_{n}\right]_{0}^{\mathcal{A}_{n}},
$$

where $\mathbb{Z}\left[U_{n}\right]_{0}$ denotes the degree- 0 component of $\mathbb{Z}\left[U_{n}\right]=\mathbb{Z}\left[x_{1}^{ \pm 1}, \ldots, x_{n}^{ \pm 1}\right]$ graded by total degree in the variables $x_{i}$. Since all $s_{i}$ in $d$ in (8.15) are homogeneous, with $\operatorname{deg} d=\binom{n}{2}$, we conclude that

$$
\begin{equation*}
\mathbb{Z}\left[A_{n-1}\right]^{\mathcal{A}_{n}}=\mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}\right]_{0} \oplus d \mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}\right]_{-\binom{n}{2}} \tag{8.16}
\end{equation*}
$$

Putting $\mu_{i}=s_{i}^{n} / s_{n}^{i}$ as in Example 3.5.6 and in $\S 6.3 .5$, we obtain a polynomial subalgebra $P=\mathbb{Z}\left[\mu_{1}, \ldots, \mu_{n}\right] \subseteq \mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}\right]_{0}$ so that both summands in (8.16) are free over $P$.

Example 8.11.3 ( $\mathcal{S}_{n}$-lattices). Let $L$ be an $\mathcal{S}_{n}$-lattice such that $\mathbb{Z}[L]^{\mathcal{S}_{n}}$ is CohenMacaulay. Theorem 8.1.1 implies that $\mathcal{S}_{n}$ acts as a bireflection group on $L$, and hence on all simple constituents of the rationalization $L_{\mathbb{Q}}=L \otimes_{\mathbb{Z}} \mathbb{Q}$. The simple $\mathbb{Q}\left[\mathcal{S}_{n}\right]$-modules are the Specht modules $S^{\lambda}$ for partitions $\lambda$ of $n$. If $n \geq 7$ then the only partitions $\lambda$ so that $\mathcal{S}_{n}$ acts as a bireflection group on $S^{\lambda}$ are $(n),\left(1^{n}\right)$ and $(n-1,1)$; this follows from the lists in Huffman [91] and Wales [221]. The corresponding Specht modules are the rationalizations of $\mathbb{Z}$, the sign lattice $\mathbb{Z}^{-}$, and the root lattice $A_{n-1}$. Thus, if $n \geq 7$ and $\mathbb{Z}[L]^{\mathcal{S}_{n}}$ is Cohen-Macaulay then we must have

$$
L_{\mathbb{Q}} \cong \mathbb{Q}^{r} \oplus\left(\mathbb{Q}^{-}\right)^{s} \oplus\left(A_{n-1}\right)_{\mathbb{Q}}^{t}
$$

with $s+t \leq 2$. In most cases, $\mathbb{Z}[L]^{\mathcal{S}_{n}}$ is easily seen to be Cohen-Macaulay. Indeed, Corollary 8.9.4 allows us to assume that $r=0$. If $s+t \leq 1$ then $\mathcal{S}_{n}$ acts as a reflection group on $L$ and so $\mathbb{Z}[L]^{\mathcal{S}_{n}}$ is Cohen-Macaulay by Corollary 6.1.2(a). When $t=0$, the same conclusion follows from Corollary 8.9.2 or from Example 3.5.3 (with $n=2$ ). This leaves the cases $s=t=1$ and $s=0, t=2$ to consider.

First let $s=t=1$. By Corollary 8.9.4, we may add a copy of $\mathbb{Z}$ to $L$ so that $L$ becomes rationally isomorphic to $U_{n} \oplus \mathbb{Z}^{-}$. Using Example 8.11.1 and its notation in conjunction with Lemma 3.5.2, we obtain the invariants of $U_{n} \oplus \mathbb{Z}^{-}$:

$$
\mathbb{Z}\left[U_{n} \oplus \mathbb{Z}^{-}\right]^{\mathcal{S}_{n}}=R \oplus R \varphi
$$

Here, $\varphi=\frac{1}{2}\left(\Delta_{+}+\Delta\right) t+\frac{1}{2}\left(\Delta_{+}-\Delta\right) t^{-1}$ with $t=\mathbf{x}^{\left(0_{U_{n}}, 1\right)} \in \mathbb{Z}\left[U_{n} \oplus \mathbb{Z}^{-}\right]$, and $R=\mathbb{Z}\left[s_{1}, \ldots, s_{n-1}, s_{n}^{ \pm 1}, t+t^{-1}\right]$. Thus, $\mathbb{Z}[L]^{\mathcal{S}_{n}}$ is again Cohen-Macaulay.

If $s=0$ and $t=2$ then we may replace $L$ by the lattice $U_{n}^{2}=U_{n} \oplus U_{n}$. By Lemma 8.9.1 $\mathbb{Z}\left[U_{n}^{2}\right]^{\mathcal{S}_{n}}$ is Cohen-Macaulay precisely if $\mathbb{F}_{p}\left[U_{n}^{2}\right]^{\mathcal{S}_{n}}$ is Cohen-Macaulay
for all primes $p \leq n$. As in Example 3.5.5, one sees that $\mathbb{F}_{p}\left[U_{n}^{2}\right]^{\mathcal{S}_{n}}$ is a localization of the algebra "vector invariants" $\mathbb{F}_{p}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]^{\mathcal{S}_{n}}$. By Kemper [109, Corollary 3.5], this algebra is known to be Cohen-Macaulay for $n / 2<p \leq n$, but the primes $p \leq n / 2$ apparently remain to be dealt with.

Example 8.11.4 (Ranks $\leq 4$ ). By Corollary 8.9.2, $\mathbb{Z}[L]^{\mathcal{G}}$ is always Cohen-Macaulay when $\operatorname{rank} L \leq 2$.

Now let rank $L=3$. There are $32 \mathbb{Q}$-classes of finite subgroups $\mathcal{G} \leq \mathrm{GL}_{3}(\mathbb{Z})$. The orders of these groups all divide $M(3)=48$; see $\S 1.10 .2$. In particular, the groups $\mathcal{G}$ are all solvable and the Sylow 3 -subgroup $\mathcal{H} \leq \mathcal{G}$, if nontrivial, is generated by a bireflection of order 3 . Therefore, $\mathbb{F}_{3}[L]^{\mathcal{H}}$ is Cohen-Macaulay; see Proposition 10.1.1 below for a more general result. Since the relative trace $\operatorname{tr}_{\mathcal{G} / \mathcal{H}}: \mathbb{F}_{3}[L]^{\mathcal{H}} \rightarrow \mathbb{F}_{3}[L]^{\mathcal{G}}$ is surjective, Lemma 8.5 .1 implies that $\mathbb{F}_{3}[L]^{\mathcal{G}}$ is CohenMacaulay for all finite subgroups $\mathcal{G} \leq \mathrm{GL}_{3}(\mathbb{Z})$. Therefore, by Lemma 8.9.1 and Theorem 8.1.1, $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay if and only if $\mathbb{F}_{2}[L]^{\mathcal{G}}$ is Cohen-Macaulay, and for this to occur, $\mathcal{G}$ must be generated by bireflections. It turns out that 3 of the $32 \mathbb{Q}$-classes consist of non-bireflection groups; these classes are represented by the cyclic groups

$$
\left\langle\left(\begin{array}{lll}
-1 & & \\
& -1 & -1
\end{array}\right)\right\rangle, \quad\left\langle\left(\begin{array}{ll}
-1 & \\
& \\
& -1
\end{array}\right)\right\rangle, \quad\left\langle\left(\begin{array}{ll}
-1 & -1 \\
& -1
\end{array}\right)\right\rangle
$$

of orders 2,4 and 6 (the latter two classes each split into two $\mathbb{Z}$-classes). For the 29 $\mathbb{Q}$-classes consisting of bireflection groups $\mathcal{G}$, Pathak [148] has checked explicitly by a case-by-case analysis that $\mathbb{F}_{2}[L]^{\mathcal{G}}$ is indeed Cohen-Macaulay. To summarize: if $\operatorname{rank} L=3$ then $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay if and only if $\mathcal{G}$ acts as a bireflection group on $L$, and the correponding $\mathcal{G}$-lattices are known.

In rank 4 , there are $227 \mathbb{Q}$-classes of finite subgroups $\mathcal{G} \leq \mathrm{GL}_{4}(\mathbb{Z})$. All but 5 of them consist of solvable groups and 4 of the non-solvable classes are bireflection groups, the one exception being represented by $\mathcal{S}_{5}$ acting on the signed root lattice $\mathbb{Z}^{-} \otimes_{\mathbb{Z}} A_{4}$. Thus, if the group $\mathcal{G} / \mathcal{R}^{2}(\mathcal{G})$ is perfect then it is actually trivial, that is, $\mathcal{G}$ is a bireflection group. It also turns out that, in this case, all isotropy groups $\mathcal{G}_{m}$ are bireflection groups. There are exactly $71 \mathbb{Q}$-classes that do not consist of bireflection groups. By the foregoing, they lead to non-Cohen-Macaulay multiplicative invariant algebras. The $\mathbb{Q}$-classes consisting of bireflection groups have not been systematically investigated yet. The searches in rank 4 were performed with GAP [71].

## 9

## Multiplicative Invariant Fields

### 9.1 Introduction

This chapter is devoted to invariant fields under group actions. The main theme is the rationality problem for invariant fields, also known as Noether's problem. An excellent introduction to this topic and its historical roots can be found in the monograph [98] by Jensen, Ledet and Yui.

Throughout this chapter, $\mathbb{k}$ is assumed to be a commutative field. All actions are understood to be trivial on $\mathfrak{k}$.

### 9.1.1 G-Fields and Noether's Problem

Let $G$ be a group. A $G$-field is a field $F$ together with a given action of $G$ by automorphisms on $F$, written as $f \mapsto g(f)$. As usual, a $G$-field $F$ is called faithful if every $1 \neq g \in G$ acts non-trivially on $F$. Morphisms of $G$-fields are $G$-equivariant field homomorphisms. If $F / K$ is an extension of $G$-fields then the $G$-action on $K$ is understood to be the restriction of the action on $F$.

Recall that a field extension $F / K$ is called rational if $F / K$ is finitely generated and purely transcendental:

$$
F=K\left(t_{1}, \ldots, t_{d}\right)
$$

with algebraically independent generators $t_{i}$ over $K$. In its most general form, the rationality problem for invariant fields, often referred to as the Noether problem, can be stated follows:

Given a rational extension of $G$-fields $F / K$, is the extension of invariant fields $F^{G} / K^{G}$ again rational?

This problem originated from considerations in constructive Galois theory; see Noether [141]. The connection will be briefly sketched in §9.1.2. Traditionally, it is assumed that $K$ is a trivial $G$-field (i.e., $K^{G}=K$ ); we will indicate this by writing $K=\mathbb{k}$. Even in this case the answer to Noether's problem is generally negative. Specifically, given a finite group $\mathcal{G}$, form the rational extension field $\mathbb{k}\left(x_{g} \mid g \in \mathcal{G}\right)$
of $\mathbb{k}$ and let $\mathcal{G}$ act on $\mathbb{k}\left(x_{g} \mid g \in \mathcal{G}\right)$ by $g\left(x_{h}\right)=x_{g h}$ and $\left.g\right|_{\mathfrak{k}}=\operatorname{Id}_{\mathfrak{k}}$. The invariant subfield of this action will be denoted by $\mathbb{k}(\mathcal{G})$; so

$$
\begin{equation*}
\mathfrak{k}(\mathcal{G})=\mathbb{k}\left(x_{g} \mid g \in \mathcal{G}\right)^{\mathcal{G}} . \tag{9.1}
\end{equation*}
$$

Lenstra [118] has determined exactly when $\mathbb{k}(\mathcal{G}) / \mathbb{k}$ is rational for any finite abelian group $\mathcal{G}$. For example, for the cyclic group $\mathcal{C}_{8}$ of order 8 , the extension $\mathbb{Q}\left(\mathcal{C}_{8}\right) / \mathbb{Q}$ is not rational; see [118, Corollary 7.2]. Earlier, Swan [208] and Voskresenskiĭ [218] had shown independently that $\mathbb{Q}\left(\mathcal{C}_{p}\right) / \mathbb{Q}$ is non-rational for the primes $p=$ $47,112,223, \ldots$. In view of these examples and others, one often asks for the field extension $F^{G} / K^{G}$ in Noether's problem to at least enjoy some weakened version of rationality.

### 9.1.2 Versions of Rationality

There are several relaxed notions of rationality for field extensions: a field extension $F / K$ is called

- stably rational if there is an extension field $E \supseteq F$ such that $E / F$ and $E / K$ are both rational,
- retract rational if $F$ is the field of fractions of some $K$-subalgebra $R$ which is a retract of a localized polynomial algebra $K\left[x_{1}, \ldots, x_{n}\right][1 / f]$, that is, there are $K$-algebra maps

$$
R \underset{\pi}{\stackrel{\mu}{\rightleftarrows}} K\left[x_{1}, \ldots, x_{n}\right][1 / f]
$$

so that $\pi \circ \mu=\operatorname{Id}_{R}$,

- unirational if there is an extension field $E \supseteq F$ such that $E / K$ is rational.

We will not be concerned with unirationality in the sequel, because in the setting of Noether's problem with $K=\mathbb{k}$, the extension $F^{G} / \mathbb{k}$ is clearly unirational. Retract rational extensions were introduced by Saltman [175]. They are of importance in constructive Galois theory: Given $\mathbb{k}$ and a finite group $\mathcal{G}$, let $\mathbb{k}(\mathcal{G})$ be defined as in (9.1). By a result due to Saltman [175] for infinite $K$ and to DeMeyer-McKenzie [48] in general, the extension $\mathbb{k}(\mathcal{G}) / \mathbb{k}$ is retract rational if and only if there exists a generic polynomial $f=f\left(t_{1}, \ldots, t_{m}\right)(x) \in \mathbb{k}\left(t_{1}, \ldots, t_{m}\right)[x]$ for Galois field extensions $E / F$ of $K$ with group $\mathcal{G}$. Explicitly, this means that $t_{1}, \ldots, t_{m}$ are indeterminates over $\mathbb{k}$ and $f$ is a separable polynomial in $\mathbb{k}\left(t_{1}, \ldots, t_{m}\right)[x]$ with Galois group $\mathcal{G}$ having the property that, for any Galois extension $E / F$ with $\operatorname{Gal}(E / F)=\mathcal{G}$ and $F \supseteq \mathbb{k}$, there exist $\lambda_{1}, \ldots, \lambda_{m} \in F$ so that $E$ is the splitting field of the separable polynomial $f\left(\lambda_{1}, \ldots, \lambda_{m}\right)(x) \in F[x]$.

The above versions of rationality are successively weaker:

$$
\text { rational } \Rightarrow \text { stably rational } \Rightarrow \text { retract rational } \Rightarrow \text { unirational. }
$$

All these implications are obvious except, perhaps, for the fact that stably rational extensions are retract rational; see Proposition 9.3.3 below. None of the implications
is reversible in general. Lenstra [118, Remark 5.7] has shown that if the extension $\mathbb{k}(\mathcal{G}) / \mathbb{k}$ in (9.1) is stably rational for a finite abelian group $\mathcal{G}$ then $\mathbb{k}(\mathcal{G}) / \mathbb{k}$ is actually rational. In particular, the aforementioned non-rational extensions $\mathbb{Q}\left(\mathcal{C}_{p}\right) / \mathbb{Q}$ ( $p=47,112,223, \ldots$ ) are not stably rational either. However, by a result of Saltman [177] (see Theorem 9.6.6), $\mathbb{Q}\left(\mathcal{C}_{p}\right) / \mathbb{Q}$ is always retract rational, for any prime $p$, while Lenstra's non-rational extension $\mathbb{Q}\left(\mathcal{C}_{8}\right) / \mathbb{Q}$ is not even retract rational. For further examples and references to the literature we refer the reader to the book [98] by Jensen, Ledet and Yui and to Le Bruyn's excellent survey on the rationality problem, [114].

### 9.1.3 Linear and Multiplicative G-Fields

Given a linear representation $G \rightarrow \mathrm{GL}(V)$ of the group $G$ on a finite-dimensional $\mathbb{k}$ vector space $V$, we obtain an action of $G$ on the symmetric algebra $\mathrm{S}(V)$ and hence on the field of fractions

$$
\mathrm{K}(V)=Q(\mathrm{~S}(V))
$$

Note that $\mathrm{K}(V)$ is a rational extension of $\mathbb{k}$; we will call $G$-fields of this form linear. When viewing $V$ as an algebraic variety over $\mathbb{k}$, it is customary to pass to the contragredient representation $G \rightarrow \mathrm{GL}\left(V^{*}\right)$ and to consider the corresponding $G$-actions on the algebra of polynomial functions on $V$,

$$
\mathcal{O}(V)=\mathrm{S}\left(V^{*}\right)
$$

and on the algebra of rational functions on $V$,

$$
\mathcal{K}(V)=\mathrm{K}\left(V^{*}\right)
$$

Similarly, ordinary and twisted multiplicative $G$-actions on $\mathbb{k}[L]$ and $K[L]_{\gamma}$ (see Section 3.8) can be extended to the respective fields of fractions

$$
\mathbb{k}(L)=Q(\mathbb{k}[L]) \quad \text { and } \quad K(L)_{\gamma}=Q\left(K[L]_{\gamma}\right) .
$$

The resulting $G$-fields will be called (twisted) multiplicative. The extensions $\mathbb{k}(L) / \mathbb{k}$ and $K(L)_{\gamma} / K$ are clearly rational. The associated extensions of invariant fields, $\mathbb{k}(L)^{G} / \mathbb{k}$ and $K(L)_{\gamma}^{G} / K^{G}$, and their relations to linear invariant fields will form the main focal point of this chapter.

The field $\mathbb{k}(\mathcal{G})$ in (9.1), for example, can be viewed as the multiplicative invariant field $\mathbb{k}(L)^{\mathcal{G}}$ of the regular $\mathcal{G}$-lattice $L=\mathbb{Z}[\mathcal{G}]$, and $\mathbb{k}(\mathcal{G})$ can also be viewed as the linear invariant field $\mathrm{K}(V)^{\mathcal{G}}$ with $V=\mathbb{k}[\mathcal{G}]$. A similar remark holds for any permutation $\mathcal{G}$-lattice $L$.

It is a remarkable fact that linear invariant fields $\mathcal{K}(V)^{G}$ of (infinite) algebraic groups $G$ are often isomorphic to suitable multiplicative invariant fields $\mathbb{k}(L)^{\mathcal{G}}$ for a finite group $\mathcal{G}$. An important instance of this phenomenon occurs when $V=\mathrm{M}_{n}^{r}(\mathbb{k})$ is the space of $r$-tuples of $n \times n$-matrices over $\mathbb{k}$ and the group $G=\mathrm{PGL}_{n}(\mathbb{k})$ operates on $V$ by simultaneous conjugation. When $\mathbb{k}$ is algebraically closed and $r \geq$ 2, we will see in Theorem 9.8 .2 below that

$$
\mathcal{K}\left(\mathrm{M}_{n}^{r}(\mathbb{k})\right)^{\mathrm{PGL}_{n}(\mathbb{k})} \cong \mathbb{k}\left(U_{n} \oplus U_{n} \oplus A_{n-1}^{\otimes 2} \oplus\left(U_{n}^{\otimes 2}\right)^{r-2}\right)^{\mathcal{S}_{n}}
$$

### 9.2 Stable Isomorphism

Let $G$ be a group. Two $G$-fields $F$ and $F^{\prime}$ are called stably isomorphic provided there is an isomorphism of $G$-fields

$$
F\left(x_{1}, \ldots, x_{r}\right) \xrightarrow{\sim} F^{\prime}\left(y_{1}, \ldots, y_{s}\right)
$$

for suitable $r$ and $s$, where the $x$ 's and $y$ 's are $G$-invariant commuting indeterminates over $F$ and $F^{\prime}$, respectively. In case $F$ and $F^{\prime}$ contain a common $G$-subfield $K$ and the above isomorphism is the identity on $K$, we say that $F$ and $F^{\prime}$ are stably isomorphic over $K$. Taking $G=\langle 1\rangle$, one obtains analogous notions for fields without group action: two fields $F$ and $F^{\prime}$ are said to be stably isomorphic (over a common subfield $K$ ) if there are rational extensions $E / F$ and $E^{\prime} / F^{\prime}$ so that $E \cong E^{\prime}$ (and the isomorphism is the identity on $K$ ).
Lemma 9.2.1. Let $F / K$ and $F^{\prime} / K$ be extensions of $\mathcal{G}$-fields, where $\mathcal{G}$ is a finite group.
(a) If $F=K\left(x_{1}, \ldots, x_{r}\right)$ for $\mathcal{G}$-invariant indeterminates $x_{i}$ then

$$
F^{\mathcal{G}}=K^{\mathcal{G}}\left(x_{1}, \ldots, x_{r}\right)
$$

is rational over $K^{\mathcal{G}}$. Conversely, if $K$ is a faithful $\mathcal{G}$-field and $F^{\mathcal{G}} / K^{\mathcal{G}}$ is rational then $F=K\left(x_{1}, \ldots, x_{r}\right)$ for $\mathcal{G}$-invariant indeterminates $x_{i}$.
(b) If $F$ and $F^{\prime}$ are stably isomorphic over $K$ then $F^{\mathcal{G}}$ and $F^{\prime \mathcal{G}}$ are stably isomorphic over $K^{\mathcal{G}}$.

Proof. (a) If $F=K\left(x_{1}, \ldots, x_{r}\right)$ for indeterminates $x_{i} \in F^{\mathcal{G}}$ then $K\left[x_{1}, \ldots, x_{r}\right]^{\mathcal{G}}=$ $K^{\mathcal{G}}\left[x_{1}, \ldots, x_{r}\right]$. Since $\mathcal{G}$ is finite, we have $F^{\mathcal{G}}=Q\left(K\left[x_{1}, \ldots, x_{r}\right]^{\mathcal{G}}\right)$; see, e.g., Bourbaki [22, Prop. V.1.23]. Thus, $F^{\mathcal{G}}=Q\left(K^{\mathcal{G}}\left[x_{1}, \ldots, x_{r}\right]\right)=K^{\mathcal{G}}\left(x_{1}, \ldots, x_{r}\right)$.

For the converse, assume that $F^{\mathcal{G}}=K^{\mathcal{G}}\left(x_{1}, \ldots, x_{r}\right)$ for elements $x_{i}$ that are algebraically independent over $K^{\mathcal{G}}$. Since $K / K^{\mathcal{G}}$ is algebraic, the $x_{i}$ are also algebraically independent over $K$. Put $E=K\left(x_{1}, \ldots, x_{r}\right) \subseteq F$. Since $E \supseteq F^{\mathcal{G}}$, we have $E^{\mathcal{G}}=F^{\mathcal{G}}$. By Galois theory, $\left[E: E^{\mathcal{G}}\right]=|\mathcal{G}|=\left[F: F^{\mathcal{G}}\right]$ and so $E=F$.
(b) By (a), any $K$-isomorphism of $\mathcal{G}$-fields $F\left(x_{1}, \ldots, x_{r}\right) \xrightarrow{\sim} F^{\prime}\left(y_{1}, \ldots, y_{s}\right)$ with $\mathcal{G}$-invariant indeterminates $x_{i}, y_{j}$ restricts to a $K^{\mathcal{G}}$-isomorphism

$$
F^{\mathcal{G}}\left(x_{1}, \ldots, x_{r}\right) \xrightarrow{\sim} F^{\prime \mathcal{G}}\left(y_{1}, \ldots, y_{s}\right) .
$$

So $F^{\mathcal{G}}$ and $F^{\mathcal{G}}$ are stably isomorphic over $K^{\mathcal{G}}$.

### 9.3 Retract Rationality

The notion of retract rationality has the flavor of "projectivity"; this will be made explicit in Lemma 9.3.2 below. We will need the following observation due to Swan [208, Lemma 8]. For later use it is stated here with an operating group $\mathcal{G}$.

Lemma 9.3.1. Let $F / K$ be an extension of $\mathcal{G}$-fields. Assume that $F=Q(R)=$ $Q(S)$ for suitable $\mathcal{G}$-stable affine $K$-subalgebras $R$ and $S$. Then there are nonzero elements $r \in R^{\mathcal{G}}, s \in S^{\mathcal{G}}$ so that $R[1 / r]=S[1 / s]$.

Proof. By [22, Prop. V.1.23], $F$ can be obtained from $R$ by inverting the nonzero elements of $R^{\mathcal{G}}$, and similarly for $S$. Since $R$ is affine, we conclude that there is a nonzero $s_{0} \in S^{\mathcal{G}}$ with $R \subseteq S\left[1 / s_{0}\right]$. Similarly, $S\left[1 / s_{0}\right] \subseteq R\left[1 / r_{0}\right]$ for some nonzero $r_{0} \in R^{\mathcal{G}}$. Thus, $S\left[1 / s_{0}\right]\left[1 / r_{0}\right]=R\left[1 / r_{0}\right]$. Now, $r_{0}=t / s_{0}^{n}$ for suitable $t \in S^{\mathcal{G}}$ and $n \in \mathbb{Z}_{+}$, and so $S\left[1 / s_{0}\right]\left[1 / r_{0}\right]=S\left[1 / s_{0} t\right]$. The lemma follows by taking $r=r_{0}$ and $s=s_{0} t$.

A homomorphism of $K$-algebras $\alpha: A \rightarrow B$ is said to be split if there exists a homomorphism $\beta: B \rightarrow A$ such that $\alpha \circ \beta=\operatorname{Id}_{B}$. In this case, $B$ is also called a retract of $A$. If $B$ is a retract of $A$ then any localization $B[1 / b]$ of $B$ is a retract of some localization $A[1 / a]$ : just consider the extensions of $\alpha$ and $\beta$,

$$
\begin{equation*}
B[1 / b] \underset{\alpha}{\underset{\sim}{\rightleftarrows}} A[1 / \beta(b)], \tag{9.2}
\end{equation*}
$$

and take $a=\beta(b)$.
The definition of retract rationality as given in $\S 9.1 .2$ can be rephrased as follows: the field extension $F / K$ is retract rational if and only if $F=Q(R)$ for some $K$-subalgebra $R \subseteq F$ which is a retract of a localized polynomial algebra $K\left[x_{1}, \ldots, x_{n}\right][1 / f]$. The following lemma gives an alternative formulation.

Lemma 9.3.2. A field extension $F / K$ is retract rational if and only if $F / K$ is finitely generated and the following condition is satisfied: if $F=Q(S)$ for some affine $K$ subalgebra $S \subseteq F$ and $\alpha: A \rightarrow S$ is an epimorphism of $K$-algebras then there exists an $a \in A$ such that $\alpha(a) \neq 0$ and the extension of $\alpha, A[1 / a] \rightarrow S[1 / \alpha(a)]$, is split.

Proof. First note that the above version implies the original definition. For, we may write $F=Q(S)$ for some affine $K$-subalgebra $S \subseteq F$, since $F / K$ is finitely generated. Now choose any epimorphism $\alpha: K\left[x_{1}, \ldots, x_{n}\right] \rightarrow S$ and an element $f \in K\left[x_{1}, \ldots, x_{n}\right]$ such that the extension $K\left[x_{1}, \ldots, x_{n}\right][1 / f] \rightarrow S[1 / \alpha(f)]$ splits and take $R=S[1 / \alpha(f)]$.

For the converse, assume that $F=Q(R)$ for some $K$-subalgebra $R \subseteq F$ which is a retract of a localized polynomial algebra $K\left[x_{1}, \ldots, x_{n}\right][1 / f]$. Then $F / K$ is certainly finitely generated, because $R$ is an affine $K$-algebra. Write $F=Q(S)$ where $S \subseteq F$ is some affine $K$-subalgebra. By Lemma 9.3.1, there are elements $0 \neq r \in R$ and $0 \neq s \in S$ so that $R[1 / r]=S[1 / s]$. By (9.2), $R[1 / r]=S[1 / s]$ is a retract of some localization of $K\left[x_{1}, \ldots, x_{n}\right][1 / f]$. Any such localization has the form $K\left[x_{1}, \ldots, x_{n}\right]\left[1 / f^{\prime}\right]$ for some $0 \neq f^{\prime} \in K\left[x_{1}, \ldots, x_{n}\right]$; see the proof of Lemma 9.3.1. Thus, we have $K$-algebra maps

$$
S[1 / s] \underset{\pi}{\stackrel{\mu}{\rightleftarrows}} K\left[x_{1}, \ldots, x_{n}\right]\left[1 / f^{\prime}\right]
$$

so that $\pi \circ \mu=\operatorname{Id}_{S[1 / s]}$. Now consider a $K$-algebra epimorphism $\alpha: A \rightarrow S$. Choose $a_{0} \in A$ with $\alpha\left(a_{0}\right)=s$ and let $\alpha: A\left[1 / a_{0}\right] \rightarrow S[1 / s]$ be the extension of $\alpha$. Further, choose elements $a_{i} \in A\left[1 / a_{0}\right]$ such that $\alpha\left(a_{i}\right)=\pi\left(x_{i}\right)$ and define $\varphi: K\left[x_{1}, \ldots, x_{n}\right] \rightarrow A\left[1 / a_{0}\right]$ by $\varphi\left(x_{i}\right)=a_{i}$. Then $\alpha \circ \varphi=\pi: K\left[x_{1}, \ldots, x_{n}\right] \rightarrow$ $S[1 / s]$. In particular, $(\alpha \circ \varphi)\left(f^{\prime}\right)=\pi\left(f^{\prime}\right)$ is invertible in $S[1 / s]$ and so we can consider the extensions

$$
K\left[x_{1}, \ldots, x_{n}\right]\left[1 / f^{\prime}\right] \xrightarrow{\varphi} A\left[1 / a_{0}\right]\left[1 / \varphi\left(f^{\prime}\right)\right] \xrightarrow{\alpha} S[1 / s]
$$

with $\alpha \circ \varphi=\pi$. Note that $A\left[1 / a_{0}\right]\left[1 / \varphi\left(f^{\prime}\right)\right]=A[1 / a]$ for some $a \in A$ (again, as in the proof of Lemma 9.3.1) and the map $\beta=\varphi \circ \mu: S[1 / s] \rightarrow A[1 / a]$ satisfies $\alpha \circ \beta=\alpha \circ \varphi \circ \mu=\pi \circ \mu=\operatorname{Id}_{S[1 / s]}$; so $\alpha: A[1 / a] \rightarrow S[1 / s]$ is split. Finally, since $\alpha(A)=S$, we have $S[1 / s]=\alpha(A[1 / a])=S[1 / \alpha(a)]$ and $\alpha(a) \neq 0$. This completes the proof.

Following Saltman [177, Proposition 3.6(a)], we now show that retract rationality is preserved under stable isomorphism.
Proposition 9.3.3. Let $F / K$ and $F^{\prime} / K$ be field extensions.
(a) Assume that $F$ and $F^{\prime}$ are stably isomorphic over $K$. If $F / K$ is retract rational then so is $F^{\prime} / K$.
(b) If $F / K$ is stably rational then $F / K$ is retract rational.

Proof. (a) Fix rational extensions $E / F$ and $E^{\prime} / F^{\prime}$ so that $E$ and $E^{\prime}$ are $K$ isomorphic. The extension $E / K$ is retract rational, because $F / K$ is. Indeed, $E=$ $F\left(x_{1}, \ldots, x_{n}\right)$ with algebraically independent generators $x_{i}$, and $F=Q(R)$ for some $K$-subalgebra $R \subseteq F$ that is a retract of a localized polynomial algebra $K\left[t_{1}, \ldots, t_{d}\right][1 / f]$. Thus, $R\left[x_{1}, \ldots, x_{n}\right]$ is a retract of $K\left[x_{1}, \ldots, x_{n}, t_{1}, \ldots, t_{d}\right][1 / f]$ and $Q\left(R\left[x_{1}, \ldots, x_{n}\right]\right)=E$, which shows that $E / K$ is retract rational. Hence, we may assume that $F=E$.

Write $F=F^{\prime}\left(y_{1}, \ldots, y_{m}\right)$ with algebraically independent $y_{j}$, and $F=Q(R)$, as above. Our goal is to show that $F^{\prime} / K$ is retract rational. Note that $F^{\prime} / K$ is certainly unirational, as $F / K$ is. In particular, we may assume that $F^{\prime}$ is infinite. For, otherwise $F^{\prime}=K$, because $K$ is algebraically closed in $F^{\prime}$, and we are done. Fix an affine $K$-subalgebra $A \subseteq F^{\prime}$ with $F^{\prime}=Q(A)$. It will suffice to show that, for some nonzero $a \in A, A[1 / a]$ is is a retract of a localized polynomial algebra. To this end, note that $F=Q(R)=Q\left(A\left[y_{1}, \ldots, y_{m}\right]\right)$; so

$$
R[1 / r]=A\left[y_{1}, \ldots, y_{m}\right][1 / t]
$$

holds for suitable nonzero $r \in R$ and $t \in A\left[y_{1}, \ldots, y_{m}\right]$, by Lemma 9.3.1. Since $A$ is infinite, there exists an $A$-algebra map $\varphi: A\left[y_{1}, \ldots, y_{m}\right] \rightarrow A$ with $\varphi(t) \neq 0$; see Bourbaki [27, Théorème IV.2.2]. Put $a=\varphi(t), A^{\prime}=A[1 / a]$ and write $a=s / r^{e}$ with $0 \neq s \in R$ and $e \geq 0$. Then

$$
A^{\prime}\left[y_{1}, \ldots, y_{m}\right][1 / t]=R[1 / r s]
$$

and $\varphi$ extends uniquely to an $A^{\prime}$-algebra map $\varphi: A^{\prime}\left[y_{1}, \ldots, y_{m}\right][1 / t] \rightarrow A^{\prime}$; so $A^{\prime}$ is a retract of $R[1 / r s]$. As we remarked above, $R[1 / r s]$ is a retract of a localized polynomial algebra, as $R$ is, and hence $A^{\prime}$ is a retract of a localized polynomial algebra as well. This completes the proof of (a).
(b) Just note that $F / K$ being stably rational says that $F$ is stably isomorphic to $K$ over $K$. Thus, (b) follows from (a).

### 9.4 The "No-name Lemma"

In this section, we gather together some standard facts from field theory. Throughout, $\mathcal{G}$ denotes a finite group. We begin with a lemma often referred to as the Galois descent lemma, invariant basis lemma or Speiser's lemma [200]. Recall that $K \# \mathcal{G}$ denotes the skew group ring that is associated with the $\mathcal{G}$-field $K$; see Section 5.3.

Lemma 9.4.1. Let $K$ be a faithful $\mathcal{G}$-field. Then, for any left $K \# \mathcal{G}$-module $W$, we have $W \cong K \otimes_{K^{\mathcal{G}}} W^{\mathcal{G}}$ via multiplication, where $W^{\mathcal{G}}$ denotes the $\mathcal{G}$-invariants in $W$.

Proof. This lemma is a consequence of the fact that the skew group ring $S=K \# \mathcal{G}$ is Morita equivalent to the invariant subfield $K^{\mathcal{G}}$; see, e.g., Chase, Harrison and Rosenberg [36, Remark 1.5(c)]. We give a self-contained argument.

First, we show that $S$ is a simple ring: Let $I$ be a nonzero ideal of $S$ and choose $0 \neq f=\sum_{g \in \mathcal{G}} k_{g} g \in I$ so that $\operatorname{Supp}(f)=\left\{g \in \mathcal{G} \mid k_{g} \neq 0\right\}$ has minimal size. We may assume that $f$ has the form $f=1+\sum_{1 \neq g \in \mathcal{G}} k_{g} g$. If $k_{g} \neq 0$ for some $1 \neq g \in \mathcal{G}$ then choose $k \in K$ with $g(k) \neq k$ and form the element $f^{\prime}=k f-f k=$ $\sum_{1 \neq g \in \mathcal{G}}\left(k k_{g}-k_{g} g(k)\right) g$; this is a nonzero element of $I$ whose support is smaller than $\operatorname{Supp}(f)$, contradicting minimality of $f$. Thus, $1 \in I$ proving simplicity of $S$.

Applying the foregoing to the ideal of $S$ that is generated by the symmetrizer $t=\sum_{g \in \mathcal{G}} g \in S$ we obtain $1 \in S t S=K t K$; see (5.7). For any left $S$-module $W$, we have $t W \subseteq W^{\mathcal{G}}$. Consequently, $W=K t K \cdot W=K W^{\mathcal{G}}$, and hence $W$ has a $K$-basis consisting of elements in $W^{\mathcal{G}}$. This basis is easily seen to be a $K^{\mathcal{G}}$-basis of $W^{\mathcal{G}}$; so $W \cong K \otimes_{K^{\mathcal{G}}} W^{\mathcal{G}}$.

As an application, suppose that the finite group $\mathcal{G}$ acts by automorphism on the ring $R$ and $R$ contains a $\mathcal{G}$-stable subfield $K$ on which $\mathcal{G}$ acts faithfully. If $R=$ $\langle K, W\rangle_{\text {ring }}$ for some $\mathcal{G}$-stable left $K$-subspace $W \subseteq R$ then, in fact,

$$
R=\left\langle K, W^{\mathcal{G}}\right\rangle_{\text {ring }}
$$

To see this, just note that $W$ is a left $K \# \mathcal{G}$-submodule of $R$ and apply Lemma 9.4.1. We now concentrate on field extensions. Various versions of the following rationality results are referred to in the literature as the "no-name lemma"; the terminology was introduced by Dolgachev [51].

Lemma 9.4.2. Let $K \subseteq F$ be an extension of faithful $\mathcal{G}$-fields. Assume that $F=$ $\langle K, W\rangle_{\text {field }}$ for some $\mathcal{G}$-stable $K$-subspace $W \subseteq F$. Then:
(a) $F=\left\langle K, W^{\mathcal{G}}\right\rangle_{\text {field }}$ and $F^{\mathcal{G}}=\left\langle K^{\mathcal{G}}, W^{\mathcal{G}}\right\rangle_{\text {field. }}$.
(b) If $K \subseteq W$ and $\operatorname{dim}_{K} W=1+\operatorname{trdeg}_{K} F<\infty$ then $F^{\mathcal{G}} / K^{\mathcal{G}}$ is rational.

Proof. (a) The $\mathcal{G}$-action on $F$ and multiplication with $K$ make $F$ a left $K \# \mathcal{G}$-module and $W$ is a $K \# \mathcal{G}$-submodule. Therefore, Lemma 9.4.1 implies that $W=K W^{\mathcal{G}}$. Hence, $F=\left\langle K, W^{\mathcal{G}}\right\rangle_{\text {field }}$.

Put $E=\left\langle K^{\mathcal{G}}, W^{\mathcal{G}}\right\rangle_{\text {field }} \subseteq F^{\mathcal{G}}$. We want to show that equality holds. Indeed, the $E$-vector space $K E$ generated by $K$ is a subring of $F$ and $\operatorname{dim}_{E} K E \leq \operatorname{dim}_{K^{\mathcal{G}}} K=$ $|\mathcal{G}|$. Thus, $K E$ is a field, and hence $K E=\left\langle K, W^{\mathcal{G}}\right\rangle_{\text {field }}=F$. Therefore, $\operatorname{dim}_{E} F=$ $\operatorname{dim}_{E} K E \leq|\mathcal{G}|=\operatorname{dim}_{F^{\mathcal{G}}} F$. Since $E \subseteq F^{\mathcal{G}}$ this is only possible if $E=F^{\mathcal{G}}$.
(b) Choose a $K^{\mathcal{G}}$-basis $\left\{1=b_{0}, b_{1}, \ldots, b_{n}\right\}$ of $W^{\mathcal{G}}$. By part (a), $F^{\mathcal{G}}=$ $\left\langle K^{\mathcal{G}}, b_{1}, \ldots, b_{n}\right\rangle_{\text {field }}$. Since $\operatorname{trdeg}_{K^{\mathcal{G}}} F^{\mathcal{G}}=\operatorname{trdeg}_{K} F=n$, we conclude that $b_{1}, \ldots, b_{n}$ are transcendental over $K^{\mathcal{G}}$.

We now focus on twisted multiplicative $\mathcal{G}$-fields. Recall from Section 3.8 that, given a $\mathcal{G}$-field $K$, a $\mathcal{G}$-lattice $L$ and a class $\gamma \in \operatorname{Ext}_{\mathbb{Z}[G]}\left(L, K^{*}\right)$, the notation $K[L]_{\gamma}$ indicates the group algebra $K[L]$ with the twisted multiplicative $\mathcal{G}$-action (3.19). As in $\S 9.1 .3$ we put

$$
\begin{equation*}
K(L)_{\gamma}=Q\left(K[L]_{\gamma}\right) \tag{9.3}
\end{equation*}
$$

with the (uniquely) extended $\mathcal{G}$-action. Twisted multiplicative $G$-fields with trivial extension class $\gamma$ are simply written as

$$
\begin{equation*}
K(L) ; \tag{9.4}
\end{equation*}
$$

the action of $\mathcal{G}$ on the group algebra $K[L]$ is then given by formula (3.21).
The following lemma essentially goes back to Masuda [130] and Miyata [134].
Lemma 9.4.3. Let $K$ be a faithful $\mathcal{G}$-field and $L$ a permutation $\mathcal{G}$-lattice. Then any twisted multiplicative $\mathcal{G}$-ring $K[L]_{\gamma}$ is a localized polynomial algebra:

$$
K[L]_{\gamma} \cong K\left[x_{1}, \ldots, x_{n}\right][1 / f]
$$

where the variables $x_{i}$ and the element $f$ are $\mathcal{G}$-invariant. In particular, $K[L]_{\gamma}^{\mathcal{G}}=$ $K^{\mathcal{G}}\left[x_{1}, \ldots, x_{n}\right][1 / f]$ is a localized polynomial algebra over $K^{\mathcal{G}}$ and the field extension $K(L)_{\gamma}^{\mathcal{G}} / K^{\mathcal{G}}$ is rational.

Proof. By Hilbert's "Theorem 90" (e.g., Serre [193, Proposition X.2]), the $\mathcal{G}$-module $K^{*}$ is $H^{1}$-trivial, and so $\operatorname{Ext}_{\mathbb{Z}[\mathcal{G}]}\left(L, K^{*}\right)$ is trivial; see Section 2.5. Therefore, $K[L]_{\gamma} \cong K[L]$. Fix a $\mathbb{Z}$-basis $\left\{m_{i}\right\}_{1}^{n}$ of $L$ that is permuted by the action of $\mathcal{G}$ and put $t_{i}=\mathbf{x}^{m_{i}} \in K[L]$. Then $K[L]=K\left[t_{1}^{ \pm 1}, \ldots, t_{n}^{ \pm 1}\right]=K\left[t_{1}, \ldots, t_{n}\right][1 / f]$ with $f=\prod_{1}^{n} t_{i}$. The group $\mathcal{G}$ permutes the variables $t_{i}$ and fixes $f$. Therefore, $K[L]^{\mathcal{G}}=K\left[t_{1}, \ldots, t_{n}\right]^{\mathcal{G}}[1 / f]$. Put $W=\bigoplus_{1}^{n} K t_{i} \subseteq K\left[t_{1}, \ldots, t_{n}\right]$; this is a left $K \# \mathcal{G}$-submodule of $K\left[t_{1}, \ldots, t_{n}\right]$. By Lemma 9.4.1, $W$ has a $K$-basis consisting of $\mathcal{G}$-invariant elements $x_{1}, \ldots, x_{n}$. Therefore, $K\left[t_{1}, \ldots, t_{n}\right]=K\left[x_{1}, \ldots, x_{n}\right]$ and so $K[L]^{\mathcal{G}}=K^{\mathcal{G}}\left[x_{1}, \ldots, x_{n}\right][1 / f]$, as desired. The assertion about $K(L)_{\gamma}^{\mathcal{G}} / K^{\mathcal{G}}$ is now clear.

The main effect of the foregoing, for our purposes, is that many rationality problems are essentially equivalent. Parts (a) and (b) of the following proposition are standard. Part (c) is due to Saltman [179, Corollary 1.6]; see also Reichstein [160].

Proposition 9.4.4. Let $\mathcal{G} \hookrightarrow \mathrm{GL}(V)$ be a faithful linear representation of the finite group $\mathcal{G}$, where $V$ is a finite-dimensional $\mathbb{k}$-vector space.
(a) If $U \subseteq V$ is a faithful subrepresentation then the extension of linear invariant fields $\mathrm{K}(V)^{\mathcal{G}} / \mathrm{K}(U)^{\mathcal{G}}$ is rational.
(b) $\mathrm{K}(V)^{\mathcal{G}} / \mathbb{k}$ is stably isomorphic to $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ for any faithful permutation $\mathcal{G}$-lattice $L$.
(c) If $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ is retract rational for some faithful $\mathcal{G}$-lattice $L$ then $\mathrm{K}(V)^{\mathcal{G}} / \mathbb{k}$ is retract rational as well.

Proof. (a) Apply Lemma 9.4.2(b) with $K=\mathrm{K}(U) \subseteq F=\mathrm{K}(V)$ and $W=K V \subseteq$ $F$. Then $\operatorname{dim}_{K} W=1+\operatorname{dim}_{\mathfrak{k}} V / U=1+\operatorname{trdeg}_{K} F$ and Lemma 9.4.2(b) yields the result.
(b) Put $K=\mathrm{K}(V), K^{\prime}=\mathbb{k}(L)$ and consider the multiplicative $\mathcal{G}$-field $F=$ $K(L)$. By Lemma 9.4.3, $F^{\mathcal{G}} / K^{\mathcal{G}}$ is rational. Note that $F$ can also be written as $F=\mathrm{K}\left(V^{\prime}\right)$ with $V^{\prime}=K^{\prime} \otimes_{\mathfrak{k}} V$. Applying Lemma 9.4.2(b) with $W=K^{\prime}+V^{\prime}$, we also obtain that $F^{\mathcal{G}} / K^{\mathcal{G}}$ is rational. This proves (b).
(c) Fix $L$ and define the fields $K, K^{\prime}$ and $F$ as in the proof of (b) above. Recall that $F^{\mathcal{G}} / K^{\mathcal{G}}$ is rational. (This part of the argument only uses faithfulness of L.) Since $K^{\prime \mathcal{G}} / \mathbb{k}$ is retract rational, by hypothesis, $F^{\mathcal{G}} / \mathbb{k}$ is retract rational as well, by Proposition 9.3.3(a). Finally, in Proposition 9.5.4(a) below, we will show that if $F^{\mathcal{G}} / \mathbb{k}=K(L)^{\mathcal{G}} / \mathbb{k}$ is retract rational then so is $K^{\mathcal{G}} / \mathbb{k}$.

We will see in Proposition 9.6.1(b) that $L$ could be taken to be any faithful quasipermutation $\mathcal{G}$-lattice in part (b) above. Part (c) implies in particular that, in order to ensure the existence of a generic polynomial for $\mathcal{G}$ over $\mathbb{k}$, it suffices to find one faithful $\mathcal{G}$-lattice $L$ so that $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ is retract rational; see $\S 9.1 .2$.

### 9.5 Function Fields of Algebraic Tori

This section focuses on multiplicative $\mathcal{G}$-fields of the form $K(L)$ for a finite group $\mathcal{G}$; see (9.4). For the most part, the $\mathcal{G}$-field $K$ will be faithful. In view of the connection with algebraic tori sketched in Section 3.10, the invariant fields $K(L)^{\mathcal{G}}$ are often called fields of torus invariants or function fields of algebraic tori.

Recall that a $\mathcal{G}$-lattice $L$ is called monomial if $L$ has a $\mathbb{Z}$-basis that is permuted by $\mathcal{G}$ up to a $\pm$-sign; see Section 2.8. The next proposition extends an earlier rationality result (Lemma 9.4.3) for twisted multiplicative invariant fields $K(L)_{\gamma}^{\mathcal{G}} / K^{\mathcal{G}}$ with $L$ a permutation $\mathcal{G}$-lattice ( $\gamma$ is trivial in this case).

Proposition 9.5.1. Let $\mathcal{G}$ be a finite group and let $F=K(L)$ be a multiplicative $\mathcal{G}$-field with $K$ a faithful $\mathcal{G}$-field. If the $\mathcal{G}$-lattice $L$ is monomial then $F^{\mathcal{G}} / K^{\mathcal{G}}$ is rational.

Proof. Fix a $\mathbb{Z}$-basis $\left\{m_{i}\right\}_{1}^{n}$ of $L$ that is permuted up to $\pm$ by the action of $\mathcal{G}$ and put $x_{i}=\mathbf{x}^{m_{i}} \in F$. Then $\left\{x_{i}\right\}_{1}^{n}$ is a transcendence basis for $F / K$ and

$$
\begin{equation*}
g\left(x_{i}\right)=x_{i^{\prime}}^{ \pm 1} \tag{9.5}
\end{equation*}
$$

holds for each $g \in \mathcal{G}$ and each $i$. Put $y_{i}=\left(1+x_{i}\right)^{-1} \in F$. (This change of variables has been borrowed from Hajja and Kang [86].) Then $\left\{y_{i}\right\}_{1}^{n}$ is another transcendence basis for $F / K$ and the $\mathcal{G}$-action (9.5) translates into

$$
g\left(y_{i}\right)= \begin{cases}y_{i^{\prime}} & \text { if }+ \text { holds in (9.5) } \\ 1-y_{i^{\prime}} & \text { if }- \text { holds in (9.5) }\end{cases}
$$

Thus, Lemma 9.4.2(b) applies with $W=K+\sum_{1}^{n} K y_{i}$, proving rationality of $F^{\mathcal{G}} / K^{\mathcal{G}}$.

The following example shows that Proposition 9.5.1 is not true in general for twisted multiplicative invariant fields $K(L){ }_{\gamma}^{\mathcal{G}}$ with non-trivial $\gamma$.
Example 9.5.2 (A non-rational extension). Let $\mathcal{G}=\left\langle g_{1}, g_{2}\right\rangle \cong \mathcal{C}_{2} \times \mathcal{C}_{2}$ act on the lattice $N=\mathbb{Z} e_{1} \oplus \mathbb{Z} e_{2} \oplus \mathbb{Z} e_{3}$ via $g_{i}\left(e_{3}\right)=-e_{3}+e_{i}$ and $g_{i}\left(e_{j}\right)=\left(2 \delta_{i, j}-1\right) e_{j}$ for $j=$ 1,2 . Then $M=\mathbb{Z} e_{1} \oplus \mathbb{Z} e_{2}$ is a $\mathcal{G}$-sublattice of $N$ and $L=N / M \cong \mathbb{Z}$ is monomial, with both $g_{i}$ acting as -1 . Consider the $\mathcal{G}$-fields $F=\mathbb{k}(N) \supseteq K=\mathbb{k}(M)$; so $F=K(L)_{\gamma}$ for some $\gamma$. Assuming that char $\mathbb{k} \neq 2$ we will show that $F^{\mathcal{G}} / K^{\mathcal{G}}$ is not rational. Writing $x_{i}=\mathbf{x}^{e_{i}}$ as usual, we know (Example 3.5.1) that $K^{\mathcal{G}}=\mathbb{k}\left(\xi_{1}, \xi_{2}\right)$ with $\xi_{i}=x_{i}+x_{i}^{-1}$. This field can also be written as $K^{\mathcal{G}}=\mathbb{k}\left(\mu_{1}, \mu_{2}\right)$, where $\mu_{1}=\left(\frac{x_{1}+1}{x_{1}-1}\right)^{2}$ and $\mu_{2}=\left(\frac{x_{2}-1}{x_{2}+1}\right)^{2}$. The invariant field $F^{\mathcal{G}}$ can be determined as in Hajja and Kang [83, case $\left.W_{14}(174)\right]: F^{\mathcal{G}}=\mathbb{k}\left(\mu_{1}, \sigma, \tau\right)$ with $\sigma=2 \frac{x_{3}^{2}+x_{1} x_{2}}{x_{3}\left(x_{1}+1\right)\left(x_{2}+1\right)}$ and $\tau=2 \frac{x_{3}^{2}-x_{1} x_{2}}{x_{3}\left(x_{1}-1\right)\left(x_{2}-1\right)}$. These generators satisfy the relation

$$
\begin{equation*}
\mu_{2} \tau^{2}-\mu_{1} \sigma^{2}=\left(1-\mu_{1}\right)\left(1-\mu_{2}\right) \tag{9.6}
\end{equation*}
$$

Suppose that $F^{\mathcal{G}} / K^{\mathcal{G}}$ is rational; so $F^{\mathcal{G}}=K^{\mathcal{G}}(y)$ for some $y$ and $\sigma=\sigma(y), \tau=$ $\tau(y)$. We may specialize $y$ to a suitable element $y_{0} \in K^{\mathcal{G}}$ so that $\sigma_{0}=\sigma\left(y_{0}\right)$ and $\tau_{0}=\tau\left(y_{0}\right)$ are well-defined nonzero elements of $K^{\mathcal{G}}=\mathbb{k}\left(\mu_{1}, \mu_{2}\right)$; see Bourbaki [27, Théorème IV.2.2]. Writing $\sigma_{0}=s / r$ and $\tau_{0}=t / r$ with nonzero elements $r, s, t \in \mathbb{K}\left[\mu_{1}, \mu_{2}\right]$ with $\operatorname{gcd}(r, s, t)=1$, relation (9.6) becomes

$$
\begin{equation*}
\mu_{2} t^{2}-\mu_{1} s^{2}=\left(1-\mu_{1}\right)\left(1-\mu_{2}\right) r^{2} \tag{9.7}
\end{equation*}
$$

in $\mathbb{k}\left[\mu_{1}, \mu_{2}\right]$. Substituting $\mu_{2}=0$ in (9.7), we obtain the equation

$$
\mu_{1} s\left(\mu_{1}, 0\right)^{2}=\left(\mu_{1}-1\right) r\left(\mu_{1}, 0\right)^{2}
$$

in $\mathbb{k}\left[\mu_{1}\right]$. This implies that $s\left(\mu_{1}, 0\right)=r\left(\mu_{1}, 0\right)=0$. (Otherwise, the irreducible factor $\mu_{1}$ occurs an odd number of times on the left and an even number of times on the right.) Thus, $s=\mu_{2} s_{0}$ and $r=\mu_{2} r^{\prime}$ for some $s_{0}, r^{\prime} \in \mathbb{k}\left[\mu_{1}, \mu_{2}\right]$. Similarly, substituting $\mu_{1}=0$ in (9.7), we obtain $t=\mu_{1} t_{0}$ and $r=\mu_{1} r^{\prime \prime}$ for some $t_{0}, r^{\prime \prime} \in \mathbb{k}\left[\mu_{1}, \mu_{2}\right]$.

Therefore, $r=\mu_{1} \mu_{2} r_{0}$ for some $r_{0} \in \mathbb{k}\left[\mu_{1}, \mu_{2}\right]$. Substituting the expressions for $r$ and $s$ into (9.7) gives

$$
\mu_{2} t^{2}-\mu_{1} \mu_{2}^{2} s_{0}^{2}=\left(1-\mu_{1}\right)\left(1-\mu_{2}\right) \mu_{1}^{2} \mu_{2}^{2} r_{0}^{2} .
$$

This shows that $\mu_{2}$ divides $t$ in $\mathbb{k}\left[\mu_{1}, \mu_{2}\right]$; so $\mu_{2}$ divides $\operatorname{gcd}(r, s, t)=1$, a contradiction. Therefore, $F^{\mathcal{G}} / K^{\mathcal{G}}$ is non-rational.

We now turn to stable rationality and stable isomorphism. The following proposition relates stable isomorphism of multiplicative $\mathcal{G}$-field extensions of the form $K(L) / K$ to the notion of flasque equivalence $\underset{\mathrm{fl}}{\sim}$ that was studied in Section 2.7. Various versions of the result can be found in the literature. Part (c) is identical with Endo and Miyata [56, Theorem 1.6]; see also Lenstra [118, Theorem 1.7]. Further relevant references include Voskresenskiĭ [217], Colliot-Thélène and Sansuc [41] and Swan [208]. Recall that a $\mathcal{G}$-lattice $L$ is called quasi-permutation if $L \underset{\mathrm{fl}}{\sim} 0$ or, equivalently, there is an exact sequence of $\mathcal{G}$-lattices $0 \rightarrow L \rightarrow P \rightarrow Q \rightarrow 0$, where $P$ and $Q$ are permutation lattices; see 2.7.

Proposition 9.5.3. Let $\mathcal{G}$ be a finite group, $K$ a $\mathcal{G}$-field and let $L$, $L^{\prime}$ be $\mathcal{G}$-lattices.
(a) If the $\mathcal{G}$-fields $K(L)$ and $K\left(L^{\prime}\right)$ are stably isomorphic over $K$ then $L \underset{\mathrm{fl}}{\sim} L^{\prime}$.
(b) Conversely, assume that $L \underset{\mathrm{fl}}{\sim} L^{\prime}$. If $K(L)$ and $K\left(L^{\prime}\right)$ are faithful $\mathcal{G}$-fields then $K(L)$ and $K\left(L^{\prime}\right)$ are stably isomorphic over K. In particular, $K(L)^{\mathcal{G}}$ and $K\left(L^{\prime}\right)^{\mathcal{G}}$ are stably isomorphic over $K^{\mathcal{G}}$ in this case.
(c) Assume that the $\mathcal{G}$-field $K$ is faithful. Then the extension $K(L)^{\mathcal{G}} / K^{\mathcal{G}}$ is stably rational if and only if $L$ is quasi-permutation.

Proof. (a) Put $F=K(L)$ and $F^{\prime}=K\left(L^{\prime}\right)$. By assumption, there is an isomorphism of $\mathcal{G}$-fields

$$
E=F\left(x_{1}, \ldots, x_{r}\right) \xrightarrow{\sim} E^{\prime}=F^{\prime}\left(y_{1}, \ldots, y_{s}\right),
$$

which is the identity on $K$. Here, the $x_{i}$ and $y_{j}$ are commuting $\mathcal{G}$-invariant indeterminates over $F$ and $F^{\prime}$, respectively. Consider the $K$-algebras

$$
R=K[L]\left[x_{1}, \ldots, x_{s}\right] \subseteq E \quad \text { and } \quad R^{\prime}=K\left[L^{\prime}\right]\left[y_{1}, \ldots, y_{t}\right] \subseteq E^{\prime}
$$

Both $R$ and $R^{\prime}$ are affine $\mathcal{G}$-stable unique factorization domains, and $Q(R)=E$, $Q\left(R^{\prime}\right)=E^{\prime}$. By Lemma 9.3.1, there are nonzero elements $a \in R^{\mathcal{G}}$ and $a^{\prime} \in R^{\mathcal{G}}$ so that

$$
\begin{equation*}
R[1 / a] \xrightarrow{\sim} R^{\prime}\left[1 / a^{\prime}\right] . \tag{9.8}
\end{equation*}
$$

Focusing on $R$ for now, put $M=\mathrm{U}(R[1 / a]) / K^{*}$ and note that $M$ is a $\mathcal{G}$-module. Following Swan [208], we will show that there is an exact sequence of $\mathcal{G}$-modules

$$
\begin{equation*}
0 \rightarrow L \longrightarrow M \longrightarrow P \rightarrow 0 \tag{9.9}
\end{equation*}
$$

where $P$ is a permutation $\mathcal{G}$-lattice. Indeed, since $R$ is a UFD, the group $Q(R)^{*} / \mathrm{U}(R)$ is free abelian; a basis is given by a full set of non-associated irreducible elements
of $R$. This basis is permuted by the operation of $\mathcal{G}$ on $Q(R)^{*} / \mathrm{U}(R)$. Write the element $a \in R^{\mathcal{G}}$ in (9.8) as $a=u p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{n}^{e_{n}}$ with non-associated irreducibles $p_{i} \in R, u \in \mathrm{U}(R)$ and $e_{i}>0$. Since $a$ is $\mathcal{G}$-invariant, the images of $\left\{p_{1}, \ldots, p_{n}\right\}$ in $Q(R)^{*} / \mathrm{U}(R)$ span a (multiplicative) $\mathcal{G}$-permutation lattice. This will be the lattice $P$ in (9.9). It is easy to see that $\mathrm{U}(R[1 / a])=\left\langle\mathrm{U}(R), p_{1}, \ldots, p_{n}\right\rangle$. Hence we have a short exact sequence of $\mathcal{G}$-modules

$$
1 \rightarrow \mathrm{U}(R) \longrightarrow \mathrm{U}(R[1 / a]) \longrightarrow P \rightarrow 1
$$

Finally, $\mathrm{U}(R)=\mathrm{U}(K[L])=K^{*} \times \underline{L}$ by Lemma 3.4.1. Thus, the sequence above yields the desired sequence (9.9).

Since all this applies to $R^{\prime}$ as well, we have an analogous sequence $0 \rightarrow L^{\prime} \longrightarrow$ $M^{\prime} \longrightarrow P^{\prime} \rightarrow 0$ with $P^{\prime}$ a permutation $\mathcal{G}$-lattice and $M^{\prime}=\mathrm{U}\left(R^{\prime}\left[1 / a^{\prime}\right]\right) / K^{*}$. The isomorphism (9.8) induces an isomorphism of $\mathcal{G}$-lattices $M \xrightarrow{\sim} M^{\prime}$. In view of Lemma 2.7.1(c), this proves that $L \underset{\text { fl }}{\sim} L^{\prime}$.
(b) Now assume that $L \underset{\mathrm{fl}}{\sim} L^{\prime}$; so there are exact sequences of $\mathcal{G}$-lattices $0 \rightarrow$ $L \rightarrow M \rightarrow P \rightarrow 0$ and $0 \rightarrow L^{\prime} \rightarrow M \rightarrow P^{\prime} \rightarrow 0$ with permutation $\mathcal{G}$-lattices $P$ and $P^{\prime}$. Put $F=K(L), F^{\prime}=K\left(L^{\prime}\right)$ and $E=K(M)$. Identifying $L$ and $L^{\prime}$ with their images in $M$, we have $E=F(P)_{\gamma}=F^{\prime}\left(P^{\prime}\right)_{\gamma^{\prime}}$ and, by assumption, $F$ and $F^{\prime}$ are faithful $\mathcal{G}$-fields. Therefore, by Lemma 9.4.3, $E^{\mathcal{G}}$ is rational over both $F^{\mathcal{G}}$ and $F^{\prime \mathcal{G}}$ and, consequently, $F^{\mathcal{G}}$ and $F^{\mathcal{G}}$ are stably isomorphic over $K^{\mathcal{G}}$.
(c) This follows from (a) and (b) by taking $L^{\prime}=0$ : $L$ is quasi-permutation precisely if $L \underset{\mathrm{fl}}{\sim} 0$ and, putting $F=K(L)$, the extension $F^{\mathcal{G}} / K^{\mathcal{G}}$ is stably rational if and only if $\stackrel{\mathrm{fl}}{F}$ is stably isomorphic to $K$ over $K$; see Lemma 9.2.1(a).

The next result is due to Saltman [177], [179], at least for infinite fields $K$. Our proof of part (b) below works in general. Recall that $\mathrm{SP}_{\mathcal{G}}$ denotes the monoid of stable permutation classes of $\mathcal{G}$-lattices and $[L]^{\mathrm{fl}} \in \mathrm{SP}_{\mathcal{G}}$ is the flasque equivalence class of the $\mathcal{G}$-lattice $L$; see Sections 2.3 and 2.7.

Proposition 9.5.4 (Saltman). Let $\mathcal{G}$ be a finite group, $K$ a faithful $\mathcal{G}$-field and $L$ a $\mathcal{G}$-lattice. Then:
(a) Assume that $K$ is infinite. If $K(L)^{\mathcal{G}}$ is retract rational over the subfield $\mathbb{k} \subseteq K^{\mathcal{G}}$ then so is $K^{\mathcal{G}}$.
(b) $K(L)^{\mathcal{G}} / K^{\mathcal{G}}$ is retract rational if and only if $[L]^{\mathrm{f}}$ is invertible in $\mathrm{SP}_{\mathcal{G}}$.

Proof. (a) Put $F=K(L)$; so $F^{\mathcal{G}} / \mathbb{k}$ is retract rational and our goal is to show that $K^{\mathcal{G}} / \mathbb{k}$ is retract rational. Note that $K^{\mathcal{G}} / \mathbb{k}$ is certainly finitely generated, being a subextension of the finitely generated extension $F^{\mathcal{G}} / \mathbb{k}$. We first prove the following
Claim. There exists an affine $K^{\mathcal{G}}$-algebra $A \subseteq F^{\mathcal{G}}$ such that $F^{\mathcal{G}}=Q(A)$ and, for any $0 \neq a \in A$, there is a $K^{\mathcal{G}}$-algebra map $\alpha: A \rightarrow K^{\mathcal{G}}$ with $\alpha(a) \neq 0$.

Indeed, we may take $A=K[L]^{\mathcal{G}}$. Then $Q(A)=F^{\mathcal{G}}$ and, by Noether's finiteness theorem, $A$ is affine over $K^{\mathcal{G}}$, since this certainly holds for $K[L]$. Now let
$0 \neq a \in A$ be given. In order to construct the desired map $\alpha$, we may replace $L$ by any $\mathcal{G}$-lattice containing $L$. In particular, replacing $L$ by $L \downarrow_{\langle 1\rangle}^{\mathcal{G}} \uparrow_{\langle 1\rangle}^{\mathcal{G}}$ (see (1.13)) we may assume that $L$ is free. Then $K[L]^{\mathcal{G}}$ is a localized polynomial algebra $K^{\mathcal{G}}\left[x_{1}, \ldots, x_{m}\right][1 / g]$ by Lemma 9.4.3. Since $K^{\mathcal{G}}$ is infinite, the existence of a $K^{\mathcal{G}}$-algebra map $\alpha: K^{\mathcal{G}}\left[x_{1}, \ldots, x_{m}\right][1 / g] \rightarrow K^{\mathcal{G}}$ with $\alpha(a) \neq 0$ follows from [27, Théorème IV.2.2]. This proves the claim.

To complete the proof of part (a), write the algebra $A$ as $A=K^{\mathcal{G}} S$ for some affine $\mathbb{k}_{\mathrm{k}}$-algebra $S \subseteq A$. Since $K^{\mathcal{G}} / \mathbb{k}$ is finitely generated, we may choose $S$ so that $K^{\mathcal{G}}=Q\left(S \cap K^{\mathcal{G}}\right)$. Hence, $Q(S)=Q(A)=F^{\mathcal{G}}$. By Lemma 9.3.2, some localization of $S$ is a retract of a localized polynomial algebra over $\mathfrak{k}$, say

$$
\begin{equation*}
S[1 / s] \underset{\pi}{\stackrel{\mu}{\rightleftarrows}} \mathbb{k}\left[x_{1}, \ldots, x_{n}\right][1 / f] \tag{9.10}
\end{equation*}
$$

with $\pi \circ \mu=\operatorname{Id}_{S[1 / s]}$. Let $\alpha: A \rightarrow K^{\mathcal{G}}$ be as in the claim, with $\alpha(s) \neq 0$. Extend $\alpha$ to $A[1 / s] \rightarrow K^{\mathcal{G}}$ and put $S^{\prime}=\alpha(S[1 / s])$; this is an affine $\mathbb{k}$-algebra of $K^{\mathcal{G}}$ with $S \cap K^{\mathcal{G}}=\alpha\left(S \cap K^{\mathcal{G}}\right) \subseteq S^{\prime} \subseteq K^{\mathcal{G}}=Q\left(S \cap K^{\mathcal{G}}\right)$. Hence, $Q\left(S^{\prime}\right)=K^{\mathcal{G}}$ and $S^{\prime} \subseteq S\left[1 / s^{\prime}\right]$ for some $0 \neq s^{\prime} \in S \cap K^{\mathcal{G}}$. By (9.2), the retraction (9.10) extends to

$$
S\left[1 / s s^{\prime}\right] \stackrel{\mu}{\rightleftarrows} \mathbb{\pi}\left[x_{1}, \ldots, x_{n}\right]\left[1 / f^{\prime}\right]
$$

for some $0 \neq f^{\prime} \in \mathbb{k}\left[x_{1}, \ldots, x_{n}\right]$. Finally, since $\alpha: A[1 / s] \rightarrow K^{\mathcal{G}}$ is the identity on $K^{\mathcal{G}}$, we also have a retraction $S^{\prime}\left[1 / s^{\prime}\right] \underset{\alpha}{\stackrel{\beta}{\rightleftarrows}} S\left[1 / s s^{\prime}\right]$, where $\beta$ is the inclusion. Therefore, $S^{\prime}\left[1 / s^{\prime}\right]$ is a retract of a localized polynomial algebra over $\mathbb{k}$ and $Q\left(S^{\prime}\left[1 / s^{\prime}\right]\right)=K^{\mathcal{G}}$, which completes the proof of (a).
(b) First assume that $[L]^{\mathrm{fl}}$ is invertible in $\mathrm{SP}_{\mathcal{G}}$. Thus, there is an exact sequence of $\mathcal{G}$-lattices $0 \rightarrow L \rightarrow P \rightarrow M \rightarrow 0$ with $P$ permutation and $M$ invertible. Put $F=K(L)$ and $E=K(P)$. Then $F$ is a faithful $\mathcal{G}$-field and we may assume that $F$ is infinite, because (b) is clear for $L=0$. Moreover, $E=F(M)$, because Hilbert's "Theorem 90" implies that $\operatorname{Ext}_{\mathbb{Z}[\mathcal{G}]}\left(M, F^{*}\right)$ is trivial; see Section 2.5. Finally, $E^{\mathcal{G}} / K^{\mathcal{G}}$ is rational by Lemma 9.4.3. Therefore, part (a) implies that $F^{\mathcal{G}} / K^{\mathcal{G}}$ is retract rational.

Conversely, assume that $F^{\mathcal{G}} / K^{\mathcal{G}}$ is retract rational. As in the proof of (a), put $A=K[L]^{\mathcal{G}}$ and recall that $A$ is affine over $K^{\mathcal{G}}$ with $Q(A)=F^{\mathcal{G}}$. Therefore, Lemma 9.3.2 yields $K^{\mathcal{G}}$-algebra maps

$$
A[1 / a] \underset{\pi}{\underset{\sim}{\rightleftarrows}} \stackrel{\mu}{\longleftrightarrow} K^{\mathcal{G}}\left[x_{1}, \ldots, x_{n}\right][1 / f]
$$

with $\pi \circ \mu=\operatorname{Id}$ for suitable nonzero $a \in A$ and $f \in K^{\mathcal{G}}\left[x_{1}, \ldots, x_{n}\right]$. Applying $K \otimes_{K^{\mathcal{G}}}($.$) to this diagram and using the fact that K \otimes_{K^{\mathcal{G}}} A \cong K[L]$ (see Lemma 9.4.1), we obtain $\mathcal{G}$-equivariant $K$-algebra maps

$$
K[L][1 / a] \underset{\pi^{\prime}}{\stackrel{\mu^{\prime}}{\rightleftarrows}} K\left[x_{1}, \ldots, x_{n}\right][1 / f]
$$

with $\pi^{\prime} \circ \mu^{\prime}=\mathrm{Id}$. Restricting to unit groups modulo $K^{*}$ we deduce that the $\mathcal{G}$-module $M=\mathrm{U}(K[L][1 / a]) / K^{*}$ is a direct summand of $P=\mathrm{U}\left(K\left[x_{1}, \ldots, x_{n}\right][1 / f]\right) / K^{*}$. As in the proof of Proposition 9.5.3(a), one sees that $P$ is a permutation $\mathcal{G}$-lattice: a $\mathcal{G}$-stable $\mathbb{Z}$-basis is given by the irreducible factors of $f$ in $K\left[x_{1}, \ldots, x_{n}\right]$. Therefore, $M$ is a permutation projective $\mathcal{G}$-lattice. Moreover, $L$ embeds into $M$ and, exactly as $P$, the factor $Q=M / L$ is a permutation $\mathcal{G}$-lattice. Invoking Lemma 2.7.1(a),(b) we obtain $[L]^{\mathrm{fl}}=[M]^{\mathrm{fl}}=-[M]$, which shows that $[L]^{\mathrm{fl}}$ is invertible in $\mathrm{SP}_{\mathcal{G}}$.

| $L$ is monomial | Prop. $\stackrel{\text { 9.5.1 }}{ }$ | $K(L)^{\mathcal{G}} / K^{\mathcal{G}}$ is rational |
| :---: | :---: | :---: |
| $L$ is quasi-permutation $\left([L]^{\mathrm{f}}=[0]\right.$ in $\left.\mathrm{SP}_{\mathcal{G}}\right)$ | Prop. $\stackrel{\text { 9.5.3(c) }}{ }$ | $K(L)^{\mathcal{G}} / K^{\mathcal{G}}$ is stably rational |
| $[L]^{\mathrm{f}}$ is invertible in $\mathrm{SP}_{\mathcal{G}}$ | Prop. $\overleftrightarrow{9}$.5.4(b) | $K(L)^{\mathcal{G}} / K^{\mathcal{G}}$ is retract rational |

Fig. 9.1. Rationality properties of function fields of tori: $\mathcal{G}$ is a finite group, $K$ a faithful $\mathcal{G}$-field, and $L$ a $\mathcal{G}$-lattice

### 9.6 Some Rationality Results for Multiplicative Invariant Fields

In this section, we consider ordinary multiplicative $\mathcal{G}$-fields, that is, $\mathcal{G}$-fields of the form $\mathbb{k}(L)=Q(\mathbb{k}[L])$, where $\mathcal{G}$ is a finite group, $L$ a $\mathcal{G}$-lattice and $\mathbb{k}$ a field with trivial $\mathcal{G}$-action. For reference, we state the following proposition which is a special case of results in Section 9.5.

Proposition 9.6.1. Let $L$ and $L^{\prime}$ be $\mathcal{G}$-lattices for the finite group $\mathcal{G}$.
(a) If the multiplicative $\mathcal{G}$-fields $\mathbb{k}(L)$ and $\mathbb{k}\left(L^{\prime}\right)$ are stably isomorphic over $\mathbb{k}$ then $L \underset{\mathrm{fl}}{\sim} L^{\prime}$.
(b) Conversely, if $L \underset{\mathrm{fl}}{\sim} L^{\prime}$ and $L$ and $L^{\prime}$ are faithful then the $\mathcal{G}$-fields $\mathbb{k}(L)$ and $\mathbb{k}\left(L^{\prime}\right)$ are stably isomorphic over $\mathfrak{k}$. In particular, the fixed fields $\mathfrak{k}(L)^{\mathcal{G}}$ and $\mathbb{k}\left(L^{\prime}\right)^{\mathcal{G}}$ are stably isomorphic over $\mathfrak{k}$ in this case.
(c) Assume that $L$ is faithful and a direct summand of $L^{\prime}$. If $\mathbb{k}\left(L^{\prime}\right)^{\mathcal{G}} / \mathbb{k}$ is retract rational then $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ is retract rational as well.

Proof. Parts (a) and (b) follow from Proposition 9.5.3(a),(b) with $K=\mathbb{k}$, while (c) follows from Proposition 9.5.4(a) with $K=\mathbb{k}(L)$. Note that we may assume that $K$ is infinite, since (c) is trivial for $L=0$.

We now turn to the question when $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ is rational. By a case-by-case analysis, it was shown in Hajja and Kang [84] that the extension $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ is rational for all $\mathcal{G}$-lattices $L$ with $\operatorname{rank} L \leq 3$, with the possible exception of the signed root lattice $L=A_{3} \otimes_{\mathbb{Z}} \mathbb{Z}^{-}$for the symmetric group $\mathcal{G}=\mathcal{S}_{4}$; rationality for this lattice is apparently still open. Starting with $\operatorname{rank} L=4$, however, the extension $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ need no longer be rational or even retract rational. Indeed, by a result of Saltman (see Theorem 9.6.6 below), the extension $\mathbb{Q}\left(\mathcal{C}_{8}\right) / \mathbb{Q}$ for the cyclic group $\mathcal{C}_{8}$ of order 8 is not retract rational. Since $\mathcal{C}_{8}$ acts faithfully on the lattice $L=\mathbb{Z}^{4}$ through the matrix $\left(\begin{array}{cccc}0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right)$, it follows from Proposition 9.4.4(c) that $\mathbb{Q}(L)^{\mathcal{C}_{8}} / \mathbb{Q}$ is not retract rational either (cf. also Hajja [82, Lemma 3]). Furthermore, for any prime $p$ and any field $\mathbb{k}$ with char $\mathbb{k} \neq p$, Saltman [176] has constructed a group $\mathcal{G}$ of order $p^{9}$ such that $\mathbb{k}(\mathcal{G}) / \mathbb{k}$ is not retract rational. Smaller examples have subsequently been produced by Bogomolov [18] and Saltman [179]. All these non-rationality results for field extensions $K / \mathbb{k}$ are based on computations of the so-called unramified Brauer group $\mathrm{Br}_{\mathrm{ur}}(K / \mathbb{k})$ which was introduced by Saltman in [176],[178]. Retract rationality of $K / \mathbb{k}$ forces the equality $\operatorname{Br}_{\text {ur }}(K / \mathbb{k})=\operatorname{Br}(\mathbb{k})$; see [179, Theorem 2.1]. The unramified Brauer group of (twisted) multiplicative invariant fields was determined in Saltman [181]; for linear invariant fields, the calculation was done independently by Bogomolov [18] and Saltman. An alternative calculation of the unramified Brauer group of (twisted) multiplicative invariant fields, via a reduction to the linear case (cf. Proposition 3.8.2), can be found in Barge [3], [4]. In other language, the unramified Brauer group is the case $i=2$ of the unramified cohomology $H_{\mathrm{ur}}^{i}$ as defined by Colliot-Thélène and Ojanguren in [40]. The unramified cohomology $H_{\mathrm{ur}}^{3}$ of linear and multiplicative invariant fields forms the subject of Saltman [184] and [185]. Finally, we mention a result of Beneish [9, Theorem 2.3]: if $\mathbb{k}$ algebraically closed and $\mathcal{G}$ is a finite group whose Schur multiplier is zero then for any central extension $\mathcal{G}^{\prime}$ of $\mathcal{G}$, the fields $\mathbb{k}\left(\mathcal{G}^{\prime}\right)$ and $\mathbb{k}(\mathcal{G})$ are stably isomorphic over $\mathbb{k}$.

The following positive result is due to Farkas [61].
Theorem 9.6.2 (Farkas). If the finite group $\mathcal{G}$ acts as a reflection group on the lattice $L$ then the multiplicative invariant field $\mathbb{k}(L)^{\mathcal{G}}$ is rational over $\mathbb{k}$.

Proof. By [22, Prop. V.1.23], $\mathbb{k}(L)^{\mathcal{G}}=Q\left(\mathbb{k}[L]^{\mathcal{G}}\right)$ and Theorem 6.1.1 tells us that $\mathbb{k}[L]^{\mathcal{G}}=\mathbb{k}[M]$ for some affine normal semigroup $M$. Recall from Section 3.4 that $M$ embeds into some lattice $L^{\prime}$ with $L^{\prime}=\langle M\rangle_{\text {group }}$. Then $Q(\mathbb{k}[M])=Q\left(\mathbb{k}\left[L^{\prime}\right]\right)=$ $\mathbb{k}\left(L^{\prime}\right)$ and so $\mathbb{k}(L)^{\mathcal{G}}=\mathbb{k}\left(L^{\prime}\right)$ is rational over $\mathbb{k}$.

Example 9.6.3 (The multiplicative invariant field of $\left.\mathcal{W}\left(A_{n-1}\right)=\mathcal{S}_{n}\right)$. As an illustration, we calculate the multiplicative invariant field of the $\mathcal{S}_{n}$-root lattice $A_{n-1}$. Recall from Example 3.5 .6 that $\mathbb{k}\left[A_{n-1}\right]^{\mathcal{S}_{n}}=\mathbb{k}[M]$, where $M$ is the multiplicative submonoid consisting of all elements

$$
\mu_{m}=\prod_{i=1}^{n-1} s_{i}^{t_{i}} \cdot s_{n}^{-\frac{1}{n} \sum_{i} i t_{i}}=\prod_{i=1}^{n-1}\left(\frac{s_{i}}{s_{1}^{i}}\right)^{t_{i}} \cdot\left(\frac{s_{1}^{n}}{s_{n}}\right)^{\frac{1}{n} \sum_{i} i t_{i}} \in \mathbb{k}\left[A_{n-1}\right]^{\mathcal{S}_{n}}
$$

with $m=\left(t_{1}, \ldots, t_{n-1}\right) \in \mathbb{Z}_{+}^{n-1}$ and $\sum_{i} i t_{i}$ divisible by $n$. Here, as usual, $s_{i}$ denotes the $i^{\text {th }}$ elementary symmetric function in $x_{1}, \ldots, x_{n}$. The group of fractions $\langle M\rangle_{\text {group }}$ is the free abelian multiplicative group generated by the elements $s_{i} / s_{1}^{i}(i=2, \ldots, n)$. Thus,

$$
\mathbb{k}\left(A_{n-1}\right)^{\mathcal{S}_{n}}=\mathbb{k}\left(s_{i} / s_{1}^{i} \mid i=2, \ldots, n\right) .
$$

For an alternative proof, without first calculating $\mathbb{k}\left[A_{n-1}\right]^{\mathcal{S}_{n}}$, see Hajja and Kang [85].

The next result, due to Lemire [115], depends on Theorem 9.6.2 but goes far beyond it. We refer to the original publication [115] for the proof.
Theorem 9.6.4 (Lemire). Let $\Phi$ be a reduced root system and $\mathcal{G}=\operatorname{Aut}(\Phi)$ its automorphism group. Then, for any $\mathcal{G}$-lattice $L$ that is rationally isomorphic to the root lattice of $\Phi$, the multiplicative invariant field $\mathbb{k}(L)^{\mathcal{G}}$ is rational over $\mathbb{k}$.
Example 9.6.5 (The multiplicative invariant field of $\operatorname{Aut}\left(A_{n-1}\right)$ ). We illustrate Lemire's theorem by proving rationality of the invariant field $K=\mathbb{k}\left(A_{n-1}\right)^{\mathcal{G}}$ over $\mathfrak{k}$, where $\mathcal{G}=\operatorname{Aut}\left(A_{n-1}\right)=\{ \pm 1\} \times \mathcal{S}_{n}$; see (1.30). By Example 9.6.3, $K=$ $\mathbb{k}\left(\sigma_{2}, \ldots, \sigma_{n}\right)^{\langle \pm 1\rangle}$, where $\sigma_{i}=s_{i} / s_{1}^{i}$. Put $g=-1 \in \mathcal{G}$; so $g(m)=-m$ for all $m \in$ $U_{n}$ and hence $g\left(x_{i}\right)=x_{i}^{-1}$, where $x_{i}=\mathbf{x}^{e_{i}}$ as usual. Therefore, $g\left(s_{i}\right)=s_{n-i} / s_{n}$ (with $s_{0}=1$ ) and hence

$$
g\left(\sigma_{i}\right)=\frac{s_{n-i} s_{n}^{i}}{s_{n} s_{n-1}^{i}}=\sigma_{n-i} \sigma_{n}^{i-1} \sigma_{n-1}^{-i}
$$

This formula shows that $g$ stabilizes the multiplicative sublattice $A=\left\langle\sigma_{2}, \ldots, \sigma_{n}\right\rangle$ of the field $K$ as well as its sublattice $B=\left\langle\sigma_{n-1}, \sigma_{n}\right\rangle$. Moreover, $A / B$ is a $\langle g\rangle$ permutation lattice and $g$ acts on the sublattice $B$ as the reflection $\left(\begin{array}{cc}-n+1 & -n \\ n-2 & n-1\end{array}\right)$. The former implies that $K=\mathbb{k}(A)^{\langle g\rangle}$ is rational over $\mathbb{k}(B)^{\langle g\rangle}$; see Lemma 9.4.3. Moreover, by Theorem 9.6 .2 (or an easy direct verification), $\mathbb{k}(B)^{\langle g\rangle}$ is rational over $\mathbb{k}$, thereby proving rationality of $K / \mathbb{k}$.

We conclude this subsection by stating, without proof, a rationality result of Saltman [177, Theorem 4.12] that was alluded to earlier. The result is stated in [177] for linear rather than multiplicative invariant fields but this difference is insubstantial in view of Propositions 9.4.4(b) and 9.6.1(b).

Theorem 9.6.6 (Saltman). Let $\mathcal{G}$ be a finite abelian group, $L$ a faithful quasipermutation $\mathcal{G}$-lattice, $\mathbb{k}$ an infinite field, and $\mu_{q}(\overline{\mathbb{k}})$ the group of all $q^{\text {th }}$ roots of unity in an algebraic closure $\overline{\mathbb{k}}$, where $q$ is the largest power of 2 dividing the exponent of $\mathcal{G}$. Then the extension $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ is retract rational if and only if $\mathbb{k}\left(\mu_{q}(\overline{\mathbb{k}})\right) / \mathbb{k}$ is cyclic.

In particular, if $\mathcal{G}$ is a finite abelian group then $\mathbb{Q}(\mathcal{G}) / \mathbb{Q}$ is retract rational if and only if $\mathcal{G}$ has no element of order 8; see Ireland and Rosen [95, Theorem 4.2'].

### 9.7 Some Concepts from Algebraic Geometry

Throughout this section, we assume that $\mathbb{k}$ is an algebraically closed field. All algebraic varieties and algebraic groups under consideration and all maps between them are assumed to be defined over $\mathbb{k}$. Furthermore, for simplicity, we assume that all algebraic varieties are irreducible.

### 9.7.1 Rational Maps

A rational map of algebraic varieties $f: X \rightarrow Y$ is an equivalence class of regular maps $U \rightarrow Y$, where $U$ is a nonempty open subset of $X$; two regular maps $U_{1} \rightarrow Y$ and $U_{2} \rightarrow Y$ are considered equivalent if they agree on $U_{1} \cap U_{2}$. The domain of definition $\operatorname{dom} f$ of a rational map $f$ is the union of all open subsets $U$ where $f$ is defined; the complement $X \backslash \operatorname{dom} f$ is called the indeterminacy locus of $f$. The rational map $f: X \rightarrow Y$ is called dominant if $f(U)$ is dense in $Y$ for some (and hence every) nonempty open subset $U \subseteq X$ where $f$ is defined. In this case, for any rational map $g: Y \rightarrow Z$, there is a well-defined composite $g \circ f: X \rightarrow Z$. In general, the composite $g \circ f$ is well-defined provided, for some (and hence every) nonempty open subset $U \subseteq X$ where $f$ is defined, $f(U)$ is not contained in the indeterminacy locus of $g$. Rational maps $X \rightarrow \mathbb{A}^{1}$ are called rational functions on $X$; they form an extension field of $\mathbb{k}$ that will be denoted by $\mathcal{K}(X)$. There is a bijection between the set of dominant rational maps $f: X \rightarrow Y$ and the set $k$ algebra maps $\mathcal{K}(Y) \rightarrow \mathcal{K}(X)$. A dominant rational map is called birational if the corresponding map of function fields is an isomorphism.

### 9.7.2 $G$-Varieties

Let $G$ be an algebraic group. A $G$-variety is an algebraic variety $X$ with a regular action $G \times X \rightarrow X$. Morphisms of $G$-varieties are understood to be $G$-equivariant. The action of $G$ on $X$ induces actions on the algebras $\mathcal{O}(X)$ and $\mathcal{K}(X)$ of regular and rational functions on $X$. Here, we are mostly interested in the latter, especially in the invariant subfield $\mathcal{K}(X)^{G}$.

### 9.7.3 The Rational Quotient

The field $\mathcal{K}(X)^{G}$ of invariant rational functions of a $G$-variety $X$ defines, up to birational equivalence, an algebraic variety $X / G$ with $\mathcal{K}(X / G)=\mathcal{K}(X)^{G}$. The embedding $\mathcal{K}(X)^{G} \hookrightarrow \mathcal{K}(X)$ corresponds to a dominant rational map

$$
\pi: X \rightarrow X / G
$$

called the rational quotient of $X$ with respect to $G$. The following properties of $\pi$ will be important for us; see Popov and Vinberg [153, Sect. 2.4] or Reichstein [158, Sect. 2.3] for details:
(a) $\pi$ separates $G$-orbits in general position in $X$ : there exists a nonempty open subset $X_{0} \subseteq X$ such that $\pi$ is regular on $X_{0}$ and $x, x^{\prime} \in X_{0}$ lie in the same $G$-orbit iff $\pi(x)=\pi\left(x^{\prime}\right)$ (Rosenlicht [171, 172]).
(b) $\pi$ is unique in the following sense. If $f: X \rightarrow Y$ is a dominant rational map separating $G$-orbits in general position then there is a birational map $\bar{f}: X / G \xrightarrow{\sim} Y$ such that $f=\bar{f} \circ \pi$.

### 9.7.4 Relative Sections

Let $X$ be a $G$-variety. In investigating the structure of the invariant algebra $K(X)^{G}$ the following notion, originally due to Katsylo [105] (see also Popov [152] and Popov-Vinberg [153]) is often useful. Let $H$ be a closed subgroup of the algebraic group $G$. An $H$-stable subvariety $S \subseteq X$ is called a $(G, H)$-section if
(a) $G S$ is dense in $X$ and
(b) there is a nonempty open subset $S_{0} \subseteq S$ so that $g S_{0} \cap S \neq \varnothing$ implies $g \in H$.

Lemma 9.7.1. Let $X$ be a $G$-variety and $S \subseteq X a(G, H)$-section. Then $\mathcal{K}(X)^{G} \cong$ $\mathcal{K}(S)^{H}$ via restriction.

Proof. Let $\pi: X \rightarrow X / G$ be the rational quotient. The indeterminacy locus of $\pi$ is a proper $G$-invariant closed subvariety of X. In view of condition (a), such a subvariety cannot contain $S$. Since $S$ is irreducible, it follows that the restriction $\left.\pi\right|_{S}: S \rightarrow X / G$ is well-defined. Conditions (a) and (b) above imply that $\left.\pi\right|_{S}$ is dominant and separates $H$-orbits in general position in $S$. Thus, by uniqueness of the rational quotient map, $S / H \xrightarrow{\sim} X / G$, which proves the lemma.

### 9.8 The Field of Matrix Invariants as a Multiplicative Invariant Field

We continue to assume that $\mathbb{k}$ is an algebraically closed field. Let $\mathrm{M}_{n}=\mathrm{M}_{n}(\mathbb{k})$ denote the space of $n \times n$-matrices over $\mathbb{k}$, and let $r$ be an integer $\geq 2$. The group $\mathrm{PGL}_{n}=\mathrm{GL}_{n}(\mathbb{k}) / \mathbb{k}^{*}$ operates on the space $\mathrm{M}_{n}^{r}$ of $r$-tuples of $n \times n$-matrices over $\mathbb{k}$ by simultaneous conjugation:

$$
\begin{equation*}
{ }^{g}\left(A_{1}, \ldots, A_{r}\right)=\left(g A_{1} g^{-1}, \ldots, g A_{r} g^{-1}\right) \tag{9.11}
\end{equation*}
$$

for $g \in \mathrm{PGL}_{n}$ and $A_{i} \in \mathrm{M}_{n}$. As in $\S 9.1 .3$, this action gives rise to $\mathrm{PGL}_{n}$-actions on the algebra of polynomial functions on $\mathrm{M}_{n}^{r}$,

$$
\mathcal{O}\left(\mathrm{M}_{n}^{r}\right)=\mathrm{S}\left(\left(\mathrm{M}_{n}^{r}\right)^{*}\right)
$$

and on the algebra of rational functions,

$$
\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)=Q\left(\mathcal{O}\left(\mathrm{M}_{n}^{r}\right)\right) .
$$

Explicitly, $\mathcal{O}\left(\mathrm{M}_{n}^{r}\right)$ is the polynomial algebra over $\mathbb{k}$ with standard generators $x_{i, j}^{(\ell)}$ $(1 \leq i, j \leq n, 1 \leq \ell \leq r)$, where $x_{i, j}^{(\ell)}$ sends $\left(A_{1}, \ldots, A_{r}\right) \in \mathrm{M}_{n}^{r}$ to the $(i, j)$-entry of the matrix $A_{\ell}$. The field $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)$ is the rational function field of degree $r n^{2}$ over $\mathfrak{k}$,

$$
\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)=\mathbb{k}\left(x_{i, j}^{(\ell)} \mid 1 \leq i, j \leq n, 1 \leq \ell \leq r\right)
$$

The ultimate goal, as yet unachieved, is to prove (stable, retract) rationality of the invariant field $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ over $\mathbb{k}$. See Le Bruyn [114] and Formanek [66] for excellent surveys on this and related problems. The algebra $\mathcal{O}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ has been determined by Procesi [155] in characteristic 0 and by Donkin [52] in general. For $r=1$, the result is classical: $\mathcal{O}\left(\mathrm{M}_{n}\right)^{\mathrm{PGL}_{n}}$ is a polynomial algebra in $n$ variables over $\mathfrak{k}$; cf., e.g., Springer [201, Theorem 1.5.7].

The invariant field $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ can be expressed as the multiplicative invariant field arising from a suitable lattice for the symmetric group $\mathcal{S}_{n}$; see Theorem 9.8.2 below. In the present very explicit form, the result was proved by Formanek [64, Theorems 3 and 8] building on work of Procesi [154]. Both these papers are concerned with the center of the so-called generic division algebra $\mathrm{UD}(\mathbb{k}, n, r)$, but this center can be identified with the invariant field $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$; see Procesi [155] in characteristic 0 and Donkin [52] or Saltman [186] in general. The proof of the FormanekProcesi theorem given below, using relative sections, follows the outline of Popov [152].

We will need the following auxiliary lemma on twisted multiplicative invariant fields.

Lemma 9.8.1. Let $K(L)_{\gamma}$ be a twisted multiplicative $G$-field, where $G$ is an arbitrary group acting trivially on the field $K$ and on the lattice $L$. Then $K(L)_{\gamma}^{G}=$ $K(M)$, where $M$ is the kernel of the map $L \rightarrow \operatorname{Hom}\left(G, K^{*}\right), m \mapsto \gamma_{m}$; see (3.20). In particular, $K(L)_{\gamma}^{G} / K$ is rational.

Proof. Recall from (3.19) that $G$ acts on $K_{\gamma}[L]$ via

$$
g\left(\sum_{m \in L} k_{m} \mathbf{x}^{m}\right)=\sum_{m \in L} k_{m} \gamma_{m}(g) \mathbf{x}^{m}
$$

with $\gamma_{m}(g) \in K^{*}$. By (3.20) the map $m \mapsto \gamma_{m}$ is a homomorphism $L \rightarrow$ $\operatorname{Hom}\left(G, K^{*}\right)$. The sublattice $M \subseteq L$ is the kernel of this map. Thus, putting $F=K(M) \subseteq K(L)_{\gamma}$, we clearly have $F \subseteq K(L)_{\gamma}^{G}$. For the reverse inclusion, consider the $G$-subring $R=F \underline{L} \subseteq K(L)_{\gamma}$; so $K(L)_{\gamma}=Q(R)$.
Claim. $R$ has no nontrivial $G$-stable ideals and $R^{G}=F$.
To prove this, fix a transversal $\mathcal{T}$ for $M$ in $L$ with $0 \in \mathcal{T}$. Then $R=\bigoplus_{t \in \mathcal{T}} F \mathbf{x}^{t}$ and $G$ acts on $R$ via $r=\sum_{t \in \mathcal{T}} f_{t} \mathbf{x}^{t} \mapsto g(r)=\sum_{t \in \mathcal{T}} f_{t} \gamma_{t}(g) \mathbf{x}^{t}$. If $f_{t} \neq 0$ for some $t \neq 0$ then $r \notin R^{G}$, because $\gamma_{t}(g) \neq 1$ for some $g \in G$. This shows that $R^{G}=F$. Next let $I$ be a nonzero $G$-stable ideal of $R$ and choose $0 \neq r \in I$ having a minimal number of nonzero terms $f_{t} \mathbf{x}^{t}$. We may assume that $f_{0}=1$. If $r \neq 1$ then, for some $g \in G$, we have $0 \neq r-g(r)=\sum_{0 \neq t \in \mathcal{T}} f_{t}\left(1-\gamma_{t}(g)\right) \mathbf{x}^{t} \in I$; this element has
fewer nonzero terms than $r$, contrary to our choice. Therefore, $r=1$ which proves the claim.

Now consider an invariant $q \in K(L){ }_{\gamma}^{G}$. Then $I=\{r \in R \mid r q \in R\}$ is a nonzero $G$-stable ideal of $R$. Hence, the claim implies that $q \in R^{G}=F$, as desired.

Recall that $U_{n}$ denotes the standard permutation lattice for the symmetric group $\mathcal{S}_{n}$ and $A_{n-1}$ is its root sublattice; see $\S 1.3 .3$.

Theorem 9.8.2 (Formanek, Procesi). Let $r \geq 2$. Then there is $a \mathbb{k}$-isomorphism

$$
\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}} \cong \mathbb{k}\left(L_{n, r}\right)^{\mathcal{S}_{n}}
$$

with $L_{n, r}=U_{n} \oplus U_{n} \oplus A_{n-1}^{\otimes 2} \oplus\left(U_{n}^{\otimes 2}\right)^{r-2}$. In particular, $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ is rational over $\mathcal{K}\left(\mathrm{M}_{n}^{2}\right)^{\mathrm{PGL}_{n}}$ and

$$
\mathcal{K}\left(\mathrm{M}_{n}^{2}\right)^{\mathrm{PGL}_{n}} \cong \mathbb{k}\left(L_{n}\right)^{\mathcal{S}_{n}}
$$

where $L_{n}=U_{n} \oplus U_{n} \oplus A_{n-1}^{\otimes 2}$.
Proof. Let $T_{n-1}=\left(\mathbb{G}_{\mathrm{m}}\right)^{n} / \Delta$ be the maximal torus of $\mathrm{PGL}_{n}$ consisting of the images of the diagonal matrices in $\mathrm{GL}_{n}$. Here, $\mathbb{G}_{\mathrm{m}}=\mathbb{k}^{*}$ is the multiplicative group and $\Delta=\mathbb{G}_{\mathrm{m}}$ denotes the scalar matrices in $\left(\mathbb{G}_{\mathrm{m}}\right)^{n}$. The normalizer $N\left(T_{n-1}\right)$ of $T_{n-1}$ in $\mathrm{PGL}_{n}$ is generated by $T_{n-1}$ and the images in $\mathrm{PGL}_{n}$ of the $n \times n$-permutation matrices; it is isomorphic to the semidirect product $T_{n-1} \rtimes \mathcal{S}_{n}$ with $\mathcal{S}_{n}$ acting on $T_{n-1}$ by permuting the $n$ copies of $\mathbb{G}_{\mathrm{m}}$. The $\mathcal{S}_{n}$-action on $T_{n-1}$ yields an $\mathcal{S}_{n}$-action on the character lattice $X\left(T_{n-1}\right)=\operatorname{Hom}\left(T_{n-1}, \mathbb{G}_{\mathrm{m}}\right)$ via $(s f)(t)=f\left(s^{-1} t s\right)$ for $t \in T_{n-1}, s \in \mathcal{S}_{n}$. Explicitly, $X\left(\mathbb{G}_{\mathrm{m}}^{n}\right) \cong \mathbb{Z}^{n}$, with $\mathbf{i}=\left(i_{1}, \ldots, i_{n}\right) \in \mathbb{Z}^{n}$ corresponding to $\chi_{\mathbf{i}}:\left(\lambda_{1}, \ldots, \lambda_{n}\right) \mapsto \prod_{j} \lambda_{j}^{i_{j}}$ of $\mathbb{G}_{\mathrm{m}}^{n}$. The character $\chi_{\mathbf{i}}$ passes down to $T_{n-1}$ if and only if $\lambda^{\sum_{j} i_{j}}=1$ holds for all $\lambda \in \mathbb{k}^{*}$ which amounts to $\sum_{j} i_{j}=0$. Taking $\mathcal{S}_{n}$-actions into account, we see that

$$
\begin{equation*}
X\left(\mathbb{G}_{\mathrm{m}}^{n}\right) \cong U_{n} \quad \text { and } \quad X\left(T_{n-1}\right) \cong A_{n-1} \tag{9.12}
\end{equation*}
$$

as $\mathcal{S}_{n}$-lattices.
View $\mathrm{M}_{n}^{r}$ as a $\mathrm{PGL}_{n}$-variety isomorphic to affine space $\mathbb{A}^{r n^{2}}$ via (9.11). Put $S=\mathrm{D}_{n} \oplus \mathrm{M}_{n}^{r-1} \subseteq \mathrm{M}_{n}^{r}$, where $\mathrm{D}_{n} \subseteq \mathrm{M}_{n}$ is the space of diagonal matrices. Then $S$ is a $\left(\mathrm{PGL}_{n}, N\left(T_{n-1}\right)\right)$-section of $\mathrm{M}_{n}^{r}$ in the sense of $\S 9.7$.4. Indeed, the matrices in $\mathrm{M}_{n}$ with distinct eigenvalues form a $\mathrm{PGL}_{n}$-stable dense open subset $E \subseteq \mathrm{M}_{n}$ (cf., e.g., Springer [201, 1.5.6]). The $\mathrm{PGL}_{n}$-orbits in $E$ are in bijection with the $\mathcal{S}_{n}$-orbits in $\mathrm{D}_{n}^{\prime}=E \cap \mathrm{D}_{n}$ via Jordan canonical form, and the isotropy group in $\mathrm{PGL}_{n}$ of any matrix in $\mathrm{D}_{n}^{\prime}$ is exactly $T_{n-1}$. Thus, we may take $S_{0}=\mathrm{D}_{n}^{\prime} \oplus \mathrm{M}_{n}^{r-1}$ in §9.7.4 and Lemma 9.7.1 yields a $\mathbb{k}$-isomorphism

$$
\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}} \cong \mathcal{K}\left(\mathrm{D}_{n} \oplus \mathrm{M}_{n}^{r-1}\right)^{T_{n-1} \rtimes \mathcal{S}_{n}}
$$

In order to further simplify the right hand side above, let $x_{i}=x_{i, i}^{(1)}$ and $x_{i, j}^{(\ell)}$ $(2 \leq \ell \leq r)$ be the standard coordinates on $\mathrm{D}_{n}$ and $\mathrm{M}_{n}^{r-1}$ respectively. In this coordinate system, the $\mathcal{S}_{n}$-action on $\mathcal{K}\left(\mathrm{D}_{n} \oplus \mathrm{M}_{n}^{r-1}\right)$ is given by

$$
\begin{equation*}
s\left(x_{i}\right)=x_{s(i)} \quad \text { and } \quad s\left(x_{i, j}^{(\ell)}\right)=x_{s(i), s(j)}^{(\ell)} \tag{9.13}
\end{equation*}
$$

An element $t=\left(t_{1}, \ldots, t_{n}\right)$ of $T_{n-1}=\left(\mathbb{G}_{\mathrm{m}}\right)^{n} / \Delta$ acts via

$$
\begin{equation*}
t\left(x_{i}\right)=x_{i} \quad \text { and } \quad t\left(x_{i, j}^{(\ell)}\right)=t_{i}^{-1} t_{j} x_{i, j}^{(\ell)} \tag{9.14}
\end{equation*}
$$

Let $M \leq \mathcal{K}\left(\mathrm{D}_{n} \oplus \mathrm{M}_{n}^{r-1}\right)^{*}$ denote the multiplicative group generated by the coordinates $x_{i}, x_{i, j}^{(\ell)}(\ell \geq 2)$. The torus $T_{n-1}$ acts on $M$ via

$$
t(m)=\gamma_{m}(t) m \quad\left(t \in T_{n-1}, m \in M\right)
$$

where $\gamma_{m}: T_{n-1} \rightarrow \mathbb{G}_{\mathrm{m}}$ is the character explicitly given by (9.14). Thus, the $T_{n-1^{-}}$ field $\mathcal{K}\left(\mathrm{D}_{n} \oplus \mathrm{M}_{n}^{r-1}\right)$ is the twisted multiplicative $T_{n-1}$-field $\mathbb{k}(M)_{\gamma}$ and Lemma 9.8.1 gives

$$
\mathcal{K}\left(\mathrm{D}_{n} \oplus \mathrm{M}_{n}^{r-1}\right)^{T_{n-1}}=\mathbb{k}(L),
$$

where $L$ denotes the kernel of the homomorphism $\gamma: M \rightarrow X\left(T_{n-1}\right), m \mapsto \gamma_{m}$. By (9.13), $M$ is $\mathcal{S}_{n}$-stable and a simple calculation shows that $\gamma$ is $\mathcal{S}_{n}$-equivariant. Thus, $L$ is an $\mathcal{S}_{n}$-sublattice of $M$ and

$$
\mathcal{K}\left(\mathrm{D}_{n} \oplus \mathrm{M}_{n}^{r-1}\right)^{T_{n-1} \rtimes \mathcal{S}_{n}}=\mathbb{k}(L)^{\mathcal{S}_{n}}
$$

an ordinary multiplicative $\mathcal{S}_{n}$-invariant field.
In order to establish the first isomorphism in the theorem, we must show that $L \cong U_{n} \oplus U_{n} \oplus A_{n-1}^{\otimes 2} \oplus\left(U_{n}^{\otimes 2}\right)^{r-2}$ as $\mathcal{S}_{n}$-lattices. Using the notation of $\S 1.3 .3$, equations (9.13) show that the multiplicative $\mathcal{S}_{n}$-lattice $M=\left\langle x_{i}, x_{i, j}^{(\ell)}\right\rangle$ is isomorphic to the additive $\mathcal{S}_{n}$-lattice $U_{n} \oplus\left(U_{n}^{\otimes 2}\right)^{r-1}$ via $x_{i} \mapsto e_{i} \in U_{n}$ and $x_{i, j}^{(\ell)} \mapsto e_{i} \otimes e_{j} \in U_{n}^{\otimes 2}$. Identifying $X\left(T_{n-1}\right)$ with $A_{n-1}$ as in (9.12), the map $\gamma: M \rightarrow X\left(T_{n-1}\right)$ that was considered above becomes the map $f: U_{n} \oplus\left(U_{n}^{\otimes 2}\right)^{r-1} \rightarrow A_{n-1}$ that vanishes on $U_{n}$ and sends each summand $U_{n}^{\otimes 2}$ onto $A_{n-1}$ via $\left(e_{i} \otimes e_{j}\right) \mapsto e_{j}-e_{i}$; see (9.14). Therefore, $L=\operatorname{Ker} \gamma \cong \operatorname{Ker} f=U_{n} \oplus \operatorname{Ker}\left(\left.f\right|_{\left(U_{n}^{\otimes 2}\right)^{r-1}}\right)$. Moreover, $\operatorname{Ker}\left(\left.f\right|_{\left(U_{n}^{\otimes 2}\right)^{r-1}}\right) \cong \operatorname{Ker}\left(\left.f\right|_{U_{n}^{\otimes 2}}\right) \oplus\left(U_{n}^{\otimes 2}\right)^{r-2} \operatorname{via}\left(m_{1}, \ldots, m_{r-1}\right) \mapsto$ $\left(\sum m_{i}, m_{2}, \ldots, m_{r-1}\right)$. Therefore,

$$
L \cong U_{n} \oplus L^{\prime} \oplus\left(U_{n}^{\otimes 2}\right)^{r-2}
$$

where we have put $L^{\prime}=\operatorname{Ker}\left(\left.f\right|_{U_{n}^{\otimes 2}}\right)$. It suffices to show that $L^{\prime} \cong U_{n} \oplus A_{n-1}^{\otimes 2}$. Note that

$$
U_{n}^{\otimes 2}=\left(\bigoplus_{i} \mathbb{Z}\left(e_{i} \otimes e_{i}\right)\right) \oplus\left(\bigoplus_{r \neq s} \mathbb{Z}\left(e_{r} \otimes e_{s}\right)\right)
$$

The elements $e_{i} \otimes e_{i}$ span a sublattice of $L^{\prime}$ isomorphic to $U_{n}$. Denoting the second summand above by $P$, we recall the $\mathcal{S}_{n}$-isomorphism (2.19):

$$
A_{n-1} \otimes U_{n} \xrightarrow{\sim} P, \quad\left(e_{s}-e_{r}\right) \otimes e_{s} \mapsto e_{r} \otimes e_{s} .
$$

With this identification, $\left.f\right|_{P}$ becomes the map Id $\otimes \varepsilon_{n}: A_{n-1} \otimes U_{n} \rightarrow A_{n-1} \otimes$ $\mathbb{Z}=A_{n-1}$ with $\varepsilon_{n}: U_{n} \rightarrow \mathbb{Z}$ as in (1.10). Since $\operatorname{Ker}\left(\operatorname{Id} \otimes \varepsilon_{n}\right)=A_{n-1}^{\otimes 2}$, we obtain $L^{\prime} \cong U_{n} \oplus A_{n-1}^{\otimes 2}$, as desired.

It remains to show that $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ is rational over $\mathcal{K}\left(\mathrm{M}_{n}^{2}\right)^{\mathrm{PGL}_{n}}$. By the foregoing, we may identify $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}} / \mathcal{K}\left(\mathrm{M}_{n}^{2}\right)^{\mathrm{PGL}_{n}}$ with $\mathbb{k}\left(L_{n, r}\right)^{\mathcal{S}_{n}} / \mathbb{k}\left(L_{n, 2}\right)^{\mathcal{S}_{n}}$ and $L_{n, r}=L_{n, 2} \oplus\left(U_{n}^{\otimes 2}\right)^{r-2}$. Since $\left(U_{n}^{\otimes 2}\right)^{r-2}$ is a permutation $\mathcal{S}_{n}$-lattice and $\mathbb{k}\left(L_{n, 2}\right)$ is a faithful $\mathcal{S}_{n}$-field, rationality of the extension $\mathbb{k}\left(L_{n, r}\right)^{\mathcal{S}_{n}} / \mathbb{k}\left(L_{n, 2}\right)^{\mathcal{S}_{n}}$ follows from Lemma 9.4.3. This completes the proof of the theorem.

The above description of the field of matrix invariants as a multiplicative $\mathcal{S}_{n^{-}}$ invariant field, in conjunction with the analysis of the certain relevant $\mathcal{S}_{n}$-lattices in Section 2.12, yields the following rationality result. For $n=2$, the result ultimately can be traced back to Sylvester [212]; see also Procesi [154, Theorem 2.2]. The cases $n=3$ and $n=4$ are due to Formanek [64], [65] while degrees $n=5$ and $n=7$ were first treated by Bessenrodt and Le Bruyn [17], with subsequent simplifications by Beneish [8]. Retract rationality of $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}} / \mathbb{k}$ for prime degrees $n$ was originally proved by different means in Saltman [177]; see also [186, Corollary 14.34]. We essentially follow the approach of Colliot-Thélène and Sansuc [42, proof of Corollary 9.13]. Part (b) is from [117], [127].

Theorem 9.8.3. (a) The extension $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}} / \mathbb{k}$ is rational for $n \leq 4$, stably rational for $n=5$ and $n=7$, and retract rational for all prime values of $n$.
(b) For all odd $n \geq 5, \mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ is rational over the multiplicative invariant field $\mathbb{k}\left(\bigwedge^{2} A_{n-1}\right)^{\mathcal{S}_{n}}$.

Proof. We first show that $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}} / \mathbb{k}$ is retract rational for prime degrees $n$. Recall from Theorem 9.8 .2 that $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}} / \mathbb{k}$ is isomorphic to $\mathbb{k}\left(L_{n, r}\right)^{\mathcal{S}_{n}} / \mathbb{k}$ where $L_{n, r}$ is the $\mathcal{S}_{n}$-lattice $U_{n} \oplus U_{n} \oplus A_{n-1}^{\otimes 2} \oplus\left(U_{n}^{\otimes 2}\right)^{r-2}$. This lattice is faithful and permutation projective, the latter by Proposition 2.12.2(a). Say $L_{n, r}$ is a direct summand of the permutation $\mathcal{S}_{n}$-lattice $P$. Proposition 9.6.1(b) implies that $\mathbb{k}(P)^{\mathcal{S}_{n}}$ is stably isomorphic over $\mathbb{k}$ to $\mathbb{k}\left(U_{n}\right)^{\mathcal{S}_{n}}=\mathbb{k}\left(s_{1}, \ldots, s_{n}\right)$; see Example 3.5.5. Therefore, $\mathbb{k}(P)^{\mathcal{S}_{n}} / \mathbb{k}$ is stably rational, and hence retract rational (Proposition 9.3.3(b)). Retract rationality of $\mathbb{k}\left(L_{n, r}\right)^{\mathcal{S}_{n}} / \mathbb{k}$ now follows from Proposition 9.6.1(c).

Next, we show that $\mathbb{k}\left(L_{n, r}\right)^{\mathcal{S}_{n}} / \mathbb{k}$ is stably rational for $n=5$ and $n=7$. In both cases, the $\mathcal{S}_{n}$-lattice $A_{n-1}^{\otimes 2}$ is flasque equivalent to the weight lattice $A_{n-1}^{*}$; see Proposition 2.12.2(b). Therefore, $L_{n, r} \underset{\mathrm{fl}}{\sim} A_{n-1}^{*}$ and Proposition 9.6.1(b) yields that the fields $\mathbb{k}\left(L_{n, r}\right)^{\mathcal{S}_{n}}$ and $\mathbb{k}\left(A_{n-1}^{*}\right)^{\mathcal{S}_{n}}$ are stably isomorphic over $\mathbb{k}$. Since $\mathbb{k}\left(A_{n-1}^{*}\right)^{\mathcal{S}_{n}} / \mathbb{k}$ is rational, by Example 3.7.1 or Proposition 9.6.2, the cases $n=5$ and $n=7$ are settled.

For the remainder of the proof we put

$$
L_{n}=U_{n} \oplus U_{n} \oplus A_{n-1}^{\otimes 2}
$$

as in Theorem 9.8.2. In view of this result, the objective for the remaining cases $n=2,3,4$ of part (a) is to prove that $\mathbb{k}\left(L_{n}\right)^{\mathcal{S}_{n}} / \mathbb{k}$ is rational. For (b), we will show that $\mathbb{k}\left(L_{n}\right)^{\mathcal{S}_{n}}$ is rational over $\mathbb{k}\left(\bigwedge^{2} A_{n-1}\right)^{\mathcal{S}_{n}}$ for all odd $n \geq 5$. Here, we view $\bigwedge^{2} A_{n-1}$ as an $\mathcal{S}_{n}$-sublattice of $A_{n-1}^{\otimes 2}$ as in Lemma 1.4.1(b).

We first treat the cases $n \leq 3$.
$\mathbf{n}=\mathbf{2}$ : The $\mathcal{S}_{2}$-lattice $A_{1}$ is the sign lattice $\mathbb{Z}^{-} ;$so $A_{1}^{\otimes 2}=\mathbb{Z}$ and $L_{2}=U_{2} \oplus U_{2} \oplus \mathbb{Z}$. By Lemma 9.4.3 with $L=U_{2} \oplus \mathbb{Z}$, the field $\mathbb{k}\left(L_{2}\right)^{\mathcal{S}_{2}}$ is rational over $\mathbb{k}\left(U_{2}\right)^{\mathcal{S}_{2}}$, which in turn is rational over $\mathbb{k}$; see Example 3.5.5. Therefore, $\mathbb{k}\left(L_{2}\right)^{\mathcal{S}_{2}} / \mathbb{k}$ is rational.
$\mathbf{n}=\mathbf{3}$ : Note that the exterior square $\bigwedge^{2} A_{2}=\mathbb{Z}_{\operatorname{det} A_{2}}$ is isomorphic to the sign lattice $\mathbb{Z}^{-}$for $\mathcal{S}_{3}$. By Lemma 2.12 .1 (c), the symmetric square $S^{2} A_{2}$ is isomorphic to the standard permutation $\mathcal{S}_{3}$-lattice, $U_{3}$. Therefore, the exact sequence in Lemma 1.4.1(b) for $L=A_{2}$ takes the form $0 \rightarrow \mathbb{Z}^{-} \rightarrow A_{2}^{\otimes 2} \rightarrow U_{3} \rightarrow 0$. This yields an exact sequence of $\mathcal{S}_{3}$-lattices

$$
0 \rightarrow \mathbb{Z}^{-} \oplus U_{3} \longrightarrow L_{3} \longrightarrow U_{3} \oplus U_{3} \rightarrow 0
$$

Lemma 9.4.3 (with $L=U_{3} \oplus U_{3}$ ) implies that $\mathbb{k}\left(L_{3}\right)^{\mathcal{S}_{3}} / \mathbb{k}\left(\mathbb{Z}^{-} \oplus U_{3}\right)^{\mathcal{S}_{3}}$ is rational, and Proposition 9.5.1 (with $L=\mathbb{Z}^{-}$) gives rationality of $\mathbb{k}\left(\mathbb{Z}^{-} \oplus U_{3}\right)^{\mathcal{S}_{3}} / \mathbb{k}\left(U_{3}\right)^{\mathcal{S}_{3}}$. Since $\mathbb{k}\left(U_{3}\right)^{\mathcal{S}_{3}}$ is rational over $\mathbb{k}$, we conclude that $\mathbb{k}\left(L_{3}\right)^{\mathcal{S}_{3}}$ is rational over $\mathbb{k}$ as well. (A different rationality proof for $K\left(\mathrm{M}_{3}^{2}\right)^{\mathrm{PGL}_{3}}$ using Clifford algebras can be found in Revoy [164].)

For $n \geq 4$, the $\mathcal{S}_{n}$-lattice $\bigwedge^{2} A_{n-1}$ is faithful; in fact, $\bigwedge^{2} A_{n-1} \otimes_{\mathbb{Z}} \mathbb{Q} \cong$ $S^{\left(n-2,1^{2}\right)}$, the Specht module for the partition $\left(n-2,1^{2}\right)$ of $n$; see [70, Exercise 4.6]. Furthermore, we know by Lemma 2.12.1(b),(d) that

$$
\begin{equation*}
\mathrm{S}^{2} A_{n-1} \oplus U_{n} \oplus \mathbb{Z} \text { is a permutation lattice for } \mathcal{S}_{n} \text { if } n=4 \text { or } n \text { is odd. } \tag{9.15}
\end{equation*}
$$

By Lemma 9.4.3 with $L=U_{n}$,

$$
\mathbb{k}\left(L_{n}\right)^{\mathcal{S}_{n}}=\mathbb{k}\left(A_{n-1}^{\otimes 2} \oplus U_{n}\right)^{\mathcal{S}_{n}}\left(t_{1}, \ldots, t_{n}\right)
$$

with transcendental elements $t_{i}$. The right hand side may also be written as $\mathbb{k}\left(A_{n-1}^{\otimes 2} \oplus\right.$ $\left.U_{n} \oplus \mathbb{Z}\right)^{\mathcal{S}_{n}}\left(t_{1}, \ldots, t_{n-1}\right)$. The exact sequence in Lemma 1.4.1(b) for $L=A_{n-1}$ leads to an exact sequence of $\mathcal{S}_{n}$-lattices

$$
0 \rightarrow \bigwedge^{2} A_{n-1} \longrightarrow A_{n-1}^{\otimes 2} \oplus U_{n} \oplus \mathbb{Z} \longrightarrow \mathrm{~S}^{2} A_{n-1} \oplus \mathrm{U}_{n} \oplus \mathbb{Z} \rightarrow 0
$$

By (9.15) and Lemma 9.4.3, this sequence implies that $\mathbb{k}\left(A_{n-1}^{\otimes 2} \oplus U_{n} \oplus \mathbb{Z}\right)^{\mathcal{S}_{n}}$ is rational over $\mathbb{k}\left(\bigwedge^{2} A_{n-1}\right)^{\mathcal{S}_{n}}$. Hence, if $n=4$ or $n$ is odd then $\mathbb{k}\left(L_{n}\right)^{\mathcal{S}_{n}}=\mathbb{k}\left(A_{n-1}^{\otimes 2} \oplus\right.$ $\left.U_{n} \oplus \mathbb{Z}\right)^{\mathcal{S}_{n}}\left(t_{1}, \ldots, t_{n-1}\right)$ is rational over $\mathbb{k}\left(\bigwedge^{2} A_{n-1}\right)^{\mathcal{S}_{n}}$ as well. This proves part (b) of the theorem for $n=4$ and all odd $n \geq 5$. It remains to prove rationality of $\mathbb{k}\left(L_{4}\right)^{\overline{\mathcal{S}}_{4}} / \mathbb{k}$.
$\mathbf{n}=4$ : The identity $\left(\bigwedge^{2} A_{3}\right) \wedge A_{3}=\bigwedge^{3} A_{3} \cong \mathbb{Z}_{\operatorname{det} A_{3}}=\mathbb{Z}^{-}$shows that

$$
\bigwedge^{2} A_{3} \cong \operatorname{Hom}\left(A_{3}, \mathbb{Z}^{-}\right) \cong A_{3}^{*} \otimes_{\mathbb{Z}} \mathbb{Z}^{-}
$$

It is known (but nontrivial) that $\mathbb{k}\left(A_{3}^{*} \otimes_{\mathbb{Z}} \mathbb{Z}^{-}\right)^{\mathcal{S}_{4}}$ is rational over $\mathbb{k}$. This was verified by Formanek [65, Theorems 13 and 14] and later again by Hajja and Kang [84, case $\left.W_{8}(198)\right]$. Therefore, $\mathbb{k}\left(\bigwedge^{2} A_{3}\right)^{\mathcal{S}_{4}} / \mathbb{k}$ is rational. Since $\mathbb{k}\left(L_{4}\right)^{\mathcal{S}_{4}} / \mathbb{k}\left(\bigwedge^{2} A_{3}\right)^{\mathcal{S}_{4}}$ is rational by the foregoing, it follows that $\mathfrak{k}\left(L_{4}\right)^{\mathcal{S}_{4}}$ is rational over $\mathfrak{k}$.

Without proof, we mention the following result, independently due to Schofield [188] and Katsylo [106], which reduces the investigation of the stable structure of $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}}{ }_{n} / \mathbb{k}$ to the case where $n$ is a prime power; for a later different proof, see Saltman [183, Theorem 13].

Theorem 9.8.4 (Schofield, Katsylo). Suppose that $n=a b$ with $\operatorname{gcd}(a, b)=1$. Then $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}}{ }_{n}$ is stably isomorphic over $\mathbb{k}$ to the field of fractions of $\mathcal{K}\left(\mathrm{M}_{a}^{r}\right)^{\mathrm{PGL}_{a}} \otimes_{\mathbb{k}}$ $\mathcal{K}\left(\mathrm{M}_{b}^{r}\right)^{\mathrm{PGL}_{b}}$.

This theorem allows to extend the stable rationality and retract rationality results in Theorem 9.8.3(a). Recall that, by Proposition 9.3.3(a), stable isomorphisms preserve retract rationality.

Corollary 9.8.5. (a) $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ is stably rational over $\mathbb{k}$ for all divisors $n$ of $420=4 \cdot 3 \cdot 5 \cdot 7$.
(b) $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ is retract rational over $\mathbb{k}$ if $n$ is either squarefree or twice a squarefree number.

## Problems

We conclude our account by suggesting some problems for future research. The selection reflects the author's taste and inclinations and surely many further problems, perhaps even more pressing to some readers, could be added. The level of the problems discussed below ranges from the "famous unsolved" variety and some longrange projects to others that may very well be relatively quick and easy to dispose of. Some of the problems I have not actually tried my hands at myself, while others are presented along with a detailed discussion and solutions to some special cases.

Throughout this chapter, $\mathcal{G}$ denotes a finite group and $L$ is a $\mathcal{G}$-lattice.

### 10.1 The Cohen-Macaulay Problem

It would be interesting to determine if the conclusion of Theorem 8.1.1 can be strengthened to the effect that all $\mathcal{G}_{m} / \mathcal{R}^{2}\left(\mathcal{G}_{m}\right)$ are in fact trivial, that is, the isotropy groups $\mathcal{G}_{m}$ for $m \in L$ are generated by bireflections on $L$. I do not know if, for the latter to occur, it is sufficient that just $\mathcal{G}$ is generated by bireflections. The corresponding fact for reflection groups is known to be true: if $\mathcal{G}$ is generated by reflections on $L$ (or, equivalently, on the vector space $L_{\mathbb{Q}}$ ) then so are all isotropy groups $\mathcal{G}_{m}$; see Steinberg [203, Theorem 1.5] or Bourbaki [24, Exercise V.6.8(a)].
Problem 1. If $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay are all isotropy groups $\mathcal{G}_{m}$ for $m \in L$ generated by bireflections on $L$ ?
Problem 2. Let $\mathcal{G} \subseteq \mathrm{GL}(V)$ be a finite linear group, where $V$ is some finitedimensional vector space. If $\mathcal{G}$ is generated by bireflections are all isotropy groups $\mathcal{G}_{v}$ for $v \in V$ generated by bireflections as well?

Theorem 8.1.1 guarantees that Problem 1 has a positive answer for solvable groups $\mathcal{G}$. It might be worthwhile to look into Problem 2 more generally for $k$ reflections. There is essentially a complete classification of finite linear groups generated by bireflections. In arbitrary characteristic, this is due to Guralnick and Saxl [81]; for the case of characteristic zero, see Huffman and Wales [92]. However, other
than for finite reflection groups $\mathcal{G} \subseteq \mathrm{GL}_{n}(\mathbb{Z})$ which can be investigated using root systems, no general theory appears to be in place for the unified study of bireflection groups. Therefore, it is not clear if one should expect $\mathbb{Z}[L]^{\mathcal{G}}$ to be Cohen-Macaulay for every finite bireflection group $\mathcal{G} \subseteq \mathrm{GL}(L)$, or even how to approach this problem. Nevertheless, we ask

Problem 3. Is $\mathbb{Z}[L]^{\mathcal{G}}$ Cohen-Macaulay if and only if $\mathcal{G}$ is generated by bireflections on $L$ ?

As we mentioned in Example 8.11.4, Pathak [148] has checked Problem 3 for lattices $L$ of rank 3. In general, the "only if"-direction is of course part of Problem 1. By Theorem 8.1.1, this direction certainly holds for all groups $\mathcal{G}$ whose simple factors $\mathcal{G} / \mathcal{N}$ with $1 \neq \mathcal{N}$ are abelian. An affirmative answer to Problem 3 would imply that if $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay over $\mathbb{Z}$ then so is $\mathbb{Z}\left[L^{\prime}\right]^{\mathcal{G}}$ for any $\mathcal{G}$-sublattice $L^{\prime} \subseteq L$. It does not seem obvious that this is indeed the case. The case of abelian groups is easy to settle:

Proposition 10.1.1. Problem 3 has a positive answer when $\mathcal{G}$ is abelian.
Proof. It suffices to show that $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay for any finite abelian group $\mathcal{G}$ acting as a bireflection group on the lattice $L$. By passing to a rationally isomorphic lattice (Proposition 8.9.3), we may assume that $L=\bigoplus_{i=1}^{r} L_{i}$, where each $L_{i}$ is a rationally irreducible $\mathcal{G}$-lattice. We may further assume that $\mathcal{G}$ acts faithfully and effectively on $L$; see Corollary 8.9.4. We claim that rank $L_{i} \leq 2$ holds for all $i$. To see this, choose a bireflection $g \in \mathcal{G}$ such that $g_{L_{i}} \neq \operatorname{Id}_{L_{i}}$. Then $\operatorname{rank}\left[g, L_{i}\right] \leq 2$ and $\operatorname{rank}\left[g, L_{i}\right]=\operatorname{rank} L_{i}$, because $\left[g, L_{i}\right]$ is a nontrivial $\mathcal{G}$-sublattice of $L_{i}$.

First assume that rank $L_{i}=2$ for some $i$, say $i=1$. Let $\mathcal{G}_{1}$ denote the subgroup of $\mathcal{G}$ that is generated by all bireflections $g \in \mathcal{G}$ such that $g_{L_{1}} \neq \operatorname{Id}_{L_{1}}$ and let $\mathcal{H}$ be the subgroup generated by the bireflections that act trivially on $L_{1}$. Then $\mathcal{G}_{1} \subseteq$ $\operatorname{Ker}_{\mathcal{G}}(M)$, where we have put $M=\bigoplus_{i \neq 1} L_{i}$. Thus, $\mathcal{G}=\mathcal{G}_{1} \times \mathcal{H}$ and (3.5) gives $\mathbb{Z}[L]^{\mathcal{G}}=\mathbb{Z}\left[L_{1}\right]^{\mathcal{G}_{1}} \otimes_{\mathbb{Z}} \mathbb{Z}[M]^{\mathcal{H}}$. By Corollary 8.9.2 we know that $\mathbb{Z}\left[L_{1}\right]^{\mathcal{G}_{1}}$ is CohenMacaulay and, arguing by induction on rank, we may assume that $\mathbb{Z}[M]^{\mathcal{H}}$ is CohenMacaulay as well. This easily implies that $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay.

Thus, we may assume that all $L_{i}$ have rank 1 ; so $\mathcal{G} \subseteq \operatorname{diag}( \pm 1, \ldots, \pm 1)_{r \times r}$. Suppose that there is a reflection $1 \neq g \in \mathcal{G}$, say $g_{L_{1}} \neq \operatorname{Id}_{L_{1}}$. Then $\mathcal{G}=\langle g\rangle \times \mathcal{H}$, where $\mathcal{H}=\operatorname{Ker}_{\mathcal{G}}\left(L_{1}\right)$, and as above, we conclude that $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay. Therefore, we may assume that $\mathcal{G}$ is generated by certain bireflections $g_{i, j}(i \neq j)$ acting as -1 on $L_{i}$ and $L_{j}$ and as 1 on all other summands. Defining $i \sim j$ if $i=j$ or $g_{i, j} \in \mathcal{G}$, we obtain an equivalence relation on $\{1, \ldots, r\}$. If there is more than one equivalence class then $L$ and $\mathcal{G}$ decompose and, as above, we may conclude that $\mathbb{Z}[L]^{\mathcal{G}}$ is Cohen-Macaulay. On the other hand, if $g_{i, j} \in \mathcal{G}$ for all $i \neq j$ then $\mathcal{G}=\operatorname{diag}( \pm 1, \ldots, \pm 1)_{r \times r} \cap \mathrm{SL}_{r}(\mathbb{Z})$ and the result follows from Example 3.5.3.

The "if"-direction of Problem 3 looking like a long shot, it might be wise to try and establish the Cohen-Macaulay property for some special cases of bireflection actions first.

Problem 4. Suppose $\mathcal{G}$ acts as a reflection group on $L$.
(a) Is $\mathbb{Z}[L \oplus L]^{\mathcal{G}}$ Cohen-Macaulay?
(b) Is $\mathbb{Z}[L]^{\mathcal{H}}$ Cohen-Macaulay for every subgroup $\mathcal{H}$ of $\mathcal{G}$ such that $[\mathcal{G}: \mathcal{H}]=2$ ?

Recall that the groups $\mathcal{H}$ in (b) do indeed act as bireflection groups on $L$, by Proposition 1.7.1. Example 8.11.1 is an explicit example for the situation considered in (b), while a solution to (a) would in particular resolve the Cohen-Macaulay problem for $\mathbb{Z}\left[U_{n}^{2}\right]^{\mathcal{S}_{n}}$ which was left open in Example 8.11.3.

### 10.2 Semigroup Algebras

Recall from Theorem 6.1.1 that $\mathbb{Z}[L]^{\mathcal{G}}$ is a semigroup algebra over $\mathbb{Z}$ if $\mathcal{G}$ acts as a reflection group on the lattice $L$. I do not know if the converse also holds. Thus:

Problem 5. If $\mathbb{Z}[L]^{\mathcal{G}}$ is a semigroup algebra over $\mathbb{Z}$, must $\mathcal{G}$ act as a reflection group on the lattice $L$ ?

A partial converse to Theorem 6.1.1 was given in Theorem 7.5.1. For a different partial converse as well as an alternative proof of Theorem 6.1.1, see Tesemma [215]. Tesemma's proof is heavily influenced by Reichstein's article [159]; it avoids the machinery of root systems and uses monomial orderings (see Section 3.4) and the geometry of polyhedral cones instead. The topological methods of Panyushev [146] (see also Popov and Vinberg [153, p. 242-243]) will likely be helpful in tackling Problem 5. The problem is related to Problem 3 inasmuch as affine normal semigroup algebras over any Cohen-Macaulay base ring are Cohen-Macaulay (Hochster [89, Theorem 1], or see Bruns and Herzog [32, Theorem 6.3.5(a)]). As with Problem 3, an affirmative answer to Problem 5 would imply that if $\mathbb{Z}[L]^{\mathcal{G}}$ is a semigroup algebra over $\mathbb{Z}$ then so is $\mathbb{Z}\left[L^{\prime}\right]^{\mathcal{G}}$ for any $\mathcal{G}$-sublattice $L^{\prime} \subseteq L$. It does not seem clear that this is the case. In fact, if it were known to hold then, arguing as in the proof of Proposition 10.1.1 and using Lemma 10.2.2 below, it would be easy to show that Problem 5 had a positive answer at least for abelian $\mathcal{G}$. Other than with the CohenMacaulay problem, it is not even obvious that the question whether or not $\mathbb{Z}[L]^{\mathcal{G}}$ is a semigroup algebra over $\mathbb{Z}$ depends only on the rational type of the $\mathcal{G}$-lattice $L$. Note that if $\mathbb{Z}[L]^{\mathcal{G}}$ is a semigroup algebra over $\mathbb{Z}$, say $\mathbb{Z}[L]^{\mathcal{G}}=\mathbb{Z}[M]$, then the monoid $M$ will have to be an affine normal semigroup; see Section 3.4. Furthermore, the positive part $M / \mathrm{U}(M)$ of $M$ has to be $\Phi$-simplicial in the sense of Gubeladze [80]. Recall that any affine semigroup $M$ embeds into a lattice $L=\langle M\rangle_{\text {group }} \cong \mathbb{Z}^{r}$. Hence we may view $M \hookrightarrow L_{\mathbb{R}}=\mathbb{R}^{r}$. Moreover, if $M$ is positive then there is a monoid homomorphism $\varphi: M \rightarrow \mathbb{Z}_{+}$satisfying $\varphi(m)>0$ for all $0 \neq m \in M$ (cf. Swan [210, Theorem 4.5]) and we may extend $\varphi$ to a linear form $\varphi: \mathbb{R}^{r} \rightarrow \mathbb{R}$. Following Gubeladze, we put

$$
\Phi(M)=\mathbb{R}_{+} M \cap\left\{x \in \mathbb{R}^{r} \mid \varphi(x)=1\right\}
$$

where $\mathbb{R}_{+} M$ is the convex cone in $\mathbb{R}^{r}$ that is spanned by $M$. It is easy to see that $\Phi(M)$ is an $(r-1)$-dimensional convex polytope; it is the convex hull of the points $m_{i} / \varphi\left(m_{i}\right)$, where $\left\{m_{i}\right\}$ is the Hilbert basis of $M$; see Lemma 3.4.3. The monoid
$M$ is called $\Phi$-simplicial if $\Phi(M)$ is a simplex, that is, $\Phi(M)$ is the convex hull of $r$ points. The following proposition follows from Gubeladze [80, Proposition 1.6].

Proposition 10.2.1. Let $\mathbb{k}[M]$ be an affine normal semigroup algebra over the Krull domain $\mathfrak{k}$. Then the class group $\mathrm{Cl}(\mathbb{k}[M])$ is torsion if and only if $\mathrm{Cl}(\mathbb{k})$ is torsion and $M / \mathrm{U}(M)$ is $\Phi$-simplicial.

Since $\mathbb{Z}[L]^{\mathcal{G}}$ is an affine normal $\mathbb{Z}$-algebra with finite class group $\mathrm{Cl}\left(\mathbb{Z}[L]^{\mathcal{G}}\right)$ (see Theorem 4.1.1), the monoid $M / \mathrm{U}(M)$ must be $\Phi$-simplicial if $\mathbb{Z}[L]^{\mathcal{G}}=\mathbb{Z}[M]$.

We now present a technical lemma which allows to substantiate the claims, made on various occasions in earlier chapters, that certain multiplicative invariant algebras are not semigroup algebras. For $g \in \mathcal{G}$, put $L(g)=\left\{m \in L \mid \sum_{h \in\langle g\rangle} h(m)=0\right\}$. Thus, $\widehat{H}^{-1}(\langle g\rangle, L)=L(g) /[g, L]$; see (2.2). Elements $g \in \mathcal{G}$ with $\operatorname{rank}[g, L]=$ $\min _{g \in \mathcal{G} \backslash \operatorname{Ker}_{\mathcal{G}}(L)} \operatorname{rank}[g, L]$ will be called "minimal".
Lemma 10.2.2. Assume that
(a) no element of $\mathcal{G}$ acts as a nonidentity reflection on $L$, and
(b) for some minimal $g \in \mathcal{G}, L(g)$ is $\mathcal{G}$-stable and strictly larger than $[g, L]$.

Then $\mathbb{k}[L]^{\mathcal{G}}$ is not a semigroup algebra over $\mathbb{k}$ for any domain $\mathbb{k}$ with $|\mathcal{G}| \neq 0$ in $\mathbb{k}$.
Proof. Suppose, for a contradiction, that (a) and (b) hold but $\mathbb{k}[L]^{\mathcal{G}}$ is a semigroup algebra over $\mathfrak{k}$. Replacing $\mathcal{G}$ by $\mathcal{G} / \operatorname{Ker}_{\mathcal{G}}(L)$, we may assume that $L$ is a faithful $\mathcal{G}$-lattice. Also, passing to the algebraic closure of the field of fractions of $\mathbb{k}$ (see Proposition 3.3.1(b)), we may assume that $\mathbb{k}$ is an algebraically closed field with $|\mathcal{G}|^{-1} \in \mathbb{k}$.

Put $X=\operatorname{Spec} \mathbb{k}[L], Y=\operatorname{Spec} \mathbb{k}[L]^{\mathcal{G}}=X / \mathcal{G}$ and let $\pi: X \rightarrow Y=X / \mathcal{G}$ denote the quotient map. Furthermore, let $Y_{\text {sing }}$ denote the singular locus of $Y$. In view of hypothesis (a), Corollary 7.3.2 says that

$$
Z:=\pi^{-1}\left(Y_{\text {sing }}\right)=\bigcup_{1 \neq g \in \mathcal{G}} X^{g}
$$

where $X^{g}$ is the subvariety of $g$-fixed points in $X$, that is, $X^{g}=\mathcal{V}_{X}\left(I_{\mathbb{k}[L]}(g)\right)$ with $I_{\mathbb{k}[L]}(g)$ as in (4.5). By Lemma 4.5.1, $\mathcal{O}\left(X^{g}\right)=\mathbb{k}[L] / I_{\mathbb{k}[L]}(g)$ is a Laurent polynomial algebra over the finite group algebra $\mathbb{k}\left[\widehat{H}^{-1}(\langle g\rangle, L)\right]$. Thus, each $X^{g}$ is a disjoint union of algebraic tori (of dimension equal to $\operatorname{rank} L^{\langle g\rangle}$ ). The torus containing the augmentation map $\varepsilon: \mathbb{k}[L] \rightarrow \mathbb{k}$ is given by $\mathcal{V}_{X}\left(\mathfrak{E}_{g} \mathbb{k}[L]\right)$, where $\mathfrak{E}_{g}$ denotes the kernel of the restriction of $\varepsilon$ to $\mathbb{k}[L(g)]$. This torus will be denoted by $T(g)$.

Now consider the element $g \in \mathcal{G}$ that is provided by hypothesis (b). By minimality, we have $\operatorname{dim} X^{g}=\operatorname{dim} Z$ and so each irreducible component of $X^{g}$ is an irreducible component of $Z$. Further, $\widehat{H}^{-1}(\langle g\rangle, L) \neq 0$ and so $X^{g}$ has an irreducible component $T \neq T(g)$. Finally, since $L(g)$ is $\mathcal{G}$-stable, the above description of $T(g)$ shows that $T(g)$ is $\mathcal{G}$-stable as well. Therefore, by the separation property of $\pi$ (see, e.g., Popov and Vinberg [153, Theorem 4.7]), $\pi(T)$ and $\pi(T(g))$ are disjoint irreducible components of $Y_{\text {sing }}$.

On the other hand, since $\mathbb{k}[L]^{\mathcal{G}}$ is a semigroup algebra, the variety $Y$ is toric; see the proof of Theorem 7.5.1. The torus action on $Y$ stabilizes each irreducible component of $Y_{\text {sing. }}$. The unique closed orbit in $Y$ (see [153, Cor. to Theorem 4.7]) is contained in each irreducible component of $Y_{\text {sing }}$, and hence in their intersection. This contradicts our construction of disjoint irreducible components for $Y_{\text {sing }}$.

We remark that (a) is always satisfied if $\mathcal{G} \subseteq \mathrm{SL}(L)$, because nonidentity reflections have determinant -1 . The sublattices $L(g)$ are certainly $\mathcal{G}$-stable when $\mathcal{G}$ is abelian. For an explicit example, let $\mathcal{G}=\operatorname{diag}( \pm 1, \ldots, \pm 1)_{n \times n} \cap \mathrm{SL}_{n}(\mathbb{Z})$ be the groups considered in Example 3.5.3. The bireflection $s=\operatorname{diag}(-1,1, \ldots, 1,-1)$ is a minimal element of $\mathcal{G}$ with $L(s) /[s, L] \cong(\mathbb{Z} / 2 \mathbb{Z})^{2}$. Therefore, the lemma implies that the invariants $\mathbb{k}[L]^{\mathcal{G}}$ for any domain $\mathbb{k}$ of characteristic $\neq 2$ are not semigroup algebras over $\mathbb{k}$. The following corollary covers in particular the groups $\mathcal{G}_{7}, \mathcal{G}_{8}, \mathcal{G}_{9}$ and $\mathcal{G}_{10}$ in Table 3.1; these groups represent the conjugacy classes of finite nonidentity subgroups of $\mathrm{SL}_{2}(\mathbb{Z})$.
Corollary 10.2.3. If $\mathcal{G}$ acts fixed-point-freely on $L / L^{\mathcal{G}}$ and $\operatorname{rank} L / L^{\mathcal{G}} \geq 2$ then $\mathbb{k}[L]^{\mathcal{G}}$ is not a semigroup algebra over $\mathbb{k}$ for any domain $\mathbb{k}$ with $|\mathcal{G}| \neq 0$ in $\mathbb{k}$.

Proof. It is easy to see that if $\mathbb{k}[L]^{\mathcal{G}}$ is a semigroup algebra then so is $\mathbb{k}[\bar{L}]^{\mathcal{G}}$, where $\bar{L}=L / L^{\mathcal{G}}$. Thus, replacing $L$ by $\bar{L}$, we may assume that $\mathcal{G}$ acts fixed-point-freely on $L$ and $\operatorname{rank} L \geq 2$. Then $L(g)=L$ holds for every $1 \neq g \in \mathcal{G}$, and $L /[g, L]$ has order equal to $\left|\operatorname{det}\left(g_{L}-1\right)\right|$. If $g$ has order $p$, a prime, then $p$ also divides $\operatorname{det}\left(g_{L}-1\right)$. Thus, hypotheses (a) and (b) of the lemma are satisfied.

In a different vein, we propose to investigate generalized multiplicative actions in the following sense.

Problem 6. Study group actions on semigroup algebras $\mathbb{k}[M]$ such that the monoid $M$ is mapped to itself.

Actions of this kind arise in the study of ordinary multiplicative actions as follows. As in Section 1.9, let $\mathcal{R}$ denote the subgroup of $\mathcal{G}$ that is generated by the elements that act as reflections on the lattice $L$ and recall that $\mathcal{G}=\mathcal{R} \rtimes \mathcal{G}_{\Delta}$; see Proposition 1.9.1. The group $\mathcal{G} / \mathcal{R}=\mathcal{G}_{\Delta}$ acts on the invariant algebra $R=\mathbb{k}[L]^{\mathcal{R}}$ and $R$ is a semigroup algebra $\mathbb{k}[M]$, by Theorem 6.1.1. Using the explicit construction of the monoid $M$ given in Proposition 6.2.1, it is easy to verify that $\mathcal{G}_{\Delta}$ does in fact stabilize $M$; so we are in the situation of Problem 6. Moreover, no element of $\mathcal{G}_{\Delta}$ acts as a nonidentity reflection on $R$ in the sense of Section 4.5. (More generally, let $\mathcal{G}$ be a finite group acting by automorphisms on the commutative ring $S$ and let $\mathcal{R}^{k}(\mathcal{G})$ denote the (normal) subgroup of $\mathcal{G}$ that is generated by all elements acting as $k$-reflections on $S$. Then no element of $\mathcal{G} / \mathcal{R}^{k}(\mathcal{G})$ acts as a nonidentity $k$-reflection on the invariant subring $S^{\mathcal{R}^{k}(\mathcal{G})}$.) Thus, the action of $\mathcal{G}_{\Delta}$ on $R=\mathbb{k}[L]^{\mathcal{R}}$ satisfies the analog of hypothesis (a) in Lemma 10.2.2.

### 10.3 Computational Issues

The algorithmic side of multiplicative invariant theory is relatively unexplored at present, especially in comparison with polynomial invariants where a highly developed computational theory is in place; see Derksen and Kemper [49]. The lack of an invariant grading renders most algorithms for polynomial invariants obsolete in the setting of multiplicative actions. Nevertheless, the method of computing multiplicative invariants of reflection groups described in Chapter 6 is quite efficient. Using ideas of Göbel [74] in addition to those presented in Chapter 6, Renault [162] has constructed an algorithm that computes the multiplicative invariant algebra $\mathbb{k}[L]^{\mathcal{G}}$ for any group $\mathcal{G}$ that is contained in a finite reflection subgroup of GL $(L)$. Renault has implemented his algorithm in the computer algebra system MAGMA [20].

Invariants $f_{1}, \ldots, f_{n} \in \mathbb{k}[L]^{\mathcal{G}}$ are called primary invariants if the $f_{i}$ are algebraically independent over $\mathbb{k}$ and $\mathbb{k}[L]^{\mathcal{G}}$ is finite over the polynomial subalgebra $P=\mathbb{k}\left[f_{1}, \ldots, f_{n}\right]$; the members of any finite collection of module generators of $\mathbb{k}[L]^{\mathcal{G}}$ over $P$ are called secondary invariants.

Problem 7. Develop algorithms for the computation of multiplicative invariants. As a start, device an efficient method of finding primary invariants.

We remark that the number of primary invariants is necessarily equal to $n=$ rank $L$. Moreover, assuming $\mathbb{k}$ to be a PID, we know from Theorem 8.4.2 that $\mathbb{k}[L]$ is free over the polynomial algebra $P=\mathbb{k}\left[f_{1}, \ldots, f_{n}\right]$ of primary invariants, say $\mathbb{k}[L] \cong P^{r}$. If $\mathcal{G}$ acts faithfully then the order $|\mathcal{G}|$ divides $r$, by Galois theory. Moreover, if $g_{1}, \ldots, g_{m} \in \mathbb{k}[L]^{\mathcal{G}}$ is any collection of secondary invariants then we must have $m \geq|\mathcal{G}| / r$. It is possible to find a system of $|\mathcal{G}| / r$ secondary invariants precisely if $\mathbb{k}[L]^{\mathcal{G}}$ is Cohen-Macaulay; cf., e.g., the proof of Derksen and Kemper [49, Theorem 3.7.1]. This lends some computational interest to the Cohen-Macaulay problem.

There is a substantial number of computer algebra packages that are devoted to the investigation of polynomial invariants of (mostly) finite groups; for a list of packages and how to obtain them, see Derksen and Kemper [49, pp. 73-74]. No comparably complete package exists as yet for multiplicative invariants. Renault [162] has assembled a collection of functions, written for the computer algebra system MAGMA [20], which builds on an earlier and more primitive one by the author for GAP 3.4 [71]. ${ }^{1}$
Problem 8. Create a library of functions for the automated investigation of multiplicative invariants.

Once reasonably efficient computational tools are at hand, it might be worthwhile to tackle the project of an electronic database for multiplicative invariants. Recall from Corollary 3.3.2 that, working over a fixed base ring $\mathbb{k}$ (ideally $\mathbb{k}=\mathbb{Z}$ ), there are only finitely many multiplicative invariant algebras $\mathbb{k}[L]^{\mathcal{G}}$ up to isomorphism, for

[^0]any given $\operatorname{rank} L$. For rank 2, the invariant algebras are listed in Table 3.1. In higher ranks, no such lists exist and the sheer number of the cases to consider, starting with rank 4, would make such lists rather unwieldy unless they are accessible in electronic form.

Problem 9. Build a database for multiplicative invariants in low ranks.
The benefits of such a database would include the easy testing of conjectures and, presumably, the creation of interesting new examples of invariant rings. An analogous database for polynomial invariants is already in existence (Kemper et al. [110]).

### 10.4 Essential Dimension Estimates

Let $G$ be an affine algebraic group defined over an algebraically closed field $\mathbb{k}$ of characteristic 0 . The essential dimension $\operatorname{ed}(G)$ of $G$, introduced for finite groups by Buhler and Reichstein [33] and in general by Reichstein [158], can be defined using the language of $G$-varieties; see $\S 9.7 .2$. A $G$-variety $X$ is called generically free if $G$ acts freely (i.e., with trivial stabilizers) on a dense open subset of $X$. A compression of a generically free $G$-variety $X$ is a dominant $G$-equivariant rational map $X \rightarrow Y$, where $Y$ is another generically free $G$-variety. Now,

$$
\begin{equation*}
\operatorname{ed}(G)=\min _{Y} \operatorname{dim} Y / G \tag{10.1}
\end{equation*}
$$

where $Y$ runs over all generically free $G$-varieties for which there exists a $G$ compression $V \rightarrow Y$ for some generically free linear $G$-variety $V$.

The definition of $\operatorname{ed}(G)$ can be rephrased in terms of the functor

$$
H^{1}(., G): \text { Fields } / \mathbb{k} \rightarrow \text { Sets }
$$

as follows; cf. Serre [195], Merkurjev [132], Berhuy and Favi [16]. Define the essential dimension $\operatorname{ed}(x)$ of an element $x \in H^{1}(K, G)$ as the infimum of all transcendence degrees $\operatorname{trdeg}_{\mathfrak{k}} F$ for subextensions $F / \mathbb{k} \subseteq K / \mathbb{k}$ so that $x$ belongs to the image of $H^{1}(F, G) \rightarrow H^{1}(K, G)$. Then $\operatorname{ed}(G)$ is the supremum of all ed $(x)$ for varying $K$ and $x$.

The value of $\operatorname{ed}(G)$ is an interesting invariant of $G$, albeit generally very difficult to determine. The essential dimension of $G=\mathrm{PGL}_{n}$, for example, is the minimum positive integer $d$ such that every central division $K$-algebra $D$ of degree $n$ with $\mathbb{k} \subseteq K$ can be defined over a field $K_{0}$ with $\operatorname{trdeg}_{\mathfrak{k}} K_{0} \leq d$, that is, $D=D_{0} \otimes_{K_{0}} K$ for some division $K_{0}$-algebra $D_{0}$. Only the following exact values of ed $\left(\mathrm{PGL}_{n}\right)$ are known: ed $\left(\mathrm{PGL}_{n}\right)=2$ for $n=2,3$ or 6 (assuming $\mathbb{k}$ contains all $n^{\text {th }}$ roots of unity) and $\operatorname{ed}\left(\mathrm{PGL}_{4}\right)=5$, the latter being a recent result of Rost [173]. For a finite group $\mathcal{G}$, the value of $\operatorname{ed}(\mathcal{G})$ is a lower bound for (and conjecturally equal to) the minimum number of parameters in any generic polynomial for $\mathcal{G}$ over $\mathbb{k}$ (see $\S 9.1 .2$ ) if such a polynomial exists; cf. Jensen et al. [98, Sect. 8.5].

The connection with the material in this book comes from the fact that upper bounds for the essential dimensions of certain algebraic groups can be obtained by using lattice techniques. The following proposition is implicit in Lorenz and Reichstein [126]. A more general version can be found in Lemire [116, Prop. 2.1]. Recall that the character lattice of an algebraic torus $T$ is denoted by $X(T)$; so $X(T)=\operatorname{Hom}\left(T, \mathbb{G}_{\mathrm{m}}\right)$.
Proposition 10.4.1. Let $H$ be an algebraic group of the form $H=T \rtimes \mathcal{G}$, where $T$ is an algebraic torus and $\mathcal{G}$ a finite group. Given a map of $\mathcal{G}$-lattices

$$
f: L \rightarrow X(T)
$$

put $X_{f}=\operatorname{Spec} \mathbb{k}[L]$. Then $X_{f}$ is an irreducible $H$-variety with the following properties:
(a) Functoriality: A commutative diagram of $\mathcal{G}$-lattices

leads to a morphism of $H$-varieties $X_{\mu}: X_{f} \rightarrow X_{f_{0}}$. The morphism $X_{\mu}$ is dominant if and only if $\mu$ is injective.
(b) $\operatorname{dim} X_{f} / H=\operatorname{rank} \operatorname{Ker} f$.
(c) The $H$-variety $X_{f}$ is generically free if and only if $f$ is surjective and $\operatorname{Ker} f$ is a faithful $\mathcal{G}$-lattice.
(d) If $L$ is a permutation $\mathcal{G}$-lattice then the $H$-variety $X_{f}$ is birationally equivalent to a linear $H$-variety $V_{f}$.

Corollary 10.4.2. If there is a diagram of $\mathcal{G}$-lattices

with $L$ permutation and $\operatorname{Ker} f_{0}$ faithful then $\operatorname{ed}(H) \leq \operatorname{rank} \operatorname{Ker} f_{0}$.
The corollary follows from the compression $V_{f} \xrightarrow{\sim} X_{f} \rightarrow X_{f_{0}}$.
Proof of Proposition 10.4.1. Composing the evaluation map $T \rightarrow \operatorname{Hom}\left(X(T), \mathfrak{k}^{*}\right)$ with the restriction map $f^{*}: \operatorname{Hom}\left(X(T), \mathfrak{k}^{*}\right) \rightarrow \operatorname{Hom}\left(L, \mathbb{k}^{*}\right)$ along $f$ one obtains a homomorphism $\varphi: T \rightarrow \operatorname{Hom}\left(L, \mathbb{k}^{*}\right) \hookrightarrow \operatorname{Aut}_{\mathbb{k}-\mathrm{alg}}(\mathbb{k}[L])=\operatorname{Hom}\left(L, \mathbb{k}^{*}\right) \rtimes \operatorname{GL}(L)$; see (3.22). The corresponding action of $T$ on $\mathbb{k}[L]$ is explicitly given by

$$
t\left(\mathbf{x}^{m}\right)=f(m)(t) \mathbf{x}^{m}
$$

for $t \in T$ and $m \in L$. The map $\varphi$ is $\mathcal{G}$-equivariant. Thus, $\varphi$ and the structure map $\mathcal{G} \rightarrow \mathrm{GL}(L)$ combine to given an action $H=T \rtimes \mathcal{G} \rightarrow$ Aut $_{k-a l g}(\mathbb{k}[L])$, thereby giving $X_{f}=\operatorname{Spec} \mathbb{k}[L]$ the structure of an $H$-variety.

For (a), note that the given diagram leads to an $H$-equivariant algebra map $\mathbb{k}\left[L_{0}\right] \rightarrow \mathbb{k}[L]$, and hence to a morphism of $H$-varieties $X_{\mu}: X_{f} \rightarrow X_{f_{0}}$.

Part (b) follows from the equalities $\operatorname{dim} X_{f} / H=\operatorname{dim} X_{f} / T=\operatorname{trdeg}_{\mathfrak{k}} \mathbb{k}(L)^{T}$ and $\mathfrak{k}(L)^{T}=\mathbb{k}(\operatorname{Ker} f)$; see Lemma 9.8.1.

To prove (c), we remark that $X_{f}$ is generically free as $H$-variety if and only if $X_{f}$ is generically free as $T$-variety and $X_{f} / T$ is generically free for $\mathcal{G}=H / T$. The former is equivalent to surjectivity of $f$; c.f., e.g., Onishchik and Vinberg [144, Theorem 3.2.5]. Moreover, as we have seen above, $\mathcal{K}\left(X_{f} / T\right)=\mathbb{k}(L)^{T}=\mathbb{k}(\operatorname{Ker} f)$. Thus, $\operatorname{Ker} f$ is a faithful $\mathcal{G}$-lattice if and only if $\mathcal{G}$ acts faithfully on $X_{f} / T$ or, equivalently, the $\mathcal{G}$-action on $X_{f} / T$ is generically free (the two notions coincide for finite groups).

Finally, assume that $L$ is a permutation lattice and fix a $\mathbb{Z}$-basis $m_{1}, \ldots, m_{r}$ that is permuted by $\mathcal{G}$. Then $\mathcal{K}\left(X_{f}\right)=\mathbb{k}(L)=\mathbb{k}\left(m_{1}, \ldots, m_{r}\right)$. Thus, putting $V_{f}=$ $\sum_{i} \mathbb{k} m_{i}$ we obtain an $H$-invariant $\mathbb{k}$-subspace of $\mathcal{K}\left(X_{f}\right)$ with $\mathcal{K}\left(X_{f}\right)=\mathcal{K}\left(V_{f}\right)$. This shows that $X_{f}$ is birationally linearizable.

Example 10.4.3 (Essential dimension estimates for $\mathrm{PGL}_{n}$ ). As in the proof of Theorem 9.8.2, let $T_{n-1}$ denote the maximal torus of $\mathrm{PGL}_{n}$ corresponding to the diagonal matrices. Recall that the normalizer $N\left(T_{n-1}\right)$ of $T_{n-1}$ in $\mathrm{PGL}_{n}$ is the semidirect product $T_{n-1} \rtimes \mathcal{S}_{n}$, with $\mathcal{S}_{n}$ acting on $T_{n-1}$ by permuting the entries of diagonal matrices. We claim that

$$
\begin{equation*}
\operatorname{ed}\left(\mathrm{PGL}_{n}\right) \leq \operatorname{ed}\left(N\left(T_{n-1}\right)\right) \tag{10.4}
\end{equation*}
$$

This is a consequence of the $\left(\mathrm{PGL}_{n}, N\left(T_{n-1}\right)\right)$-section $S=\mathrm{D}_{n} \oplus \mathrm{M}_{n} \subseteq X=$ $\mathrm{M}_{n}^{2}$ that was constructed in the proof of Theorem 9.8.2. Recall that $X$ and $S$ are generically free linear varieties for $\mathrm{PGL}_{n}$ and $N\left(T_{n-1}\right)$, respectively. The asserted inequality therefore follows from Reichstein [158, Definition 3.5 and Lemma 4.1].

Next, we use Corollary 10.4.2 above to show that

$$
\begin{equation*}
\operatorname{ed}\left(N\left(T_{n-1}\right)\right) \leq n^{2}-3 n+1 \quad \text { for } n \geq 4 \tag{10.5}
\end{equation*}
$$

This result is due to Lemire [116]; combined with (10.4), it yields the best general estimate for ed $\left(\mathrm{PGL}_{n}\right)$ known to date. To prove (10.5), let $U_{n}=\bigoplus_{i=1}^{n} \mathbb{Z} e_{i}$ denote the standard permutation lattice for $\mathcal{S}_{n}$ and $A_{n-1}$ its root sublattice; see $\S 1.3 .3$. Recall from (9.12) that $X\left(T_{n-1}\right) \cong A_{n-1}$ as $\mathcal{S}_{n}$-lattices. Further, recall from the proof of Theorem 9.8.2 that there is an exact sequence of $\mathcal{S}_{n}$-lattices

$$
0 \rightarrow A_{n-1}^{\otimes 2} \longrightarrow P=\bigoplus_{r \neq s} \mathbb{Z}\left(e_{r} \otimes e_{s}\right) \xrightarrow{f} A_{n-1} \rightarrow 0
$$

with $f\left(e_{r} \otimes e_{s}\right)=e_{s}-e_{r}$. Define $g: P \longrightarrow U_{n}$ by $g\left(e_{r} \otimes e_{s}\right)=e_{s}$ and put $L_{0}=\operatorname{Ker} g$. We claim that $f\left(L_{0}\right)=A_{n-1}$ if $n \geq 3$. Indeed, if $\{r, s, t\}$ are all distinct then the element $e_{r} \otimes e_{s}-e_{t} \otimes e_{s}$ belongs to $P_{0}$ and maps to $e_{t}-e_{r}$ under $f$. Therefore, we obtain a commutative diagram of $\mathcal{S}_{n}$-lattices

with $P$ a permutation lattice and $f_{0}=\left.f\right|_{L_{0}}$. Note that rank Ker $f_{0}=\operatorname{rank} P-$ $\operatorname{rank} U_{n}-\operatorname{rank} A_{n-1}=n^{2}-3 n+1$. Thus, the estimate (10.5) will follow form Corollary 10.4.2 if we can show that $\operatorname{Ker} f_{0}$ is a faithful $\mathcal{S}_{n}$-lattice for $n \geq 4$. For this, let $1 \neq s \in \mathcal{S}_{n}$, say $s(i) \neq i$. Choose $j \notin\{i, s(i)\}$ and choose two distinct elements $r, s \notin\{i, j\}$. Then the element $m=\left(e_{s}-e_{r}\right) \otimes\left(e_{i}-e_{j}\right) \in P$ satisfies $f(m)=0, g(m)=0$ and $s(m) \neq m$. Therefore, Ker $f_{0}$ is faithful, as desired.

For odd values of $n$, one can improve upon (10.5):

$$
\begin{equation*}
\operatorname{ed}\left(N\left(T_{n-1}\right)\right) \leq\binom{ n-1}{2} \quad \text { for odd } n \geq 5 \tag{10.7}
\end{equation*}
$$

This estimate, due to Lorenz and Reichstein [126], also follows from Corollary 10.4.2 by constructing a diagram of $\mathcal{S}_{n}$-lattices like (10.6), with the same permutation lattice $P$ but a different $L_{0}$ so that $\operatorname{Ker} f_{0} \cong \bigwedge^{2} A_{n-1}$. For details, see [126, Proposition 4.4].

Problem 10. Can the estimate (10.7) be further improved for large enough n? Is there analogous estimate for even values of $n$ improving upon (10.5)? Is there a bound for $\operatorname{ed}\left(\mathrm{PGL}_{n}\right)$ that is linear in $n$ ?

In a similar fashion, bounds for the essential dimensions of other semisimple algebraic groups $G$ can be obtained from lattices for the Weyl group of $G$. In detail, let $T$ be a maximal torus in $G, N=N_{G}(T)$ its normalizer in $G$, and $\mathcal{W}=N / T$ the Weyl group. If $G$ is connected with trivial center then

$$
\begin{equation*}
\operatorname{ed}(G) \leq \operatorname{ed}(N) \tag{10.8}
\end{equation*}
$$

see Reichstein [158, Proposition 4.3]. The proof involves a relative section due to Popov [152] which generalizes the one used in Example 10.4.3 above. Thus we may focus on constructing upper bounds for $\operatorname{ed}(N)$. (We remark, however, that the inequality (10.8) is often strict.) The problem with the approach used above is that the group extension $1 \rightarrow T \rightarrow N \rightarrow \mathcal{W} \rightarrow 1$ is usually not split, and so Proposition 10.4.1 and Corollary 10.4.2 do not apply as stated. However, using a construction of Saltman [180], Lemire [116] has generalized Corollary 10.4.2 to the non-split case. In this way, several interesting essential dimension bounds have been derived in [116] by finding suitable epimorphisms of $\mathcal{W}$-lattices

$$
\begin{equation*}
L \stackrel{f}{\rightarrow} X(T), \tag{10.9}
\end{equation*}
$$

where $L$ is a permutation lattice of smallest possible rank such that $\operatorname{Ker} f$ is faithful. The issue of looking for further "compressions" $L_{0}$ as in (10.3) still needs to be more systematically addressed. Thus we propose, somewhat vaguely:
Problem 11. Use lattice techniques to find good upper bounds for the essential dimension $\operatorname{ed}(G)$ of semisimple algebraic groups $G$.

### 10.5 Rationality Problems

The basic problem is the multiplicative Noether problem:
Problem 12. Find criteria for $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ to be rational (stably rational, retract rational).

In this generality, the problem is presumably out of reach for now. It might be worthwhile to investigate more systematically the effect of replacing the lattice $L$ by suitable related lattices. To a certain extent, this has been addressed in the noname lemma (Proposition 9.4.4) and in Proposition 9.6.1, but more needs to be done. For instance, I do not know how sensitive rationality properties of $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ are to variation of $L$ within its $\mathbb{Q}$-class. Note that Theorems 9.6.2 and 9.6.4 only depend on $L_{\mathbb{Q}}$.

We now turn to certain special cases of Problem 12 and related problems. First and foremost, there is the rationality problem for the field of matrix invariants:
Problem 13. Is $\mathcal{K}\left(\mathrm{M}_{n}^{r}\right)^{\mathrm{PGL}_{n}}$ rational (stably rational, retract rational) over $\mathbb{k}$ for all $n$ ?

This problem can be treated as a special case of Problem 12, as was explained in Section 9.8. The current state of knowledge has essentially been described there. Subsequent work of Beneish [10], [11], [13] further explores the approach to Problem 13 via multiplicative invariant theory. This has resulted in a number of reductions without, thus far, fully settling the problem for any additional values of $n$. The first open case is still $n=8$. For a well-written survey on the generic division algebra $\mathrm{UD}(\mathbb{k}, n, r)$ and its connection with Problem 13, see Formanek [66]. Currently the main motivation for studying Problem 13, and potentially a new approach to its solution, comes from results of Schofield. In [189], it is proved that the moduli space of representations of a quiver $Q$ with fixed dimension vector $\alpha$ is birationally isomorphic to $\mathrm{M}_{n}^{r} / \mathrm{PGL}_{n}$. (Here, $n$ is the greatest common divisor of the components of $\alpha$ and $r$ is determined from $\alpha / n$ and the Euler form of $Q$.) Article [190] gives a similar result for the moduli space of vector bundles on the projective plane $\mathbb{P}^{2}$ with given Hilbert polynomial. Once the rationality problem for these moduli spaces is settled, Problem 13 will also be resolved.

Turning to a problem of more modest scope, recall that the $\mathcal{S}_{4}$-invariant field of the signed root lattice $\mathbb{Z}^{-} \otimes_{\mathbb{Z}} A_{3}$ is the only multiplicative invariant field of transcendence degree at most 3 whose rationality was left undecided in Hajja and Kang [84] (group $W_{10}(198)$ ); all others were shown to be rational. Thus, in order to clean up the rationality problem for $\mathfrak{k}(L)^{\mathcal{G}} / \mathbb{k}$ with $\operatorname{rank} L \leq 3$, we ask:
Problem 14. Is $\mathbb{k}\left(\mathbb{Z}^{-} \otimes_{\mathbb{Z}} A_{3}\right)^{\mathcal{S}_{4}}$ rational over $\mathbb{k}$ ?
Here is another problem, for linear invariant fields, aiming to clarify a borderline situation left undecided by previous work.
Problem 15. Let $\mathcal{G}$ be a group of order $p^{5}$ for some prime $p$ and let $\mathcal{G} \rightarrow \mathrm{GL}(V)$ be a linear representation over a field $\mathfrak{k}$ containing all $e^{\text {th }}$ roots of unity, where $e$ is the exponent of $\mathcal{G}$. Is $\mathrm{K}(V)^{\mathcal{G}}$ rational over $\mathfrak{k}$ ?

The corresponding problem for groups of order dividing $p^{4}$ has been affirmatively solved by Chu and Kang [38], improving on earlier work of Beneish [12] for $p^{3}$. The answer is negative in general for groups of order $p^{6}$; see Bogomolov [18]. Some cases of Problem 15 are consequences of the following general result due to Miyata [134] and Vinberg [216]. Recall that a flag in a finite-dimensional vector space $V$ is a chain of subspaces $V_{1} \subseteq \cdots \subseteq V_{i} \subseteq V_{i+1} \subseteq \cdots \subseteq V_{n}=V$ with $\operatorname{dim} V_{i}=i$.

Theorem 10.5.1 (Miyata, Vinberg). Let $G \rightarrow \mathrm{GL}(V)$ be a linear representation of the (arbitrary) group $G$ over $\mathbb{k}$. If $G$ stabilizes some flag in $V$ then $K(V)^{\mathcal{G}} / \mathbb{k}$ is rational.

A nice exposition of this theorem can be found in Kervaire and Vust [111]. It covers in particular an earlier result of Kuniyoshi [112] and Gaschütz [72], asserting rationality of $\mathrm{K}(V)^{\mathcal{G}} / \mathbb{k}$ for any finite $p$-group $\mathcal{G}$ if char $\mathbb{k}=p$, and a classical result of Fischer [63] proving rationality of $\mathrm{K}(V)^{\mathcal{G}} / \mathbb{k}$ for finite abelian groups $\mathcal{G}$ provided the field $\mathfrak{k}$ contains all $e^{\text {th }}$ roots of unity, where $e$ is the exponent of $\mathcal{G}$. Therefore, in Problem 15 one can assume that $\mathcal{G}$ is non-abelian and char $\mathbb{k} \neq p$. For the classification of all groups of order $p^{5}$, see Szekeres [213] and Levy [119].

Recall from Section 9.4 that, in order to prove the existence of a generic polynomial for $\mathcal{G}$ over $\mathbb{k}$, it suffices to show that $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ is retract rational for just one faithful $\mathcal{G}$-lattice $L$. To the best of my knowledge, the smallest group for which the existence of a generic polynomial over $\mathbb{Q}$ remains to be settled is the special linear group $\mathrm{SL}_{2}\left(\mathbb{F}_{3}\right)$ of order 24 . Moreover, for $n>5$ it is unknown whether the alternating group $\mathcal{A}_{n}$ has a generic polynomial (over any field); see Jensen et al. [98] Thus, the following problem seems worthwhile if admittedly again stated somewhat vaguely.

Problem 16. For certain interesting groups $\mathcal{G}$ (such as $\left.\mathrm{SL}_{2}\left(\mathbb{F}_{3}\right), \mathcal{A}_{6}, \ldots\right)$, find one particular faithful $\mathcal{G}$-lattice $L$ such that $\mathbb{k}(L)^{\mathcal{G}} / \mathbb{k}$ is retract rational.
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