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Preface

Ever since its discovery in the work of Rabi [1], Purcell [2], and Bloch [3], NMR, now into
its eighth decade, has found widespread use in the determination of the structure, dynamics,
and interactions of molecules their assemblies. The applications of modern NMR spectros-
copy range from the study of biomolecules to the analyses of the properties of batteries; from
the solution state, through the semi-solid to the solid state; from the structural analysis of an
end product of a chemical synthesis comprising only a few atoms, to the determination of
the structural organization of an intact viral capsid with tens of thousands of atoms. The
path spanning more than five decades of protein NMR from the one-dimensional spectrum
of ribonuclease by Saunders et al. in 1957 [4] to a detailed NMR analysis of gating in a
670 kDa 20S proteasomal core by Sprangers et al. in 2007 [5] required multiple layers of
development, in terms of technology (60 MHz in 1957 to 800 MHz in 2007), in funda-
mental concepts (continuous wave, CW NMR in 1957 to multidimensional relaxation
optimized Fourier spectroscopy in 2007), and in sample preparation (unlabeled protein
bought from a commercial source in 1957 to bacterially expressed protein specifically **C,
'H enriched on Ile, Leu, and Val methyl groups in an otherwise '*C, *H background in
2007). The success of any NMR experiment depends on four basic stages of equal impor-
tance: (1) sample preparation, (2) spectroscopy, (3) data processing, and (4) analysis.
Improper implementation of any of these steps has the potential to doom any NMR-
based research project. Many approaches have emerged over the years to optimize each of
these stages of an NMR experiment. These include advances in magnet/spectrometer,/
probe design, novel biochemical methodology to enable the production of proteins or their
assemblies optimally labeled with NMR-active nuclei, new pulse sequences to manipulate
spin dynamics, and new computational approaches for data collection and analysis. In the 20
chapters of this volume we will cover state-of-the-art approaches detailing many of these
innovations with a focus on their application to proteins and protein complexes in solution
and in the solid state.

As we embark on the eighth decade of NMR spectroscopy, the magnetic fields that are
now available to NMR spectroscopists have increased by more than an order of magnitude
enabling the discovery of new spin physics as well as the study of more complex systems.
While—as recently as the 1980s—an NMR spectrometer operating at 60 MHz (1.4 T) was
considered state of the art, chemistry departments even in the smallest research universities
these days have access to NMR spectrometers 500 MHz (11.7 T) or higher. Spectrometers
operating at 800 MHz (18.8 T) have become staples for most medium-to-large research
universities; a 1000 MHz (23.5 T) spectrometer has been operational at Lyon since 2009
and several new 1200 MHz (28.2 T) spectrometers, which are currently being developed,
are on order to be placed at multiple sites. A report detailing the development of a hybrid
magnet that allows the performance of NMR experiments at 1500 MHz (35.2 T) in the
solid-state has recently appeared in the literature [6]. Chapter 1 looks into the next decade
providing an overview of emerging magnet technologies that enable the generation of
homogenous magnetic fields higher than 23.5 T and the great advances that these ultra-
high-field spectrometers are likely to provide for biomolecular NMR in solids and in the
solution state.
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It was recently realized that residual magnetization generated during the preparation
phase of an NMR experiment but discarded during the detection phase, the so-called
afterglow, could be further manipulated post acquisition and detected during subsequent
periods. Thus, advances in modern spectrometer design have allowed the deployment of
multiple acquisition periods during the course of a single experiment. Application of this
approach in protein NMR in the solid state has been provided in Chapter 2 and a detailed
protocol for the optimization of these afterglow experiments has been provided in Chapter 3.

Solid-state NMR provides the advantage of being applicable to large biomolecular
assemblies such as intact viruses. Chapter 4 provides detailed approaches in optimizing
intact virus particles for solid-state NMR studies. Chapter 5 provides a description of
novel membranous assemblies based on inert nanoparticles that enable solid-state NMR
studies of membrane proteins especially those whose conformations are sensitive to mem-
brane curvature. Solid-state NMR spectra of large molecular assemblies are complicated and
benefit from computational tools not only to simplify analyses but also to aid in the choice of
optimal labeling schemes for spectral simplification. Chapter 6 provides an example of such a
tool. Additionally, solid-state NMR studies of many large assemblies including viruses are
generally hindered by sensitivity issues due to sample concentration and /or stability, thus
preventing the application of several experiments in the NMR toolbox in an optimal fashion.
Dynamic nuclear polarization (DNP) that utilizes electrons to polarize nuclear spins pro-
vides an excellent means to obtain large improvements in sensitivity, thus overcoming the
drawbacks of low sample concentrations or speeding up the acquisition of data with optimal
sensitivity in rapidly deteriorating samples. DNP has found application both in the solid state
(Chapter 7) and in solution (so-called “dissolution” DNP, Chapter 8).

A great strength of NMR spectroscopy that sets it apart from a variety of other structural
techniques is its ability to quantify the dynamics of proteins on timescales that range from
the fast (picoseconds to nanoseconds) to the slow (microsecond to millisecond) to the very
slow (seconds and slower). Over the years, many methods have emerged to study these
dynamics using the measurement of NMR spin-relaxation rates. Generally, in order to
accurately quantify motional modes in the fast regime, relaxation rates have to be measured
at multiple static field strengths in order to accurately interpret the dynamics in a site-specific
tashion. In Chapter 9, the authors describe an approach that utilizes the fringe field of a
standard high-field NMR magnet together with some novel engineering to measure relaxa-
tion rates that extend over three orders of magnitude in magnetic field strength. Chapter 10
provides detailed protocols on measuring dynamics that occur on the slow regime and
generally involve large-scale conformational changes. These conformational changes involve
activation barriers that lead to sampling of so-called “excited states.” These states, which
often have relevance to folding and function, are sparsely populated (often less than 1%)
and are thus invisible to conventional techniques. Chapter 11 describes how the structures
of these excited states may be accessed using specialized relaxation measurements. Addi-
tional effects such as the enhancement of relaxation rates due to close albeit transient
encounters with a paramagnetic center (paramagnetic relaxation enhancement, PRE) may
also provide a means to probe these lowly populated states. This approach is described in
Chapter 12.

An essential part of modern NMR spectroscopy is the processing of raw data obtained
from the spectrometer using a variety of mathematical operations, e.g., digital filtering of
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solvent, apodization etc. prior to Fourier transformation, and the subsequent analysis of the
processed data, e.g., resonance assignment and often the extraction of constraints for the
generation of atomic models. Chapters 13 and 14 describe various aspects of data analysis
and structure calculation, respectively, using two of the most widely used software platforms.
While most common NMR experiments still utilize the Fourier transform that requires
digital sampling of the time-domain signal in linear fashion, i.e., in equally spaced intervals,
it has been realized that nonlinear sampling often provides significant advantages in some
cases. Many functional aspects of nonlinear sampling approaches are described in
Chapter 15. Chapter 16 describes a novel computational means that relies on specific
correlations obtained in protein NMR spectra to simplify the resonance assignment proce-
dure in large proteins with a significant amount of spectral crowding where conventional
approaches fail to resolve ambiguities.

As NMR studies are extended to larger systems, the complexity of NMR spectra, the
suboptimal performance of many experiments, and loss of information due to the use of
certain essential labeling schemes, e.g., replacement of the information-rich "H nuclei by
H, lead to incomplete or sparse data that are insufficient to determine structures de novo.
In such cases NMR data has to be integrated with that from orthogonal techniques, e.g., X-
Ray or neutron scattering techniques (SAXS, SANS), to obtain structural information using
a hybrid strategy. Chapter 17 describes a computational methodology that integrates NMR
data with those obtained from SAXS to obtain atomic detail information on macromolecular
complexes.

Ever since its discovery in the 1950s from the work of Proctor and Yu [7], Dickinson
[8], Hahn [9], and Arnold [10], the chemical shift has played a central role in chemical, and
indeed in biomolecular NMR as an excellent indicator of local structural environment and its
changes upon molecular interaction. It was recently realized that a survey of correlated
chemical shift changes in response to discrete perturbations, e.g., binding of specific ligands,
provides insight into pathways of connectivity and/or allosteric networks in proteins. A
detailed method to perform such an analysis is described in Chapter 18.

The final two chapters of this volume deal with two major areas of the recent application
of biomolecular NMR spectroscopy—Chapter 19 provides a step-by-step guide to the
expression, purification, and preparation of highly homogenous samples of a G-protein
coupled receptor (GPCR) for studies using '“F NMR. GPCRs are of immense medical
importance and NMR provides an avenue to probe their regulation by agonists and antago-
nists given that many relevant conformational states are dynamic and/or transient and
therefore difficult to characterize by other means. Traditionally, most biomolecular NMR
has relied on proteins or protein complexes purified to homogeneity and studied in a
suitable buffer. This scenario represents a significant departure from the heterogeneous
cellular milieu which may have a substantial influence on physiochemical properties of the
protein or protein complex in question by altering its “quinary” structure. Chapter 20
describes recent efforts to extend NMR studies to a more physiological setting using in-cell
methodology.

Given the broad applications of modern biomolecular NMR spectroscopy of proteins, it
is not possible to compile an exhaustive compendium of all approaches and methodologies.
However, based on the selection here, I have attempted to provide the reader a flavor of
various aspects of modern protein NMR spectroscopy. I expect that the detailed step-by-step
protocols provided will be of great use to specialists and also to nonspecialists who would
like to add NMR spectroscopy to their repertoire of experimental tools.
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Chapter 1

NMR of Macromolecular Assemblies and Machines
at 1 GHz and Beyond: New Transformative Opportunities
for Molecular Structural Biology

Caitlin M. Quinn, Mingzhang Wang, and Tatyana Polenova

Abstract

As a result of profound gains in sensitivity and resolution afforded by ultrahigh magnetic fields, transfor-
mative applications in the fields of structural biology and materials science are being realized. The develop-
ment of dual low temperature superconducting (LTS) /high-temperature superconducting (HTS) magnets
has enabled the achievement of magnetic fields above 1 GHz (23.5 T), which will open doors to an
unprecedented new range of applications. In this contribution, we discuss the promise of ultrahigh field
magnetic resonance. We highlight several methodological developments pertinent at high-magnetic fields
including measurement of "H-'H distances and *H chemical shift anisotropy in the solid state as well as
studies of quadrupolar nuclei such as '”O. Higher magnetic fields have advanced heteronuclear detection in
solution NMR, valuable for applications including metabolomics and disordered proteins, as well as
expanded use of proton detection in the solid state in conjunction with ultrafast magic angle spinning.
We also present several recent applications to structural studies of the AP205 bacteriophage, the M2
channel from Influenza A, and biomaterials such as human bone. Gains in sensitivity and resolution from
increased field strengths will enable advanced applications of NMR spectroscopy including in vivo studies of
whole cells and intact virions.

Key words Ultrahigh magnetic fields, Quadrupolar nuclei, Proton detection, Fast magic angle
spinning, Biomaterials, Structure determination, Whole cell NMR, TROSY, Nonuniform sampling

1 Perspective

In the past two decades, the field of magnetic resonance has realized
astounding advancements. One critical achievement toward prog-
ress in the fields of structural biology, materials science, and clinical
imaging (to name just a few) has been the development of higher
magnetic field strengths [1-4]. Higher magnetic fields yield pro-
found improvements in both sensitivity and resolution.

The greatest drawback of nuclear magnetic resonance (NMR)
relative to other analytical methods is relatively low sensitivity.
Increasing magnetic field strength is a compelling way to increase

Ranajeet Ghose (ed.), Protein NMR: Methods and Protocols, Methods in Molecular Biology, vol. 1688,
DOI 10.1007/978-1-4939-7386-6_1, © Springer Science+Business Media LLC 2018
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1.1 Current State
of the Art

sensitivity, as the signal-to-noise ratio (SNR, i.e., sensitivity) scales
approximately as the power of 3 /2 with the magnetic field strength
[5]. The implications of improved sensitivity are numerous and
include the capability to study increasingly large and complex
biological systems (e.g., whole cells and viral particles), the expan-
sion of applications to physiologically relevant nuclei beyond 'H,
13C, and '°N;, such as 70, 2*Na, and 3°Cl, as well as practical
considerations, for instance shorter experiment times for multi-
dimensional experiments [6].

Increased magnetic fields also vyield improvements in
resolution:

1

Ay o — 1
Bo (1)

where Av is the linewidth. As with improvements in sensitivity,
increased resolution allows for the study of more complex systems
and visualization of finer structural details.

Beyond significant gains in sensitivity and resolution, increased
magnetic field strengths are particularly powerful for the study of
quadrupolar nuclei (I > V4). Quadrupolar nuclei yield very broad
spectra (on the order of MHz) due to the strong coupling
(expressed by the coupling constant, Cgy) between the nuclear
quadrupolar moment and the electric field gradient (EFG). At
higher magnetic field strengths, the contributions of the second-
order quadrupolar interaction are reduced, leading to narrower
spectra [7].

Both NMR and clinical magnetic resonance imaging (MRI)
benefit from increased magnetic field strengths. (For reviews of
applications of high-magnetic fields to MRI, see refs. 8, 9.) Here,
we focus on advancements in technology and methodology as
applied in the burgeoning field of NMR at field strengths above
1 GHz. We also discuss several recent applications of high-magnetic
fields to the study of biological systems.

Numerous technological gains have promoted the advancement of
NMR to current levels, where field strengths above 1 GHz (23.5 T)
have recently been achieved (Fig. 1). Such advancements have
included improvements in superconducting materials, cryo-
cooling, and resistive coils. To date, NMR spectrometers up to
1 GHz have utilized low temperature superconducting (LTS)
materials such as NbzSn and NbTi. However, 1-1.1 GHz is
believed to be the upper limit for magnets produced with only
LTS materials due to limitations such as current density and tem-
perature [1]. Recent advancements have focused on the develop-
ment of dual LTS/HTS (high-temperature superconducting)
magnets [1, 3, 10-13], wherein the inner HTS coil(s) are sur-
rounded by outer LTS coil(s) (Fig. 1). The development of HTS
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Fig. 1 (a) Advancements in magnetic field strengths for NMR over the last few decades. Yellow indicates LTS
magnets while green indicates dual LTS/HTS magnets. The dashed line indicates a frequency of 1 GHz
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blue represents outer NbTi LTS coils, orange represents NbsSn inner LTS coils, and green represents HTS
coils. Within the magnet bore, maroon (outer) and pink (inner) bars represent the ferromagnetic and room
temperature shim coils respectively

materials [14], such as Rare Earth BaCo oxides (REBCO, e.g.,
YBCO [15, 16]) and Bi-2223 (BiZSrZCaZCugolo,x [17]), has
faced challenges including mechanical properties of the materials
and manufacturing [18, 19]. HTS technology has very recently
advanced to the stage where these materials can be used to generate
reasonably stable and homogeneous magnetic fields for NMR mag-
nets. Beyond the development of HTS materials, challenges of the
magnet technology have included jointing between the HTS and
LTS coils [20] and field homogeneity, further discussed below.
Furthermore, the addition of HTS coils creates a spatial challenge.
A sufficiently wide bore is needed for biomolecular NMR measure-
ments to be possible. (Bore size is also one of the critical limitations
in applying MRI at higher magnetic fields.) One approach to over-
coming this issue has been modifications in the geometry of LTS
coils so that these take up less space [21].

To date, work on ultrahigh field LTS /HTS magnets for bio-
molecular NMR applications has focused on proof of concept, with
the bulk of published work done on the 24 T magnet at the
National Institute for Materials Science (NIMS) developed in col-
laboration with RIKEN, Kobe Steel, and JEOL (Japan) [1, 22].
The magnet reached 1020 GHz in 2015 using a Bi-2223 inner
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HTS coil with outer NbTi and NbzSn LTS coils. With this magnet,
they have demonstrated the ability to acquire high-quality natural
abundance spectra for insensitive nuclei such as O (0.04% natural
abundance [1, 23]). "H-"H-"H 3D data indicate the field homoge-
neity and stability achieved at 24 T [24]. As discussed below, a
significant advantage of magnetic field strengths over 1 GHz is in
the measurement of chemical shift anisotropies (CSAs). The CSA
scales with the By field, thus at higher fields CSAs are larger and can
be measured more accurately. This is particularly advantageous for
small CSAs, such as those of the aliphatic protons. Pandey et al.
demonstrated the measurement of "H CSAs for L-histidine with the
dual LTS /HTS 24 T spectrometer [24].

Beyond superconducting coil technology, for successful opera-
tion of ultrahigh field spectrometers advancements have needed to
be made with respect to other spectrometer components, concur-
rent with the development of LTS /HTS magnets. Magnetic field
stability and homogeneity are critical to successful experiments. A
significant issue in the use of HTS technology for NMR is the
inhomogeneous magnetic fields generated by the HTS materials.
To compensate for these inhomogeneities in the LTS /HTS sys-
tems requires the use of ferromagnetic shim coils in addition to the
standard superconducting and room temperature shims used in
LTS magnets [25, 26]. Due to residual resistance in the HTS
coils and further advancements still needed in HTS /LTS jointing,
for stable operation of the 1.02 GHz NMR spectrometer at NIMS,
the magnet needed be to run in external current or driven mode
[27]. Field fluctuations generated by the DC power supply had to
be corrected with an external *H lock, not typically required for
solid-state NMR experiments [28]. Further, use of a DC power
supply required development of a new safety mechanism in case of
power failure [29]. Additional developments for the use of HTS
materials in ultrahigh field magnets have included design of active
quench protection [30] and advancements in cryo-cooling and
refrigeration [31, 32].

The next stage in the evolution of increased magnetic field
strengths for applications in NMR may be hybrid magnets, where
an inner resistive coil is surrounded by an outer superconducting
coil. NMR spectrometers currently in use utilize only supercon-
ducting coils, with 27 T the highest field achieved to date (the
instrument setup for this system is not compatible with biomolec-
ular NMR measurements due to the narrow bore size [33]). Chal-
lenges in the development of hybrid magnets for applications in
NMR include field stability and homogeneity, cost of operation,
and size considerations. The highest persistent magnetic field
strength from a hybrid magnet to date is the 45 T spectrometer at
the National High Magnetic Field Laboratory (NHMFL); how-
ever, due to the small bore size, applications are limited to
condensed matter physics. The first-in-class hybrid magnet
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intended for applications including biomolecular NMR and chem-
istry is the 36 T Series Connected Hybrid (SCH) magnet being
developed at NHMFL [34], which makes use of Florida-Bitter
resistive coils [35] and Nb3Sn superconducting coils. Designing
the resistive and superconducting coils to be powered in series
rather than in parallel was a significant achievement that greatly
reduced the size, in stability, and operating costs of the 36 T
magnet relative to the 45 T hybrid magnet. An additional signifi-
cant achievement of the 36 T magnet is the 40 mm bore size, large
enough to accommodate the instrumentation needed for biomo-
lecular NMR experiments. 1 GHz magnets currently produced by
Bruker have a standard 54 mm bore. At present efforts are con-
centrated on achieving the high-field homogeneity needed for
NMR experiments.

As mentioned above, increased magnetic field strengths in
NMR will have a major impact in a significant number of fields
including structural biology, materials science, and imaging. NMR
studies of inorganic materials will greatly benefit from increased
magnetic field strengths as many inorganic nuclei have large quad-
rupolar coupling constants and /or low natural abundance. Nuclei
of particular interest for inorganic applications that have been
shown to benefit from higher magnetic field strengths include
°Li (I = 1, 7.6% natural abundance (NA) [36, 37]), "'B (I =3/
2,80.1% NA [36, 38]), 17O (I=5/2, 0.04% NA [38, 39]), >°Mg
(I=5/2,10.0% NA [36, 38]), 27Al (I =5/2, 100% NA [38]),
¥Co (I=7/2,100% NA[40,41]),73Ge (I=9/2,7.7%NA [42]),
and 71 (I=5/2,100%NA [43,44]). These elements are essential
components of materials in many fields of inorganic chemistry
research, including batteries and fuel cells, semiconductors, optical
materials, metal organic frameworks (MOFs), catalysts, and glasses.
NMR studies of these materials can yield valuable information often
inaccessible by other methods including structure, oxidation state,
hydrogen bonding environment, molecular motions, and effects of
impurities.

Key applications in the field of structural biology that will
benefit from development of ultrahigh magnetic fields include
membrane proteins in native-like environments, intrinsically disor-
dered proteins such as amyloids and other proteins implicated in
neurodegenerative diseases, as well as emergent properties asso-
ciated with complex environments, such as whole cells and intact
viral particles, and bodily fluids (in metabolomics). Increased field
strengths will yield enhanced detection of low concentration spe-
cies with increased chemical shift dispersion. In addition, the vast
majority of structural biology work in NMR at present utilizes 'H,
13C, and '®N nuclei. However, there are many additional NMR
active nuclei with critical roles in biology for which work has been
limited to date due to sensitivity- and resolution-related challenges,
such as 3/%7Cl and 2®Na. The group at NIMS in Japan has
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demonstrated measurements at 24 T on the spin 3 /2 nuclei *>Cl
and *7Cl [44, 45], as well as 7O [1, 23]. One of the fields with
greatest potential for growth with the advent of magnetic fields
over 1GHz is 7O NMR [39, 46], a critical element in biology
which could serve as an exquisite probe for a variety of mechanistic
and structural questions, including enzyme catalysis, pharmaceuti-
cals analysis, protein structure and hydration [47, 48], as well as
materials /MOF applications mentioned above. To date, 7O has
not been extensively exploited due to its extremely low natural
abundance and the prohibitive cost of isotopic enrichment. In
addition to expanding the repertoire of available nuclei, greater
sensitivity will improve the ease of studying '*C and *®N at natural
abundance (1% and 0.3% respectively). This is particularly advanta-
geous for systems that cannot be readily isotopically labeled, as well
as for in vivo studies. In the following sections, we discuss several
methods with potentially powerful applications in structural biol-
ogy at ultrahigh magnetic fields, with regards to achieving the
highest quality data, as well as methods to address pressing ques-
tions related to protein structure and function. We also highlight
several recent notable applications of ultrahigh fields to the study of
increasingly complex biological problems.

2 Methods for the Study of Biomolecules at Ultrahigh Magnetic Fields

2.1 Sensitivity and
Resolution
Enhancement

2.1.1  Detection Methods:

Solid-State and Solution
NMR

Ultrahigh magnetic fields benefit the study of macromolecules both
by solution NMR and solid-state NMR. At higher fields, the chem-
ical shift dispersion increases linearly. As discussed above, increased
field strengths improve both sensitivity and resolution. Narrower
linewidths facilitate the atomic resolution structural analysis of large
biomolecules, ranging from soluble proteins, to protein assemblies,
biological complexes, and membrane-embedded and disordered
proteins.

With increasing magnetic field strengths and concomitant improve-
ments in sensitivity and resolution, additional detection methods
have become available to both solution and solid-state NMR spec-
troscopists. To obtain maximum sensitivity it is preferable to detect
on the highest y nucleus. Given the large 'H gyromagnetic ratio,
for many biological systems, this means 'H-detection. Another
consequence of proton’s high y is the very strong "H-"H homonu-
clear dipolar coupling, which is on the order of 100 kHz:

3
4 712

where 7, is the distance between the two nuclei. In the absence of
motional averaging, the strong "H-'H dipolar coupling causes
severe line broadening. Molecular tumbling in solution averages
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the dipolar coupling, yielding narrow proton lines. Thus, in solu-
tion NMR, 'H-detection is the standard approach. However, in the
solid state, 'H lines are very broad. Therefore, magic angle spinning
(MAS) NMR experiments traditionally have relied on the detection
of 13C and '®N to obtain significantly higher resolution [49-51].
However, this approach sacrifices sensitivity given the smaller gyro-
magnetic ratios of **C and '°N. With heteronuclear detection in
the solid state a large amount of isotopically labeled sample (typi-
cally 10-20 mg) and long data acquisition times are required to
compensate for the low sensitivity [49, 52].

Given the resolution enhancement obtained at ultrahigh mag-
netic fields and the development of fast MAS probes (discussed
below), it has become feasible to obtain high-sensitivity solution-
like 'H-detected spectra in the solid state. At MAS rates below
~100 kHz a degree of 'H dilution is typically still required to
eliminate broadening from residual "H-"H couplings (vide infra).
A great deal of work toward the execution of 'H detection in the
solid state has focused on achieving the optimum level of deutera-
tion for the best combination of sensitivity and resolution. Early
work indicated that at moderate MAS rates (~10-30 kHz) relatively
high levels of deuteration were required [53-55]. Oschkinat and
coworkers demonstrated that there is no difference in 'H line-
widths for samples with 10 or 100% "HY back exchange at fast
MAS rates (>60 kHz) and 1 GHz magnetic field [56]. Pintacuda
and coworkers recently established for two proteins (GBI, 56
residues and AP205CP, 130 residues) that with 100 kHz MAS
and ultrahigh fields, protein structure determination from ‘H-
detected data sets of fully protonated proteins is feasible [57].

In recent years, heteronuclear detection has become increas-
ingly utilized in solution NMR [58, 59]. Heteronuclear chemical
shifts are sensitive to different dynamics timescales than protons,
allowing researchers to gain access to information that may be
absent in "H-detected experiments. Heteronuclear detection elim-
inates issues associated with solvent exchange, an important con-
sideration at or near physiological conditions [60]. Furthermore,
heteronuclear chemical shifts often have greater dispersion than 'H
shifts, an effect that becomes more pronounced at higher magnetic
fields and is particularly advantageous for disordered systems [61].
Under certain conditions, heteronuclear detection may not result
in loss of sensitivity compared to "H detection [62].

With significant advancements in probe and coil design, it is cur-
rently possible to spin samples at rates up to ~110 kHz. Fast MAS is
a powerful tool for proton detection in bimolecular systems, which
in conjunction with ultrahigh fields leads to further improvement in
spectral resolution. Fast magic angle spinning is able to more
efficiently average and at upward of 100 kHz eftectively eliminate
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2.1.3  Nonuniform
Sampling

the strong '"H-"H homonuclear dipolar coupling. This leads to
substantially narrowed 'H linewidths, making 'H-detected experi-
ments feasible in the solid state and with recent advances, eliminat-
ing requirements for deuteration. Critically, sensitivity losses due to
the decreased sample amounts necessitated by the small rotor sizes
are compensated by the increased sensitivity of "H detection and
high-magnetic fields [63]. Reinstra and coworkers first demon-
strated proton-detected spectra of fully protonated GBI at
40 kHz MAS and a 750 MHz magnetic field strength [64]. Subse-
quently, Marchetti et al. reported the resolution enhancement
achieved by increasing the magnetic field strength to 1 GHz with
60 kHz MAS, illustrated by dipolar-based 'H-'>N CP-HSQC
spectra of fully pronated single-stranded-DNA binding (SSB) pro-
tein from E. coli. They also determined the unambiguous assign-
ments of this medium-sized protein (18 kDa per monomer) with a
set of 2D and 3D proton-detected "H-'>N, 'H-'3C correlation
experiments [65]. Weingarth and coworkers demonstrated a label-
ing scheme dubbed inverse fractional deuteration (iFD) to obtain
high-resolution 'H-detected spectra for non-exchangeable proton-
ation sites, such as membrane proteins [66]. Recently, the combi-
nation of fast MAS (100 kHz) and proton detection at ultrahigh
field was applied to a range of structurally diverse, fully protonated
proteins including GB1, the bacteriophage coat protein AP205CP,
and amyloid-forming HET-s [57, 67]. The introduction of fast
MAS permits the exploitation of fully protonated proteins for
structural and dynamics investigations of biological macromole-
cules with 'H detection. Working with protonated proteins is
preferred, not only for cost and time savings, but also for the ability
to access 'H-"H distances, which can provide additional long-rang
information among side-chains to improve accuracy of protein
structure determination.

One approach for resolution or sensitivity enhancement is nonuni-
form sampling (NUS). Traditionally, in uniformly sampled data
sets, points acquired in indirect dimensions are evenly spaced with
respect to time. In NUS applications, during acquisition, acquired
points are distributed nonlinearly according to a chosen sampling
scheme. Rather than discrete Fourier transform, NUS data sets are
processed using reconstruction algorithms [68]. Nonuniform sam-
pling using random schedules weighted by a decaying function
results in bona fide time domain sensitivity enhancements by reduc-
ing the number of points acquired, thereby allowing for more
transients to be acquired in a given time frame [69-72]. NUS can
also be used to obtain resolution enhancement by acquiring out to
a longer acquisition time without increasing the number of points.
This is a significant advantage given the enhanced resolution (and
thus longer FIDs) obtained at higher magnetic fields [73].
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With respect to high-magnetic field applications in solution
NMR, NUS is particularly valuable for multi-dimensional
heteronuclear-detected experiments and challenging applications
such as metabolomics [74], disordered proteins [75-77], and in-
cell NMR [78], with higher dimensionality experiments offering
improved resolution. Maximum entropy reconstruction algorithms
have been demonstrated to be robust for these applications [79].
Several important applications of NUS In the solid state relevant for
ultrahigh field experiments have also been demonstrated including
quadrupolar nuclei (*’O MQMAS) [80], protein assemblies [70,
81], and high-dimensionality (e.g., 4D) proton-detected experi-
ments [81-83] to obtain inter-residue 'H-'"H distances (methyl-
methyl or amide-amide) for structure determination.

To determine structures and examine dynamics of biological
macromolecules by NMR, the first, essential step is unequivocal
resonance assignments of the individual backbone and side-chain
atoms in the target protein. Resonance assignments are determined
by a set of 2D and 3D (and sometimes higher dimensionality)
experiments that provide intra- and inter-residue backbone and
side-chain correlations. To complete assignments and overcome
challenges of spectral resolution associated with large proteins and
complex biological systems, several strategies have been developed.
In conjunction with ultrahigh fields, choice of appropriate labeling
schemes for sample preparation and novel pulse sequences further
contribute to obtaining high-resolution spectra for accurate and
rapid resonance assignments.

Many isotope labeling schemes exist to achieve spectral simplifica-
tion as well as reduced linewidths due to decreased spin diffusion/
transverse relaxation. In MAS NMR, precise structure calculations
typically require '*C-'3C distance restraints and torsion angles.
There are a number of sparse /extensive (as opposed to uniform)
13C labeling schemes that utilize metabolic precursors such as
[1,3-'3C]-glycerol, [2-'3C]-glycerol, [1,6-'*C]-glucose, and
[2—130(]]—glucose [52, 84-86] to obtain distance restraints of
2-7 A [52, 87]. In addition, partial deuteration labeling schemes
such as RAP, ILV, and SAIL are suitable to reduce homonuclear
dipolar couplings and transverse relaxation, and resolve aliphatic
"H-'3C correlations with high resolution and sensitivity in both
solution and solid-state NMR [53, 55]. To obtain increased reso-
lution enhancement of aliphatic protons for tertiary structure
determination, Reif and coworkers introduced Reduced Adjoining
Protonation (RAP, [88]), in which side-chain protonation is
diluted by expressing the protein with *H-glucose and a low
H,0,/D,0 ratio (5-15% and 85-95% respectively) to obtain ali-
phatic 'H linewidths ~25 Hz. In this approach, re-protonation at
exchangeable sites is not needed. ILV labeling schemes, introduced
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2.2.2 Pulse Sequence
Design

by Kay and coworkers for selective, stereospecific protonation of
methyl groups in Ile, Leu, and Val [89-91], have been extended to
Ala, Thr, and Met (for review see refs. 92, 93). This labeling scheme
allows for the measurement of more "H-"H NOEs in a deuterated
protein and for the study of larger proteins by solution NMR. A
cell-free protocol that has been used is stereo-array isotope labeling
(SAIL) of methyl, methylene, and aromatic groups with a combi-
nation of "H/?H /*2C/*3C patterns [94]. The cell-free expression
protocol prevents isotope scrambling and like ILV-labeling yields
narrower lines than uniform 2H,13C,1";N—labeling. All of these
labeling schemes are fully applicable for experiments at high-
magnetic fields.

Just a few decades ago, solution NMR studies of biological systems
were limited by the size of the target protein (~30 kDa). Since the
introduction of Transverse Relaxation Optimized SpectroscopY
(TROSY), solution NMR can be applied to analyze targets with
molecular weights of up to 100 kDa in solution [95, 96]. At high
fields, the transverse relaxation (75) is dominated by the chemical
shift anisotropy (CSA) and dipole-dipole coupling (DD). The
TROSY pulse sequence suppresses 1> by employing constructive
interference between the CSA and dipolar coupling [96]. Thus, the
sensitivity enhancement yielded by the TROSY sequence is more
pronounced at higher magnetic fields, with the optimal field
strength for "H-detected TROSY being 1 GHz [97, 98].

While 'H-detection has been the method of choice in solution
NMR, '®N- and '3C-detected pulse sequences have been devel-
oped and make use of increased magnetic fields to achieve higher
resolution and site-specific information. Takeuchi et al. reported a
modified TROSY sequence selective for amide protons (TROSY
15NH), which benefits from the slow 7, and overcomes the low
sensitivity of 15N [62, 99]. Theoretical simulations indicate maxi-
mum sensitivity of TROSY ' Ny at a strength field of 1.2 GHz, and
the narrowest linewidth at 900 MHz (Fig. 2a, [99]), allowing
solution NMR spectroscopists to take advantage of higher field
strengths where 'H-detected TROSY suffers from reduced resolu-
tion. With this approach, deuterated samples are not necessary and
high-resolution spectra can be obtained using a '’N-detected
TROSY-HSQC experiment (Fig. 2b, c¢). Recently, Yoshimura
et al. demonstrated a '3C-detected NMR experiment for probing
arginine side-chain "*N'"*-13CE correlations at high-magnetic field
strengths, which facilitates determination of the arginine ionization
states indicating conformational changes in the target protein
[100]. This method also makes use of J-based cross polarization,
a method that has shown particular promise for disordered proteins
aswell [101, 102].
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2D "N-detected TROSY-HSQC (/ef) and 'H-detected TROSY-HSQC (righf). Reprinted with permission from
Takeuchi, K et al., J. Biomol. NMR., 2015, 63 (4), 323-331. Copyright 2015 Springer

In the solid state, the development of proton detection in
conjunction with fast MAS and ultrahigh fields enables the use of
solution-state-derived pulse sequences including 3D 'H-detected
pulse sequences for resonance assignments. 'H-detected CP-
HSQC experiments [103] have been utilized to build 3D
"H-13C-'5N correlation experiments, for example the inter-residue
(H)CONH and intra-residue (H)CANH experiments [103], with
additional '3C-'*C correlation dimensions added for increased
information content, e¢.g., DREAM (dipolar recoupling enhanced
by amplitude modulation [104, 105]). At spinning speeds above
40 kHz, dipolar magnetization transfers become less efficient. By
employing '*C-'3C J-based coherence transfer blocks, multiple
13C-13C transfers are achieved in additional experiments for com-
plete backbone resonance assignments: (H)CO(CA)NH, (H)(CO)
CA(CO)NH, (H)(CA)CB(CA)NH, and (H)(CA)CB(CACO)NH
[63, 106]). For RAP labeled samples, a pair of 3D (H)CCH and
HCC(H) experiments were developed by Asami and Reif (Fig. 3,
[107]) for assigning 'Ha resonances based on correlations with
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13Ca and '*CO/CP. High resolution was achieved with **CO and
13CB homonuclear scalar decoupling during the *3*Ca evolution
period [108]. An extension of these sequences, (HxCx)CyCxHx
experiments, can also be applied for assignments of '*C-ILV-
methyl labeled protonated samples [109].

2.3 Methods for Many methods for the structural and dynamics characterization of
Structural and biomolecules benefit from applications at high and ultrahigh mag-
Dynamics Studies netic fields. Certain methods, such as measurement of "H CSAs,
of Biomolecules benefit directly from the higher fields as a result of changes in field-

dependent nuclear properties. Other methods become easier to
execute at higher fields due to inherent improvements in sensitivity
and resolution, such as applications of relaxation and paramagne-
tism in the solid state. Here, we highlight several methods that have
been successfully applied at high and ultrahigh magnetic fields.
Given the detailed structural and dynamics information these
methods can provide, they will be essential components of ongoing
and future work at ultrahigh magnetic fields.

2.3.1 'H-'H Distance Distance restraints are a principal input for structure determination
Restraints by NMR. In solution NMR structure determination, NOE-derived
"H-'H distances are a key restraint for structure determination,
with an upper limit of ~5 A. Until recently, distance restraints in



2.3.2 Measurement of 'H
Chemical Shift Anisotropy
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the solid state were largely limited to heteroatoms such as '*C-13C
and '®N-13C distances, which can typically probe distances up. to
~7 A. High-magnetic fields in conjunction with fast MAS and 'H
detection present the opportunity to obtain accurate, high-

resolution 'H-'H distance restraints. "H-'H restraints can access
longer distances (up to ~13 A) and correlations not readily detected
otherwise, such as inter-residue side-chain methyl-methyl distances
with high-quality multi-dimensional "H-'*N and '"H-'3C spectra
and have proven valuable for tertiary structure determination [81].
Early work on small molecules and model proteins utilized moder-
ate MAS rates with heteronuclear detection [110, 111]. Increased
MAS rates and the use of deuteration schemes enabled the applica-
tion of proton-detected "H-'H distance restraints for structure
determination [88, 103, 112]. While previously extensive deutera-
tion and/or selective *3C labeling (e.g., RAP or ILV) had been
required, it was recently demonstrated that "H-'H restraints of up
to ~5.5 A can be obtained for uniformly "H,'*C,"*N-labeled sam-
ples at 1 GHz field with ~100 kHz MAS [57]. Numerous schemes
for acquiring proton-detected "H-"H distance restraints at ultra-
high fields with fast MAS have been proposed. 3D (H)XHH with
H-H RFDR mixing [113] has been used in structure determination
of SOD [114], GB1[57], and AP205 [57], with higher dimension-
ality experiments providing enhanced resolution and unambiguous
assignments [112]. Meier and coworkers applied DREAM (Dipolar
Recoupling Enhanced by Amplitude Modulation) "H-'H recou-
pling to obtain methyl-methyl contacts [82], and this was applied
for structure determination of M2 [115] and the cytoskeletal
assembly BacA [81]. Several groups have applied nonuniform sam-
pling for 4D "H-'H correlation experiments [81-83]. Based on the
success of these solid-state NMR methods for obtaining 'H-'H
distance restraints applied to small- and medium-sized proteins,
measurements of "H-"H distance restraints are very promising for
applications to complex biological systems at ultrahigh magnetic

fields.

Hydrogen bonding in proteins is a key determinant of secondary
and tertiary structures, and thus is a very valuable parameter for
structure determination. The proton chemical shift tensor, and
especially its anisotropic component, is highly sensitive to the
hydrogen bonding environment [116, 117]. Further, the 'H
CSA is sensitive to dynamics on the submillisecond to microsecond
timescales. In solution NMR, knowledge of tensor magnitudes is
also required for quantitative relaxation studies in the characteriza-
tion of protein motions and to optimize cross-correlated relaxation
to achieve narrow linewidths. Thus, it is of great interest to establish
robust protocols for the measurements of site-specific 'H chemical
shift anisotropies (CSAs) with high resolution. Measurements of
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2.3.3 Relaxation and
Paramagnetic Effects

'"H CSAs have presented a challenge for a number of reasons
including the strong "H-'H homonuclear dipolar coupling and
the relatively small magnitude of the 'H CSA tensor. Two
approaches for measuring 'H CSAs under MAS are R-symmetry
recoupling sequences [118] and rotary resonance spin-locking
[119]. With the use of an appropriate R-symmetry element one
can select for the "H CSA and '"H-X heteronuclear dipole while
eliminating contributions from 'H-'H homonuclear couplings for
measurements in fully protonated proteins. Site-specific CSAs can
be determined by incorporating the R-symmetry recoupling as one
dimension in a 3D experiment with heteronuclear detection [120,
121]. Two methods for the measurement of "H CSAs in the
solution are CSA-dipolar cross-correlated relaxation, and residual
CSA (RCSA) measurements in aligned media [122-124]. Cross-
correlated relaxation measures the interconversion between the
CSA and dipolar operators (e.g., Hy and 2HyN, in the case of
amide proton CSAs) from which the chemical shift tensor compo-
nents (o, 0y, and o6,,) can be extracted using known formalism
[125]. A downside of this approach is that several cross- and
autocorrelation rate measurements are needed for the accurate
determination of the tensor. The relationship between magnetic
field strengths and cross-correlated relaxation rates is discussed
below. With RCSA measurements in weakly aligned media, the
magnitude and orientation of the CSA tensor can be determined
based on changes in the chemical shift relative to an isotropic (i.e.,
tumbling) sample. Given the relatively small magnitude of the 'H
CSA tensor and the By field dependence of the CSA interaction,
executing these measurements at higher magnetic fields allows for
increased resolution and accuracy of measurements [24]. With the
development of ultrahigh magnetic fields, use of "H CSA tensors
may become a routine parameter for use in protein structure deter-
mination by NMR.

In the context of dynamics studies in biological systems by NMR,
nuclear spin relaxation parameters provide a wealth of information
related to domain flexibility, structural plasticity, and biological
functions [126]. Relaxation studies at ultrahigh magnetic fields in
the solid state can take advantage of the ability to quickly acquire
well-resolved '®N/'3C-'H HSQC spectra at several relaxation
intervals (e.g., pulse delay or spin-lock pulse length) [127-129].
Furthermore, fast MAS generally applied during these ultrahigh
field measurements facilitates the accurate measurement of relaxa-
tion rates by reducing coherent contributions to the observed
relaxation [130, 131]. MAS NMR R; and R,;, measurements at
high fields have been used to characterize site-specific protein
backbone dynamics of several microcrystalline proteins [130,
132] and were recently applied for the study of protein-nucleic
acid interactions [133].
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The application of relaxation measurements at high fields in
solution NMR requires careful consideration of how properties of
the system, such as the chemical shift timescale, CSA, CSA-dipolar
cross correlation, and longitudinal relaxation, are affected by the
magnetic field strength. For example, for large systems, '°N longi-
tudinal relaxation rates (R;) typically decease at higher magnetic
fields [ 134]. Ishima demonstrated that for '>N R; measurements at
900 MHz, the "H-'*N dipole/**N CSA cross correlation was not
sufficiently suppressed in the initial decay affecting accuracy of the
Ry measurements. The aforementioned cross-correlated CSA-
dipolar relaxation interference is a critical component of many
solution NMR methods including the TROSY and nuclear Over-
hauser (NOE) techniques and CSA measurements. TROSY line
narrowing is dependent on the CSA/DD cross-correlated relaxa-
tion, and hence the CSA magnitude and B, field [96]. I5N-
detected TROSY takes advantage of the cross-correlated relaxation
rate at high-magnetic fields (900 MHz-1.2 GHz) to achieve com-
parable resolution and sensitivity to 'H-detected TROSY [99],
allowing solution NMR spectroscopists to exploit higher magnetic
fields without losing sensitivity or resolution due to unfavorable
relaxation effects.

Paramagnetic effects provide much long-range structural infor-
mation for proteins that contain paramagnetic centers, which may
be endogenous or synthetically incorporated. The presence of a
paramagnetic center may induce four distinct effects: paramagnetic
relaxation enhancement (PRE), hyperfine shift (which includes the
contact and pseudocontact shifts (PCS)), residual dipolar coupling
(RDC), and cross-correlated relaxation (CCR) effects [135]. Para-
magnetic centers used in NMR applications include nitroxide radi-
cals, Mn**, Gd*, Cu®**, Co®>", and lanthanides [136].
Paramagnetic centers provide angular and distance information to
facilitate the determination and further refinement of protein struc-
tures, with the distance and orientation dependence of PREs, PCSs,
and RDCs used as restraints in NMR structure calculations [137].
Paramagnetic centers have been used to examine many biological
systems, such as metalloproteins, cysteine-containing targets
attached with a metal tag, and biomolecules modified with a nitr-
oxide spin-label [138-142]. Measuring site-specific PREs requires
examination of relaxation decays dependent on the proximity of the
paramagnetic center while PCSs are determined by the difference in
chemical shifts between a diamagnetic and a paramagnetic species
of the target protein [143].

With remarkable progress in proton detection and fast MAS at
high-magnetic fields, directly detected "H spectra offer high sensi-
tivity and resolution for rapid, quantitative measurements of PREs
and pseudocontact shifts in MAS NMR. A further advantage of
solid-state NMR studies of paramagnetic systems is the absence of
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2.3.4 Quadupolar Nuclei

Curie relaxation, which leads to line broadening in solution, and
very fast MAS allows for the observation of signals close to the
paramagnetic center [142]. 'H-detected, fast MAS PRE and PCS
measurements of the metalloenzyme superoxide dismutase (SOD)
doped with paramagnetic Cu®* or Co** demonstrate the potential
power of ultrahigh fields for the study of paramagnetic systems
[128, 143, 144]. The different properties of these two paramag-
netic centers made one ideal for PRE measurements (Cu?*) and the
other better suited for PCS measurements (Co?*, Fig. 4b—d). With
the high-resolution '>N-'H CP-HSQC spectra, PREs were
obtained from 15N and '3CO R, relaxation rates for distances of
up to ~20 A (Fig. 4a). High sensitivity enabled the use of 3D
experiments for unambiguous assignment of the PCSs. These para-
magnetic restraints were combined with "H-"H distances to subse-
quently determine a well-defined backbone geometry and metal
binding sites in human SOD (Fig. 4e-h). It has also been demon-
strated that '"H T, rclgxation rates can be used to obtain distance
restraints of up to 32 A [145]. With access to spectrometers at and
beyond 1 GHz, site-specific PRE and PCS measurements will be a
significant contribution to structural and dynamics investigations of
complex biological environments and high molecular weight
macromolecules.

Quadrupolar nuclei (spin I > %) account for a significant number
of NMR active nuclei and these elements, including Li, B, O, Na,
Al, Cl, and Ca, are essential components of biology, materials
science, and pharmaceuticals. NMR studies of quadrupolar nuclei
can yield information such as the chemical and hydrogen bonding
environment and molecular motions. The study of quadrupolar
nuclei with NMR has been a challenge due to line broadening
induced by the strong quadrupolar couplings and the very broad
(MHz) spectra limiting sensitivity and making it difficult to obtain
uniform excitation. Higher magnetic fields are beneficial in the
study of quadrupolar nuclei because the second order quadrupolar
coupling, which typically cannot be eliminated by MAS alone,
becomes smaller; hence, observed central transition lines are nar-
rower. Improved sensitivity is also beneficial, particularly for low-y
nuclei.

Early methods for the study of quadrupolar nuclei in the solid
state included double frequency sweeps (DES), rotor-assisted pop-
ulation transfer (RAPT), hyperbolic secant (HS) pulses, and double
rotation (DOR) (for review see ref. 146 and references therein). A
significant advancement in the study of quadrupolar nuclei in the
solid state was the development of multiple quantum magic angle
spinning (MQMAS [147]), which removes the quadrupolar broad-
ening, allows for the resolution of different species by retaining the
isotropic shift, and enables quadrupole to spin-1/2 correlations
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[148]. Though sensitivity can be limited, the method is more
robust and easier to implement than others [149, 150]. When
very broad quadrupolar lines are present, static methods can be a
better choice than MAS. Static methods for ultra-wideline mea-
surement of quadrupolar nuclei include quadrupolar echo and
QCMPG (quadupolar Carr-Purcell-Meiboom-Gill [151, 152])
which uses refocusing pulses during acquisition to record the spin
echo and recapitulates the NMR lineshape. Typically, several fre-
quency steps (i.e., several spectra at different transmitter frequen-
cies) are required to record the full spectrum. Alternatively,
Schurko and coworkers have demonstrated the use of adiabatic
pulses to excite a broader region of the spectrum, dubbed adiabatic
WURST (wide-band uniform-rate smooth truncation [153]) in
combination with QCPMG to obtain broadband excitation and
high sensitivity [ 154, 155].

Quadrupolar relaxation can be exploited for solution NMR
structure and dynamics studies of quadrupolar nuclei [156, 157].
One approach that exploits quadrupolar relaxation and has been
successful for the study of quadrupolar nuclei in the context of
biological macromolecules (including 70, 2”Al, and °'V) is quad-
rupole central transition (QCT) NMR [48, 158-160], which uti-
lizes relaxation properties of the central transition at high-magnetic
fields (i.e., the slow tumbling regime) to obtain narrow lines. The
combination of high-magnetic fields and narrow lines allows for the
observation of fine structural details and applications to larger
biological systems [158], as demonstrated in "O QCT experi-
ments to study the catalytic mechanism of the enzyme Tryptophan
synthase [48].

3 Applications of Ultrahigh Fields to the Study of Biological Systems

Ultrahigh field NMR spectroscopy is a powerful tool for investigat-
ing the structural and dynamic properties of macromolecules and
their physiological relevance. In the past decade, numerous studies
have convincingly demonstrated that increased magnetic fields
bring improved resolution and sensitivity, enabling applications in
both solution and solid states, including protein-ligand binding

A
Y

Fig. 4 (continued) susceptibility tensor for Co?* with respect to SOD structure. Right Identification and
assignment of PCS from 3D (H)CONH experiment, color scheme as in (b). (d) Expansions of select PCSs from
3D (H)CONH experiment, color scheme as in (b). (e-h) Structure refinement of SOD [143]. (e) No paramagnetic
restraints, (f) with PRE restraints, (g) with PCS restraints, (h) with PRE and PCS restraints. (a) Reprinted with
permission from Knight, MJ et al., Proc. Nat. Acad. Sci., 2012, 46 (9), 2108-2116. (b—d) Reprinted with
permission from Knight, MJ et al., J. Am. Chem. Soc., 2012, 134 (36), 14,730-14,733. Copyright 2012
American Chemical Society. (e—h) Reprinted with permission from Knight, MJ et al., Acc. Chem. Res., 2013,
46 (9), 2108-2116. Copyright 2013 American Chemical Society
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interactions [161, 162], and structure determination of soluble
macromolecules [163, 164], cellular and viral assemblies [165],
intact virus particles [166], membrane proteins [167], and amy-
loids [168, 169]. Ultrahigh field NMR has demonstrated
promising high-quality results for future atomic-resolution studies
of these highly challenging macromolecule targets and others, such
as intrinsically disordered proteins (IDPs, [61, 170]) and whole
cells [171]. Here, we highlight several remarkable studies benefited
by ultrahigh field NMR techniques to solve interesting biological
problems, as well as the current state-of-the-art in emerging fields
that will benefit greatly from these technological developments.

The development of proton detection techniques under fast
MAS frequencies at ultrahigh fields significantly expands the appli-
cation of MAS NMR to biological complexes and large proteins. In
recent years, the Pintacuda group has developed a rapid proton
detection protocol (discussed in Subheading 2.2) and applied it to
numerous proteins in a range of assembly states, including the
metalloenzyme SOD, microcrystalline SH3, p2m, sedimented
nucleocapsids of AP205, the membrane protein M2 channel, and
OmpG [63].

Structure determination using proton detection in fully proto-
nated, uniform '*C,"®N-labeled AP205CP was achieved with MAS
frequencies of 100-111 kHz at 1 GHz magnetic field [57].
AP205CP is a dimeric protein comprising the 2.5-MDa viral capsid
of a single-stranded RNA bacteriophage. As shown in Fig. 5, a
series of remarkably high-resolution 'H-detected spectra including
13C-1H, '®N-'H CP-HSQC, and (H)CCH experiments were used
to obtain unambiguous assignments of about 78% of backbone
protons and 65% of all proton resonances. In 3D (H)CCH experi-
ments, '*C resonances of the aliphatic side chains were correlated
to their protons, providing proton side-chain information. 3D (H)
CHHggpr spectra were acquired to record the inter-molecular
"H-"H contacts for the final structure calculation (Fig. 5¢). Impor-
tantly, 104 inter-monomer contacts were detected, which served to
define the dimer interface. The AP205CP dimer structure was
determined by this approach with 0.5 mg of protein, less than
2 weeks of instrument time, and rapid analysis of the high-quality
data. Further, together with this MAS NMR structure of
AP205CP, an atomic-resolution model of the AP205 virus-like
particle (VLP) was proposed based on the crystal structure of the
protein dimer and the cryo-EM (cryo-electron microscopy) struc-
ture of the assembled particle [172]. Significantly, this somewhat
heterogeneous sample exhibited broader 'H linewidths than GB1
(0.15-0.2 ppm vs. 0.1 ppm for "HY), but a high-resolution struc-
ture could still be determined, suggesting the applicability of the
approach to other challenging systems.

Andreas et al. reported the MAS NMR structure of a drug-
resistant mutation of Influenza A M2;g ¢ in lipid bilayers (S31N
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Fig. 5 Structure determination of the viral protein AP205CP assemblies by MAS NMR at ultrahigh field. (a) (/ef?)
A superposition of "®N-'H CP-HSQC spectra of (red) a fully protonated sample at 100 kHz and (black) a
perdeuterated, 100% N" sample at 60 kHz MAS frequency. (right) Expansions of "3C-'H CP-HSQC spectra of
AP205CP methyl (top) and Ha-Cox (bottom) regions at 100 kHz MAS and 1 GHz field. (b) **C-'3C correlation
spectrum (fop) and select strips of a 3D (H)CCH spectrum of AP205CP (bottom). (c) Selected strips of a 3D (H)
CHH spectrum for determination of distance restraints. The intermolecular peaks are underlined. (d) Expansion
of the AP205CP dimer structure showing the restraints extracted from (¢). Adapted with permission from
Andreas, LB et al., Proc. Nat. Acad. Sci., 2016, 113 (33), 9187-9192

mutant) [115]. M2 is a tetrameric transmembrane protein that
triggers membrane fusion by transporting protons at low pH dur-
ing viral replication [173, 174]. Understanding the structure and
H* transport mechanism of this drug-resistant mutant is essential
for the development of novel influenza inhibitors. To obtain long-
range distance restraints, several samples were prepared with differ-
ent isotopic labeling schemes for various measurements, including
uniform ¥C/1°N labeling, extensive 1,6-'*C glucose labeling,
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Fig. 6 Structural and mechanistic studies of the membrane protein Influenza A M2 by MAS NMR at ultrahigh
field. (a) Assigned "°N-"H CP-HSQC spectrum recorded at 60 kHz MAS and 1 GHz field. Peak doubling labeled
in black and blue indicates the different conformations for each subunit of the dimer. (b) Methyl region of a 2D
13C-1H J-based spectrum of '3C,2H,, 'H-ILV labeled M2 and (c—f) selected strips of a 4D HCHHCH spectrum.
(g) H37’-W41 inter-residue cross peaks from an (HINHHgrpr experiment. (h) Positions of H37 and W41 in the
M2 dimer of dimers. (i) M2 pore surface indicating water accessibility/pore width: red < 1 H,0, green = 1
H,0, and blue > 1 H,0. (j) C-terminal H37 and W41 adopts two different conformations in the dimer of dimers.
Adapted with permission from Andreas, LB et al., J. Am. Chem. Soc., 2015, 137 (47), 14877-14886. Copyright
2015 American Chemical Society

labeling by residue type, deuteration, and ILV-methyl labeling.
Using MAS NMR at high and ultrahigh fields (750 MHz-1 GHz),
well-resolved 2D and 3D '*N-13C, 13C-13C, and a series of 'H-
detected spectra [63] were utilized for resonance assignments of
M2. Many residues in the spectra exhibited peak doubling, which
indicated M2,g g9 forms a twofold symmetric dimer of dimers
(Fig. 6a). In addition to '*C-'3C and "*N-'3C long-range correla-
tions, 'H-detected 3D and 4D experiments were performed to
measure inter-helical distances necessary for the tetramer structure
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determination. 3D and 4D variations of (H)CHH (Fig. 6b—f) and
(H)NHH experiments provided intermolecular contacts including
methyl-methyl contacts and H37-W41 imidazole-indole contacts
(Fig. 6g). The M2 structure was determined with a total of 283
structural constraints. Different side-chain conformations were
observed for the gating and pH-sensing residues W41 and H37,
indicating that two of the four helices exhibited an “indole in”
conformation in one dimer and an “indole out” conformation in
the other (Fig. 6h—j). This novel structure suggests that W41 and
H37 are likely important in the H transport process. Furthermore,
the conformation at the S31N mutation lends insight into the
mechanism of drug resistance. Through this work, a protocol was
established for structure determination of membrane proteins and
other challenging protein targets at ultrahigh fields.

Barbet-Massin et al. demonstrated the potential to investigate
large and complex assemblies with fast MAS at ultrahigh fields
[175]. They characterized the structure and dynamics of a native-
like Measles virus (MeV) nucleocapsid. The MeV nucleocapsid
consists of a macromolecular assembly of a 525-residue protein,
which has two domains: an ordered Ncorg domain (residues
1-400) and a disordered Nrapp, domain (residues 401-525). CP
and J-based '*N-"H HSQC experiments were used to observe the
rigid Ncorg and dynamic Nyap, domains respectively. Bulk 15N
T1, measurements indicated differences in local dynamics between
Ncorg of intact nucleocapsids and cleaved Ncorg domains (where
Nrarr is removed by trypsin digestion). An additional advantage of
"H-detection at ultrahigh fields is the ability to characterize hydra-
tion, solvent accessibility, and inter-molecular packing, which in
this work detailed the increased disorder of the intact nucleocapsids
relative to the cleaved Ncorg domain. These studies further
demonstrated that sample preparation by sedimentation protocols
yields narrow proton linewidths under the experimental conditions
utilized (i.e., 1 GHz field and 60 kHz MAS), paving the way for
future studies of large, heterogeneous systems such as intact viral
particles.

The development of ultrahigh field NMR spectrometers opens
further opportunities for the study of emerging phenomena such as
whole cells, intact viral particles, and complex biomaterials. These
samples are often very insensitive (low natural abundance, low y
nuclei, or isotopically labeled component is a small percentage of
the total sample mass), and, given the complexity of in vivo systems,
spectra are often crowded and suffer from line broadening. Fur-
thermore, many nuclei of interest such as **Ca are quadrupolar.
These challenges can be overcome by the use of ultrahigh field
spectrometers, and take advantage of the numerous methodologi-
cal advances described above.
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Whole cell NMR enables the study of biological systems under
physiological conditions, such as in vivo cell density and effects of
binding interactions and other elements of the cellular environment
[176]. Challenges to whole cell NMR include sample heterogene-
ity and cell integrity over the relatively long acquisition times of
NMR experiments. To date, only a few examples of in vivo protein
structure determination have been presented. The first in-cell struc-
ture determination by NMR was of a 66-residue heavy metal bind-
ing protein overexpressed in E. co/z using nonuniform sampling to
efficiently acquire data before sample degradation [78]. The same
protocol was subsequently applied to the structure determination
of GBI at 250 pM concentration, closer to physiological cellular
concentrations [177]. Another recent study presented structure
determination of GB1 with a paramagnetic tag for PCS structural
restraints in eukaryotic cells [178]. Enhanced sensitivity from ultra-
high magnetic fields will likely increase the efficiency of in vivo
structure determination of low concentration proteins. While
remarkable results have been accomplished with respect to in vivo
studies of disordered proteins [179], ultrahigh fields in combina-
tion with '*C detection methods [60, 102] will further benefit this
area of research. NMR of IDPs suffers from severe sensitivity and
resolution challenges due to dynamics, solvent exchange, and the
lack of an ordered secondary structure. Lippens and coworkers
presented a method for combined J- and CP-based correlation
with *CO detection at 900 MHz for characterization of disor-
dered a-synculein in E. colz cells [102]. Whole cell solid-state NMR
studies have covered a wide range of systems including bacteria and
biofilms to address many significant questions including perturba-
tions in bacterial cell walls induced by drug binding [180, 181],
cellular composition [182], and metabolomics [183], as well as
monitoring of protein expression and cellular processes
[184-186]. These studies are essential to address pressing issues
such as antibiotic resistance [187-189]. In cell MAS NMR studies
typically rely on *3C detection and due to the complex, heteroge-
neous environments resolution is a hindrance to obtaining atomic
level information. The expanded use of ultrahigh magnetic fields,
associated gains in sensitivity and resolution, and continued meth-
ods developments will significantly advance whole cell structural
and dynamics studies by NMR.

Biomaterials is a broad discipline with both technological and
clinical applications. NMR is a potentially powerful method for
characterizing the structure and dynamics of biomaterials. Recent
advances in NMR including ultrahigh field spectrometers will fur-
ther expand the role of NMR in the study of biomaterials. There is
great interest in furthering our understanding of the effects of
disease and aging on human bone. MAS NMR at ultrahigh fields
is uniquely suited to characterize the high-resolution structural
features of bone for both high-resolution studies of 'H nuclei, as
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well as improved resolution for studies of quadrupolar nuclei that
form essential components of bone such as **Na and **Ca. Rama-
moorthy and coworkers demonstrated the first "H-"H correlation
spectra of bone at fast MAS (up to 110 kHz [190]) and extracted
relaxation parameters to characterize the water distribution in
bone. **Ca (0.14% natural abundance) studies of hydroxyapatite,
the primary component of bone, detected two different calcium
coordination environments not observed at lower By fields, and
determined the NMR parameters (i, Cq, 1) of the two local
environments [191] which were subsequently observed in bovine
cortical bone at 833 MHz [192]. In addition to *3Ca NMR,
Laurencin et al. used **Na of equine bone and bovine tooth to
identify two sodium sites in those materials [193]. For these stud-
ies, high-magnetic fields (>800 MHz) were valuable to overcome
challenges associated with quadrupolar nuclei. Biosilica materials,
such as enzymes encapsulated in or immobilized on an inorganic
matrix of silica, are of great interest for their applications in bio-
technology and chemical catalysis [ 194, 195]. Catalytic activity of
biosilica-associated enzymes requires conservation of active site
structure upon association with the silica network. Stability of the
catalytic complex is also essential. It has recently been demonstrated
that MAS NMR at ultrahigh fields is a potentially powerful means
to characterizing protein structure in these biosilica materials
[196]. Luchinat and coworkers showed sufficient resolution can
be achieved at fast MAS and high fields (850 MHz) for 'H-detected
studies of biosilica-encapsulated proteins [190]. Another applica-
tion of biosilica materials, diatoms are unicellular algae with a cell
wall composed of silica. Structural features of the diatom cell wall
are of interest for a wide range of applications including biotech-
nology, catalysis, and nanotechnology [197]. ?°Si NMR is a com-
mon approach for studies of both whole cell and isolated cell wall
components of diatoms (see ref. 198 for review). While to our
knowledge, ultrahigh field studies have not been reported to date,
this is another active field of biosilica research that may benefit from
greater magnetic field strengths and associated advances.

4 Conclusions

Recent advancements in superconductor technology have made
magnetic field strengths over 1 GHz accessible for NMR studies
of biomolecular systems. Significant challenges such as field inho-
mogeneity have needed to be overcome for these instruments to
provide atomic level information. Ultrahigh field spectrometers will
have a significant impact in a wide range of disciplines including
biology and materials science. Numerous methods have been devel-
oped that will further enhance the resolution and sensitivity gains
that are realized as increased magnetic field strengths. The
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pioneering applications highlighted in this work indicate the prom-
ise of experiments at ultrahigh fields of 1 GHz and beyond for a
variety of complex biomolecules and biomaterials.

References

1.

Hashi K, Ohki S, Matsumoto S, Nishijima G,
Goto A, Deguchi K, Yamada K, Noguchi T,
Sakai S, Takahashi M, Yanagisawa Y, Iguchi S,
Yamazaki T, Maeda H, Tanaka R, Nemoto T,
Suematsu H, Miki T, Saito K, Shimizu T
(2015) Achievement of 1020 MHz NMR. J
Magn Reson 256:30-33.
doi:10.1016/j.jmr.2015.04.009

. Hashi K| Shimizu T, Goto A, Kiyoshi T, Mat-

sumoto S (2002) Achievement of a 920-MHz
high resolution NMR. J Magn Reson 156
(2):318-321. doi:10.1006 /jmre.2002.2559

. Yanagisawa Y, Nakagome H, Tennmei K,

Hamada M, Yoshikawa M, Otsuka A, Hosono
M, Kiyoshi T, Takahashi M, Yamazaki T,
Maeda H (2010) Operation of a 500 MHz
high temperature superconducting NMR:
towards an NMR spectrometer operating
beyond 1 GHz. ] Magn Reson 203(2):
274-282. doi:10.1016,/j.jmr.2010.01.007

. Bird MD, Bai HY, Bole S, Chen JP, Dixon IR,

Ehmler H, Gavrilin AV, Painter TA, Smeibid]l
P, Toth J, Weijers H, Xu T, Zhai YH (2009)
The NHMFL hybrid magnet projects. IEEE
Trans Appl Supercon 19(3):1612-1616.
doi:10.1109 /TASC.2009.2018269

. Polenova T, Gupta R, Goldbourt A (2015)

Magic angle spinning NMR spectroscopy: a
versatile technique for structural and dynamic
analysis of solid-phase systems. Anal Chem 87
(11):5458-5469. doi:10.1021 /ac504288u

. Ardenkjaer-Larsen JH, Boebinger GS, Com-

ment A, Duckett S, Edison AS, Engelke F,
Griesinger C, Griffin RG, Hilty C, Maeda H,
Parigi G, Prisner T, Ravera E, van Bentum J,
Vega S, Webb A, Luchinat C, Schwalbe H,
Frydman L (2015) Facing and overcoming
sensitivity challenges in biomolecular NMR
spectroscopy. Angew Chem Int Ed 54
(32):9162-9185.

doi:10.1002 /anie.201410653

.Man PP (2000) Quadrupole couplings in

nuclear magnetic resonance, general. In:
Meyers RA (ed) Encyclopedia of analytical
chemistry. Wiley, Chichester, pp 12224-12265

. Budinger TF, Bird MD, Frydman L, Long JR,

Mareci TH, Rooney WD, Rosen B, Schenck
JE, Schepkin VD, Sherry AD, Sodickson DK,
Springer CS, Thulborn KR, Ugurbil K, Wald
LL (2016) Toward 20 T magnetic resonance

10.

11.

12.

13.

14.

15.

for human brain studies: opportunities for
discovery and neuroscience rationale. Magn
Reson Mater Phys 29(3):617-639.
doi:10.1007/s10334-016-0561-4

. Niendorf T, Barth M, Kober F, Trattnig S

(2016) From ultrahigh to extreme field mag-
netic resonance: where physics, biology and
medicine meet. Magn Reson Mater Phys 29
(3):309-311.
doi:10.1007,/510334-016-0564-1

Bascunan J, Lee HG, Bobrov ES, Iwasa Y
(2003) A low- and high-temperature super-
conducting NMR magnet: design and perfor-
mance results. IEEE Trans Appl Supercon 13
(2):1550-1553.
doi:10.1109/TASC.2003.812771

Bascunan J, Hahn S, Park DK, Iwasa Y (2011)
A 1.3-GHz LTS/HTS NMR magnet - a
progress report. IEEE Trans Appl Supercon
21(3):2092-2095.
doi:10.1109/TASC.2010.2086995
Bascunan J, Hahn S, Lecrevisse T, Song JB,
Miyagi D, Iwasa Y (2016) An 800-MHz all-
REBCO insert for the 1.3-GHz LTS/HTS
NMR magnet program - a progress report.
IEEE Trans Appl Supercon 26(4).
doi:10.1109 /Tasc.2015.2512045
Yanagisawa Y, Piao R, Iguchi S, Nakagome H,
Takao T, Kominato K, Hamada M, Matsu-
moto S, Suematsu H, Jin X, Takahashi M,
Yamazaki T, Maeda H (2014) Operation of a
400 MHz NMR magnet using a (RE:Rare
Earth)Ba,CuzO7-x high-temperature super-
conducting coil: towards an ultra-compact
super-high field NMR spectrometer operated
beyond 1 GHz. ] Magn Reson 249:38—48.
doi:10.1016/j.jmr.2014.10.006

Scanlan RM, Malozemoff AP, Larbalestier
DC (2004) Superconducting materials for
large scale applications. Proc IEEE 92(10):
1639-1654.

doi:10.1109 /JPROC.2004.833673

Matsumoto S, Choi S, Kiyoshi T, Otsuka A,
Hamada M, Maeda H, Yanagisawa Y, Naka-
gome H, Suematsu H (2012) REBCO layer-
wound coil tests under electromagnetic forces
in an external magnetic field of up to 17.2 T.
IEEE Trans Appl Supercon 22(3).

doi:10.1109 /Tasc.2012.2185024


https://doi.org/10.1016/j.jmr.2015.04.009
https://doi.org/10.1006/jmre.2002.2559
https://doi.org/10.1016/j.jmr.2010.01.007
https://doi.org/10.1109/TASC.2009.2018269
https://doi.org/10.1021/ac504288u
https://doi.org/10.1002/anie.201410653
https://doi.org/10.1007/s10334-016-0561-4
https://doi.org/10.1007/s10334-016-0564-1
https://doi.org/10.1109/TASC.2003.812771
https://doi.org/10.1109/TASC.2010.2086995
https://doi.org/10.1109/Tasc.2015.2512045
https://doi.org/10.1016/j.jmr.2014.10.006
https://doi.org/10.1109/JPROC.2004.833673
https://doi.org/10.1109/Tasc.2012.2185024

26

16

17.

18.

19.

20.

21.

22.

23.

24.

Caitlin M. Quinn et al.

. Hazelton DW, Selvamanickam V, Duval JM,
Larbalestier DC, Markiewicz WD, Weijers
HW, Holtz RL (2009) Recent developments
in 2G HTS coil technology. IEEE Trans Appl
Supercon 19(3):2218-2222.
doi:10.1109/TASC.2009.2018791

Cheng MC, Yan BP, Lee KH, Ma QY, Yang
ES (2005) A high temperature superconduc-
tor tape RF receiver coil for a low field mag-
netic resonance-imaging system. Supercond
Sci Technol 18(8):1100-1105.
doi:10.1088,0953-2048,/18,/8,/013

Parizh M, Lvovsky Y, Sumption M (2017)
Conductors for commercial MRI magnets
beyond NbTi: requirements and challenges.
Supercond Sci Technol 30(1).
doi:10.1088,/0953-2048,/30,/1,/014007
Kajita K, Iguchi S, Xu Y, Nawa M, Hamada
M, Takao T, Nakagome H, Matsumoto S,
Nishijima G, Suematsu H, Takahashi M,
Yanagisawa Y (2016) Degradation of a
REBCO coil due to cleavage and peeling ori-
ginating from an electromagnetic force. IEEE
Trans Appl Supercon 26(4).

doi:10.1109 /Tasc.2016.2515564

Brittles GD, Mousavi T, Grovenor CRM,
Aksoy C, Speller SC (2015) Persistent current
joints between technological superconduc-
tors. Supercond Sci Technol 28(9).
doi:10.1088,/0953-2048 /28 /9 /093001

Roth G (2015) Ultra-high field magnets at
Bruker. In: Polenova T, Budinger TF (eds)
Ultrahigh field NMR and MRI: science at a
crossroads, Bethesda, MD

Nishijima G, Matsumoto S, Hashi K, Ohki S,
Goto A, Noguchi T, Iguchi S, Yanagisawa Y,
Takahashi M, Maeda H, Miki T, Saito K,
Tanaka R, Shimizu T (2016) Successful
upgrading of 920-MHz NMR superconduct-
ing magnet to 1020 MHz using Bi-2223
innermost coil. IEEE Trans Appl Supercon
26(3). doi:10.1109 /Tasc.2016.2524466

Hashi K, Deguchi K, Yamazaki T, Ohki S,
Matsumoto S, Nishijima G, Goto A, Yamada
K, Noguchi T, Sakai S, Takahashi M, Yanagi-
sawa Y, Iguchi S, Maeda H, Tanaka R,
Nemoto T, Suematsu H, To ], Torres J, Per-
vushin K, Shimizu T (2016) Efficiency of high
magnetic fields in solid-state NMR. Chem
Lett 45(2):209-210.
doi:10.1246,/c1.151063

Pandey MK, Zhang RC, Hashi K, Ohki S,
Nishijima G, Matsumoto S, Noguchi T, Degu-
chi K, Goto A, Shimizu T, Maeda H, Takahashi
M, Yanagisawa Y, Yamazaki T, Iguchi S,
Tanaka R, Nemoto T, Miyamoto T, Suematsu
H, Saito K, Miki T, Ramamoorthy A,
Nishiyama Y (2015) 1020 MHz single-
channel proton fast magic angle spinning

25.

26.

27.

28.

29.

30.

31.

32.

solid-state NMR spectroscopy. ] Magn Reson
261:1-5. doi:10.1016,/j.jmr.2015.10.003

Iguchi S, Piao R, Hamada M, Matsumoto S,
Suematsu H, Takao T, Saito AT, Li J, Naka-
gome H, Jin X, Takahashi M, Maeda H, Yana-
gisawa Y (2016) Advanced field shimming
technology to reduce the influence of a
screening current in a REBCO coil for a
high-resolution NMR magnet. Supercond
Sci Technol 29(4).
doi:10.1088,/0953-2048,/29 /4,/045013

Iguchi S, Yanagisawa Y, Takahashi M, Takao
T, Hashi K, Ohki S, Nishijima G, Matsumoto
S, Noguchi T, Tanaka R, Suematsu H, Saito
K, Shimizu T (2016) Shimming for the
1020 MHz LTS/Bi-2223 NMR magnet.
IEEE Trans Appl Supercon 26(4).

d0i:10.1109 /Tasc.2016.2519516

Otsuka A, Kiyoshi T, Matsumoto S, Komi-
nato K, Takeda M (2008) Field stability of a
600 MHz NMR magnet in the driven-mode
operation. IEEE Trans Appl Supercon 18
(2):852-855.

doi:10.1109 /TASC.2008.920558

Takahashi M, Ebisawa Y, Tennmei K, Yanagi-
sawa Y, Hosono M, Takasugi K, Hase T,
Miyazaki T, Fujito T, Nakagome H, Kiyoshi
T, Yamazaki T, Maeda H (2012) Towards a
beyond 1 GHz solid-state nuclear magnetic
resonance: external lock operation in an exter-
nal current mode for a 500 MHz nuclear
magnetic resonance. Rev Sci Instrum 83(10).
doi:10.1063/1.4757576

Matsumoto S, Kiyoshi T, Nishijima G, Hashi
K, Takahashi M, Noguchi T, Ohki S, Maeda
H, Shimizu T (2016) Equipment for power
outage in operation of driven-mode NMR
magnet. IEEE Trans Appl Supercon 26(4).
doi:10.1109 /Tasc.2016.2519515

Gavrilin AV, Weijers HW, et al (2016) Com-
prehensive modelling study of quench beha-
viour of the NHMFL 32 T all-
superconducting magnet system. Input data
and methodology aspects. In: The 5th inter-
national workshop on numerical modelling of
high temperature superconductors, Bologna,
Italy, 2016

Bai HY, Bird MD, Cantrell KR, Dixon IR,
Gavrilin AV (2009) Design of cryogenic sys-
tem for SCH magnets. IEEE Trans Appl
Supercon 19(3):1596-1599.

doi:10.1109 /TASC.2009.2018218

Choi YS, Kim DL, Painter TA, Markiewicz
WD, Lee BS, Yang HS, Yoo JS (2008)
Closed-loop cryogenic cooling for a 21 T
FT-ICR magnet system. IEEE Trans Appl
Supercon 18(2):1471-1474.
doi:10.1109/TASC.2008.922538


https://doi.org/10.1109/TASC.2009.2018791
https://doi.org/10.1088/0953-2048/18/8/013
https://doi.org/10.1088/0953-2048/30/1/014007
https://doi.org/10.1109/Tasc.2016.2515564
https://doi.org/10.1088/0953-2048/28/9/093001
https://doi.org/10.1109/Tasc.2016.2524466
https://doi.org/10.1246/cl.151063
https://doi.org/10.1016/j.jmr.2015.10.003
https://doi.org/10.1088/0953-2048/29/4/045013
https://doi.org/10.1109/Tasc.2016.2519516
https://doi.org/10.1109/TASC.2008.920558
https://doi.org/10.1063/1.4757576
https://doi.org/10.1109/Tasc.2016.2519515
https://doi.org/10.1109/TASC.2009.2018218
https://doi.org/10.1109/TASC.2008.922538

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

NMR of Macromolecular Assemblies at 1 GHz and Beyond 27

National High Field Magnet Laboratory
(2015) MagLab claims record with novel
superconducting magnet.  https://national
maglab.org/news-events,/news,/maglab-
claims-record-with-novel-superconducting-
magnet

Bird MD, Dixon IR, Toth J (2015) Large,
high-field magnet projects at the NHMFL.
IEEE Trans Appl Supercon 25(3):1-6

Toth J (2016) Resistive insert magnet designs
for the series-connected hybrids developed at
the NHMFL. IEEE Trans Appl Supercon 26
(4). doi:10.1109 /Tasc.2015.2510227

Hu JZ, Kwak JH, Yang Z, Wan X, Shaw LL
(2009) Direct observation of ion exchange in
mechanically activated LiH + MgB, system
using ultrahigh field nuclear magnetic reso-
nance spectroscopy. Appl Phys Lett 94
(14):1-3

Vijayakumar M, Kerisit S, Yang ZG, Graft GL,
Liu J, Sears JA, Burton SD, Rosso KM, Hu JZ
(2009) Combined °Li, “Li NMR and molec-
ular dynamics study of Li diffusion in
Li,TiO3. J Phys Chem C 113(46):
20108-20116

Kroeker S, Neuhoft PS, Stebbins JF (2001)
Enhanced resolution and quantitation from
‘ultrahigh’ field NMR spectroscopy of glasses.
J Non-Cryst Solids 293:440—445

Wu G (2016) Solid-state 7O NMR studies of
organic and biological molecules: recent
advances and future directions. Solid State
Nucl Magn Reson 73:1-14.
doi:10.1016/j.ssnmr.2015.11.001

Crewdson P, Bryce DL, Rominger F, Hof-
mann P (2008) Apphcatlon of ultrahlgh field
*Co solid-state NMR spectroscopy in the
investigation of the 1,2-polybutadiene cata-
lySt [CO(CgH]g)(C4H6)] AIlgCW Chem Int
Ed 47(18):3454-3457.

doi:10.1002 /anie.200705204

Ooms KJ, Terskikh VV, Wasyhshen RE
(2007)  Ultrahigh-field solid- statc *Co
NMR studles of Co(CngHn) and Co
(CsH;5)** salts. J Am Chem Soc 129(21):
6704-6705. doi:10.1021 /ja0710095

Greer BJ, Michaelis VK, Terskikh VV, Kroeker S
(2011) Reconnaissance of diverse structural and
electronic environments in germanium halides
by solid-state Ge NMR and quantum chemical
calculations. Can J Chem 89(9):1118-1129
Widdifield CM, Bryce DL (2010) Solid-state
(127)I NMR and GIPAW DFT study of metal
iodides and their hydrates: structure, symme-
try, and higher-order quadrupole-induced
effects. J Phys Chem A 114(40):
10810-10823. doi:10.1021 /jp108237x

44

45.

46.

47.

48.

49.

50.

51.

52.

53.

. Widdifield CM, Chapman RP, Bryce DL

(2009) Chlorine, bromine, and iodine solid-
state NMR spectroscopy. Annu Rep NMR
Spectrosc 66:195-326

Pandey A, Hashi K, Ohki S, Nishijima G,
Matsumoto S, Noguchi T, Deguchi K, Goto
A, Shimizu T, Maeda H, Takahashi M, Yana-
gisawa Y, Yamazaki T, Iguchi S, Tanaka R,
Nemoto T, Miyamoto T, Suematsu H, Saito
K, Miki T, Nishiyama Y (2016) 24 T high-
resolution and -sensitivity solid-state NMR
measurements of low- gamma_ half-integer
quadrupolar nuclei **Cl and ¥Cl. Anal Sci
32:1339-1345

Wong A, Poli F (2014) Solid-state 7O NMR
studies of biomolecules. Annu Rep NMR
Spectrosc 83:145-220

Gerothanassis IP (2010) Oxygen-17 NMR
spectroscopy: basic principles and applica-
tions. Part II. Prog Nucl Magn Reson Spec-
trosc 57(1):1-110.
doi:10.1016/j.pnmrs.2009.12.001

Young RP, Caulkins BG, Borchardt D, Bul-
loch DN, Larive CK, Dunn MF, Mueller L]
(2016) Solution-state 7O quadrupole
central-transition NMR spectroscopy in the
active site of tryptophan synthase. Angew
Chem Int Ed 55(4):1350-1354.
doi:10.1002 /anie.201508898

Sun SJ, Han Y, Paramasivam S, Yan S, Siglin
AE, Williams JC, Byeon IJL, Ahn J, Gronen-
born AM, Polenova T (2012) Solid-state
NMR spectroscopy of protein complexes.
Methods Mol Biol 831:303-331.
doi:10.1007 /978-1-61779-480-3_17

Igumenova TI, McDermott AE, Zilm KW,
Martin RW, Paulson EK, Wand AJ (2004)
Assignments of carbon NMR resonances for
microcrystalline ubiquitin. J Am Chem Soc
126(21):6720-6727.
doi:10.1021/ja0305470

Igumenova TI, Wand AJ, McDermott AE
(2004) Assignment of the backbone reso-
nances for microcrystalline ubiquitin. J Am
Chem Soc 126(16):5323-5331.

doi:10.1021 /ja030546w

Castellani F, van Rossum B, Dichl A, Schu-
bert M, Rehbein K, Oschkinat H (2002)
Structure of a protein determined by solid-
state magic-angle-spinning NMR spectros-
copy. Nature 420(6911):98-102.
doi:10.1038 /nature01070

Chevelkov V, van Rossum B]J, Castellani F,
Rehbein K, Diehl A, Hohwy M, Steucrna%cl
S, EngelkeF OschkmatH Reif B (2003)
detcctlon in MAS solid-state NMR spectros-
copy of biomacromolecules employing pulsed


https://nationalmaglab.org/news-events/news/maglab-claims-record-with-novel-superconducting-magnet
https://nationalmaglab.org/news-events/news/maglab-claims-record-with-novel-superconducting-magnet
https://nationalmaglab.org/news-events/news/maglab-claims-record-with-novel-superconducting-magnet
https://nationalmaglab.org/news-events/news/maglab-claims-record-with-novel-superconducting-magnet
https://doi.org/10.1109/Tasc.2015.2510227
https://doi.org/10.1016/j.ssnmr.2015.11.001
https://doi.org/10.1002/anie.200705204
https://doi.org/10.1021/ja0710095
https://doi.org/10.1021/jp108237x
https://doi.org/10.1016/j.pnmrs.2009.12.001
https://doi.org/10.1002/anie.201508898
https://doi.org/10.1007/978-1-61779-480-3_17
https://doi.org/10.1021/ja030547o
https://doi.org/10.1021/ja030546w
https://doi.org/10.1038/nature01070

28

54.

55.

56

57.

58.

59.

60.

61.

62.

63.

Caitlin M. Quinn et al.

field gradients for residual solvent suppres-
sion. ] Am Chem Soc 125(26):7788-7789.
doi:10.1021/ja029354b

Paulson EK, Morcombe CR, Gaponenko V,
Dancheck B, Byrd RA, Zilm KW (2003) Sen-
sitive high resolution inverse detection NMR
spectroscopy of proteins in the solid state. J
Am Chem Soc 125(51):15831-15836.
doi:10.1021 /ja037315+

Chevelkov V, Rehbein K, Diehl A, Reif B
(2006) Ultrahigh resolution in proton solid-
state NMR spectroscopy at high levels of deu-
teration. Angew Chem Int Ed 45(23):
3878-3881. doi:10.1002 /anie.200600328

. Lewandowski JR, Dumez JN, Akbey U,

Lange S, Emsley L, Oschkinat H (2011)
Enhanced resolution and coherence lifetimes
in the solid-state NMR spectroscopy of per-
deuterated proteins under ultrafast magic-
angle spinning. J Phys Chem Lett 2(17):
2205-2211. doi:10.1021 /jz200844n
Andreas LB, Jaudzems K, Stanek J, Lalli D,
Bertarello A, Le Marchand T, Cala-De Paepe
D, Kotelovica S, Akopjana I, Knott B, Wegner
S, Engelke F, Lesage A, Emsley L, Tars K,
Herrmann T, Pintacuda G (2016) Structure
of fully protonated proteins by proton-
detected magic-angle spinning NMR. Proc
Natl Acad Sci USA 113(33):9187-9192.
doi:10.1073 /pnas.1602248113

Felli IC, Brutscher B (2009) Recent advances
in solution NMR: fast methods and hetero-
nuclear direct detection. ChemPhysChem 10
(9-10):1356-1368.

doi:10.1002 /cphc.200900133

Takeuchi K, Gal M, Shimada I, Wagner G
(2012) Low-gamma nuclei detection experi-
ments for biomolecular NMR, Chapter 2. In:
Clore M, Potts J (eds) Recent developments
in biomolecular NMR, vol 25. Royal Society
of Chemistry, Cambridge, pp 25-52.
doi:10.1039,/9781849735391-00025

Felli IC, Gonnelli L, Pierattelli R (2014) In-cell
13C NMR spectroscopy for the study of intrinsi-
cally disordered proteins. Nat Protoc 9(9):
2005-2016. doi:10.1038 /nprot.2014.124

Felli IC, Pierattelli R (2014) Novel methods
based on '*C detection to study intrinsically
disordered proteins. ] Magn Reson 241:
115-125. d0i:10.1016/§.jmr.2013.10.020
Takeuchi K, Arthanari H, Imai MK, Wagner
G, Shimada I (2016) Nitrogen-detected
TROSY yields comparable sensitivity to
proton-detected TROSY for non-deuterated,
large proteins under physiological salt condi-
tions. ] Biomol NMR 64(2):143-151.
doi:10.1007,/s10858-016-0015-3
Barbet-Massin E, Pell AJ, Retel JS, Andreas
LB, Jaudzems K, Franks WT, Nieuwkoop AJ,

64.

65.

66.

67.

68.

69.

70.

Hiller M, Higman V, Guerry D, Bertarello A,
Knight MJ, Felletti M, Le Marchand T, Kote-
lovica S, Akopjana I, Tars K, Stoppini M, Bel-
lotti V, Bolognesi M, Ricagno S, Chou JJ,
Griffin RG, Oschkinat H, Lesage A, Emsley
L, Herrmann T, Pintacuda G (2014) Rapid
proton-detected NMR assignment for pro-
teins with fast magic angle spinning. ] Am
Chem Soc 136(35):12489-12497.
doi:10.1021/ja507382j

Sperling LJ, Nieuwkoop AJ, Lipton AS, Bert-
hold DA, Rienstra CM (2010) High resolu-
tion NMR spectroscopy of nanocrystalline
proteins at ultra-high magnetic field. ] Biomol
NMR 46(2):149-155.
doi:10.1007,/s10858-009-9389-9

Marchetti A, Jehle S, Felletti M, Knight M]J,
Wang Y, Xu ZQ, Park AY, Otting G, Lesage
A, Emsley L, Dixon NE, Pintacuda G (2012)
Backbone assignment of fully protonated
solid proteins by 'H detection and ultrafast
magic-angle-spinning  NMR  spectroscopy.
Angew Chem Int Ed 51(43):10756-10759.
doi:10.1002 /anie.201203124

Medeiros-Silva J, Mance D, Daniéls M, Jekh-
mane S, Houben K, Baldus M, Weingarth M
(2016) "H-detected solid-state NMR studies
of water-inaccessible proteins in vitro and
in situ. Angew Chem Int Ed 55(43):
13606-13610. doi:10.1002 /anie.201606594

Stanek ], Andreas LB, Jaudzems K, Cala D,
Lalli D, Bertarello A, Schubeis T, Akopjana I,
Kotelovica S, Tars K, Pica A, Leone S, Picone
D, Xu ZQ, Dixon NE, Martinez D, Berbon
M, El Mammeri N, Noubhani A, Saupe S,
Habenstein B, Loquet A, Pintacuda G
(2016) NMR spectroscopic assignment of
backbone and side-chain protons in fully pro-
tonated proteins: microcrystals, sedimented
assemblies, and amyloid fibrils. Angew Chem
Int Ed 55(50):15503-15509.

doi:10.1002 /anie.201607084

Hyberts SG, Arthanari H, Wagner G (2012)
Applications of non-uniform sampling and
processing. Top Curr Chem 316:125-148.
doi:10.1007,/128_2011_187

Rovnyak D, Sarcone M, Jiang Z (2011) Sen-
sitivity enhancement for maximally resolved
two-dimensional NMR by nonuniform sam-
pling. Magn Reson Chem 49(8):483—491.
d0i:10.1002 /mrc.2775

Paramasivam S, Suiter CL, Hou GJ, Sun §J,
Palmer M, Hoch JC, Rovnyak D, Polenova T
(2012) Enhanced sensitivity by nonuniform
sampling enables multidimensional MAS
NMR spectroscopy of protein assemblies.
J Phys Chem B 116(25):7416-7427.
doi:10.1021/jp3032786


https://doi.org/10.1021/ja029354b
https://doi.org/10.1021/ja037315+
https://doi.org/10.1002/anie.200600328
https://doi.org/10.1021/jz200844n
https://doi.org/10.1073/pnas.1602248113
https://doi.org/10.1002/cphc.200900133
https://doi.org/10.1039/9781849735391-00025
https://doi.org/10.1038/nprot.2014.124
https://doi.org/10.1016/j.jmr.2013.10.020
https://doi.org/10.1007/s10858-016-0015-3
https://doi.org/10.1021/ja507382j
https://doi.org/10.1007/s10858-009-9389-9
https://doi.org/10.1002/anie.201203124
https://doi.org/10.1002/anie.201606594
https://doi.org/10.1002/anie.201607084
https://doi.org/10.1007/128_2011_187
https://doi.org/10.1002/mrc.2775
https://doi.org/10.1021/jp3032786

71.

72.

73.

74.

75.

76.

77.

78.

79.

80

NMR of Macromolecular Assemblies at 1 GHz and Beyond 29

Suiter CL, Paramasivam S, Hou G, Sun S, Rice
D, Hoch JC, Rovnyak D, Polenova T (2014)
Sensitivity gains, linearity, and spectral repro-
ducibility in nonuniformly sampled multidi-
mensional MAS NMR spectra of high
dynamic range. ] Biomol NMR 59(2):57-73.
doi:10.1007 /s10858-014-9824-4

Palmer MR, Suiter CL, Henry GE, Rovnyak J,
Hoch JC, Polenova T, Rovnyak D (2015)
Sensitivity of nonuniform sampling NMR. |
Phys Chem B 119(22):6502-6515.
doi:10.1021/jp5126415

Rovnyak D, Hoch ], Stern A, Wagner G
(2004) Resolution and sensitivity of high
field nuclear magnetic resonance spectros-
copy. ] Biomol NMR 30(1):1-10. doi:
10.1023 /B:JNMR.0000042946.04002.19
Hyberts SG, Heffron GJ, Tarragona NG,
Solanky K, Edmonds KA, Luithardt H, Fejzo
J, Chorev M, Aktas H, Colson K, Falchuk
KH, Halperin JA, Wagner G (2007)
Ultrahigh-resolution "H-'*C HSQC spectra
of metabolite mixtures using nonlinear sam-
pling and forward maximum entropy recon-
struction. ] Am Chem Soc 129(16):
5108-5116. doi:10.1021/ja068541x

Kazimierczuk K, Stanek J, Zawadzka-
Kazimierczuk A, Kozminski W (2013) High-
dimensional NMR spectra for structural stud-
ies of biomolecules. ChemPhysChem 14(13):
3015-3025. doi:10.1002 /cphc.201300277

Roche J, Ying J, Maltsev AS, Bax A (2013)
Impact of hydrostatic pressure on an intrinsi-
cally disordered protein: a high-pressure
NMR study of alpha-synuclein. ChemBio-
Chem 14(14):1754-1761.

doi:10.1002 /cbic.201300244

Marion D (2010) Combining methods for
speeding up multi-dimensional acquisition.
Sparse sampling and fast pulsing methods for
unfolded proteins. J Magn Reson 206(1):
81-87. doi:10.1016,/5.jmr.2010.06.007

Sakakibara D, Sasaki A, Tkeya T, Hamatsu J,
Hanashima T, Mishima M, Yoshimasu M,
Hayashi N, Mikawa T, Walchli M, Smith
BO, Shirakawa M, Guntert P, Ito Y (2009)
Protein structure determination in living cells
by in-cell NMR spectroscopy. Nature 458
(7234):102-105. doi:10.1038 /nature07814
Hoch JC, Maciejewski MW, Mobli M, Schuy-
ler AD, Stern AS (2014) Nonuniform sam-
pling and maximum entropy reconstruction
in multidimensional NMR. Acc Chem Res
47(2):708-717. d0i:10.1021 /ar400244v

. Rovnyak D, Filip C, Itin B, Stern AS, Wagner

G, Griffin RG, Hoch JC (2003) Multiple-
quantum magic-angle spinning spectroscopy
using nonlinear sampling. ] Magn Reson 161
(1):43-55

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

Shi C, Fricke P, Lin L, Chevelkov V, Weg-
stroth M, Giller K, Becker S, Thanbichler M,
Lange A (2015) Atomic-resolution structure
of cytoskeletal bactofilin by solid-state NMR.
Sci Adv 1(11):¢1501087.
doi:10.1126/sciadv.1501087

Huber M, Hiller S, Schanda P, Ernst M,
Bockmann A, Verel R, Meier BH (2011) A
proton-detected 4D solid-state NMR experi-
ment for protein structure determination.
ChemPhysChem 12(5):915-918.
doi:10.1002 /cphc.201100062

Linser R, Bardiaux B, Andreas LB, Hyberts
SG, Morris VK, Pintacuda G, Sunde M, Kwan
AH, Wagner G (2014) Solid-state NMR
structure  determination from diagonal-
compensated, sparsely nonuniform-sampled
4D proton-proton restraints. ] Am Chem
Soc 136(31):11002-11010.

doi:10.1021 /ja504603g

LeMaster DM, Kushlan DM (1996) Dynami-
cal mapping of E-coli thioredoxin via '*C
NMR relaxation analysis. ] Am Chem Soc
118(39):9255-9264.
doi:10.1021/Ja960877r

Higman VA, Flinders J, Hiller M, Jehle S,
Markovic S, Fiedler S, van Rossum B]J, Osch-
kinat H (2009) Assigning large proteins in the
solid state: a MAS NMR resonance assignment
strategy using sclectively and extensively **C-
labelled proteins. J Biomol NMR 44(4):
245-260. doi:10.1007/s10858-009-9338-7

Hong M (1999) Determination of multiple
phi-torsion angles in proteins by selective and
extensive **C labeling and two-dimensional
solid-state  NMR. ] Magn Reson 139
(2):389—-401. doi:10.1006/jmre.1999.1805

Lian LY, Middleton DA (2001) Labelling
approaches for protein structural studies by
solution-state and solid-state NMR. Prog
Nucl Magn Reson Spectrosc 39(3):171-190.
doi:10.1016,/50079-6565(01)00034-6
Asami S, Schmieder P, Reif B (2010) High
resolution 'H-detected solid-state  NMR
spectroscopy of protein aliphatic resonances:
access to tertiary structure information. J Am
Chem Soc 132(43):15133-15135.
doi:10.1021/ja106170h

Gardner KH, Rosen MK, Kay LE (1997)
Global folds of highly deuterated, methyl-
protonated proteins by multidimensional
NMR. Biochemistry 36(6):1389-1401.
doi:10.1021,/Bi9624806

Goto NK, Gardner KH, Mueller GA, Willis
RC, Kay LE (1999) A robust and cost-eftec-
tive method for the production of Val, Leu,
Ile (81) methyl-protonated '°N-, 13C-, *H-
labeled proteins. J Biomol NMR 13(4):
369-374. doi:10.1023 /A:1008393201236


https://doi.org/10.1007/s10858-014-9824-4
https://doi.org/10.1021/jp5126415
https://doi.org/10.1023/B:JNMR.0000042946.04002.19
https://doi.org/10.1021/ja068541x
https://doi.org/10.1002/cphc.201300277
https://doi.org/10.1002/cbic.201300244
https://doi.org/10.1016/j.jmr.2010.06.007
https://doi.org/10.1038/nature07814
https://doi.org/10.1021/ar400244v
https://doi.org/10.1126/sciadv.1501087
https://doi.org/10.1002/cphc.201100062
https://doi.org/10.1021/ja504603g
https://doi.org/10.1021/Ja960877r
https://doi.org/10.1007/s10858-009-9338-7
https://doi.org/10.1006/jmre.1999.1805
https://doi.org/10.1016/S0079-6565(01)00034-6
https://doi.org/10.1021/ja106170h
https://doi.org/10.1021/Bi9624806
https://doi.org/10.1023/A:1008393201236

30

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.

Caitlin M. Quinn et al.

Gans P, Hamelin O, Sounier R, Ayala I, Dura
MA, Amero CD, Noirclerc-Savoye M, Fran-
zetti B, Plevin MJ, Boisbouvier J (2010) Ste-
reospecific isotopic labeling of methyl groups
for NMR spectroscopic studies of high-
molecular-weight proteins. Angew Chem Int
Ed 49(11):1958-1962.

doi:10.1002 /anie.200905660

Zhang H, van Ingen H (2016) Isotope-
labeling strategies for solution NMR studies
of macromolecular assemblies. Curr Opin
Struct Biol 38:75-82.
doi:10.1016/j.sb1.2016.05.008

Tugarinov V, Kanelis V, Kay LE (2006) Iso-
tope labeling strategies for the study of high-
molecular-weight proteins by solution NMR
spectroscopy. Nat Protoc 1(2):749-754.
doi:10.1038 /nprot.2006.101

Kainosho M, Torizawa T, Iwashita Y, Terau-
chi T, Mei Ono A, Guntert P (2006) Optimal
isotope labelling for NMR protein structure
determinations. Nature 440(7080):52-57.
doi:10.1038 /nature04525

Salzmann M, Pervushin K, Wider G, Senn H,
Wauthrich K (2000) NMR assignment and
secondary structure determination of an octa-
meric 110 kDa protein using TROSY in triple
resonance experiments. J] Am Chem Soc 122
(31):7543-7548. doi:10.1021,/Ja0003268

Pervushin K, Riek R, Wider G, Wuthrich K
(1997) Attenuated T, relaxation by mutual
cancellation of dipole-dipole coupling and
chemical shift anisotropy indicates an avenue
to NMR structures of very large biological
macromolecules in solution. Proc Natl Acad
Sci USA 94(23):12366-12371.
doi:10.1073/Pnas.94.23.12366

Skinner AL, Laurence JS (2008) High-field
solution NMR spectroscopy as a tool for
assessing protein interactions with small
molecule ligands. ] Pharm Sci 97(11):
4670-4695. doi:10.1002 /jps.21378
Wuthrich K (1998) The second decade - into
the third millennium. Nat Struct Biol 5:
492-495. doi:10.1038 /728

Takeuchi K, Arthanari H, Shimada I, Wagner G
(2015) Nitrogen detected TROSY at high field
yields high resolution and sensitivity for protein
NMR. ] Biomol NMR 63(4):323-331.
doi:10.1007 /510858-015-9991-y

Yoshimura Y, Oktaviani NA, Yonezawa K,
Kamikubo H, Mulder FA (2017) Unambigu-
ous determination of protein arginine ioniza-
tion states in solution by NMR spectroscopy.
Angew Chem Int Ed 56(1):239-242.
doi:10.1002 /anic.201609605

Yuwen T, Skrynnikov NR (2014) CP-
HISQC: a better version of HSQC experi-
ment for intrinsically disordered proteins

102.

103.

104.

105.

106.

107.

108.

109.

110.

under physiological conditions. ] Biomol
NMR 58(3):175-192.
doi:10.1007,/s10858-014-9815-5

Lopez ], Schneider R, Cantrelle FX, Huvent
I, Lippens G (2016) Studying intrinsically
disordered proteins under true in vivo condi-
tions by combined cross-polarization and
carbonyl-detection =~ NMR  spectroscopy.
Angew Chem Int Ed 55(26):7418-7422.
doi:10.1002 /anie.201601850

Zhou DH, Shea JJ, Nieuwkoop AJ, Franks
WT, Wylie BJ, Mullen C, Sandoz D, Rienstra
CM (2007) Solid-state protein-structure
determination with proton-detected triple-
resonance 3D magic-angle-spinning NMR
spectroscopy. Angew Chem Int Ed 46(44):
8380-8383. doi:10.1002 /anie.200702905

Zhou DH, Nieuwkoop AJ, Berthold DA,
Comellas G, Sperling L], Tang M, Shah GJ,
Brea EJ, Lemkau LR, Rienstra CM (2012)
Solid-state NMR analysis of membrane pro-
teins and protein aggregates by proton
detected spectroscopy. ] Biomol NMR 54
(3):291-305.
doi:10.1007,/s10858-012-9672-z

Verel R, Ernst M, Meier BH (2001 ) Adiabatic
dipolar recoupling in solid-state NMR: the
DREAM scheme. ] Magn Reson 150
(1):81-99. d0i:10.1006/jmre.2001.2310

Barbet-Massin E, Pell AJ, Jaudzems K, Franks
WT, Retel JS, Kotelovica S, Akopjana I, Tars
K, Emsley L, Oschkinat H, Lesage A, Pinta-
cuda G (2013) Out-and-back '3C-'3C scalar
transfers in protein resonance assignment by
proton-detected solid-state  NMR under
ultra-fast MAS. ] Biomol NMR 56(4):
379-386. doi:10.1007 /5s10858-013-9757-3

Asami S, Reif B (2012) Assignment strategies
for aliphatic protons in the solid-state in ran-
domly protonated proteins. ] Biomol NMR
52(1):31-39.
doi:10.1007/s10858-011-9591-4

Hennig M, Bermel W, Schwalbe H, Grie-
singer C (2000) Determination of psi torsion
angle restraints from (3)J(Ca,Ca) and 3J(Ca,
HN) coupling constants in proteins. ] Am
Chem Soc 122(26):6268-6277.
doi:10.1021,/JA9928834

Andreas LB, Le Marchand T, Jaudzems K,
Pintacuda G (2015) High-resolution
proton-detected NMR of proteins at very
fast MAS. J Magn Reson 253:36—49.
doi:10.1016/j.jmr.2015.01.003

Lange A, Luca S, Baldus M (2002) Structural
constraints from proton-mediated rare-spin
correlation spectroscopy in rotating solids. J
Am Chem Soc 124(33):9704-9705.
doi:10.1021/ja026691b


https://doi.org/10.1002/anie.200905660
https://doi.org/10.1016/j.sbi.2016.05.008
https://doi.org/10.1038/nprot.2006.101
https://doi.org/10.1038/nature04525
https://doi.org/10.1021/Ja0003268
https://doi.org/10.1073/Pnas.94.23.12366
https://doi.org/10.1002/jps.21378
https://doi.org/10.1038/728
https://doi.org/10.1007/s10858-015-9991-y
https://doi.org/10.1002/anie.201609605
https://doi.org/10.1007/s10858-014-9815-5
https://doi.org/10.1002/anie.201601850
https://doi.org/10.1002/anie.200702905
https://doi.org/10.1007/s10858-012-9672-z
https://doi.org/10.1006/jmre.2001.2310
https://doi.org/10.1007/s10858-013-9757-3
https://doi.org/10.1007/s10858-011-9591-4
https://doi.org/10.1021/JA9928834
https://doi.org/10.1016/j.jmr.2015.01.003
https://doi.org/10.1021/ja026691b

111.

112.

113.

114.

115.

116.

117.

118.

119.

NMR of Macromolecular Assemblies at 1 GHz and Beyond 31

Reif B, van Rossum BJ, Castellani F, Rehbein
K, Diehl A, Oschkinat H (2003) Characteri-
zation of 1H—H distances in a uniformly
2H,'*N-labeled SH3 domain by MAS solid-
state NMR spectroscopy. ] Am Chem Soc 125
(6):1488-1489. doi:10.1021 /ja0283697

Linser R, Bardiaux B, Higman V, Fink U, Reif
B (2011) Structure calculation from unam-
biguous long-range amide and methyl
'H-'H distance restraints for a microcrystal-
line protein with MAS solid-state NMR spec-
troscopy. J Am Chem Soc 133(15):
5905-5912. doi:10.1021/ja110222h

Paulson EK, Morcombe CR, Gaponenko V;
Dancheck B, Byrd RA, Zilm KW (2003)
High-sensitivity — observation of dipolar
exchange and NOEs between exchangeable
protons in proteins by 3D solid-state NMR
spectroscopy. ] Am Chem Soc 125(47):
14222-14223. doi:10.1021/ja03755%u

Knight MJ, Webber AL, Pell AJ, Guerry D,
Barbet-Massin E, Bertini I, Felli IC, Gonnelli
L, Dierattelli R, Emsley L, Lesage A, Herr-
mann T, Pintacuda G (2011) Fast resonance
assignment and fold determination of human
superoxide dismutase by high-resolution
proton-detected solid-state MAS NMR spec-
troscopy. Angew Chem Int Ed 50(49):
11697-11701.

doi:10.1002 /anie.201106340

Andreas LB, Reese M, Eddy MT, Gelev V, Ni
QZ, Miller EA, Emsley L, Pintacuda G, Chou
JJ, Griffin RG (2015) Structure and mecha-
nism of the influenza A M2(18-60) dimer of
dimers. J Am  Chem Soc 137
(47):14877-14886.

doi:10.1021 /jacs.5604802

Sharma Y, Kwon OY, Brooks B, Tjandra N
(2002) An ab initio study of amide proton
shift tensor dependence on local protein
structure. ] Am Chem Soc 124(2):327-335.
doi:10.1021/j2a016859d

Wu G, Freure CJ, Verdurand E (1998) Pro-
ton chemical shift tensors and hydrogen bond
geometry: a '"H—?H dipolar NMR study of
the water molecule in crystalline hydrates. J
Am Chem Soc 120(50):13187-13193.
doi:10.1021 /52983126t

Brouwer DH, Ripmeester JA (2007)
Symmetry-based recoupling of proton chem-
ical shift anisotropies in ultrahigh-field solid-
state NMR. ] Magn Reson 185(1):173-178.
doi:10.1016/j.jmr.2006.12.003

Duma L, Abergel D, Tekely P, Bodenhausen
G (2008) Proton chemical shift anisotropy
measurements of hydrogen-bonded func-
tional groups by fast magic-angle spinning

120.

121.

122.

123.

124.

125.

126.

127.

128.

solid-state NMR spectroscopy. Chem Com-
mun 20:2361-2363.
doi:10.1039,/b801154k

Hou G, Paramasivam S, Yan S, Polenova T,
Vega AJ (2013) Multidimensional magic
angle spinning NMR spectroscopy for site-
resolved measurement of proton chemical
shift anisotropy in biological solids. ] Am
Chem Soc 135(4):1358-1368.
doi:10.1021/ja3084972

Hou G, Gupta R, Polenova T, Vega AJ
(2014) A magic-angle spinning NMR
method for the site-specific measurement of
proton chemical-shift anisotropy in biological
and organic solids. Isr J Chem 54
(1-2):171-183.

doi:10.1002 /ijch.201300099

Loth K, Pelupessy P, Bodenhausen G (2005)
Chemical shift anisotropy tensors of carbonyl,
nitrogen, and amide proton nuclei in proteins
through cross-correlated relaxation in NMR
spectroscopy. J Am Chem Soc 127
(16):6062-6068. doi:10.1021 /ja0428630

Yao L, Grishaev A, Cornilescu G, Bax A
(2010) The impact of hydrogen bonding on
amide H chemical shift anisotropy studied by
cross-correlated relaxation and liquid crystal
NMR spectroscopy. ] Am Chem Soc 132
(31):10866-10875. doi:10.1021/ja103629¢

Cornilescu G, Bax A (2000) Measurement of
proton, nitrogen, and carbonyl chemical
shielding anisotropies in a protein dissolved
in a dilute liquid crystalline phase. ] Am Chem
Soc 122(41):10143-10154.

doi:10.1021 /720016194

Goldman M (1984) Interference effects in the
relaxation of a pair of unlike spin-1/2 nuclei. J
Magn Reson 60(3):437-452.
doi:10.1016,/0022-2364(84)90055-6

Lewandowski JR (2013) Advances in solid-
state relaxation methodology for probing
site-specific protein dynamics. Acc Chem Res
46(9):2018-2027. doi:10.1021/ar300334g

Tollinger M, Sivertsen AC, Meier BH, Ernst
M, Schanda P (2012) Site-resolved measure-
ment of microsecond-to-millisecond
conformational-exchange processes in pro-
teins by solid-state NMR spectroscopy. ] Am
Chem Soc 134(36):14800-14807.
doi:10.1021 /52303591y

Knight MJ, Pell AJ, Bertini I, Felli IC, Gon-
nelli L, Pierattelli R, Herrmann T, Emsley L,
Pintacuda G (2012) Structure and backbone
dynamics of a microcrystalline metalloprotein
by solid-state NMR. Proc Natl Acad Sci USA
109(28):11095-11100.

doi:10.1073 /pnas.1204515109


https://doi.org/10.1021/ja0283697
https://doi.org/10.1021/ja110222h
https://doi.org/10.1021/ja037559u
https://doi.org/10.1002/anie.201106340
https://doi.org/10.1021/jacs.5604802
https://doi.org/10.1021/ja016859d
https://doi.org/10.1021/ja983126t
https://doi.org/10.1016/j.jmr.2006.12.003
https://doi.org/10.1039/b801154k
https://doi.org/10.1021/ja3084972
https://doi.org/10.1002/ijch.201300099
https://doi.org/10.1021/ja042863o
https://doi.org/10.1021/ja103629e
https://doi.org/10.1021/ja0016194
https://doi.org/10.1016/0022-2364(84)90055-6
https://doi.org/10.1021/ar300334g
https://doi.org/10.1021/ja303591y
https://doi.org/10.1073/pnas.1204515109

32

129.

130.

131.

132.

133.

134.

135.

136.

137.

138.

139.

Caitlin M. Quinn et al.

Ma PX, Haller JD, Zajakala J, Macek P, Sivert-
sen AC, Willbold D, Boisbouvier J, Schanda P
(2014) Probing transient conformational
states of proteins by solid-state R;, relaxa-
tion-dispersion NMR spectroscopy. Angew
Chem Int Ed 53(17):4312-4317.
doi:10.1002 /anie.201311275

Lewandowski JR, Sass HJ, Grzesick S, Black-
ledge M, Emsley L (2011) Site-specific mea-
surement of slow motions in proteins. ] Am
Chem Soc 133(42):16762-16765.
doi:10.1021/ja206815h

Lewandowski JR, Sein J, Sass HJ, Grzesiek S,
Blackledge M, Emsley L (2010) Measure-
ment of site-specific "*C spin-lattice relaxa-
tion in a crystalline protein. ] Am Chem Soc
132(24):8252-8254.
doi:10.1021/ja102744b

Schanda P, Meier BH, Ernst M (2010) Quan-
titative analysis of protein backbone dynamics
in microcrystalline ubiquitin by solid-state
NMR spectroscopy. ] Am Chem Soc 132
(45):15957-15967. d0i:10.1021 /jal00726a

Dannatt HRW, Felletti M, Jehle S, Wang Y,
Emsley L, Dixon NE, Lesage A, Pintacuda G
(2016) Weak and transient protein interac-
tions determined by solid-state NMR.
Angew Chem Int Ed 55(23):6637-6640.
doi:10.1002 /anie.201511609

Ishima R (2014) A probe to monitor perfor-
mance of N-15 longitudinal relaxation experi-
ments for proteins in solution. ] Biomol
NMR 58(2):113-122.
doi:10.1007,/s10858-013-9809-8

Su XC, Otting G (2010) Paramagnetic label-
ling of proteins and oligonucleotides for
NMR. J Biomol NMR 46(1):101-112.
doi:10.1007,/s10858-009-9331-1

Otting G (2010) Protein NMR using paramag-
netic ions. Annu Rev Biophys 39:387—405.
doi:10.1146 /annurev.biophys.093008.131321
Balayssac S, Bertini I, Lelli M, Luchinat C,
Maletta M (2007) Paramagnetic ions provide
structural restraints in solid-state NMR of
proteins. J Am Chem Soc 129(8):
2218-2219. doi:10.1021 /ja068105a
Jahnke W (2002) Spin labels as a tool to
identify and characterize protein-ligand inter-
actions by NMR spectroscopy. Chembiochem
3(2-3):167-173.
doi:10.1002/1439-7633(20020301)3:2/
3<167::Aid-Cbicl67>3.0.Co;2-S

Banci L, Bertini I, Luchinat C; Mori M
(2010) NMR in structural proteomics and
beyond. Prog Nucl Magn Reson Spectrosc
56(3):247-266.
doi:10.1016/j.pnmrs.2009.12.003

140.

141.

142.

143.

144.

145

146.

147.

148.

149.

150.

Bertini I, Bhaumik A, De Paepe G, Griffin
RG, Lelli M, Lewandowski JR, Luchinat C
(2010) High-resolution solid-state NMR
structure of a 17.6 kDa protein. ] Am Chem
Soc 132(3):1032-1040.
doi:10.1021/ja906426p

Sengupta I, Nadaud PS, Helmus JJ, Schwi-
eters CD, Jaroniec CP (2012) Protein fold
determined by paramagnetic magic-angle
spinning solid-state NMR spectroscopy. Nat
Chem 4(5):410-417.

doi:10.1038 /NCHEM.1299

Bertini I, Emsley L, Lelli M, Luchinat C, Mao
J, Pintacuda G (2010) Ultrafast MAS solid-
state. NMR permits extensive 13C and 'H
detection in paramagnetic metalloproteins. J
Am Chem Soc 132(16):5558-5559.
doi:10.1021/ja100398q

Knight MJ, Felli IC, Pierattelli R, Emsley L,
Pintacuda G (2013) Magic angle spinning
NMR of paramagnetic proteins. Acc Chem
Res 46(9):2108-2116.

doi:10.1021 /ar300349y

Knight MJ, Felli IC, Pierattelli R, Bertini I,
Emsley L, Herrmann T, Pintacuda G (2012)
Rapid measurement of pseudocontact shifts
in metalloproteins by proton-detected solid-
state NMR spectroscopy. ] Am Chem Soc 134
(36):14730-14733. doi:10.1021/j2a306813j

. Rovo P, Grohe K, Giller K, Becker S, Linser R

(2015) Proton transverse relaxation as a sen-
sitive probe for structure determination in
solid proteins. ChemPhysChem 16(18):
3791-3796. d0i:10.1002 /cphc.201500799

Ashbrook SE (2009) Recent advances in
solid-state NMR spectroscopy of quadrupolar
nuclei. Phys Chem Chem Phys 11
(32):6892-6905. doi:10.1039 /b90718 3k
Frydman L, Harwood JS (1995) Isotropic
spectra of half-integer quadrupolar spins
from bidimensional magic-angle spinning
NMR. J Am Chem Soc 117(19):
5367-5368. doi:10.1021 /ja00124a023
Wang SH, De Paul SM, Bull LM (1997)
High-resolution heteronuclear correlation
between quadrupolar and spin-1/2 nuclei
using multiple-quantum magic-angle
spinning. ] Magn Reson 125(2):364-368.
doi:10.1006/jmre.1997.1137

Gan Z (2000) Isotropic NMR spectra of half-
integer quadrupolar nuclei using satellite
transitions and magic-angle spinning. ] Am
Chem Soc 122(13):3242-3243.

doi:10.1021 /529939791

Thrippleton MJ, Ball TJ, Steuernagel S, Ash-
brook SE, Wimperis S (2006) STARTMAS: a
MAS-based method for acquiring isotropic
NMR spectra of spin I = 3/2 nuclei in real


https://doi.org/10.1002/anie.201311275
https://doi.org/10.1021/ja206815h
https://doi.org/10.1021/ja102744b
https://doi.org/10.1021/ja100726a
https://doi.org/10.1002/anie.201511609
https://doi.org/10.1007/s10858-013-9809-8
https://doi.org/10.1007/s10858-009-9331-1
https://doi.org/10.1146/annurev.biophys.093008.131321
https://doi.org/10.1021/ja068105a
https://doi.org/10.1002/1439-7633(20020301)3:2/33.0.Co;2-S
https://doi.org/10.1002/1439-7633(20020301)3:2/33.0.Co;2-S
https://doi.org/10.1002/1439-7633(20020301)3:2/33.0.Co;2-S
https://doi.org/10.1002/1439-7633(20020301)3:2/33.0.Co;2-S
https://doi.org/10.1016/j.pnmrs.2009.12.003
https://doi.org/10.1021/ja906426p
https://doi.org/10.1038/NCHEM.1299
https://doi.org/10.1021/ja100398q
https://doi.org/10.1021/ar300349y
https://doi.org/10.1021/ja306813j
https://doi.org/10.1002/cphc.201500799
https://doi.org/10.1039/b907183k
https://doi.org/10.1021/ja00124a023
https://doi.org/10.1006/jmre.1997.1137
https://doi.org/10.1021/ja9939791

151.

152.

153.

154.

155.

156.

157.

158.

159.

160.

161.

162.

NMR of Macromolecular Assemblies at 1 GHz and Beyond

time. Chem Phys Lett 431(4-6):390-396.
doi:10.1016/j.cplett.2006.09.075

Meiboom S, Gill D (1958) Modified spin-
echo method for measuring nuclear relaxation
times. Rev Sci Instrum 29(8):688-691.
doi:10.1063,/1.1716296

Carr HY, Purcell EM (1954) Eftects of diffu-
sion on free precession in nuclear magnetic
resonance experiments. Phys Rev 94(3):
630-638. doi:10.1103 /PhysRev.94.630

Kupce E, Freeman R (1995) Adiabatic pulses
for wide-band inversion and broad-band
decoupling. J Magn Reson A 115(2):
273-276. doi:10.1006,/Jmra.1995.1179
O’Dell LA, Rossini AJ, Schurko RW (2009)
Acquisition of ultra-wideline NMR spectra
from quadrupolar nuclei by frequency
stepped WURST-QCPMG. Chem Phys Lett
468(4-6):330-335.
doi:10.1016/j.cplett.2008.12.044

O’Dell LA, Schurko RW (2008) QCPMG
using adiabatic pulses for faster acquisition
of ultra-wideline NMR spectra. Chem Phys
Lett 464(1-3):97-102.
doi:10.1016/j.cplett.2008.08.095

Palmer AG, Williams J, McDermott A (1996)
Nuclear magnetic resonance studies of bio-
polymer dynamics. ] Phys Chem A 100(31):
13293-13310. doi:10.1021 /jp9606117

Wu G (2016) An approximate analytical
expression for the nuclear quadrupole trans-
verse relaxation rate of half-integer spins in
liquids. J Magn Reson 269:176-178.
doi:10.1016/j.jmr.2016.06.012

Zhu J, Wu G (2011) Quadrupole central tran-
sition 17O NMR spectroscopy of biological
macromolecules in aqueous solution. J Am
Chem Soc 133(4):920-932.

doi:10.1021 /521079207

Butler A, Eckert H (1989) Vanadium-51
NMR as a probe of vanadium(V) coorination

to human apotransferrin. ] Am Chem Soc 111
(8):2802-2809. doi:10.1021 /52001902010

Germann MW, Aramini JM, Vogel HJ (1994)
Quadrupolar metal ion NMR study of ovo-
transferrin at 17.6 T. ] Am Chem Soc 116
(15):6971-6972. doi:10.1021 /2000942076

Sasakawa H, Sakata E, Yamaguchi Y, Masuda
M, Mori T, Kurimoto E, Iguchi T, Hisanaga
SI, Iwatsubo T, Hasegawa M, Kato K (2007)
Ultra-high field NMR studies of antibody
binding and site-specific phosphorylation of
alpha-synuclein. Biochem Biophys Res Com-
mun 363(3):795-799.
doi:10.1016/j.bbrc.2007.09.048

Yamaguchi Y, Hanashima S, Yagi H, Takaha-
shi Y, Sasakawa H, Kurimoto E, Iguchi T,

163.

164.

165.

166.

167.

168.

169.

170.

171.

172.

33

Kon S, Uede T, Kato K (2010) NMR charac-
terization of intramolecular interaction of
osteopontin, an intrinsically disordered pro-
tein with cryptic integrin-binding motifs. Bio-
chem Biophys Res Commun 393(3):
487-491. doi:10.1016/.bbrc.2010.02.030

Blundell CD, Reed MAC, Overduin M,
Almond A (2006) NMR spectra of oligosac-
charides at ultra-high field (900 MHz) have
better resolution than expected due to favour-
able molecular tumbling. Carbohydr Res 341
(12):1985-1991.
doi:10.1016/j.carres.2006.05.017

Park TJ, Kim JS, Ahn HC, Kim Y (2011)
Solution and solid-state NMR structural
studies of antimicrobial peptides LPcin-I and
LPcin-II. Biophys J 101(5):1193-1201.
doi:10.1016/j.bpj.2011.06.067

Quinn CM, Polenova T (2017) Structural
biology of supramolecular assemblies by
magic-angle spinning NMR spectroscopy. Q
Rev Biophys 50.
doi:10.1017,/S0033583516000159

Morag O, Sgourakis NG, Baker D, Gold-
bourt A (2015) The NMR-Rosetta capsid
model of M13 bacteriophage reveals a qua-
drupled hydrophobic packing epitope. Proc
Natl Acad Sci USA 112(4):971-976.
doi:10.1073 /pnas.1415393112

Kaplan M, Pinto C, Houben K, Baldus M
(2016) Nuclear magnetic resonance (NMR)
applied to membrane—protein complexes. Q
Rev Biophys 49.
doi:10.1017,/8003358351600010X

Karamanos TK, Kalverda AP, Thompson GS,
Radford SE (2015) Mechanisms of amyloid
formation revealed by solution NMR. Prog
Nucl Magn Reson Spectrosc 88-89:86-104.
doi:10.1016/j.pnmrs.2015.05.002

Tycko R (2014) Physical and structural basis
for polymorphism in amyloid fibrils. Protein
Sci 23(11):1528-1539.
doi:10.1002 /pro.2544

Meyer NH, Zangger K (2014) Enhancing the
resolution of multi-dimensional heteronuc-
lear NMR spectra of intrinsically disordered
proteins by homonuclear broadband decou-
pling. Chem Commun 50(12):1488-1490.
doi:10.1039 /c3cc48135b

Banci L, Barbieri L, Bertini I, Luchinat E,
Secci E, Zhao YG, Aricescu AR (2013)
Atomic-resolution monitoring of protein
maturation in live human cells by NMR. Nat
Chem Biol 9(5):297-299.

doi:10.1038 /NCHEMBIO.1202

Shishovs M, Rumnieks J, Diebolder C, Jaud-
zems K, Andreas LB, Stanek J, Kazaks A,


https://doi.org/10.1016/j.cplett.2006.09.075
https://doi.org/10.1063/1.1716296
https://doi.org/10.1103/PhysRev.94.630
https://doi.org/10.1006/Jmra.1995.1179
https://doi.org/10.1016/j.cplett.2008.12.044
https://doi.org/10.1016/j.cplett.2008.08.095
https://doi.org/10.1021/jp9606117
https://doi.org/10.1016/j.jmr.2016.06.012
https://doi.org/10.1021/ja1079207
https://doi.org/10.1021/ja00190a010
https://doi.org/10.1021/ja00094a076
https://doi.org/10.1016/j.bbrc.2007.09.048
https://doi.org/10.1016/j.bbrc.2010.02.030
https://doi.org/10.1016/j.carres.2006.05.017
https://doi.org/10.1016/j.bpj.2011.06.067
https://doi.org/10.1017/S0033583516000159
https://doi.org/10.1073/pnas.1415393112
https://doi.org/10.1017/S003358351600010X
https://doi.org/10.1016/j.pnmrs.2015.05.002
https://doi.org/10.1002/pro.2544
https://doi.org/10.1039/c3cc48135b
https://doi.org/10.1038/NCHEMBIO.1202

34

173.

174.

175.

176.

177.

178.

179.

180.

181.

182.

Caitlin M. Quinn et al.

Kotelovica S, Akopjana I, Pintacuda G, Kon-
ing RI, Tars K (2016) Structure of AP205
coat protein reveals circular permutation in
ssRNA bacteriophages. J Mol Biol 428
(21):4267-4279.
doi:10.1016,/j.jmb.2016.08.025

Holsinger LJ, Lamb RA (1991) Influenza
virus-M2 integral membrane-protein is a
homotetramer stabilized by formation of
disulfide bonds. Virology 183(1):32—43.
doi:10.1016,/0042-6822(91)90115-R

Pinto LH, Holsinger LJ, Lamb RA (1992)
Influenza-virus M2 protein has ion channel
activity. Cell 69(3):517-528.
doi:10.1016,/0092-8674(92)90452-1
Barbet-Massin E, Felletti M, Schneider R,
Jehle S, Communic G, Martinez N, Jensen
MR, Ruigrok RW, Emsley L, Lesage A, Black-
ledge M, Pintacuda G (2014) Insights into
the structure and dynamics of measles virus
nucleocapsids by 'H-detected solid-state
NMR. Biophys J 107(4):941-946.
doi:10.1016/j.bpj.2014.05.048

Luchinat E, Banci L (2016) A unique tool for
cellular structural biology: in-cell NMR. J
Biol Chem 291(8):3776-3784.

doi:10.1074 /jbc.R115.643247

Ikeya T, Hanashima T, Hosoya S, Shimazaki
M, Ikeda S, Mishima M, Guntert P, Ito Y
(2016) Improved in-cell structure determina-
tion of proteins at near-physiological concen-
tration. Sci Rep 6:38312.
doi:10.1038 /srep38312

Pan BB, Yang F, Ye Y, Wu Q, Li C, Huber T,
Su XC (2016) 3D structure determination of
a protein in living cells using paramagnetic
NMR  spectroscopy. Chem Commun 52
(67):10237-10240.

doi:10.1039 /c6cc05490k

Theillet FX, Binolfi A, Bekei B, Martorana A,
Rose HM, Stuiver M, Verzini S, Lorenz D,
van Rossum M, Goldfarb D, Seclenko P
(2016) Structural disorder of monomeric
alpha-synuclein persists in mammalian cells.
Nature 530(7588):45-50.

doi:10.1038 /naturel16531

Bhunia A, Bhattacharjya S, Chatterjee S
(2012) Applications of saturation transfer dif-
ference NMR in biological systems. Drug
Discov Today 17(9-10):505-513.
doi:10.1016/j.drudis.2011.12.016
Romaniuk JAH, Cegelski L (2015) Bacterial
cell wall composition and the influence of
antibiotics by cell-wall and whole-cell NMR.
Philos Trans R Soc B 370(1679).
doi:10.1098 /Rstb.2015.0024

Arnold AA, Genard B, Zito F, Tremblay R,
Warschawski  DE, Marcotte I (2015)

183.

184.

185.

186.

187.

188.

189.

190.

191.

Identification of lipid and saccharide consti-
tuents of whole microalgal cells by *3C solid-
state NMR. Biochim Biophys Acta 1848(1 Pt
B):369-377.
doi:10.1016/j.bbamem.2014.07.017

Coen M, Holmes E, Lindon JC, Nicholson
JK (2008) NMR-based metabolic profiling
and metabonomic approaches to problems in
molecular toxicology. Chem Res Toxicol 21
(1):9-27. doi:10.1021/tx700335d

Vogel EP, Curtis-Fisk J, Young KM, Weliky
DP (2011) Solid-state nuclear magnetic reso-
nance (NMR) spectroscopy of human immu-
nodeficiency virus gp41 protein that includes
the fusion peptide: NMR detection of recom-
binant Fgp41l in inclusion bodies in whole
bacterial cells and structural characterization
of purified and membrane-associated Fgp41.
Biochemistry 50(46):10013-10026.
doi:10.1021,/bi201292¢

Vogel EP, Weliky DP (2013) Quantitation of
recombinant protein in whole cells and cell
extracts via solid-state NMR spectroscopy.
Biochemistry 52(25):4285-4287.
doi:10.1021,/bi4007034

Curtis-Fisk J, Spencer RM, Weliky DP (2008)
Native conformation at specific residues in
recombinant inclusion body protein in whole
cells determined with solid-state NMR spec-
troscopy. J Am Chem Soc 130(38):
12568-12569. doi:10.1021 /ja8039426

Sharif' S, Kim SJ, Labischinski H, Schaefer J
(2009) Characterization of peptidoglycan in
fem-deletion mutants of methicillin-resistant
Staphylococcus aureus by solid-state NMR.
Biochemistry 48(14):3100-3108.
doi:10.1021,/bi801750u

Cegelski L, Steuber D, Mehta AK, Kulp DW,
Axelsen PH, Schaefer J (2006) Conforma-
tional and quantitative characterization of ori-
tavancin-peptidoglycan complexes in whole
cells of Staphylococcus aureus by i Vivo '*C
and '°N labeling. J Mol Biol 357(4):
1253-1262. doi:10.1016/j.jmb.2006.01.040
Kim SJ, Matsuoka S, Patti GJ, Schaefer J
(2008) Vancomycin derivative with damaged
D-Ala-D-Ala binding cleft binds to cross-
linked peptidoglycan in the cell wall of Staph-
ylococcus  aureus.  Biochemistry 47
(12):3822-3831. doi:10.1021 /bi702232a
Mroue KH, Nishiyama Y, Pandey MK, Gong
B, McNerny E, Kohn DH, Morris MD,
Ramamoorthy A (2015) Proton-detected
solid-state NMR spectroscopy of bone with
ultrafast magic angle spinning. Sci Rep 5.
doi:10.1038 /Srep11991

Laurencin D, Wong A, Dupree R, Smith ME
(2008) Natural abundance *3Ca solid-state


https://doi.org/10.1016/j.jmb.2016.08.025
https://doi.org/10.1016/0042-6822(91)90115-R
https://doi.org/10.1016/0092-8674(92)90452-I
https://doi.org/10.1016/j.bpj.2014.05.048
https://doi.org/10.1074/jbc.R115.643247
https://doi.org/10.1038/srep38312
https://doi.org/10.1039/c6cc05490k
https://doi.org/10.1038/nature16531
https://doi.org/10.1016/j.drudis.2011.12.016
https://doi.org/10.1098/Rstb.2015.0024
https://doi.org/10.1016/j.bbamem.2014.07.017
https://doi.org/10.1021/tx700335d
https://doi.org/10.1021/bi201292e
https://doi.org/10.1021/bi4007034
https://doi.org/10.1021/ja8039426
https://doi.org/10.1021/bi801750u
https://doi.org/10.1016/j.jmb.2006.01.040
https://doi.org/10.1021/bi702232a
https://doi.org/10.1038/Srep11991

192.

193.

194.

NMR of Macromolecular Assemblies at 1 GHz and Beyond 35

NMR characterisation of hydroxyapatite:
identification of the two calcium sites. Magn
Reson Chem 46(4):347-350.

doi:10.1002 /mrc.2117

XuJ, Zhu P, Gan Z, Sahar N, Tecklenburg M,
Morris MD, Kohn DH, Ramamoorthy A
(2010) Natural-abundance **Ca solid-state
NMR spectroscopy of bone. ] Am Chem Soc
132(33):11504-11509.
doi:10.1021/ja101961x

Laurencin D, Wong A, Chrzanowski W,
Knowles JC, Qiu D, Pickup DM, Newport
RJ, Gan Z, Duer M]J, Smith ME (2010) Prob-
ing the calcium and sodium local environ-
ment in bones and teeth using multinuclear
solid state NMR and X-ray absorption spec-
troscopy. Phys Chem Chem Phys 12
(5):1081-1091. doi:10.1039/b915708¢

Ravera E, Cerofolini L, Martelli T, Louka A,
Fragai M, Luchinat C (2016) 'H-detected
solid-state NMR of proteins entrapped in
bioinspired silica: a new tool for biomaterials
characterization. Sci Rep 6:27851.
doi:10.1038 /srep27851

195.

196.

197.

198.

Ravera E, Martelli T, Geiger Y, Fragai M,
Goobes G, Luchinat C (2016) Biosilica and
bioinspired silica studied by solid-state NMR.
Coord Chem Rev 327-328:110-122.
doi:10.1016/j.ccr.2016.06.003

Fragai M, Luchinat C, Martelli T, Ravera E,
Sagi I, Solomonov I, Udi Y (2014) SSNMR of
biosilica-entrapped enzymes permits an easy
assessment of preservation of native confor-
mation in atomic detail. Chem Commun 50
(4):421-423. doi:10.1039 /C3CC46896H

Bozarth A, Maier UG, Zauner S (2009) Dia-
toms in biotechnology: modern tools and
applications. Appl Microbiol Biotechnol 82
(2):195-201.
doi:10.1007,/s00253-008-1804-8

Brunner E, Groger C, Lutz K, Richthammer
P, Spinde K, Sumper M (2009) Analytical
studies of silica biomineralization: towards
an understanding of silica processing by dia-
toms. Appl Microbiol Biotechnol 84(4):
607-616. doi:10.1007 /500253-009-2140-3


https://doi.org/10.1002/mrc.2117
https://doi.org/10.1021/ja101961x
https://doi.org/10.1039/b915708e
https://doi.org/10.1038/srep27851
https://doi.org/10.1016/j.ccr.2016.06.003
https://doi.org/10.1039/C3CC46896H
https://doi.org/10.1007/s00253-008-1804-8
https://doi.org/10.1007/s00253-009-2140-3

Chapter 2

Experimental Aspects of Polarization Optimized
Experiments (POE) for Magic Angle Spinning Solid-State
NMR of Microcrystalline and Membrane-Bound Proteins

T. Gopinath and Gianluigi Veglia

Abstract

Conventional NMR pulse sequences record one spectrum per experiment, while spending most of the time
waiting for the spin system to return to the equilibrium. As a result, a full set of multidimensional NMR
experiments for biological macromolecules may take up to several months to complete. Here, we present a
practical guide for setting up a new class of MAS solid-state NMR experiments (POE or polarization
optimized experiments) that enable the simultaneous acquisition of multiple spectra of proteins, accelerat-
ing data acquisition. POE exploit the long-lived **N polarization of isotopically labeled proteins and enable
one to obtain up to eight spectra, by concatenating classical NMR pulse sequences. This new strategy
propels data throughput of solid-state NMR spectroscopy of fibers, microcrystalline preparations, as well as
membrane proteins.

Key words Solid-state NMR, Multiple acquisitions, POE, DUMAS, MEIOSIS, MAeSTOSO,
SIM-CP

1 Introduction

Magic angle spinning solid-state NMR (MAS ssNMR) spectros-
copy plays a central role in the characterization of structure,
motions, and interactions of biological macromolecules [1-6].
Unlike X-ray crystallography, MAS ssNMR does not require well-
diffracting crystals and is able to analyze protein fibrils, microcrys-
talline preparations, as well as membrane proteins in their natural
lipid environments [7-11]. However, the low-throughput of
ssNMR data is a significant concern. As a result, the number of
protein structures or dynamic studies utilizing ssNMR is rather
sparse.

A significant hurdle is the intrinsic low sensitivity of NMR
spectroscopy, which makes data acquisition time-consuming.
NMR researchers must invest a significant portion of time and
budgetary resources to carry out several multidimensional NMR
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experiments for resonance assignments and structure determina-
tion. Recent developments in both software and hardware have
alleviated these problems to a large extent. Technical developments
include higher static magnetic fields (B,), low-E or E-free probes
that increase the sensitivity of the RF colil, avoiding heating caused
by high-power decoupling pulses [12—-14], dynamic nuclear polari-
zation (DNP) [15], paramagnetic relaxation enhancement (PRE)
[16], as well as the most recent 'H detection methods using fast
and ultra-fast MAS probes [17-19].

We recently introduced a new class of experiments, called POE
for polarization optimized experiments, which are based on long-
lived '®N polarization generated for biological solids that enable
the acquisition of multiple discrete NMR spectra simultaneously
[20-24]. POE are synergistic to the above methods and promise to
speed up the acquisition of solid-state NMR data. Specifically, POE
are based on the detection of multiple FIDs from orphan polariza-
tion that is discarded in classical ssNMR experiments. The develop-
ment of POE was inspired by the work of Alex Pines, who noted
that multiple cross-polarization experiments enable one to record
several FIDs sequentially [25]. Along these lines, the “afterglow”
effects of polarization have been previously introduced for both
solution and solid-state NMR experiments for acquiring multiple
spectra simultaneously [26-28]. Unlike solution NMR experi-
ments, where the T; relaxation is quite rapid, solid-state NMR
experiments can be designed in a way that '°N polarization origi-
nating from a simultaneous cross-polarization scheme (SIM-CP)
can be stored along the z-direction and exploited for multiple
experiments using a single pulse sequence.

In this paper, we provide a step-by-step guide to the design and
concatenation of several multidimensional MAS ssNMR experi-
ments to optimize the time on the NMR spectrometers. We will
describe our recent pulse schemes, DUMAS, MEIOSIS, and MAe-
STOSO with a detailed description of experimental setup, data
acquisition, and processing.

2 POE: A New Class of Experiments for Simultaneous Acquisition of ssNMR Spectra

Solid-state NMR experiments utilize about 5-10% of the total
experimental time for pulse execution and acquisition of the signal
(FID), while for 90-95% of the time the spectrometer is idle (2-3 s)
waiting for the spin system to return to the equilibrium (i.e.,
through longitudinal relaxation, T;) and to conform to probe
duty cycle guidelines. Classical ssNMR methods are designed for
a single acquisition period, where each 2D or 3D experiment is
acquired separately from the evolution, coherence transfer, and
detection of a specific polarization pathway. The basic ideas behind
POE include (1) the creation of multiple spin polarization
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pathways, and (2) the acquisition of multiple 2D experiments using
two to four acquisition periods per each scan. Using these two
concepts, we are able to concatenate several different experiments
and obtain multiple spectra using a single pulse sequence. Specifi-
cally, we have developed four different strategies for POE (Fig. 1).
Our most recent implementation, MAeSTOSO-8, makes it possi-
ble to acquire up to eight different experiments simultaneously. In
principle, there are multiple combinations possible for each of these
experiments. A few examples are reported in Fig. 2.

The central element in each of these methods is the simulta-
neous cross-polarization (SIM-CP) that creates two polarization
pathways for *C and '°N. For instance, in the DUMAS experi-
ment, "3C and '*N polarization originating from SIM-CP is used to
acquire the CXCX and NCA experiments in the first and second
acquisition periods, respectively (Fig. 2a). A similar scheme is used
in MAeSTOSO-4, where CXCX and NCACB are acquired in the
first and second acquisitions, and two more experiments (NCACX
and NCO) can be also acquired utilizing the residual N polariza-
tion resulting from the NC transfer periods. MEIOSIS, on the
other hand, was designed to concatenate C(N)C with CC and
NC correlation experiments using two acquisitions per scan. In
the MEIOSIS experiment (Fig. 2c¢), CXCX and NCACX are
acquired in first acquisition, whereas CA(N)CO and NCO are
recorded in the second acquisition period. To deconvolute the
two polarization pathways, two data sets with alternating ¢ phases
(x and —x) of '®N spin-lock are recorded. Using similar strategies,
the simultaneous acquisition of up to eight FIDs (MAeSTOSO-8)
can be achieved with four acquisition periods (Fig. 2d).

3 Experimental Setup of POE and Data Acquisition

Modern MAS ssNMR experiments on proteins are generally carried
out using either fast spinning speeds with 1.3 mm diameter rotors
or moderate spinning speeds with 3.2 mm rotors. The typical
sample volume for a 1.3 mm rotor is about 3 pL, reaching high
spinning speeds (~40-60 kHz) that truncate the "H-"H dipolar
coupling network and enabling 'H detection for high sensitivity
[17, 29, 30]. Due to the small volume, the 1.3 mm probes and
rotors are mainly used for highly concentrated protein samples such
as microcrystalline preparations with low hydration levels. In con-
trast, the MAS probes with 3.2 mm rotors can accommodate up to
30 pL sample with maximum spinning speed of approximately
10-15 kHz. Due to the larger sample volume, these rotors can
accommodate fully hydrated samples such as membrane proteins,
whose concentrations are quite dilute due to the presence of lipids
necessary to maintain their native state. Under these moderate
spinning speed conditions, 'H resonances are very broad, and
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Two-dimensional solid-state NMR

/\

Single acquisition

Polarization optimized experiments (POE)
using multiple acquisitions

methods I
| | | | |
Acquires DUMAS MAeSTOSO-4 MEIOSIS MAeSTOSO-8
Acquires
One experiment
atatime .
Two Four Four Eight .

Example: experiments experiments experiments experiments
C)éE:X Example: Example: Example: Example:
NOA CXCXand NCA ~ CXCX NCACX, * cyex NCACX,  CXCX, NCACX,

NCACB and NCA  cANCO and NCO  CANCOCX, NCOCX,
CANCOCX, NCOCX,
CANCO, and NCO

Fig. 1 Schematic of two-dimensional ssNMR methodologies. Conventional single-acquisition methods record
one experiment at a time. POE class of experiments enable the acquisition of multiple 2D spectra using
DUMAS, MAeST0S0-4, MEIOSIS, and MAeSTOSO-8 strategies

spectroscopic studies are usually carried out using '*C-detected
multidimensional experiments. Indeed, POE are most eftective
for membrane protein samples under moderate spinning speed
conditions and with 3.2 mm or 4 mm MAS probes.

To demonstrate the performance of the POE methods, we
utilized a microcrystalline preparation with U-'3C,'°N labeled
ubiquitin and two U-'3C,'®N labeled membrane proteins (phos-
pholamban, PLN, and sarcolipin, SLN) as benchmarks. The micro-
crystalline U-'>C,"®N ubiquitin sample consisted of ~8 mg of
protein, whereas PLN and SLN were reconstituted in 1,2-dimyr-
istoyl-sn-glycero-3-phosphocholine (DMPC) lipids to an approxi-
mate 1:100 protein-to-lipid ratio using our standard protocols [3,
24, 31]. Note that our membrane protein preparations contain at
least 100 lipids per protein to maintain native-like conditions and
avoid aggregations. Typically, the reconstituted samples contain
2-3 mg of protein and 15 mg of DMPC lipids. After organic
solvent- or detergent-mediated reconstitution, the lipoproteins
are centrifuged and the pellets with approximately 30% (w/v)
hydration level are packed into 3.2 mm rotors for spectral analysis.

POE have been implemented on 600 MHz Agilent spectro-
meters using 3.2 mm scroll coil MAS probe. All of the relevant
experimental parameters are summarized in Table 1. For hydrated
samples such as membrane proteins, the sample temperature plays a
major role for optimal sensitivity and resolution. For proteolipo-
somes, the sample temperature can affect the lipid phase and
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Fig. 2 Concatenation of 2D ssNMR experiments using DUMAS, MAeST0S0-4, MEIOSIS, and MAeSTOS0-8
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Table 1
Experimental parameters used for the POE experiments reported in Fig. 2

Parameter Value Parameter Value Parameter Value

d1(Recycle delay) 2 s taacq 15-20 ms Dwell time of ;° 30 ps

MAS rate 12 kHz Dwell time of 2 10 ps Number of t; increments 256

AHSIM-CP 59 kHz AHTPPM 100 kHz (th)m:\x 7680 HS

Annaor 35 kHz 'H offset 5 ppm Dwell time of t'y 300 ps

AN e 35 kHz 15N offset 120 ppm Number of ;N increments 32

AN grien 2 kHz 15C offset 100 ppm  (t;N)max 9600 ps

tSIM-CP 300-1000 ps Number of t'y loops 8

90° pulses

Ay, 100 kHz A%, 41.6 kHz ANy 41.6 kHz

tHgo 2.5 Hs tcgo 6 Hs tNg() 6 us

CC mixing NC mixing

CXCX CACB NCA/NCO

13C offset 100 ppm 13C offset 52 ppm  3C offset (NCA) 55 ppm

e 20-500 ms  tprpam 253ms A° (NCA) 18.5 kHz

APbARR 12 kHz AP pREAM 6.69 kHz '3C offset (NCO) 170 ppm

A%brEAm 3.12kHz A€ (NCO) 39.8 kHz
B brmman 1.56 kHz '°N offset (NCA/NCO) 120 ppm
AN (NCA/NCO) 31 kHz
AS (NCA/NCO) 2.8 kHz
pC (NCA/NCO) 0.9 kHz
tNCA/NCO 3 ms
XNp: RE amplitude of “X” applied on nucleus “N” during the pulse sequence block “P”; t,: Time period “t” of the pulse

sequence block “p”

protein’s rotational diffusion, influencing both sensitivity and reso-
lution. At 25 °C, DMPC lipids are in the liquid crystalline phase,
which promotes the protein’s rotational diffusion, which scales
dipolar couplings (DC) and lowers the performance of the cross-
polarization. On the other hand, protein spectra recorded at 0—4 °C
with the lipids in gel phase are more sensitive. In addition to
temperature, sensitivity changes are also dictated by the protein
size, lipid composition, and protein-lipid interactions. Although it
is always preferable to carry out the NMR experiments under con-
ditions close to the liquid crystalline phase, the lower sensitivity
may represent a serious hurdle, extending the experimental acqui-

sition time significantly.



Polarization Optimized Experiments (POE) for Solid-State NMR 43

For all POE reported in Figs. 1 and 2, and Table 1, the recycle
delay was set to 2 s, and MAS rate (®,) to 12 kHz. As per probe
requirements, the maximum RF amplitude on the 'H channel was
set to 100 kHz, which corresponds to a 2.5 ps 90° pulse; whereas
for 13C and "N a 6 ps 90° pulses were used, corresponding to
41.6 kHz RF amplitude. During the t; evolution and t, acquisition
periods, a TPPM decoupling sequence was used on the 'H channel
with a 100 kHz RF amplitude [32]. During SIM-CP, the RF
amplitudes for *C and '°N were set to 35 kHz, and '"H RF
amplitude was ramped, with the center of ramp set to 59 kHz
satisfying the Hartman-Hahn matching condition at 12 kHz
MAS rate [33]. Typical contact times for SIM-CP range from 300
to 1000 ps. Usually, the backbone *N™ and *CH groups are
cross-polarized at contact times ranging from 300 to 500 ps,
whereas '*CO, '*CH,, and NH, groups require longer contact
times up to 1000-1500 ps. In our experiments, we generally set
SIM-CP contact time at 500 ps to obtain maximum intensity for
13Ca, and "*N* nuclei of the protein backbone. Note that optimal
contact times can vary significantly among different samples
depending on the hydration levels.

Specific CP that transfers polarization between *C and *N
nuclei is another important building block for classical triple-
resonance MAS ssNMR experiments as well as for POE. Unlike
for "H-'3C and 'H-'*N polarization transfer via CP or SIM-CP,
the NC transfer is mediated by relatively weak DC between **C and
>N, and thus requires careful optimization of specific-CP RF
parameters [34, 35]. In other words, the rotating frame matching
condition for NC transfer is relatively narrow compared to HC or
HN CP transfer. In our case NC transfer was obtained by using
tangent-shaped ramp pulse on '*C and constant amplitude pulse
was applied on '°N, while applying a 100 kHz RF for "H decou-
pling. Theoretical RF amplitudes for the NCA transfer are 1.50,
and 2.5, for 3C, '®N, respectively, where o, is the spinning rate.
For the NCO transfer, the theoretical values are 3.5m, and 2.5, for
13C and "N, respectively. Note that the optimal experimental RE
values for NC transfer slightly deviate from the theoretical ones
(Table 1). Typically, one needs to optimize these values, starting
from the theoretical values and arraying the acquisition of multiple
1D experiments to select the best parameters for the highest sensi-
tivity. We typically carry out this optimization acquiring the Ist
increment of the 2D DUMAS experiments, where the second
acquisition used to optimize the RF parameters for the NC transfer
including the tangential *3C ramp parameters A and p. Similarly, we
optimize the DREAM mixing period for the CACB transfer using
the second acquisition of MAeSTOSO-4 [36]. For the CXCX
experiments, the DARR mixing times are based on the desired
intra- or inter-residue correlations [37]. Typical DARR mixing
times are in the range of 20-500 ms. Note that longer mixing
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times cause a reduction in the overall sensitivity of the experiment
and require more scans.

The t, acquisition times (#3,cq) for DUMAS and MEIOSIS are
usually set to 20 ms, whereas for MAeSTOSO experiments £, are
set to 15 ms to avoid RF heating. While all £, on 13C use identical
parameters, the indirect #; evolution times forqlsC and '°N (t1cand
fin) must be synchronized. Usually, the N evolution requires
fewer #, increments than '3C due to the longer dwell times. For
example, a #; dwell time of 30 ps and 256 increments covers a '*C
spectral width of 33.33 kHz with a total #; evolution time of
7.68 ms. In contrast, the **N evolution requires a 300 ps dwell
time with only 32 increments for a total #; evolution period of
9.6 ms. In order to synchronize the 256 increments of '*C evolu-
tion with the '*N evolution periods, each of the 32 increments for
the N evolution is repeated eight times (number of loops in
Table 1) and added in the spectral processing. As a result, the
effective number of scans for the processed NC spectra will be
eight times higher compared to the CC correlation spectra. All
the data sets are externally referenced to the CH, resonance of
adamantane at 40.48 ppm and processed using NMRPipe as
described below [38].

4 Processing POE Experiments

POE require special data processing to deconvolute the individual
FID data sets and then Fourier transform them into multiple 2D
spectra. Figure 3 shows the layout of the processing procedure
using NMRpipe scripts [ 38]. Briefly, the raw data are first converted
into multiple 2D FID data sets by executing fid.com script that
contains the experimental acquisition parameters. The fid.com
scripts for DUMAS and MAeSTOSO-4 are reported in Table 2,
while the fid.com for MEIOSIS and MAeSTOSO-8 are shown in
Table 3. For all four experiments (DUMAS, MAeSTOSO, MEIO-
SIS, and MAERSTOSO-8) the numbers of # complex points for
13C and "N evolution are set to 256 and 32, respectively, with
eight loops for '°N #, evolution. Note that in the fid.com script for
conventional 2D experiments (one acquisition per scan) the “yN”
and “yT” variables correspond to real and complex points, respec-
tively. In the POE data sets, however, the definitions of yN and yT
are given in Table 4. Depending on the experimental scheme, the
outputs from the fid.com input file generate one to four '*C- and
15N-edited time domains in the 2D data sets. For instance, in the
DUMAS experiment, the fid.com input file deconvolutes the FID
into two data sets, CC.fid and NC.fid, which correspond to '*C-
and '®N-edited experiments acquired in the first and second acqui-
sition periods. On the other hand, in the MAeSTOSO-8-

experiment, the '*C-edited 2D data sets (CC.fid, CNCI.fid,
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Raw data

fid.com

ccfid NCfid [SYM-COMIcc iy NC-sumfid [PFOC-COMIccft  NC-sum.ft

2D-MAeSTOSO-4

fid.com NC1.fid|sym.com NC1-sum-fid | 50 com NC1-sum.ft
Raw data CcC.fid NC2.fid ; ccfid NC2-sumfid i CC.ft NC2-sum.ft
NC3.fid NC3-sum.fid NC3-sum.ft
2D-MEIOSIS

Raw datal 1P cCid  NC1Ad[SUM-COMICCid  NC1-sumfid |PFOC-COM ICC.ft  NC1-sumft
CNC.fid  NC2.fid CNCfid NC2-sum.fid CNC.ft NC2-sum.ft

2D-MAeSTOSO-8
, ccfid  NCAfid CcCfid  NC1-sum.fid CCft  NC1-sum.ft
Raw data fid.com|cneG1fid  NC2.fid|SUM-cOM [CNC1 fid NC2-sum.fid |Proc.com |CNC1.ft NC2-sum.ft
W CNC2fid NC3fid CNC2.fid NC3-sum.fid CNC2.ft NC3-sum.ft
CNC3.fid NCA4fid CNC3.fid NC4-sum.fid CNC3.ft NC4-sum.ft

Fig. 3 Data processing procedure of 2D ssNMR data acquired from DUMAS, MAeSTOS0-4, MEIOSIS, and
MAeST0S0-8 experiments. NMRpipe scripts for fid.com, sum.com, and proc.com are given in Tables 2—6

CNC2.fid, and CNC3.fid) are deconvoluted from the FID (test.
fid) using the COADD command line in the fid.com script. Simi-
larly, the ®*N-edited 2D data sets (NC.fid, NC1.fid, NC2 fid, and
NC3.fid) are deconvoluted from the testl.fid file. Following this
step, the '*C-edited data sets remain the same, whereas each of the
15N-edited 2D data sets is further separated into eight #; data sets
(n = 8 loops) and then corresponding #; increments in each of the
eight data sets is added using the sum.com script as shown in
Table 5. In the final step, multiple 2D spectra are generated by
2D Fourier transformation executing the proc.com script (Table 6)
on each of the *C- and '°N- edited 2D data sets. Figure 4 shows
the 2D DUMAS spectra of sarcolipin membrane protein, and
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Table 2
NMRpipe script for DUMAS and MAeST0S0-4 for converting the raw data into nmrpipe format
#2D DUMAS ‘fid.com’ script #2D MAeSTOSO-4 ‘fid.com’ script
#Number of 13C t1 complex points=256 #Number of 13C t1 complex points=256
#Number of 15N t1 complex points=32 #Number of 15N t1 complex points=32
#Number of 15N t1 loops=8 #Number of 15N t1 loops=8
varAdjust -in fid -out fid.ad] -ov varAdjust -in fid -out fid.ad] -ov
var2pipe -in fid.adj -noaswap -pw 0 \ var2pipe -in fid.adj -noaswap -pw 0 \
-xN 4000 -yN 1024 \ -xN 4000 -yN 2048 \
-xT 2000 -yT 256 \ -xT 2000 -yT 256 \
-xMODE Complex -yMODE complex \ | -xMODE Complex -yMODE complex \
-xSW 100000.000 -ySW 33333.33 \ -xSW 100000.000 -ySW 33333.33 \
-xOBS 150.787 -yOBS 150.787 \ -xOBS 150.787 -yOBS 150.787 \
-xCAR 100.0 -yCAR 100.0 \ -xCAR 100.0 -yCAR 100.0 \
-xLAB C13 -yLAB C13\ -xLAB C13 -yLAB C13\
-ndim 2 -aq2D Real \ -ndim 2 -aq2D Real \
-out ./test.fid -verb -ov -out ./test.fid -verb -ov
nmrPipe -in test.fid \ nmrPipe -in test.fid \
| nmrPipe -fn COADD -axis Y -cList 1 0 -time \ | nmrPipe -fn COADD -axis Y -cList 1 0 0 O-time \
-verb -ov -out CC.fid -verb -ov -out CC.fid
varAdjust -in fid -out fid.ad] -ov varAdjust -in fid -out fid.ad] -ov
var2pipe -in fid.adj -noaswap -pw 0\ var2pipe -in fid.adj -noaswap -pw 0 \
-xN 4000 -yN 1024 \ -xN 4000 -yN 1024 \
-xT 2000 -yT 256 \ -XT 2000 -yT 256 \
-xMODE Complex -yMODE complex \ | -xMODE Complex -yMODE complex \
-xSW 100000.000 -ySW 3333.33\ -xSW 100000.000 -ySW 3333.33\
-xOBS 150.787 -yOBS 60.766 \ -xOBS 150.787 -yOBS 60.766 \
-xCAR 96.87 -yCAR 118.74 \ -xCAR 96.87 -yCAR 118.74 \
-xLAB C13 -yLAB N15 \ -xLAB C13 -yLAB N15 \
-ndim 2 -aq2D Real \ -ndim 2 -aq2D Real \
-out ./test1.fid -verb —ov -out ./test1.fid -verb —ov
nmrPipe -in test1.fid \ nmrPipe -in test1.fid \
| nmrPipe -fn COADD -axis Y -cList 0 1 -time \ | nmrPipe -fn COADD -axis Y -cList0 1 0 0 -time \
-verb -ov -out NC.fid -verb -ov -out NC1.fid
nmrPipe -in test1.fid \
| nmrPipe -fn COADD -axis Y -cList 0 0 1 0 -time \
-verb -ov -out NC2.fid
nmrPipe -in test1.fid \
| nmrPipe -fn COADD -axis Y -cList 0 0 1 0 -time \
-verb -ov -out NC3.fid
nmrPipe -in test1.fid \
| nmrPipe -fn COADD -axis Y -cList 00 0 1 -time \
-verb -ov -out NC4.fid

MAeSTOSO-4 spectra of ubiquitin microscrystalline preparation
using the acquisition parameters shown in Table 1. The spectra
were processed using the fid.com (Table 2), sum.com (Table 5),
proc.com (Table 6) scripts in NMRpipe.
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Table 3

NMRpipe script for MEIOSIS and MeEST0S0-8 for converting the raw data into nmrpipe format

#2D MEIOSIS ‘fid.com’ script

#Number of 13C t1 complex points=256
#Number of 15N t1 complex points=32
#Number of 15N t1 loops=8

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0\

-xN 4000 -yN 2048 \

-xT 2000 -yT 512\

-xMODE Complex -yMODE complex \
-xSW 100000.000 -ySW 33333.33 \
-xOBS 150.787 -yOBS 150.787 \
-xCAR 100.0 -yCAR 100.0 \
-xLAB C13 -yLAB C13 \

-ndim 2 -aq2D Real \

-out ./test.fid -verb -ov

nmrPipe -in test.fid \

| nmrPipe -fn COADD -axis Y -cList 10 1 0 -time \
-verb -ov -out CC.fid

nmrPipe -in test.fid \

| nmrPipe -fn COADD -axis Y -cList 0 1 0 1 -time \
-verb -ov -out CNC.fid

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \

-xN 4000 -yN 2048 \

-xT 2000 -yT 256 \

-xMODE Complex -yMODE complex \
-xSW 100000.000 -ySW 3333.33\
-xOBS 150.787 -yOBS 60.766 \
-xCAR 96.87 -yCAR 118.74 \
-xLAB C13 -yLAB N15 \

-ndim 2 -aq2Db Real \

-out ./test1.fid -verb —ov

nmrPipe -in test1.fid \
| nmrPipe -fn COADD -axis Y -cList 1 0 -1 0 -time \
-verb -ov -out NC1.fid
nmrPipe -in test1.fid \
| nmrPipe -fn COADD -axis Y -cList 0 1 0 -1 -time \
-verb -ov -out NC2.fid

#2D MAeSTOSO-8 ‘fid.com’ script
#Number of 13C t1 complex points=256
#Number of 15N t1 complex points=32
#Number of 15N t1 loops=8

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0\

-xN 4000 -yN 4096 \

-xT 2000 -yT 1024 \
-xMODE Complex -yMODE complex \
-xSW 100000.000 -ySW 33333.33 \
-xOBS 150.787 -yOBS 150.787 \
-xCAR 100.0 -yCAR 100.0 \
-xLAB C13 -yLAB C13 \

-ndim 2 -ag2D Real \

-out ./test.fid -verb -ov

nmrPipe -in test.fid \

| nmrPipe -fn COADD -axis Y -cList 1000100 O -time \
-verb -ov -out CC.fid

nmrPipe -in test.fid \

| nmrPipe -fn COADD -axis Y -cList0 1000 1 0 O -time \
-verb -ov -out CNC1.fid

nmrPipe -in test.fid \

| nmrPipe -fn COADD -axis Y -cList0 01000 10 -time \
-verb -ov -out CNC2.fid

nmrPipe -in test.fid \

| nmrPipe -fn COADD -axis Y -cList0001000 1 -time\
-verb -ov -out CNC3.fid

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \

-xN 4000 -yN 4096 \

-XT 2000 -yT 256 \

-xMODE Complex -yMODE complex \
-xSW 100000.000 -ySW 3333.33\
-xOBS 150.787 -yOBS 60.766 \
-xCAR 96.87 -yCAR 118.74 \
-xLAB C13 -yLAB N15 \

-ndim 2 -aq2D Real \

-out ./test1.fid -verb —ov

nmrPipe -in test1.fid \

| nmrPipe -fn COADD -axis Y -cList 1000-100 0 -time \
-verb -ov -out NC1.fid

nmrPipe -in test.fid \

| nmrPipe -fn COADD -axis Y -cList01000-100 -time \
-verb -ov -out NC2.fid

nmrPipe -in test.fid \

| nmrPipe -fn COADD -axis Y -cList001000-10 -time \
-verb -ov -out NC3.fid

nmrPipe -in test.fid \

| nmrPipe -fn COADD -axis Y -cList00 01000 -1 -time \
-verb -ov -out NC3.fid
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Fig. 4 (a) CXCX and NCA spectra of sarcolipin membrane protein acquired using 2D DUMAS pulse sequence of
Fig. 2a. (b) Application of MAeSTOSO0-4 (Fig. 2b) for Simultaneous acquisition of CXCX, NCACB, NCACX, and

NCO spectra of ubiquitin microcrystalline protein
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Table 5
NMRpipe script for adding the sub 2D data sets of NC.fid

#sum.com script

nmrPipe -in NC.fid \
| nmrPipe -fn EXT -yn 64 -y1 1 -verb \

-verb -ov -out 1.fid addNMR -in1 1.fid -in2 2.fid -out 12.fid -add
addNMR -in1 3.fid -in2 4.fid -out 34.fid -add
nmrPipe -in NC.fid \ addNMR -in1 5.fid -in2 6.fid -out 56.fid -add
| nmrPipe -fn EXT -yn 128 -y1 65 -verb \ addNMR -in1 7.fid -in2 8.fid -out 78.fid -add
-verb -ov -out 2.fid addNMR -in1 12.fid -in2 34.fid -out 1234.fid -add
addNMR -in1 56.fid -in2 78.fid -out 5678.fid -add
nmrPipe -in NC.fid \ addNMR -in1 1234 fid -in2 5678.fid -out NC.fid -add
| nmrPipe -fn EXT -yn 192 -y1 129 -verb \
-verb -ov -out 3.fid rm —r 1.fid 2.fid 3.fid 4.fid 5.fid 6.fid 7.fid 8.fid

rm —r 1234.fid 5678.fid
nmrPipe -in NC.fid \

| nmrPipe -fn EXT -yn 256 -y1 193 -verb\
-verb -ov -out 4.fid

nmrPipe -in NC.fid \
| nmrPipe -fn EXT -yn 320 -y1 257 -verb \
-verb -ov -out 5.fid

nmrPipe -in NC.fid \
| nmrPipe -fn EXT -yn 384 -y1 321 -verb \
-verb -ov -out 6.fid

nmrPipe -in NC.fid \
| nmrPipe -fn EXT -yn 448 -y1 385 -verb \
-verb -ov -out 7.fid

nmrPipe -in NC.fid \
| nmrPipe -fn EXT -yn 512 -y1 449 -verb\
-verb -ov -out 8.fid

Table 6
NMRpipe script for 2D Fourier transformation

#proc.com script
#!/bin/csh

nmrPipe -in CC.fid \

| nmrPipe -fn GM -g1 80 -g2 120 \

| nmrPipe -fn ZF -size 16000 \

| nmrPipe -fn FT \

| nmrPipe -fn PS -p0 0.0 -p1.0 -di \

| nmrPipe -fn EXT -x1 Oppm -xn 200ppm -sw \

| nmrPipe -fn TP \
| nmrPipe -fn ZF -size 1024 \
| nmrPipe -fn FT \

| nmrPipe -fn PS -p0 0.0 -p1 0.0 -di\

| nmrPipe -fn EXT -x1 Oppm -xn 80ppm -sw \

| nmrPipe -fn TP \

| nmrPipe -fn POLY -auto \
-verb -ov -out cc.ft
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5 Conclusions

POE presented in this chapter integrate various NMR pulse
sequences using state-of-art NMR probe technology. This new
class of experiments is not an alternative to the existing approaches
to speed up data acquisition and increase sensitivity; rather it pro-
vides a clever strategy to concatenate multiple experiments into a
single pulse sequence to optimize the timing of the spectrometers
and speed up data acquisition through the acquisition of multiple
2D and 3D experiments. Utilizing POE-based strategies, for our
proteins, we observed a reduction of approximately 50% of the
experimental time compared to acquiring the corresponding
experiments individually in a serial fashion. POE represent a general
strategy for multiple acquisitions of almost all types of double- and
triple-resonance *3C detected experiments. When applied in con-
cert with other fast acquisition and sensitivity enhancement tech-
niques (e.g., Dynamic Nuclear Polarization, Paramagnetic
Relaxation Enhancements, etc.), this approach can further push
the boundaries of ssNMR applications to structural biology.
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Chapter 3

Afterglow Solid-State NMR Spectroscopy

Gili Abramov and Nathaniel J. Traaseth

Abstract

Biomolecular solid-state NMR experiments have traditionally been collected through detection of **C or
5N nuclei. Since these nuclei have relatively low sensitivity stemming from their smaller gyromagnetic
ratios relative to 'H, the time required to collect multi-dimensional datasets serves as a limitation to
resonance assignment and structure determination. One improvement in the field has been to employ
simultaneous or parallel acquisition techniques with the goal of acquiring more than one dataset at a time
and therefore speeding up the overall data collection process. Central to these experiments is the cross-
polarization (CP) element, which serves as a way to transfer magnetization between nuclei via magnetic
dipolar couplings. In this chapter, we show how residual signal remaining after CP is a polarization source
that can be used to acquire additional datasets. The setup of this class of experiments, referred to as
Afterglow spectroscopy, is described and demonstrated using a membrane protein transporter involved in
multidrug resistance.

Key words NMR spectroscopy, Magic-angle-spinning, Solid-state NMR, Sensitivity enhancement,
Multiple receiver detection, Membrane proteins, Multidrug resistance

1 Introduction

Solid-state NMR (ssNMR) is a technique used to obtain atomic-
scale information on a range of solid-like materials, including amor-
phous powders and materials, nanoparticles [1], and biomolecular
assemblies, such as fibrous aggregates [2], membrane proteins
[3-5], viruses [6], and intact cells [7]. One of the major advantages
of ssNMR is the ability to probe macromolecules under native-like
environments. NMR spectra of solid samples are dominated by
anisotropic nuclear spin interactions, which provide insight into
conformation and dynamics on a wide range of timescales. These
interactions also complicate the spectra by giving broader spectral
peaks, thus preventing site-specific resolution. Lowe and Andrew
showed that spectra can be simplified by manipulating the angular
part of these interactions, P(cosf3,,) [8, 9] where P, is the 2nd
Legendre polynomial. Spinning the sample faster than the size of
the anisotropic interaction at the angle f,, = 54.7° relative to the
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magnetic field led to a remarkable improvement in the observed
linewidths. This popular technique is known as magic-angle
spinning (MAS).

The ongoing developments in MAS ssNMR methodology con-
tinue to break new boundaries, raising the level of complexity of
systems amenable to the technique. The introduction of selective
isotope labeling schemes [10], "H detection [11], progresses in
structure calculation protocols [12, 13], and access to high field
and fast spinning instrumentation allows for the acquisition of
high-resolution spectra of bio-macromolecular assemblies [14].
Nevertheless, challenges remain for increasing the sensitivity of
detecting low-gyromagnetic nuclei such as N and '3C. Efforts
toward speeding up data acquisition while maximizing the amount
of information gained from an individual data set include the
development of nonuniform sampling (NUS) techniques [15],
improvements in MAS probe technology [16], and the usage of
multiple receivers for simultaneous acquisition techniques [17].

Solution NMR methodology has also focused on improving
sensitivity. On this front, it was shown by Kupce et al. that the weak
13C signal at the “tail” of a free induction decay can be transferred
to "H and subsequently detected [18]. This residual or “afterglow”
magnetization results in the collection of an additional dataset
through the use of a second receiver configured for the "H channel.
The advantage of this approach is that the recycle delay is much
longer than the coherence transfer and detection steps and there-
fore two datasets can be obtained for the total experimental acqui-
sition time of one. The presence of unused residual polarization was
also recognized by Pines et al. in ssNMR experiments involving
proton enhanced sequences, where multiple CP free induction
decay signals were co-added [19]. However, the residual magneti-
zation was largely ignored as pulse sequence development focused
on transferred magnetization and not on signals left behind. In
2012, our lab proposed an approach to use residual signal to
boost sensitivity by making use of '°N polarization remaining
after a frequency-selective cross-polarization period [20]. In this
experiment, we were able to detect two multidimensional datasets
that correlated '*N with *CA and '®N with *CO within proteins
by making use of relatively long '°N T, and T; relaxation times in
motionally restricted samples. The final result gave two comple-
mentary heteronuclear correlation datasets without any sensitivity
loss in the first experiment and without the need for multiple
receivers. It is important to note that a complementary but alterna-
tive approach to enhancing polarization was proposed by Gopinath
and Veglia, referred to as DUMAS [21]. This technique makes use
of simultaneous cross polarization from "H to both >N and '3C, a
shared acquisition period, and subsequent transfer of magnetiza-
tion for **C detection. This powerful method has been combined
with the afterglow detection approach to produce up to eight
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datasets acquired at the same time [22, 23]. Additional efforts in
the field have made use of residual polarization in combination with
triple cross-polarization periods [24-26].

In the following sections, we describe the steps required for
conducting afterglow N-CA/CO experiments in proteins. Since we
cannot ignore the importance of all steps in acquiring afterglow
spectra, we detail our step-by-step procedure of experimental setup
and demonstrate the methodology on a membrane protein (EmrE)
sample involved in multidrug resistance.

2 Materials

2.1 Sample
Preparation

22 NMR
Instrumentation
and Data Analysis

Reagents used for the EmrE MAS sample preparation have been
described previously [27, 28] and were purchased from different
sources as detailed below.

1. 3C4-glucose and **NH,CI, both ~99%. For reverse labeling of
specific amino acids, e.g., isoleucine and leucine, unlabeled
amino acids were added to the growth medium.

2. n-dodecyl-B-p-maltoside (DDM).

3. EmrE was reconstituted into 1,2-dimyristoyl-sz-glycero-3-
phosphocholine (DMPC).

4. n-octyl-B-p-glucoside (OG).

. Bio-Beads™ SM-2 resin (Bio-Rad Laboratories).

. Final sample preparation of EmrE involved centrifugation in an
Optima™ MAX-XP Ultracentrifuge equipped with TLA-100
and TLA-110 rotors, Beckman Coulter.

AN

1. Samples were packed in 3.2 mm thin-walled zirconia MAS
rotors with a volume capacity of ~36 pl. These rotors are
capable of spinning up to a maximum rate of ~18 kHz (Agilent
or Revolution NMR).

2. All MAS ssNMR spectra were acquired on an Agilent DD2
spectrometer operating at 14.1 T, corresponding to a 'H Lar-
mor frequency of 600 MHz. All experiments used a bio-MAS
probe in triple resonance 'H/'*C/**N configuration.

3. For data processing and analysis, NMRPipe [29] and Sparky
[30] were used, respectively.

3 Methods

3.1 Adjustment of
the Magic Angle

The experimental setup for MAS initiates with the adjustment of
the magic angle using natural abundance **C glycine (see Note 1).
Specifically, the linewidth of the '*CO signal (~178 ppm) from
powdered /crystalline glycine is minimized while adjusting the
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3.2 Shimming and
Chemical Shift
Referencing

3.3 Optimization of
GP-MAS on the Protein
Sample

magic angle (se¢ Note 2). The carbonyl site has a large chemical
shift anisotropy and is therefore sensitive to the rotor angle with
respect to the magnetic field. The steps below are carried out after
determination of the probe power limitations and the 90° pulse
widths using isotopically enriched model compounds (see Note 3).

1. Place a full rotor of natural abundance glycine into the MAS
probe.

2. Find the optimal contact time and power values for 'H to *3C
cross-polarization (CP) to ensure sufficient signal-to-noise.

3. Place the spectrometer in “FID scan” mode (Agilent) to display
the Fourier transformed 1D *3C spectrum after each transient.
This mode is synonymous with the “gs” command on Bruker
spectrometers. Ensure no window function is applied prior to
the Fourier transform that would broaden the spectrum. Set
the zero-fill number to 65,536 or larger to provide sufficient
digital resolution (“si” on Bruker; “fn” on Agilent).

4. Adjust the magic angle in an iterative fashion to obtain a line-
width on the **CO signal of less than ~40 Hz under a spinning
frequency of 12.5 kHz. We also typically use 12.5 kHz MAS for
protein backbone triple resonance experiments in our 3.2 mm
bio-MAS probe [31] at a magnetic field of 14.1 T (600 MHz
'H frequency).

Analogous to solution NMR experiments, it is imperative to have a
homogeneous magnetic field to achieve narrow spectral lines. Sim-
ilarly, it is important to have a reliable chemical shift reference
before proceeding with an unknown sample. Both of these steps
for MAS are described below.

1. Acquire a 1D *3C CP spectrum of a powder sample of adaman-
tane. Due to the excellent linewidths achievable with adaman-
tane, it is necessary to acquire the FID for ~150 ms and lower
the power of the 'H decoupling to a value compatible with the
MAS probe.

2. Two signals should be observed in the '*C spectrum. Refer-
ence the more deshielded peak to 40.48 ppm [32] (see Note 4).

3. Using the same adamantane sample, adjust the room tempera-
ture shim values to obtain homogeneous and narrow spectral
lines. This is done in an iterative manner similar to that
described for the glycine sample. A linewidth of 7 Hz or
lower can be achieved using the CH, peak of adamantane.

Nearly all ssNMR experiments begin with a polarization transfer
from the abundant "H spins to the more insensitive 3C/**N spins.
Below is the way we optimize CP transfers using a one-dimensional
(1D) CP-MAS experiment for 'H to '*N spins.
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3.4 Detection of
Rotary Resonance
Conditions

1. The 'H carrier frequency is set on resonance with the water
peak in a direct excitation experiment (4.5-5.0 ppm)

2. RF pulses on the X-channel are first calibrated using model
compounds to obtain a full nutation curve for each nucleus. To
determine optimal flip angles for the protein sample, a CP
sequence followed by a 90° (or 270°) pulse on the X-channel
under 'H decoupling is applied. The pulse power is adjusted to
give a null signal in this spectrum with the optimal value
corresponding to the 90° (or 270°) pulse.

3. A 'H nutation frequency of 100 kHz (@, 11/27) corresponding
to a pulse width of 2.5 ps and a flip angle of 90° is optimized by
varying the power level for a 360° pulse (i.e., 10 ps). This is
done in a CP experiment by detecting on the X-channel, typi-
cally *3C.

4. Optimize CP for 'H to '*N. The power-levels for the '"H-'> N
CP pulses are adjusted by matching the Hartmann-Hahn con-
dition under spinning w; 1 = @) 15y + N, where ; is the
nutation frequency for each of the nuclei and w, is the MAS
rate. The CP signal is optimized by varying the field strength
associated with each channel around the calculated values,
while keeping the other channel’s power constant.

5. Optimize the CP contact time between 'H and '°N. The time
for Hartmann-Hahn spin-lock is arrayed from 0.2 ms to
approximately 2 ms. Typically, the optimal value for membrane
proteins and crystalline soluble protein samples is 0.75-1.0 ms.

The rotary resonance condition is the matching of a spin-lock
nutation field with the rotational rate used for MAS [33]. This
match leads to dephasing by means of chemical shift anisotropy
(CSA) or dipolar coupling. Since spin-lock periods are used in CP
transfers, a major goal of our setup is to avoid the rotary resonance
condition to ensure the most efficient transfers from **N to **C or
vice versa. The pulse sequence we use for detecting the rotary
resonance conditions is shown in Fig. la [34]. Different than the
previous uses of rotary resonance conditions for facilitating magne-
tization transfer, our goal of using this pulse sequence is to avoid
conditions for the double CP transfer steps (see Subheading 3.5).
Below are steps to find the optimal half-integer conditions of
nutation frequencies relative to the spinning rate. The optimization
is demonstrated in Fig. 1b, showing an array of 1D experiments
applied to the membrane protein EmrE under different o, irradia-
tion powers.

1. Place a ['*C, ®N] labeled protein sample into the MAS probe.

2. Find an optimal 'H to ' N CP condition by using the
Hartmann-Hahn matching condition under MAS (see Sub-
heading 3.3).
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b
= 0,=2w,
TPPM 2 I ’quﬂr
D
| 2 b AAMAAWMA
| >

w, irradiation power

Fig. 1 Empirical detection of rotary resonance conditions. (a) Pulse scheme of the rotary resonance experi-
ment. (b) Variation of the w; amplitude around the two matching conditions (wy = nw,, n = 1 or 2). The
experiment is demonstrated on the '°N amide signal in [U-'° N,'3C] labeled EmrE protein, using a 2 ms pulse

length on °N

3.5 Optimization of
the DGP Transfers
15N_13GA/1300

3. Find conditions that meet the rotary resonance condition:

®; = nw, (n= 1, 2). Set up an array where the continuous-
wave (CW) N RF powers are adjusted, as shown in Fig. 1b.
This is a T, experiment that should be applied with a 15N spin-
lock of 2-5 ms. The lowest signals shown in Fig. 1b correspond
to the rotary resonance conditions, while the maximum signal
intensities following the spin-lock are ideal conditions (i.e.,
half-integer) to be used in double CP experiments described
in subsequent sections.

Most heteronuclear correlations in multi-dimensional spectra of
solid-like biological samples originate from *N-'3C dipolar cou-
plings. These contacts are usually obtained by selective transfer
techniques, correlating the *N chemical shift with its neighboring
13CA and "*CO chemical shifts. Selective N—-CA o N—CO transfers
are achieved by double cross polarization (DCP or “SPECIFIC
CP”) Schemes [35, 36]. To achieve a band selective transfer, the
irradiation conditions for both rare spin channels are optimized in a
1D N-CA/CO experiment as follows:

1. For band selective excitation, set the carrier frequency to the

desired spectral region, i.e., CA at ~55 ppm or CO at
~178 ppm.

~ o 15 13 .
. To achieve magnetization transfer between "°N and ~°C nuclei,

we initially set the RF amplitudes to 1.5w, and 2.5w, for *3CA
and °N channels, and 3.5, and 2.5w, for *CO and 15N
channels, respectively (se¢e Note 5). The DCP condition for
15N is set using the steps outlined in Subheading 3.4, which
is an empirical way to avoid rotary resonance conditions. In the
case for 13CO, it is preferable to apply a higher power on the
13C channel due to the weaker "H-'3CO dipolar couplings
than those present for **CA [37, 38].
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Fig. 2 Optimization of DCP '°N to 3CA transfer. (a) Pulse sequence used for optimizing the DCP from "N to
13CA. The multiple receiver detection is not required for the setup but used to emphasize the reduction in '°N
signal as the '3CA signal builds up. (b) The '3C amplitude is varied around the calculated 1.5, condition. Top:
'3CA signal variation. Bottorm: °N signal as the '*CA RF amplitude is varied

3. Once the initial power level for the DCP condition is calculated
for 13C, a careful optimization of the RF amplitude on the *C
channel is carried out using a pulse sequence similar to that
shown in Fig. 2a. An example for the optimization of the DCP
condition in N-CA experiment is shown in Fig. 2b. In this
experiment we have carried out acquisitions on both N and
13C in a simultaneous fashion using multiple receivers. This is
not required for the set-up, but is used to emphasize that
optimal transfer to '*C gives the highest signal-to-noise in
1D datasets and the lowest signal intensities remaining on
'5N. Notably, even after finding optimal transfer conditions,
residual polarization remains on '®N and is the basis for our
afterglow experiments (see Subheading 3.7). Lastly, when opti-
mizing selective transfers, it is important to obtain the highest

possible signal intensities while ensuring selectivity to either
*CA or *CO.

4. DCP contact time optimization. The time for which the N
and '*C simultaneous pulses are applied is adjusted from 2 to
6 ms. We normally find optimal values from 4 to 5.5 ms.

3.6 Optimization of It is often desirable to establish correlations between N and side-
the Mixing Period for chain '*C atoms. These contacts are obtained by applying a mixing
Optional N-CX period prior to the detection of the FID acquisition. Magnetization
Correlations can be transferred efficiently from CA/CO to nearby 13C atoms by

utilizing the dense proton network, commonly present in protein
samples (proton-driven spin-diffusion, PDSD). The transfer efficien-
cies can be further improved upon application of a CW irradiation to
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'H during the mixing time at a frequency match corresponding to
0= nw,(n=1o0r2) (iec., the DARR/RAD condition [ 39, 40]).
The DARR condition is optimized by varying the CW 'H power
around the #z = 1 or » = 2 DARR values in a 1D '*C CP-MAS
experiment to ensure efficient transfers among '*C spins. The opti-
mal conditions correspond to better dipolar recoupling characterized
by a minimum signal in the array for '*C nuclei receiving magnetiza-
tion from '®N (i.e., CA or CO).

3.7 Acquisition of The afterglow pulse scheme is shown in Fig. 3 and involves two
Afterglow acquisition periods for the simultaneous detection of 2D N-CA
15N-130A/15N-1300 (first acquisition) and 2D N-CO (second acquisition, using resid-

ual '®N polarization). To achieve selective CA- or CO-only detec-
tion, the DARR mixing period is set to zero. The optimal pulse
widths/powers and initial CP and DCP conditions are found as
described above, and are implemented into the current experiment.
The two datasets are separated by a '*C transverse magnetization
dephasing period, followed by a 90° pulse on the >N channel to
store the residual >N magnetization along the z-axis after the first
DCP. The N-CO experiment is then initiated by a DCP selective
transfer from the remaining '°N signal to **CO spins. The latter
dataset is effectively “free of charge” and its sensitivity can be
evaluated by comparing to the usual N-CA/CO datasets.

The experimental parameters for the afterglow experiment are
essentially the optimized parameters described in Subheadings
3.3-3.6. Nevertheless, in practice, it is necessary to re-optimize
the power levels on *CO in the afterglow experiment in order to
achieve maximal signal-to-noise. Figure 4 shows the comparison of

o

y
TPPM| CW | TPPM TPPM CW | TPPM TPPM
1H CP =N, =N,
0 Gs G5
v oot % T, e
L & [ cP ] [ CP ]

o 2

N cP CP CcP

Fig. 3 Afterglow pulse sequence for acquiring N-CA/N-CO in a sequential fashion. The narrow rectangles
correspond to 90° pulses. The left and right arrows within the '3C channel signify the offset positioned on the
13CA and '3C0 regions, respectively. Phases are: ¢ = (X, —X), o = (), b3 = (X, X, ¥, ), dpa = (=Y, —Y, —X,
—X), s = (¥, ¥, —x, —X), and ¢ec = (X, —X, —Y, }). To obtain phase-sensitive data in # and &, ¢, and ¢
were phase-shifted by 90°, respectively. After the first FID acquisition, a 5 ms time was allowed to dephase
residual '*C magnetization. (Reprinted with permission from [20]. © 2012 American Chemical Society)
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Fig. 4 Two-dimensional N-CA (a, ¢) and N-CO (b, d) spectra of uniformly *°N and '3C enriched EmrE. Standard
N-CA spectrum (a) and N—CA as part of the Afterglow scheme (¢) gave similar signal-to-noise ratios. Standard
N-CO (b) and Afterglow N—CO (d). The latter is multiplied by 2.5 to compare with the standard experiment.
Overall, the Afterglow N—CO results in about 30-35% of the signal of the standard N-CO for [U-'° N,'3C]

labeled samples

3.8 Benefit of
Spectroscopic Filtering
with the Use of
Afterglow

standard 2D N-CA /CO with the afterglow experiments collected
using the four transmembrane domain protein EmrE in DMPC
liposomes.

NMR is an inherently insensitive technique. Acquisition of multi-
dimensional datasets on low gyromagnetic ratio nuclei presents
additional challenges that further increase experimental times for
protein samples. Thus, the development of parallel acquisition
techniques is of high importance in the field. The afterglow scheme
is advantageous for the following reasons:

1. It utilizes residual magnetization produced in the course of a
“regular” heteronuclear experiment to obtain another dataset
that can be complementary for the assignment process of
biomolecules.

2. It is a simple scheme that does not require specific hardware
modifications, and can be applied in any conventional ssNMR
spectrometer.

3. The afterglow sequence acquires two °N-'3C correlation spec-
tra using a single recycle delay, which effectively maintains the
same overall experimental time with respect to standard
datasets.
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We have described how Afterglow magnetization from residual
5N signal at the end of a DCP period in 2D N-CA is utilized to
obtain a high-quality 2D N-CO spectrum. The comparison
between the standard N-CA/CO and the Afterglow N-CA/CO
(Fig. 4) acquired on a membrane protein shows the applicability of
the methodology to a complex biological system. The signal-to-
noise in the afterglow N-CO experiment can be dramatically
improved with the usage of sparse isotope labeling schemes (e.g.,
1,3-13C or 2-'3C glycerol labeling) due to the effect of spin-
dilution [41]. Lastly, it is also possible to use the afterglow tech-
nique in combination with reverse labeling to further seed chemical
shift assignments of congested spectra [41] and for measuring spin
relaxation times [42].

4 Notes

1. It is also common to use potassium bromide (KBr) while
detecting the 7?Br signal.

2. The state of glycine crystallinity or polycrystallinity can impact
the observed linewidth.

3. Throughout the set-up process it is important to emphasize
that high-power probe tuning is performed to minimize the
ratio of forward and reflected powers using an oscilloscope.
The ratio between the forward/reflected powers should be
equal to or larger than ~25/1.

4. The "®N chemical shift spectrum can be indirectly referenced
from the '3C adamantane by using the ratio of reference fre-
quencies for ®N and '3C (0.402979954), as previously
described [43, 44].

5. To match up the DCP condition, RF amplitudes must be
applied that both satisfy the Hartmann-Hahn condition and
avoid the rotary resonance condition. Therefore, frequency
irradiation of half-integer multiples of the spinning rate is
usually applied to the rare-spins channels, while a high-power
CW pulse is simultancously applied to the abundant 'H
channel.
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Chapter 4

Filamentous Bacteriophage Viruses: Preparation,
Magic-Angle Spinning Solid-State NMR Experiments,
and Structure Determination

Omry Morag, Nikolaos G. Sgourakis, Gili Abramov, and Amir Goldbourt

Abstract

Filamentous bacteriophages are elongated semi-flexible viruses that infect bacteria. They consist of a
circular single-stranded DNA (ssDNA) wrapped by a capsid consisting of thousands of copies of a major
coat protein subunit. Given the increasing number of discovered phages and the existence of only a handful
of structures, the development of methods for phage structure determination is valuable for biophysics and
structural virology. In recent years, we developed and applied techniques to elucidate the 3D atomic-
resolution structures of intact bacteriophages using experimental magic-angle spinning (MAS) solid-state
NMR data. The flexibility in sample preparation — precipitated homogeneous solids — and the fact that
ssNMR presents no limitation on the size, weight or morphology of the system under study makes it an
ideal approach to study phage systems in detail.

In this contribution, we describe approaches to prepare isotopically carbon-13 and nitrogen-15 enriched
intact phage samples in high yield and purity, and we present experimental MAS NMR methods to study the
capsid secondary and tertiary structure, and the DNA-capsid interface. Protocols for the capsid structure
determination using the Rosetta modeling software are provided. Specific examples are given from studies
of the M13 and fd filamentous bacteriophage viruses.

Key words Solid-state NMR, Magic-angle spinning, Bacteriophages, Structure determination,
Assignment, DNA-protein interaction, Structural virology, Rosetta

1 Introduction

Filamentous bacteriophages are elongated semi-flexible viruses that
infect bacteria. They consist of a circular single-stranded DNA
(ssDNA) wrapped by a capsid consisting of thousands of copies of
a major coat protein subunit [1-3]. Bacteriophages are ubiquitous
and have unique roles in molecular biology, biotechnology, and
nanotechnology. Although filamentous bacteriophages have been
the focus of many biochemical, biophysical, and biomedical studies
for many years, and the number of discovered phages increases
constantly, less than a handful of structures exist thus far. Structural

Ranajeet Ghose (ed.), Protein NMR: Methods and Protocols, Methods in Molecular Biology, vol. 1688,
DOI 10.1007/978-1-4939-7386-6_4, © Springer Science+Business Media LLC 2018
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models have been obtained from fiber diffraction (e.g., Pfl [4], fd
mutant Y21M [5]), from aligned-static NMR techniques [6], and
recently, we have presented a 3D atomic-resolution model for the
capsid of intact M13 bacteriophage using Rosetta model building
guided by structure restraints obtained from magic-angle spinning
(MAS) solid-state NMR experimental data [7]. MAS NMR has also
been used to study in detail various filamentous viruses including
hydration [8], dynamics [9] and structural transitions [10] in Pf1,
comparison of M13 and fd [11, 12], both highly similar phages
with a single amino acid replacement (aspartate-12 in the coat
protein of fd is replaced with asparagine in M13). An additional
study probed the interface between the capsid and the DNA in
fd [13].

The advantage in using MAS solid-state NMR techniques to
study filamentous viruses resides in their simple and efficient prepa-
ration and experimentation. Phage samples can be prepared in a
precipitated form with no requirement for alignment or crystalliza-
tion, the yields are high, experiments can be performed at a large
range of temperatures and therefore mimic closely their natural
condition, and the phage particles retain their infectivity. Any
NMR method however requires isotopic labeling for several rea-
sons: (1) For proteins, *C (§ = 1/2) is the only NMR-active
carbon isotope and its abundance in nature is 1.1%; (2) *®N; also
S=1/2,is the nucleus of choice in biological systems since it can be
detected to high resolution. However, '°N has an abundance of
0.4% while '*N with a spin § = 1 is broadened significantly by the
quadrupolar interaction, and it has a smaller gyromagnetic ratio
than *®N. Complete isotopic labeling yields information on all '*C
and '°N spins; however, linewidths are broadened by scalar cou-
plings, spectral overlap limits the resolution, and distance measure-
ment estimates are hampered by homonuclear interactions causing
“relayed transfers.” In particular, spectral overlap can be severe for
helical proteins such as those making the phage capsid. Many of
these deficiencies can be resolved by sparse labeling [14, 15].

In this manuscript, approaches and new methodologies for the
preparations, isotope labeling, MAS NMR experiments, and structure
determination of such complex macromolecular systems are pre-
sented. These experimental approaches can be utilized to study difter-
ent types of filamentous phages, bacteriophages of other forms
(spherical, icosahedral, and cylindrical), and other filamentous struc-
tures. At least some of these systems have impact on health and disease,
and can be utilized for the design of novel nano- and bio-materials.

We initially describe the preparation of isotopically labeled
samples, which is a central step for obtaining high-resolution data
while maintaining sample integrity; we discuss the purification
steps, their biophysical characterization and NMR sample packing.
Subsequently, we provide details on the NMR equipment, setup,
experimental methodologies, and data analysis. In the end,
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protocols for generating the quaternary model of the phage using
the program Rosetta are described. We note that in the current
protocol we do not discuss proton detection techniques, which
have been made available recently with the advent of very fast
spinning probeheads, up to 110 kHz and more [16]. Those tech-
niques will certainly become extremely useful to study proteins,
molecular assemblies, phage systems, and other biomolecules.

2 Materials

2.1 Materials for
Sample Preparation
and Purification

2.1.1 Strains

2.1.2  Buffers, Solutions,
and Nutrient Media

1. M13 bacteriophage: Wild-type (wt) M13 contains 6407 nucleo-
tides [17] and is available from the ATCC (ATCC® 15669-
B1™). We used the M13KO7 vector [18] at an initial concen-
tration of 10'* particle forming units (pfu)/mL. This vector
contains a Kanamycin antibiotic resistance gene inserted in the
phage origin of replication. The DNA of this strain has 8669
nucleotides (nt), and ~3600 major coat protein subunits consid-
ering the theoretical value of 2.4 nucleotides to subunit [19]
(nt/s). The molecular weight of unlabeled M13KO7 is there-
fore ~21.5 Mega Daltons (MDa).

2. fd bacteriophage: wt fd contains 6408 nucleotides [17] and is
available from the ATCC (ATCC® 15669-B2™). The fthl
vector [20], used in this study, has two insertion positions in
its genome; a segment of transposon Tnl0 coding for tetracy-
cline antibiotic resistance and another gene (pVIIISTSh),
located between gene-3 and gene-7, which can incorporate
another coat protein for the purpose of mutations and phage
display. The vector fthl is genetically stable and produces high
phage titers. This genome length is 8223 nt (3430 subunits,
20.5 MDa).

3. Both fd and M13 infect E. coli strains bearing incompatibility
group F (incF). Examples are DH5aF’ strain, the tetracycline-
resistant XLL1 (XL1-tetR) strain, and Hfr D strain (ATCC-
15669).

4. There are many additional filamentous phage strains, which are
not described here. Examples are Ike [21 ] and I,-2 [22], infecting
E. coli bearing N-pili and I,-pili, respectively; Pf3 and P4 infect-
ing Pseudomonas aeruginosa strains O1 and K, respectively [2]; Xf
infecting Xanthomonas oryzae [23]; and many others [2].

1. 2x YT culture medin: Add 16 g/L Bacto™ tryptone, 10 g/L g
Bacto™ vyeast extract, and 5 g/L NaCl to deionized H,O
(ddH,0O) making up 90% of the total final volume. Adjust the
pH to 7.0 with 5 M NaOH and dilute the solution (with
ddH,O) to the final volume. The media is sterilized by auto-
claving . For the preparation of rich media with antibiotics, add
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the appropriate amount to sterilized media at no higher than

50 °C.

. YT-agar plates: add 15 g/L of agar to 2xYT culture media

after pH adjustment and prior to final volume dilution. Pour
into sterile petri dishes and allow to cool.

. LB culture medin: Prepared as 2xYT, with the following con-

tents; 10 g/L Bacto tryptone, 5 g/L g Bacto yeast extract, and
10 g/L NaCl.

. LB-agar plates: add 15 g/L of agar to LB media after pH

adjustment and prior to final volume dilution.

. Top agar plates: Prepared as LB, with the addition of 7 g/L

agar.

. 10 mM Tris—HCI buffer: Dilute tenfold a 100 mM stock solu-

tion, which is prepared as follows: Weigh the corresponding
mass for 100 mM Tris (hydroxymethyl) aminomethane
(MW = 121.4 g/mol) and dissolve in ddH,O (in 80% of the
final volume). Adjust the pH to 8.0 with 3 M HCl and dilute
the solution with ddH,O to the final volume. Sterilize the
stock solution by an autoclave (121 °C) and store at 4 °C.

. 50 myg/mL kanamycin stock: Add 0.5 g kanamycin into 5 mL of

ddH,0. Mix thoroughly and add another 5 mL of ddH,O.
Filter-sterilize (0.2 pm) and store at —20 °C. A concentration
of 50 pg/mL (1073 dilution) is required for M13 phage
growth.

. 12.5 my/mL tetracycline stock (50% v/v ethanol/ddH,0): Add

0.125 g tetracycline to 5 mL of absolute ethanol. Mix thor-
oughly and add 5 mL of ddH,O. Filter-sterilize (0.2 pm) and
store at —20 °C. A concentration of 12.5 pg/mL (102 dilu-
tion) is required for fd phage growth.

. M9 Minimal media solution for growing uniformly enviched

BC/I5N bacteriophages:
Prepare the following stocks

e Minimal salts (M9 salts) stock x 10: 0.478 M Na,HPOy,,
0.220 M KH,PO4, 0.086 M NaCl. Adjust to pH 7.0 and
sterilize by autoclaving. Store at 4 °C. It is best to keep at
room temperature 24 h prior to use.

e 1 M MgSOy (sterilize by autoclaving and store at 4 °C).
e 1 M CaCl, (sterilize by autoclaving and store at 4 °C).

e 0.025 M FeSOy4 (0.2 pm filter sterilized, light sensitive, store
as long as the solution is not yellow).

e 1.48 mM Thiamine-HCI (0.2 pm filter-sterilized, prepare
fresh).
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Mix the following amounts of the solutions to create 1 L of
the M9 media: 47.8 mM Na,HPO,, 22.0 mM KH,POy,,
8.6 mM NaCl (M9 salts), 2 mM MgSOy, 0.1 mM CaCl,,
0.5 mM FeSOy, 0.296 mM Thiamine-HCI. Dilute the solu-
tion with sterile ddH,O to final volume.

For growth, add to the M9 media 4 g/L "*C¢-glucose and
0.5-1.5 g/L ">*NH,CI.

Minimal Media Solution for Growing 1,3-'*C (1,3-gly) and
2-13C (2-gly) Bacteriophages:
The minimal nutrient medium contains the following:
e M09 solution at pH = 6 (see Note 1).
e ME vitaminsx 100 solution (we use Sigma-B6891).

e Metal trace [24] solution (sterilized) containing: 0.2 mM
FeSOy4, 0.4 mM CaCl,, 0.6 mM MnCl,, 30 pM CoCl,,
20 pM ZnSOy4, 20 pM CuCl,, 3 pM H3BOgz, 2 pM
<NH4)6M07024, 0.1 mM EDTA.

e 2 mM MgSO, (autoclaved).

e 12.5 pg/mL tetracycline (sterilized). This step is optional
and applied if antibiotic resistance exists, as for fth1 strain of

td.

e For the preparation of 2-gly-M13: 1 g/L ">'NH,CI, 2 g/L
NaH'*CO3, 2 g/L [2-'3C]-glycerol.

e For the preparation of 1,3-gly-M13: 1 g/L **NH,CI, 2 g/L
NaH'2CO3, 2 g/L [1,3-'*C]-glycerol.

An NMR spectrometer consisting of a three-channel console
and a high-field magnet. Our lab has a Bruker Avance-III wide-
bore solid-state NMR spectrometer operating at a magnetic
field of 14.1 T. Larmor frequencies are 600.0 MHz for 'H,
1503;19 MHz for '3C, 60.8 MHz for '°N, and 242.9 MHz
for °°D.

. A triple-resonance probe operating at HCN mode for 2D and

3D experiments involving '*C and *®N. To date, available rotor
diameters range from 4 to 0.6 mm. They provide maximal
spinning speeds of 15 kHz (4 mm), 24 kHz (3.2 mm),
35 kHz (2.5 mm), 67 kHz (1.3 mm), >110 kHz (0.7,
0.6 mm). In regular solenoid coils, heating can be induced by
radio-frequency pulses making them unsuitable for high-
salinity samples. Efree (Bruker) and scroll-coil [25] technolo-
gies minimize the heating effect by directing the electric field
away from the sample. Such coils are available for 3.2 and 4 mm
probes.

. A triple-resonance probe operating at HPN/HPC mode for

protein-DNA interaction studies.
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. Pb(NO3), packed in a rotor for sample temperature measure-

ments (see Note 2).

. Adamantane /KBr powder packed in a rotor for setup.

. Glycine powder (labeled or natural abundance) packed in a

rotor for setup.

. Uniformly  (*3C, '°N) labeled phage samples (see

Subheading 3.1.1).

. Sparsely labeled phase samples (see Subheading 3.1.2).

3 Methods

3.1 Sample
Preparation

3.1.1  Preparation of Fully
("3C, ™°N) Labeled M13 and
fd Samples

10.

. Prepare fresh 2xYT (rich media) agar plates for the growth of

the bacterial host (E. coli DH5aF strain or XL1-tetR strain or
any other suitable strain) in a sterile environment.

. Spread the bacteria and incubate the plates overnight (37 °C),

and obtain single colonies.

. Pick out a single colony and incubate with shaking (37 °C,

240 rpm) in a sterile tube containing 5 mL 2xYT medium for
~16 h.

. Transfer 200 pL of the dense bacterial solution to a 5 mL rich

medium tube and incubate with shaking for ~4 h, allowing the
cells to reach the log phase of the growth curve (Optical
Density, O.D. ~ 0.6). Growth is monitored by light-scattering
measurements (wavelength of 600 nm).

. At log phase, reduce shaking speed to 60 rpm for 30 min. This

is done in order to allow optimal growth of E-pili and thereby
enhance infectivity.

. Add 50 pL of the phage stock to the 5 mL bacterial solution

and incubate for another 30 min (37 °C, 60 rpm). For effective
infection, the concentration of the phage stock in pfu/cfu,
plaque forming units to colony forming units, should be
100/1. At this point, the cell density is ~10® cfu/mL.

. Transfer an aliquot of the infected culture (at a ratio of 1,/100)

to a solution of 500 mL minimal nutrient medium at 37 °C,
240 rpm (see Note 3).

. After 1 h, add kanamycin (for M13) or tetracycline (for fd)

antibiotics to the mixture. This allows only infected cells to
further replicate.

. After 24 h of incubation and shaking, centrifuge the bacteria at

8000 rpm (9800 x g) for 45 min (fixed-angle rotor, we use
F14S-250X6 FiberLite Piramoon Technologies Inc.).

Decant the supernatant phage solution.



3.1.2  Preparation of
Sparsely Labeled M13
Using Partially Enriched
Glycerol

3.1.3  Preparation of
Aromatic-Unlabeled
Samples

3.1.4  Purification of
Filamentous Phage Using
CsCl Gradient
Ultracentrifugation
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11. Precipitate the phage by making the solution 5% (w/v) poly-
ethylene glycol (PEG) 8000 and 0.5 M NaCl.

12. Collect the PEG-precipitated phages at 8000 rpm (9800 x g)
tor 45 min at 4 °C and resuspend in 10 mM Tris buffer, pH 8.0.

13. Centrituge the phage solution once again at 14000 rpm (22800
x g) for 2-3 h to discard leftover bacterial cells. Here we used
50 ml tubes in a Fiberlight F15-8 x 50cy fixed angle rotor.

14. The total yield of fully labeled M13 and fd phages after this step
of purification should be ~50 mg for 1 L of culture but can vary
between different preparations.

Labeling proteins with 1,3-'3C,-glycerol or 2-'*C;-glycerol was
first presented by LeMaster et al. [26] and produces the “checker-
board labeling” pattern (see Note 4).

1. Prepare fresh tetracycline-resistant (for the XLI1-tetR strain)
YT-agar plates and grow E. colz colonies overnight.

2. Follow the procedure described in Subheading 3.1.1 from
step 3 onward using the minimal nutrient medium from Sub-
heading 2.1.2, item 10. The pH is adjusted to 6 (see Note 1).

3. Expect yields of ~20-30 mg of glycerol-based M13 growth for
1 L of culture before purification by ultracentrifugation.

This protocol is used for observing DNA resonances in a protein-
DNA complex. The spectral distinction results from the elimination
of the aromatic signals of the amino acids tryptophan, phenylala-
nine and tyrosine.

1. Follow the protocol from Subheading 3.1.1 for growth of fully
enriched samples using the minimal nutrient medium from
Subheading 2.1.2, item 9, and add 0.2 g/L of natural abun-
dance Phe, Tyr and Trp.

2. For YEW'P_13C /15N£d yields of ~30 mg for 1 L of culture
can be obtained.

This technique separates components based on their buoyancy. It
requires an ultracentrifuge, a swinging bucket rotor and tubes
suitable for high-speed centrifugation. The protocol below is
described for Ultra-Clear™ 13.2 mL Beckman tubes and a
SW-41 Ti swinging bucket rotor.

1. Weigh 4.83 g of CsCl to a 50 mL tube and calibrate the scale to
zero.

2. Add dropwise ~12 mL of'a ~1 mg/mL clarified phage solution
to a tube to a final mass of 10.75 g. This gives a solution density
of 1.29-1.31 g/cm?®, which positions the phage band in the
middle of the tube after centrifugation, see step 6 below
(Fig. 1).
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3.1.5 M13 and fd Virus
Characterization Using UV
Spectroscopy
Measurements

Fi

w

10.
11.

12.

Pu

. 1 Sample tube after CsCl gradient ultracentrifugation

. Mix the phage-CsCl solution thoroughly and zero the scales
again.

. In order to assess the density of the final solution, take 1 mL
with a pipette tip, while keeping the tube on the scale. The scale
should show values ranging from negative 1.28 g to negative
1.31 g, which indicates the final density of the solution.

. Transfer the solution to Ultra-Clear™ 13.2 mL Beckman tubes
and insert well-balanced tubes to their positions in a SW-41 Ti
swinging bucket rotor (or similar) (sec Note 5).

. Centrifuge to equilibrium at 37,000 rpm (234700 x g4), 4 °C,
tor 48 h (e.g., Optima XE 100K Ultracentrifuge).

. Remove the tubes and assemble on the top of a bottom light to
view clearly the viscous phage band (Fig. 1).

. Remove the top clear phase (buffer) carefully with a pipette.

. Remove the viscous central band of the phage by a pipette (see
Note 6).

Dilute the recovered phage solution to ~1 mg/mL.

The solution can be stored at this stage at 4 °C or cleared from
~2 M Cs" ions (step 12).

Precipitate the phage solution with 5% w/v PEG8000, decant
the supernatant, and resuspend in Tris buffer (10 mM).

re phages exhibit a typical UV absorption spectrum having a

broad plateau at 260-280 nm, with a shallow maximum at
269 nm and a minimum at 245 nm resulting from both proteins
and DNA [19, 27]. Phage purity is determined by the ratio
between maximum and minimum absorbance, and by the ratio
between the baseline and maximum absorbance. The baseline
appears due to scattering effects [28].
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1. Transfer a virus solution and a buffer solution into two 1 cm
path quartz cells.

2. Measure the buffer solution to obtain the blank
(220-380 nm).

3. Measure the phage solution (220-380 nm) and obtain the
difference spectrum.

4. Calculate the maximum absorbance (269 nm), the minimum
absornance (245 nm), and the baseline (350 nm). The maxi-
mum may shift with phage type and purity. Avoid measure-
ments beyond the linear regime of the UV spectrophotometer.

5. Pure phage is obtained it OD549/0OD345 ~ 1.37 and OD3z5¢/
OD>5g9 ~ 0.02.

6. The concentration of the phage is given by the Beer-Lamber
law A = €bC where for M13 and fd, the extinction coefficient
is [19] £ = 3.84 cm? /mg. Note that a concentration of 1 mg/
mL may be too high and the solution needs to be diluted prior
to measurement.

7. Figure 2 shows a typical UV spectrum of M13 bacteriophage
after ultracentrifugation purification.

1.6 -

max 269nm

4

Absorbance
o
1

\

min 245nm

I I I I
280 300 320 340
Wavelength [nm]

T T
240 260

Fig. 2 Spectrum of a tenfold diluted M13 phage after ultracentrifugation. The virus has a UV absorbance
spectrum with a maximum at 269 nm and a minimum at 245 nm. The purity is assessed by two ratios: max to
min absorbance and baseline to max absorbance. Here, the 269/245 ratio is 1.37 and the 350/269 ratio is
0.02, all indicating that the phages are viable and pure. The absorbance of the pure sample in this case
corresponds to 16 mg
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3.1.6 Quantifying Phage
Infectivity with a Plaque
Assay

3.1.7 Top-Agar Assay for
Wild-Type Phage with No
Antibiotic Resistance

[\

10.

11.

12.

13.

. Grow a 5 mL culture of the E. col strain TG1 to log phase.
. Using autoclaved tips, transfer aliquots of 90 pL log-phase

bacteria to a series of wells in a sterile 96-well cell culture
plate (e.g., Greiner bio-one).

. Transfer 10 pL of purified phage to the first well and mix gently

using a pipette (see Note 7).

. Replace the tip and transfer 10 pL from the first well to the

second well. Mix gently and discard the tip.

. Replace the tip and transfer 10 pL from the second well to the

next well. Mix gently and discard the tip.

. Repeat the process described in step 5 where each time the new

dilution is used to dilute the following well. Dilutions should
be performed until ~10~'* or until the last well contains <10
phage particles. Dilutions of 100-fold can also be done (by
transferring 1 pL at each step) but with care.

. Always retain one well with no phage particles (only cells) as

control.

. Incubate the plate at 37 °C for 1 h, allowing the phage to infect

the cells.

. Take 10 pL from each well and drop into different slices of LB-

agar plates containing kanamycin (for M13) or tetracycline (for
fd).

Incubate the plates at 37 °C overnight. Only infected cells will
form colonies.

In addition, it is advised to incubate overnight an LB-agar plate
containing kanamycin without E. co/s for control.

At the high dilutions, it is possible to count the number of
isolated plaques and therefore to determine pfu/mL in the
original phage solution.

A typical titration plate is shown on Fig. 3a.

Wild-type phage particles do not have antibiotic resistance. In order
to quantify the amount of pfu/mL and assess their infectivity, a top
agar assay is performed, which is equivalent to the plaque assay
described above.

1.
2.

Prepare LB-agar plates and let them cool down.

Prepare a series of phage dilutions up to ~10**in 1 mL Eppen-
dorf tubes.

Grow target host cells to their log phase (OD 0.6-0.8).

Prepare a top agar solution (Subheading 2.1.2, item 5) and let
it cool to ~50 °C (we found that the procedure works best
using a fresh top agar solution but this is not mandatory).
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(a) (b)

(A) 90 pl bacteria culture in each well
(C)10 pl ...

(A) Top agar + (D) Plaques formation at different dilutions

T7 infected cells r

(B) 10 pl phage (

(D) incubation for 1 h (37%)
(C) Incubation for

(E) 10 pl aliquots of each dilution on a slice (LB-agar) &% s

Fig. 3 (a) fd phage infectivity assay. The assaying steps for fd are denoted by A-E. 10 pL of infected phage
solutions are dropped onto slices in the LB-agar plate. Each slice of infected cells represents a dilution count
from 1 to 12. In the most diluted slice (#12) the plagues can be counted and subsequently the number of
phage particles per milliliter (pfu/mL) in the initial phage sample can be calculated. (b) T7 phage top-agar
infectivity assay. The assaying steps for T7 are denoted by A-D. In D, each plate represents a dilution count,
which is indicated on the botfom. Note: T7 is not a filamentous bacteriophage. It is a tailed bacteriophage with
a 60 nm icosahedral head that belongs to the family Podoviridae. Yet, the infectivity assay procedure is similar
to that of filamentous viruses

5. Pre-warm a dry bath incubator with 15 mL glass tubes to a
temperature of 45 °C. Transfer 3 mL of the top agar solution
and 250 pL of the host cells to the glass tubes. Leave one glass
tube without any host cells. The number of glass tubes should
equal the number of phage dilutions and two for additional
controls.

6. Add 100 pL of each phage dilution to a different glass tube.

7. Remove each glass tube out of the incubator, vortex gently and
quickly, and overlay homogeneously on one of the LB-agar plates.

8. Overlay one plate with no phage particles (only top-agar and
cells) as a first control.

9. Overlay one plate with no cells and no phage particles (only
top-agar) as a second control.

10. Incubate the agar plates at 37 °C. The incubation time depends
on the phage and host strains. For filamentous bacteriophages
we usually incubate overnight.

11. Observe and count the turbid plaques. Calculate the pfu/mL
accordingly (see Fig. 3b).
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3.1.8  Packing Purified 1.

PEG-Precipitated Phage

Samples into MAS Rotors 2
3

Dissolve 5% w/v PEG8000 in a 1 mg/mlL phage solution
(50 mL tubes).

. Add 5 mM MgCl,. Instantaneous precipitation can be recog-

nized by the appearance of a white cloudiness.

. Centrifuge the phage solution for 15 min at 5000 rpm

(BIOShield swing rotor fitted with 15 or 50 ml tubes, 5900
x g) at 4 °C. Discard most of the supernatant, leaving a layer of
about 200 pL solution above the pellet.

4. Prepare a sufficient amount of flame-sealed 200 pL tips.

10.

11.

12.

3.2 NMR 1.

Experiments

3.2.1 General Setup

. Gently mix the phage pellet with the remaining solution.

Transfer the aliquots to several flame-sealed 200 pL tips.

. Mount the tips on 1.5 mL Eppendorf tubes (remove caps),

cover with parafilm, and centrifuge at 14,000 rpm (21900 x g)
and 4 °C for 15 min (e.g., Sigma 1-15PK centrifuge with a
swing-bucket rotor 11124-H or any other centrifuge suitable
for 1.5 mL tubes). A swing-bucket at this point is recom-
mended but not absolutely essential.

. Remove the supernatants from each tip, and combine pairs of

tips by centrifugation of one into the other for about 1 min.

. Repeat steps 67 until a single tip contains all the phage. Leave

a small layer of the precipitating solution above.

. Centrifuge the final precipitate for several hours, until the level

of condensation does not change in the tip (the time required
for this procedure may change from sample to sample).

Mount the final tip on a ZrO, (4 or 3.2 mm) MAS rotor and
transfer the phage precipitate by centrifugation (~1 min). This
can be done with a home-made device as shown in Fig. 4 or any
other device.

Centrifuge the rotor containing the sample under the same
conditions (14,000 rpm, 4 °C, 15 min, using a swing-bucket),
and seal with a spacer according to the vendor’s instruction.
(Bruker HRMAS rotors have a spacer, a spacer-screw, and a
cap. The small hole in the spacer allows a small fraction of the
liquid to transfer through showing that the spacer is in place).

The approximate mass of the phage in a 4 mm rotor is 8—10 mg
occupying ~30 pL (~250-300 mg/mL).

Matching and tuning. After the probe has been installed, and
for each sample independently, tune each channel to the
required frequency and match the impedance to 50 Q.

Set up the maygic angle using KBr: Insert a rotor containing KBr
powder, set the spinning speed (vgr) to 5 kHz, match and tune to
"?Br frequency, and conduct a repetitive single pulse experiment
(calibration of pulses is detailed in Subheading 3.2.2) with the
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home-made device

MAS ZrO2 rotor

Fig. 4 NMR sample packing with a home-made device. First, the hydrated phage
precipitate is transferred from a yellow flame-sealed tip, which was cut in the
bottom, to another tip through a series of centrifugations at 14,000 rpm, as
shown in the /eft photo. The tip containing the sample collected from all tips is
placed above the MAS ZrQ, rotor (mid and right photos) and the phage is
transferred to the rotor by centrifugation (the phage precipitate inside the
yellow tip is not shown here)

carrier frequency on the central line while observing the free
induction decay (FID). Gently adjust the magic angle using the
MAS knob until the rotational echoes of the FID extend to their
maximal time (~8-9 ms on a 600 MHz spectrometer at
vr = 5 kHz). Stop the acquisition and collect a single pulse
spectrum. Measure the intensity ratio between the first spinning
side band (ssb) and the central peak in the Fourier-transformed
(FT) spectrum. A ratio of 13-14% and a linewidth (FWHH) of
~110 Hz indicate an optimal magic angle of
atan(v/2) = 54.736 .

3. Setting the 'H carrier frequency using powder Adamantane.
Match and tune 'H, set vg = 5 kHz, collect the 'H spectrum
using a short excitation pulse (FID ~100 ms), set the carrier
frequency on resonance.

4. High-resolution shimming using Adamantane. Match and tune
13C, set vp = 5 kHz, collect a repetitive single pulse **C spec-
trum (see Subheading 3.2.2, step 1 for power calibration) with
low power (~30-40 kHz) 'H decoupling and an acquisition
time of 500 ms (se¢ Note 8). Change the current in the shim-
ming coils until a linewidth of 2-3 Hz or less for the CHj line is
obtained.

5. Referencing *>C ppm scale using powder Adamantane. Conduct
a single pulse experiment with decoupling as in step 4 above



80 Omry Morag et al.

3.2.2 Basic Calibration of
"H and "3C Power Levels,
Polarization Transfer, and
Decoupling

0
90
)
H
CP decoupling
¢3 ¢Rec
13¢C
CP

Fig. 5 Cross-polarization (CP) pulse sequence [30]. The phases of the proton CP
pulse and excitation pulse are perpendicular to each other to spin-lock the
magnetization. The complete phase cycle is as follows (in degrees): ¢, = 0,
180; ¢ = 90; ¢3 = 270, 270, 180, 180; ¢ = 180, 0, 90, 270

1.

(reduce acquisition time to ~200 ms to avoid heating). Cali-
brate the downfield '*C resonance (CH, line) to 40.48 ppm
[29].

. High-power tuning. Perform a CPMAS experiment as shown in

Fig. 5 on the phage sample according to Subheading 3.2.2,
step 4. Observe on a scope the forward (F) and reflected (R)
voltages (this can be done by putting a directional coupler
between the preamplifier and the probe). Adjust the matching
and tuning knobs until the ratio F/R is equal to or larger than
10 (see Note 9).

. Referencing N ppm scale using powder > NH,CL. Perform a

single pulse "H-decoupled '®N experiment and adjust the '°N
resonance to 39.27 ppm [31].

H and C power calibvation (Adamantane choice, single
pulse): Set up a single pulse experiment as described in Sub-
heading 3.2.1, step 3. Set the length of the pulse to 1 ps with a
power level allowed by your hardware. Fourier transform and
phase the spectrum. Set the pulse length to 5 ps. Run consecu-
tive experiments with varying values of the power level from
low to high power. When the signal becomes zero the power
level is 100 kHz. All other values can be calculated from the
linearity of the transmitter (se¢ also Shi and Ladizhansky [32]).
For '3C repeat the same procedure but using a 10 ps pulse to
obtain a power level of 50 kHz. If the transmitter is not linear, a
complete calibration curve needs to be obtained.

. 'H power calibration (glycine or phage sample, via CPMAS):

The power can also be set from a CPMAS experiment (Fig. 5),
especially in a phage sample (and if the probe is not of the Efree
type) that may be affected by RF heating thereby altering the
'H power levels obtained from powder samples. Set the 'H



3.2.3 Setting Up a 2D
13¢-13¢ DARR Correlation
Experiment

1.
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power of the excitation pulse to 100 kHz as described in step 1.
Set 13C carrier frequency on resonance with the Glycine Ca line
(or phage aliphatic lines). Set the **C power level during CP to
50 kHz (step 1). Set the 'H power level during CP to be the
13C power level plus twice the spinning speed (Hartman Hahn
matching condition under MAS [33]) and the CP length to
1 ms. Check for a signal, then set the length of the 'H pulse to
5 ps, and vary the power of the 'H pulse until the signal
disappears. The power level is equivalent to 100 kHz.

. 13C power calibvation (glycine or phage sample, vin CPMAS):

Add to the CPMAS experiment (Fig. 5) an additional z/
2 pulse with a phase of 90° with respect to the carbon CP
pulse. Set the "H flip angle to z,/2 (2.5 ps if set to 100 kHz
in step 2). Set the power of the **C additional pulse to zero and
its length to 0.1 ps. Fourier transform and phase the resulting
spectrum. Set the length of the '*C pulse to 5 ps and vary the
power until the signal disappears (or attains a minimum). The
13C power is now to 50 kHz.

IHBC ramped-CPMAS optimization (glycine or phage sample

choice, vin CPMAS): Change the pulse sequence to CPMAS
(Fig. 5), with a 10% linear ramp on the 'H channel during CP.
Set the '*C power level to 50 kHz and set the carrier frequency
to the middle of the *C spectrum. Vary the "H power level
between 50 and 100 kHz to hit the match condition (the
difference between the power levels is once or twice the
spinning speed vr). Search for a maximum intensity of a
selected signal or for the entire spectrum. Repeat the optimiza-
tion for the length of the CP pulse up to a few milliseconds.

. 'H-N ramped-CPMAS optimization ("> NHCI or phage sam-

ple choice, vin CPMAS): Repeat the procedure of step 4 with
the carrier frequency set to the observe '°N channel.

. 'H Decoupling: There are many choices for decoupling

sequences, examples of which are TPPM [34], SPINAL [35],
XiX [36], and others [37]. All of them require the optimization
of one, or all, of the pulse lengths, pulse phases, and pulse power
levels. The swf-TPPM decoupling sequence [38] is a more
robust variant of TPPM. Set the power level to the maximum
allowed by the probe and vary the basic decoupling pulse length
between 1 and 10 ps. Choose the value corresponding to the
maximum intensity. The flip angle of the pulse should be
~180 4 20°. The phases of alternating pulses should be switched
by ~20°.

The experiment is suitable for spinning speeds <20 kHz, i.e.,
for 3.2 or 4 mm probes.
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Fig. 6 The dipolar-assisted rotational resonance (DARR) experiment [39]. Setup of the v14 = v condition is
described in step 3, the mixing time z,,, is discussed in step 4. CP is discussed in Subheading 3.2.2, step 4.
Decoupling is described in Subheading 3.2.2, step 6. Filled rectangles correspond to 90° pulses. Details of the
phase cycle can be found elsewhere [32, 40]. The CORD (COmbined R2;-Driven) experiment [41], described in
Subheading 3.2.4, is performed by replacing the 'H mixing pulse with blocks of R-symmetry pulses. It is
efficient for spinning speeds >20 kHz (but also for lower spinning speeds) and effective for aromatic signal

recoupling

3.2.4 Setting Up 2D
CORD,.4 Experiment

. Set the spinning frequency and avoid overlap of spinning side-

bands with the main spectrum (usually the equivalent of
~80 ppm).

. DARR condition: Set up a CP experiment with cw decoupling

(constant irradiation). Vary the 'H decoupling power between
the equivalent of 4vg and zero until the CH, signal has a
maximum broadening and a minimum intensity. At this point
the rotary resonance recoupling (R?) condition vy = vy is
satisfied and should be used for the 'H irradiation during the
mixing time of the DARR sequence shown in Fig. 6.

. DARR mixing time: To a good approximation mixing times of

~1-20 ms correspond to correlations between carbons sepa-
rated by distances of 1-2 A, 20-100 ms correspond to distances
of 2-5 A, and longer mixing times permit long-ranged transfers
(2-8 A). The exact correlation between distance and the mix-
ing time is sample dependent.

. Repeat the setup for the DARR experiment from

Subheading 3.2.3.

. Find the power levels for vy = v, (in kHz) for R2{ and

UlH — I/r/z for R25
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Fig. 7 (a) A basic pulse sequence for 3D NCACX or NCOCX and (b) the corresponding forward and reverse
magnetization transfer pathways. Phases and setup are detailed in Shi and Ladizhansky [32]. The DCP (double
cross polarization [42]) has a tangential ramp that can be optimized (slope and maximum to minimum

difference)

3.2.5 Setting Up 3D
NCOCX and NCACX
Experiments

3.2.6 Setting Up 2D
PHHC Experiment:
Observing Protein-DNA
Contacts

[\

. Program the following four blocks for 'H irradiation: (a) R2}

and R22—length one rotor period (Ty), power level v = vg;
(b) R2} and R2% —length 2Ty, power level vy = vg /2. The
total length for one basic cycle is 6 Tk.

. Repeat the four-block cycle of step 3 three more times, each

consecutive 6Tr block phase shifted by 90°. Steps 3 and 4
comprise the basic CORDxy4 unit.

. Choose a desired total mixing time (multiple of 247Ty) and

perform the experiment.

. Figure 7 outlines the basic scheme for performing 3D experi-

ments and the corresponding polarization transter pathways. For
a detailed description for the setup the reader is referred to the
protocol described in the article by Shi and Ladizhansky [32].

. Set up the probe configuration to H-P-C mode (this will

normally be a regular, not an Efree, probe).

. Tune and match the X channel to 3'P and the Y channel to *3C.
. Insert a rotor with 85% (14.6 M) phosphoric acid. Retune *'P.

Collect a single pulse *'P spectrum, adjust the power, and set

the observed signal to zero ppm—this is the reference chemical
shift for 3'P.

. The following steps can be applied first to a model *'P sample

such as phosphoserine or directly to the phage sample.

. Insert a new sample and retune /rematch all three channels. Set

vr = 12 kHz (or 80 ppm) to avoid '*C carbonyl overlap with
aromatic and DNA signals. For the phage sample, perform
high-power tuning.
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Fig. 8 PHHC 2D correlation experiment. Filled rectangles are 90° pulses. Details of the phase cycle can be

found elsewhere [13].

3.2.7 Signal Processing

6.

7.

10.
11.

12.

13.

14.

1.

Calibrate "H and '*C power levels (steps 1-4 in Subheading
3.2.2). Note that '3C frequency is on the low (Y) channel now.

Calibrate *'P power in a similar way (preliminary calibration
can be performed on H3POy, or on phosphoserine, similarly to
Adamantane, Subheading 3.2.2, step 1).

. Optimize a "H-*'P CPMAS experiment as in Subheading

3.2.2, step 4.

. Optimize a 'H-'>C CPMAS experiment as in Subheading

3.2.2, step 4. Use a short CP contact time to selectively trans-
fer the magnetization only to the attached carbons (contact
times of 100-300 ps).

Upload the PHHC pulse sequence [13, 43] shown in Fig. 8.

Set all the pulse powers. For the second CP step (*'P — 'H)
use the same values obtained in step 8.

Set the z-filter time, 74 (see Fig. 8), to be equal to one or two
rotor periods (to dephase transverse 'H magnetization). This
parameter can also be optimized up to 1-3 ms to obtain better
lineshapes and to reduce artifacts.

Conduct 1D versions of the PHHC experiment using different
'"H-'H mixing times (~100-500 ps).

Conduct a 2D version of the experiment with the desired or
several mixing times.

Signal processing can be performed using the free software
nmrPipe (original version here: https://spin.niddk.nih.gov/
NMRPipe /install /legacy.html and an updated version here:
https: //www.ibbr.umd.edu/nmrpipe /install. html). The
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software website contains all instructions for installation and
for writing scripts.

2. Convert the spectrometer files to nmrPipe-compatible files (or
to any other software of choice).

3. For Fourier transform processing, set the following parameters
for each dimension: apodization function, zero-fill, linear
prediction.

4. Fourier transform the spectrum. Make sure you use the proper
frequency discrimination methods from the acquisition in the
indirect dimension of 2D and 3D experiments—TPPI,
STATES, STATES-TPPI.

5. Phase correct the spectrum and adjust the baseline.

6. Ensure proper referencing in all dimensions.

Resonance assignment is the process in which every chemical shift
(resonance) is matched to a specific atom. The capsid of fd and M13
(and also other phages) comprises about 85% of the total virion
mass; hence, the NMR spectra are dominated by the major coat
protein resonances. Yet, DNA signals can be readily observed since
they mostly resonate at different frequencies (see Subheading
3.3.2). Chemical shifts of proteins are reported in the Biological
Magnetic Resonance Bank, BMRB [44], and '3C/'°N assignment
procedures for MAS NMR can be viewed in the corresponding
articles. We provide the main guidelines here. Commonly used
free software suitable for resonance assignment and analysis are
CCPN (http: //www.ccpn.ac.uk/), Sparky (https://www.cgl.ucsf.
edu/home/sparky/), CARA (http://www.cara.nmr.ch/doku.

php).

1. Collect and process data from 2D '*C-'3C chemical shift cor-
relation experiments (Subheadings 3.2.3, 3.2.4, and 3.2.7).

2. Collect and process data from 3D NCACX and NCOCX
experiments (Subheadings 3.2.5 and 3.2.7), and optionally
from CONCA experiments [32].

3. Optionally complement by additional experiments such as
RFDR [45-47] and J-based INADEQUATE [48, 49]. These
experiments are not described here but have been used for
example to complement the assignment of a small portion of
the M13 resonances [11].

4. In 2D spectra, identify the spin systems for amino acids using
well-isolated chemical shifts such as the Ca/Cp signals of Ala
(~55 ppm/~20 ppm), Ser (60/63), Asp (57/41), and Thr
(65/69), the side-chain patterns of Ile (CH3 groups at ~13/
17) and Val (CHj3 at ~22 ppm), and the backbone carbons of
Gly (Ca at ~46 ppm). The spectral region shown in Fig. 9 is a
portion of the complete Fourier-transformed 2D DARR


http://www.ccpn.ac.uk
https://www.cgl.ucsf.edu/home/sparky
https://www.cgl.ucsf.edu/home/sparky
http://www.cara.nmr.ch/doku.php
http://www.cara.nmr.ch/doku.php

86 Omry Morag et al.

TAEGDD PAKAA "ENSLO ASATE 2'YIGYA WAMVYV 3IVIVGA TIGIK YLEKKF TSKAS

70 60 50 40 30 20 10 (b)
p I JI% Cslil 1 NI12 NI12-513 513 S513-L14
LA 7o 50
20
55| s67 E
° _ —O
30 ]
=9 b
. 2 "
= 60
= 61.8 61.7
t40 -]
o @ 3) st
TR T
" 1 @AlaCa i::
I
e, 2 G
: 60 o
70
24 13C” shift (ppm)
! 7o PO oamss amss ams 713
I 1SN 1164 1207 120.7 124.5
----- cp 383 38.3 62.9 62.8
a 3 CaCp CaCB__ 4
: H176 b -y
Tl |
Aacyp! 180 ? T
. i ! ™ CCp , CCp

Fig. 9 (a) Aliphatic (fop) and carbonyl (bottom) regions of the complete 2D '3C-'3C DARR15 spectrum of M13
virion with the amino acid sequence of the coat protein shown on fop. The complete amino acid pattern of
Pro6, which appears once in the sequence, is marked with a dotted green line connecting all intra-residue
peaks. The spectrum was recorded using a spinning rate of 13.5 kHz and acquisition times of 12.8 and 25 ms
in  and b, respectively. Data were acquired for 12 h using a recycle delay of 2.7 s, corresponding to 57; (75 is
the longitudinal relaxation time measured by a saturation recovery experiment). A Lorentz-to-Gauss apodiza-
tion function was used in both dimensions followed by zero filling to 4096 (#;) x 8192 (&) prior to Fourier
transformation. Contour levels are shown from 8¢ (o being the noise root-mean-square determined by
SPARKY), with each additional level multiplied by 1.4. (b) Strip plots from 3D heteronuclear correlation
experiments showing residues 12—-14 of the M13 capsid protein. Red and blue spectra correspond to intra-
residue NCACX and sequential NCOCX experiments, respectively. Horizontal bars link the strips from '°N
planes of residues jand j — 1 that share the C’-Ca peaks of residue j — 1. The bottom sub-spectra correspond
to 2D planes at the same '°N shift and display N-C’-CB or N-Ca-Cp crosspeaks

13C-13C homonuclear correlation experiment acquired using a
mixing time of 15 ms (DARRI15) and collected for the intact
uniformly labeled M13 phage. Spin-systems with well-resolved
chemical shifts are marked as well as the full pattern of the
single proline residue.

5. In 3D experiments, identify clear "N chemical shifts of Gly,
Ser, and Thr, all having shifts <115 ppm (Gly mostly
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~100-110 ppm, Ser and Thr ~115 ppm). With their unique
Ca/Cp shifts, they serve as good starting points for the
sequential assignment process (see also Note 10).

. With anchor assignments obtained, identify and link additional

amino acids by matching Ca-CO and Ca-Cp resonance pairs
from NCACX to CO-Ca and CO-Cp pairs from the NCOCX
experiment. If the linkage is unique, record the assignment. If
there is overlap (common for helical capsids), record several
options and link to the next residue. Most of these linkages will
be unique. Strip plots from the 3D experiments (for residues
12-14 in M13 phage coat protein) are shown in Fig. 9.

. The assignment of N, CO, Ca, and Cp is aided using the

known average shifts of amino acids either from the BMRB,
or from average shifts of specific secondary structure elements

[50].

. Link the backbone resonances obtained in step 6 with the 2D

data sets to complete the assignment of all residues, including
sidechains (the “side-chain walk”).

. Use 2D '3C-'3C correlation experiments acquired with longer

mixing times (~100 ms) to obtain inter-residue correlations
such as Co;-Ca,1; and CB,-CP;4; and verify the assignments.

Assignment of aromatic crosspeaks can be hindered by spectral
congestion, scalar couplings, and internal dynamics. Yet, aro-
matic signals ave extremely important due to their vole in phage
inter-subunit packing. The structure cannot be solved without
their assignment. These assignments most probably require the
analysis of 2D and 3D spectra acquired with sparsely labeled
M13 samples (1,3-gly and 2-gly, Subheading 3.1.2, or other
types of labeling schemes).

The N-terminus of the coat protein is mobile and either unde-
tected or very weakly detected in DARR spectra. Conducta 2D
RFDR experiment or DARR with long mixing times. Option-
ally record the through-bond (zfr)-INADEQUATE experi-
ment [51, 52].

. Prepare an aromatic-unlabeled sample (Subheading 3.1.3).
. Perform a 2D '3C-'3C correlation experiment (DARR—

Subheading 3.2.3 or CORD—Subheading 3.2.4) and process
the data.

. Perform a 2D ®N-13C TEDOR experiment [53, 54] or a 2D

I5N-13C DCP experiment [32] and process the data.

. Locate anchor signals of the DNA (T: deoxythymidine; C:

deoxycytidine; A: deoxyadenine; G: deoxyguanine): Individual
signals of methyl TC7 (14.4 ppm) and the quaternary carbon
TC5 (113.6 ppm); CC5 (~100 ppm); the well-resolved
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crosspeaks AC8—AC5 (140,120, both with higher shifts than
GC8-GC5) and the crosspeak of AC6 (~155, smaller then
GC6) with AC5, both of which remove the ambiguities
between GC8 and ACS, and between GC5 and AC5.

5. Link the resonances from step 4 above by “side-chain walks” to
other signals using the BMRB averages, the list of B-DNA
compiled by Sergeyev et al. [55] and fd ssDNA assignment
[13]. Note the non-symmetric nature of the spectrum (Fig. 10)
due to insufficient excitation of quaternary carbons.
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Fig. 10 Assignment of fd ssDNA from a 2D '3C-"3C CORD500 spectrum (v = 12 kHz). (a) Assignments of dG
(blue “side-chain walk”) and dC (dash rea); (b) dA (green) and dT (dash magenta). Circled crosspeaks served
as the starting points for the assignments of dG and dA. (¢) Assignment grids for each nucleotide illustrating
the type of correlations observed in the spectrum: x = resolved crosspeaks; (X) = ambiguous crosspeaks;

0 =

missing crosspeaks. Rows represent spins excited during f;, columns represent the acquisition

dimension. Reprinted with permission from J. Am. Chem. Soc. 136, 2292. Copyright (2014) American
Chemical Society
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. Link the nucleobase signals to the ribose moieties (C1’-C5).

. Use the results and additional spectral cross-peaks to observe

protein-DNA contacts.

. Collect 2D '3C-'*C NMR experiments (Subheadings 3.2.3

and 3.2.4) using sparsely labeled samples (Subheading 3.1.2)
at various mixing times ranging from 50 to 500 ms. Process the
data (Subheading 3.2.7).

. Use the assignment table (Subheading 3.3.1) to identify non-

ambiguous contacts. These are signals in the 2D spectrum that
have unique chemical shifts in the assignment list, i.e., no other
shift can be found within 0.2-0.3 ppm (user choice according
to the goodness of the assignment and estimate of linewidths).

. Differentiate intra-residue (between the atoms of the same

residue 7), medium-range (7 + n; n < 4), long-range (i< + #;
n > 4), and inter-subunit contacts (-7 + n; » > 4; sand j are
the same residue in a different coat protein subunit). The latter
two are difficult to differentiate. Since filamentous phages are
helical, long-range contacts are almost exclusively inter-subunit.
Exceptions are for the non-helical N-terminus, which may have
contacts longer than four residues (se¢ Note 11).

. Identify ambiguous contacts with a small degree of

ambiguity—not more than two options for each peak.

. Set for all these restraints a distance limit of 2-8 A. Feed them

into Rosetta for a first round of calculations (Subheading
34.2).

. After Rosetta calculations of the first round are performed, use

the preliminary model to reduce ambiguity—rule out contacts
with distances >8 A.

. The residue Trp can be used as a scale bar if it is rigid (this can

be determined by DIPSHIFT [56] measurements for example
or by observing strong Ca-Cy contacts at short mixing times).
Signals that appear in 2D experiments where no contacts
between Ca and the six-membered indole ring exist can be
limited to 5 or 5.5 A [7]. These data can further improve the
results. Alternative methods can also be used, e.g., classification
to weak, medium, and strong peaks [57].

Repeat steps 5-7 until convergence is obtained.

Rosetta symmetric modeling of molecular assemblies (fold-and-
dock [58]) uses a predefined set of explicit symmetry operations
to model the rigid-body degrees of freedom, together with Monte
Carlo refinement of the backbone torsion angles within each poly-
peptide chain of the system. The calculations consist of two stages;
a low-resolution (centroid) sampling stage, which is followed by a
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full-atom refinement stage. While in the centroid stage the side-
chains are represented by centroid atoms, during full atom refine-
ment the side-chain rotamer conformations are sampled explicitly
toward optimizing a physically realistic energy function. Rosetta
uses several input files that define the symmetry degrees of freedom,
the NMR restraints, and the chemical shift information.

1. Symmetry

The symmetry degrees of freedom that define the position of
each monomer subunit relative to its neighbors are contained
within a Rosetta symmetry definition file (e.g., C5582.symm). The
commands for generating this file are described elsewhere [59]. In
summary, the user needs to define the degree rotation per layer,
which, in the case of perfect CsS, symmetry, should be close to 36°.
All other degrees of freedom (tilt, rise per pentamer, radius, subunit
coordinates) are sampled according to the NMR restraints. In a
general case, a rise per subunit, or per z-subunit fragment, is
defined. For class-I phages, » = 5.

For example, among the top scoring models for the filamen-
tous M13 phage calculations, the radius of the capsid, as measured
from center of mass of the phage to the center of mass of one
subunit, was 21.9-22.6 A, the rise between pentamers was
16.6-16.7 A between subunits and the tilt between pentamers
was 36.1-36.6°, indicating a symmetry very close to CsS,. This
value can be validated using mass-per-length measurements from
scanning transmission electron microscopy (STEM).

2. NMR Constraints

For the ssNMR distance constraints a flat-bottom potential
with an upper limit of 5.0-8.2 A (depending on the constraint
type) and an exponential penalty function is used. The constraints
applied in the two-sampling stages are defined in the centroid.cst
and fullatom.cst files, respectively. Within the files, each line defines
a distance constraint, according to the format:

AtomPair CG2 769 C 766 BOUNDED 1.500 7.000 0.300
NOE;
where the potential parameters are defined as follows:

CG2: Atom 1

769: Residue 1

C: Atom 2

766: Residue 2

1.500: lower bound (A)

7.000: upper bound (A)
0.300: potential steepness
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For the definition of centroids, all side-chain atoms are mapped
to a single atom called “CEN” and a 1.5 A padding per C-C bond
will be added to the upper limit.

3. Chemical shift-derived fragments
The following input files are required:
frags.score.200.3mers, frags.score.200.9mers:

Prior to executing the structure calculations, the user needs to
select 3mer and 9mer backbone fragments according to the chemi-
cal shift data, as outlined in detail by Vernon et al. [60].

4. Fold-and-dock structure refinement

Typical calculations are carried out in parallel in a commodity
LINUX cluster, using the Rosetta3 command:

rosetta_scripts.default.linuxgccrelease -parser:protocol
fold_and_dock.xml - nstruct 100 -out:file:silent models.out

—out:file:silent_struct_type binary

where,

nstruct: number of models to be computed (typically set to 50
batches of 100 models each).

models.ont: Output file, in silent binary format.

fold_and_dock.xml: Rosetta scripts file in XML format, as
described below.

<scorel weights="score0" symmetric=1>

<Rewelight scoretype=atom pair_constraint weight=5.0/>

</score0>

<scorel weights="scorel" symmetric=1>

<Reweight scoretype=atom_pair_constraint weight=5.0/>

</scorel>

<score2 weights="score2" symmetric=1>

<Reweight scoretype=atom_pair_ constraint weight=5.0/>

</score2>

<scoreb weights="score5" symmetric=1>

<Rewelight scoretype=atom pair_constraint weight=5.0/>

</score5>

<score3 weights="score3" symmetric=1>

<Reweight scoretype=atom_pair_constraint weight=1.0/>

</score3>

<talaris2013_symm weights="talaris2013" symmetric=1>

<Reweight scoretype=atom_pair_ constraint weight=0.5/>

</talaris2013_symm>
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<talaris20l3cart_symm weights="talaris2013_cart" symmetric=1>
<Reweight scoretype=atom_pair_ constraint weight=0.5/>
</talaris2013cart_symm >
</SCOREFXNS>
<FILTERS>
<ScoreType name=cst_check scorefxn=score3
score_type=atom pailr constraint threshold=3000/>
</FILTERS>
<MOVERS>
<SetupForSymmetry name=symm definition="C5S2.symm"/>

Fragment movers
<SingleFragmentMover name="frag9"
fragments="frags.score.200.9mers" policy="uniform"/>
<SingleFragmentMover name="frag3"

fragments="frags.score.200.3mers" policy="smooth"/>

Fold-and-dock specific movers
<SymFoldandDockRbTrialMover name="rbtrial" rot_mag=8.0
trans_mag=3.0 rotate_anchor_ to_x=1/>
<SymFoldandDockRbTrialMover name="rbtrial_smooth"
rot_mag=1.0 trans_mag=0.1 rotate_anchor_to_x=1/>
<SymFoldandDockMoveRbJumpMover name="rbjump" />
<SymFoldandDockSlideTrialMover name="slidetrial"/>

Random movers
<RandomMover name=early stage moveset

movers="frag9, rbtrial, rbjump,slidetrial " weights="1.0,0.2,1.0,0.1" repeats=1/>
<RandomMover name=final_stage_moveset

movers="frag3, rbtrial_smooth,rbjump,slidetrial" weights="1.0,0.2,1.0,0.1" repeats=1/>

Monte Carlo Movers

<GenericMonteCarlo name="stagel" scorefxn_name="scorel"
mover_name="early_stage_moveset" temperature=2.0 trials=200 recover_low=1/>

<GenericMonteCarlo name="stage2" scorefxn_name="scorel"
mover_name="early stage_moveset" temperature=2.0 trials=200 recover_low=1/>

<GenericMonteCarlo name="stage3a" scorefxn_name="scorel2"
mover_name="early_ stage_moveset" temperature=2.0 trials=20 recover_low=1/>

<GenericMonteCarlo name="stage3b" scorefxn name="score5"
mover_name="early stage_moveset" temperature=2.0 trials=20 recover_low=1/>

<GenericMonteCarlo name="stage4" scorefxn_name="score3"

mover_name="final_stage_moveset" temperature=2.0 trials=400 recover._low=1/>

Special stage 3 logic
<ParsedProtocol name="stage3_cyc">
<Add mover=stage3a/>
<Add mover=stage3b/>
</ParsedProtocol>

<LoopOver name=stage3 mover_name=stage3_cyc iterations=5drift=1/>
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Converts the centroid-level pose to fullatom for scoring

< SwitchResidueTypeSetMover name=fullatom set=fa_standard/>

<FastRelax name=relax scorefxn=talaris2013_symm repeats=4 />

<FastRelax name=relaxCart cartesian=1 repeats=1 scorefxn=talaris20l3cart_symm/>

<ConstraintSetMover name=add_fullatom csts cst_file="fullatom.cst"/>

<ConstraintSetMover name=add_centroid csts cst_file="centroid.simple.cst"/>

<ClearConstraintsMover name=remove_csts />

< /MOVERS>
< PROTOCOLS>
<Add mover=symm/>

<Addmover=add_centroid csts/>

<Add mover=stagel/>
<Add mover=stage2/>
<Add mover=stage3/>
<Add mover=staged/>

<Add filter _name = cst_check/>

<Add mover=remove_csts/>

<Add mover=fullatom/>

<Addmover=add_fullatom csts/>

<Add mover=relax/>

<Add mover=relaxCart/>

</PROTOCOLS>
</ROSETTASCRIPTS>

4 Notes

. We found that when growing XL.1-tetR or DH5aF strains on

minimal media solution for the production of 1,3-'*C and
2-13C-glycerol labeled bacteriophages the pH increases at
least by two units probably due to the presence of sodium
bicarbonate. When using the regular minimal salts (at pH 7)
the pH of the solutions after adding sodium bicarbonate
increases to over 8 and the efficiency of growth decreases
dramatically. The starting pH for such a growth is therefore
set to 6.

. The NMR probe temperature is controlled in the entry to the

probe. The effective sample temperature can increase up to
10-25 °C due to frictional heating induced by sample spinning.
RF-induced heating can also occur, in particular for non-Efree
probes. The exact temperature therefore depends on the type
of probe, on the gas flow rate, on the spinning rate, and on the
decoupling strength. Yet, phage samples are relatively stable
over a wide range of temperatures and setting the controller
between —15 and 5 °C is sufficient to get reproducible spectra,
and sample stability and infectivity are retained.
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10.

. The amount of 500 mL should be grown in a 2 L. Erlenmeyer at

least. In general, a ratio of 1:4 or 1:5 between the culture
volume and flask volume should be maintained, and we have
found that it is best to use the largest ratio possible to allow
sufficient aeration.

. “Checkerboard labeling” is an expression that describes a situ-

ation, in which alternating carbons in a protein are '*C labeled.
There are variations to this rule since for some amino acids
types labeling also occurs at adjacent carbon positions and for
some there is scrambling (only a certain percentage of a partic-
ular carbon is labeled). A scheme describing the labeling pat-
tern can be found in the work by Oschkinat and coworkers for
example [61].

. The ultracentrifuge tubes must be filled completely and bal-

anced very carefully; otherwise they may fail. Balancing should
be done separately for each pair of tubes positioned exactly
across each other in the rotor.

. If the band containing the phage is not sufficiently isolated,

change the density of the solution to move the band up or
down. The position will change for different labeling schemes
and for different types of phages. The tube after the removal of
the phage may still contain some phage, or in case where the
PEG and phage bands are mixed, the entire procedure has to be
repeated.

. Mixing the solution of 10 pL phage /90 pL bacteria is done by

continuous gentle pipetting of the solution, while the pipette is
set to a volume of 10 pL.. Do not press the pipette down all the
way (complete expulsion of liquid) to avoid production of air
bubbles.

. Acquisition times of 500 ms may damage the probe. Care

should be taken to ensure that the power is sufficiently low
and that the duty cycle is not too high. Approximately 10-14 s
between scans is satisfactory for Adamantane.

. Watch the incoming and outgoing power on the scope screen

and by matching and tuning set a concave shape of power
coming out of the probe on the "H channel with a minimum
in the middle of the acquisition block (see Fig. 11). Note that
for some samples the outgoing signal will not reach a concave
shape but a flat shape.

Resonances in 3D spectra can be tracked easily by observing
the projections over the three orthogonal planes (e.g., NCa,
CaCX, NCX from NCACX). These projections are helpful for
assessing the location of spinning sidebands, for assessing the
completeness of the experiment and the sensitivity. Compari-
son to the corresponding 2D data sets (DCP and DARR/
CORD) is extremely helpful.
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Fig. 11 High-power tuning as observed on the scope. The flat signal is the
forward input power coming directly from the pre-amplifier and directed to the
probe. The concave signal is the reflected power from the probe

11. If the coat protein is not entirely helical, then differentiating
intra- from inter-subunit contacts is complicated. This is the
case for general filamentous structures or for other types of
bacteriophages and requires additional strategies. See, for
example, the NMR study of the type-1II secretion needle by
Lange and coworkers [62].
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Chapter 5

Spherical Nanoparticle Supported Lipid Bilayers: A Tool for
Modeling Protein Interactions with Curved Membranes

Erin R. Tyndall and Fang Tian

Abstract

Mechanistic studies of protein-membrane interactions can be complicated by the limitations of the mem-
brane model system chosen. Many of these limitations can be overcome by using a spherical silica
nanoparticle to support the membrane. In this chapter, we present a detailed protocol for the construction
of spherical nanoparticle supported lipid bilayers (SSLBs), with discussion of methods to improve
production.

Key words Spherical nanoparticle supported lipid bilayers (SSLBs), Membrane curvature, Curvature
recognition, NMR

1 Introduction

Protein-membrane interactions are the key to a variety of essential
cellular processes including autophagy, mitosis, endocytosis, and
vesicular trafficking [1, 2]. However, the molecular mechanisms of
how proteins interact with their membrane environment, and how
the membrane environment influences their activities, remain elu-
sive in most cases. This is particularly true for an emerging number
of proteins that depend upon membrane geometry for localization
or activity [3-7]. Force measurements, as well as structural and
mechanistic studies of these proteins, strongly benefit from a mod-
eling system where membrane curvature can be stably and precisely
defined [8, 9].

Common membrane mimics include micelles, bicelles, nano-
dics, small unilaminar vesicles (SUVs), large or giant unilaminar
vesicles (LUV/GUYV), and planar supported lipid bilayers (Fig. 1).
There are however some caveats to these systems when they are
applied to simulate the native curved membrane environment;
micelles are very small, with a diameter of ~5 nm, and are extremely
curved, while bicelles and nanodics are most commonly used to
provide a planar membrane surface [10-12]. SUVs and LUVs can
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Fig. 1 Pictorial representations of commonly used membrane mimics

be produced with a diameter distribution within a certain range,
but their sizes are difficult to adjust and control rigorously [13, 14].
And as the radius increases, as in GUVs, so do stability problems,
which can lead to membrane blebbing, vesicle fusion, and other
undesirable changes in membrane structure [15].

However, spherical nanoparticle supported lipid bilayers
(SSLBs) [16], unilaminar vesicles supported by a silica bead, over-
come many of these limitations [17, 18]. In the prevailing model
for SSLBs (supported by studies using an array of techniques
including fluorescent microscopy, differential scanning calorimetry,
NMR, and electron microscopy) the absorbed lipids follow the
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Fig. 2 Spherical nanoparticle supported lipid bilayers. The size of the SSLB is dictated by the size of the bead.
As seen in the lower portion, a layer of water molecules separates the lipids and the supporting silicon bead

surface of the silicon beads and form a single bilayer [19-23]. The
bilayer is not in direct contact with its support, and is instead
supported by a buffer of water molecules (Fig. 2). Consequently,
this solid but cushioned support allows SSLBs to retain many of the
essential properties of cellular membranes, including a well-defined
geometry of the bilayer. The mechanical stability provided by the
interior support allows the bilayer to be more resistant to potential
changes in membrane shape when interacting with proteins, while
imposing few constraints on the fluidity of the lipids themselves.
These unique advantages of SSLBs have been explored to study
protein-lipid interaction in the past [24-28]. We have recently
employed SSLBs to model different curved membranes and mech-
anistically and structurally studied their interactions with a mem-
brane curvature-recognizing peptide using fluorescent microscopy
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and NMR [8, 9]. In this chapter, we will describe protocols for the
preparation of SSLBs.

2 Materials

2.1 Materials for 1.

Lipid Preparation

A SpeedVac concentrator with condenser.

2. A lyophilizer.

. Glass tubes between 12 and 15 mm in diameter, and compati-

ble with your SpeedVac.

4. A laboratory fume hood.

92
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2.2 Materials for 1.

SSLB Preparation

2.3 Additional 1.

Resources

. Either the requisite lipids as powdered lipids, or dissolved in

chloroform. See Subheading 2.3 for details.

. Chloroform.

. Chloroform-safe pipette tips such as S8064 from Sigma.
. Ultra-pure water.

. A vortex machine.

10.
. Desktop centrifuge and compatible tubes.
12.
13.
14.

Parafilm.

A water bath at 42 °C.
A dry ice and methanol bath.

A sonication bath.

Silica beads in aqueous solution or powdered silica beads of the
desired diameter. See Subheading 2.3 for details.

. Ultra-pure water.
. Methanol.
. Desktop centrifuge for beads larger than 50 nm, ultracentri-

fuge for beads smaller than 50 nm, with compatible tubes.

. 15 mL centrifuge tubes.

. 1 mM CaCl, in ultra-pure water.

Resources for lipids.

Avanti Polar Lipids sells a wide range of lipids, including
phospholipids and lipid extracts. Lipids can be obtained both in
powder form and in chloroform solutions.

A smaller number of lipids may be obtained from Sigma-
Aldrich or Anatrace. The latter has a similar range of lipids as
Sigma-Aldrich that can be obtained in powder form.
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2. Resources for silica beads.

(a) Nissan Chemical: Snowtex product line. This supplier
produces a variety of beads that are provided in an aque-
ous solution. Some specially shaped beads are also avail-
able if your application requires them.

(b) Fisher: Size standards. These products are rigorously
screened to the National Institute of Standards and Tech-
nology’s standards for particle size and size distribution. A
variety of sizes are available, though some product lines
have fewer size options.

(c) Cospheric Nano: Offers both nanospheres and micro-
spheres; products are shipped as a dry powder and must
be rehydrated.

3 Methods

3.1 Preparation of
SUVs

. Begin by selecting the lipids you wish to use for your SSLBs. If

your targeted protein is lipid-makeup insensitive, we recom-
mend 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC)
as its phase transition temperature allows the resulting SSLBs
to be stable at room temperature. If you are using high per-
centage of charged lipids or lipids of disparate length, you will
need to take into consideration the various phase transition
temperatures and possible interactions with the negatively
charged silica beads, se¢ Note 1.

2. Weigh out your lipids in a glass tube and add enough chloro-

form to dissolve them. If your lipids are already in chloroform,
simply add them to the tube. When using chloroform, be sure
to not allow it to contact plastic for any length of time. Our
laboratory’s standard preparation size is 15 mg of DMPC in
200 pL of chloroform. See Fig. 3b, ¢ for a visual reference, and
Note 2 for caveats.

. Use the SpeedVac to extract the solvent and deposit the lipids

on glass. Usually, this will require 2—4 h, longer if you used a
larger volume of chloroform. Once the solvent has been
removed, the lipids should appear completely dry, as in
Fig. 3d. At this point, transfer the glass tube with your lipids
to the lyophilizer overnight. This will result in a completely
dried lipid film. If non-DMPC lipids are used, the dried film
may appear more crystalline.

. To re-hydrate the lipids add ultra-pure water to the tube to

bring the lipid concentration to 15 mg/mL. Seal with parafilm
and allow the lipids to sit at 42 °C for at least an hour with
vortexing every 15-20 min (see Note 3). The lipids appear as a
particulate suspension in water, and are pictured in Fig. 3e. At
this point the mixture will separate if left to sit.
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Fig. 3 SUV Preparation. Liposome preparations begin with a glass tube (a). Add lipids (b) and dissolve in
chloroform (¢). After depositing on glass, the lipids should be completely dried (d and insef). Rehydrate lipids
with water (e), and vortex repeatedly to resuspend (f). After a freeze-thaw cycle, return to the glass tube for
sonication; lipids should retain appearance. Sonicate until clear (h), (g) shows an example of incompletely
sonicated liposomes, which retains opacity

5. Freeze-thaw the lipid-water mixture. Briefly spin the tube to
recover and collect everything at the bottom, and then transfer
the suspension to a plastic centrifuge tube. Incubate the tube in
the methanol-dry ice bath for 15 min, and allow to thaw, while
frequently vortexing. Repeat four times, to fully freeze-fracture
the lipids into vesicles. At this point the lipids will appear
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translucent, and should remain suspended in solution longer,
this is exemplified in Fig. 3f.

6. For the formation of the SUVs, transfer the lipid mixture into a
clean glass tube. Seal the tube with copious amounts of parafilm
and insert into a float and add to the sonication bath. Sonicate
until the solution becomes clear, or at least translucent; com-
pare Fig. 3g, h (see Note 4). Place your SUVs in the 42 °C
water bath until needed; they should remain stable in the
solution for a few days. We recommend not storing re-hydrated
lipids for more than a week before use.

3.2 Preparation of 1. Select the desired size of your SSLB; this should correspond to

SSLBs the membrane geometry your protein is known to interact
with. If there are a range of sizes applicable to your protein,
consider selecting the largest, as it will result in an easier prepa-
ration. See Fig. 4a for an example of 50 and 1000 nm beads.

2. If your beads are in powder form, you will need to hydrate
them before they can be used. Weigh out the powdered beads,
and add 2-5 volumes of water. Allow to sit at 42 °C for at least
16 h, with vortexing. If the beads are not completely hydrated,
it will lead to clumping.

3. Shake bead solution to homogenous suspension and add
desired volume of bead to a microcentrifuge tube. We usually
use a total of 40 mg of beads in each tube.

4. Spin the solution to pellet beads (see Table 1 for spinning times
associated with each bead size). Discard the supernatant, and
add 1 mL of ultrapure water to resuspend the pellet by aggres-
sive vortexing, see Fig. 4b, ¢ for an example of how the pellet
should appear when resuspending (see Note 5).

B 1000 nm beads| C 50 nm beads

1000 nm

Fig. 4 Silicon Beads. 1000 and 50 nm beads aliquoted from commercial stock (a). The beads can be difficult to
resuspend, and the smaller they are the harder it will be. (b) shows 1000 nm beads immediately after re-
addition of water, and the increased opacity can clearly be seen; the inset shows how they appear in
suspension. (c) shows the same for 50 nm beads, and it is clear that the beads remain largely in the pellet, and
that the pellet is more difficult to see
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Table 1

SSLB preparation

Bead size
(nm)

Theoretical lipid required Experimentally
to coat beads (per mg recommended amount  Time and speed needed to

beads) (mg)

(mg) pellet

20-30
50
100
1000

0.4
0.2
0.1
0.01

1.6 15 min at 200,000 x g
0.8 10 min at 16,000 x g4
0.4 5 min at 16,000 x g
0.04 2 min at 16,000 x g

. Repeat step 4 and wash beads with 1 mL methanol once and

1 mL water three times. For final resuspension, target 40 mg/
mL in ultra-pure water. Beads should now be stable at room
temperature (sec Note 6).

. To prepare SSLBs, first ensure all components are at 42 °C.

Next, take desired volume of beads and bring volume to 2 mL
with ultra-pure water in a 15 mL conical tube. To a second
tube, add lipids according to the value in Table 1, and bring to
2 mL with ultra-pure water. Vigorously pipette the bead mix-
ture into the lipid mixture, and quickly add 8 pL of the 1 mM
CaCl, solution. Vortex for at least 60 s.

. Move the mixture solution to the 42 °C water bath for an hour

with vortexing every 15 min. An example of how 1000 and
50 nm beads appear during this process is in Fig. 5a, b
respectively.

. Spin the SSLB solution according to Table 1. Once pelleted,

discard the supernatant and wash pellet with 1 mL ultra-pure
water. Vortex to suspend the pellet (see Note 7). Repeat three
times. Figure 5¢, d demonstrate both the pelleted and resus-
pended SSLBs.

. Resuspend the pellet in 200 pL water. SSLBs are now ready for

use as seen in Fig. 5e.

4 Notes

. If more than 15% of your lipids are negatively charged you may

have to alter the protocol to account for this. A spacer can be
used to loosely tether the lipids out further from the bead, such
as using avidin as a linker between the lipids and the bead [29].

. Some lipids and lipid mixtures are not soluble in chloroform.

While this will not lead to immediate problems, it is usually
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1000 nm 50 nm

Fig. 5 SSLB preparation. (a) and (b) demonstrate how the SSLBs should appear after vortexing during
incubation with the CaCl,. (¢) The pellet for 1000 nm beads appears the same as before coating, and the
resuspended mixture is largely opaque. (d) The pellet for 50 nm beads will appear more opaque, and the
resuspension should appear iridescent, but not entirely opaque. (e) A side-by-side comparison of completed
1000 and 50 nm SSLBs

indicative of atypical behavior later: including SUVs not being
stable at lower temperatures, or incomplete transition to SUV
state. You may consider trying to optimize your lipid selection
for those of similar lengths and phases transition temperatures.
Additionally, be careful using whole lipid extracts, as they often
are not pure, and are more difficult to completely form into
SUVs.

3. The better hydrated the lipids are, the easier it will be to
transition them into SUVs. Leaving the lipids at 42 °C over-
night with hour of intermittent vortexing the next day can be
helpful for difficult lipid mixtures.

4. For optimal sonication, it is necessary to check on the tube
every 15-20 min. It is best to try and keep the tube “pinned”
on one of the nodes using other floats. It is easy to tell when
you are in the correct place because the sound will shift slightly,
and the surface of your lipid mixture becomes very volatile.
However, maintaining position can be difficult, and even if
correctly managed, the heat of sonication often melts the
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parafilm. Thus, we recommend checking the position and par-
afilm integrity every 15 min. If after 1 h you have seen no
change in opacity of the solution, try dividing it into two
tubes. Figure 2g shows incompletely sonicated DMPC lipo-
somes, as compared to h. Some lipid makeups will never
become more translucent than g.

. It can be difficult to resuspend the bead pellets. Allowing them

to sit in a warm water bath for 10 min, or sonicating them may
help loosen the pellet. It is also best to resuspend in an excess of
water. For the preparation of a large amount of beads it is best
to do it in small lots and combine at the end. The smaller the
bead, generally the harder it is to resuspend. Do not pipette up
and down; you will lose beads stuck in the tip.

. Small beads, such as 20-100 nm, should remain in the solution

rather than pelleting after resuspension. Larger beads will sink
if left to sit on the bench. If your beads are not staying in the
solution, they may need to be further hydrated before proceed-
ing to the coating stage.

. The SSLB pellet should appear similar to the bead pellet, but

with a slight increase in opacity and a colored sheen on the
smaller sizes. If you have trouble resuspending the SSLB pellet,
allow the solution to sit in a water bath for 10-15 min. We do
not recommend sonication once lipids have been added. Using
excess SUVs during coating will make resuspension easier. If
the pellet has turned milky white or if there are obvious chunks,
then the SSLB coating has failed. It is best at this juncture to
start over with another set of beads, and consider doubling the
amount to CaCl, to stabilize the silica-lipid interactions.
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Chapter 6

Rapid Prediction of Multi-dimensional NMR Data Sets Using
FANDAS

Siddarth Narasimhan, Deni Mance, Cecilia Pinto, Markus Weingarth,
Alexandre M.J.J. Bonvin, and Marc Baldus

Abstract

Solid-state NMR (ssNMR) can provide structural information at the most detailed level and, at the same
time, is applicable in highly heterogeneous and complex molecular environments. In the last few years,
ssNMR has made significant progress in uncovering structure and dynamics of proteins in their native
cellular environments [1-4]. Additionally, ssNMR has proven to be useful in studying large biomolecular
complexes as well as membrane proteins at the atomic level [5]. In such studies, innovative labeling schemes
have become a powerful approach to tackle spectral crowding. In fact, selecting the appropriate isotope-
labeling schemes and a careful choice of the ssNMR experiments to be conducted are critical for applications
of ssNMR in complex biomolecular systems. Previously, we have introduced a software tool called FANDAS
(Fast Analysis of multidimensional NMR DAta Sets) that supports such investigations from the early stages
of sample preparation to the final data analysis [6]. Here, we present a new version of FANDAS, called
FANDAS 2.0, with improved user interface and extended labeling scheme options allowing the user to
rapidly predict and analyze ssNMR data sets for a given protein-based application. It provides flexible
options for advanced users to customize the program for tailored applications. In addition, the list of
ssNMR experiments that can be predicted now includes proton (*H) detected pulse sequences. FANDAS
2.0, written in Python, is freely available through a user-friendly web interface at http: //milou.science.uu.
nl/services/FANDAS.

Key words Biomolecular NMR, Labeling schemes, Spectral prediction, Spectral analysis and proton
detection

1 Introduction

NMR represents a powerful tool for studying protein structure and
dynamics. Thus, there is a growing need to make it more accessible
to the community by providing analysis tools from an early level of
the project to the final data analysis stage. We previously introduced
a web application termed Fast Analysis of multidimensional NMR
DAta Sets (FANDAS) [6] which aids in spectral analysis by produc-
ing peak lists for a variety of multidimensional solid-state NMR
(ssNMR) experiments. FANDAS has the unique ability to

Ranajeet Ghose (ed.), Protein NMR: Methods and Protocols, Methods in Molecular Biology, vol. 1688,
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Fig. 1 Overall scheme of FANDAS, describing the different types of data used to refine the final prediction of
peaks for multi-dimensional NMR experiments. The different types of inputs that FANDAS accepts are given in
brown boxes and input modification options such as labeling schemes and distances are given in grey boxes

accommodate a variety of inputs and input modifications to
accurately predict the peak pattern for given NMR experiments
(Fig. 1). This property has been particularly useful in predicting
NMR peaks in multidimensional NMR experiments and has, for
example, enabled rapid identification of the most suitable labeling
schemes even for studies of proteins in native cellular environments
[3-5,7-9].

Here, we present an improved version of FANDAS, called
“FANDAS 2.0” (simply referred to as FANDAS in this chapter).
FANDAS is now built on Python, and extended to a web interface
using the Flask micro-framework (http: //flask.pocoo.org). There-
fore, vast improvements could be done to the user interface by
introducing a user-friendly web-form that integrates all inputs at
once. Another major improvement aids in choosing labeling
schemes by offering improved choices for forward labeling (see,
ref. 10 for a further discussion of forward and reverse isotope
labeling) such as specific '*C-only or '®N-only labeling which
were not available before. These new options speed up the process
of predicting NMR correlation data for different forward labeling
schemes, in particular with respect to inter-residue sequential cor-
relation experiments such as N-Co-Cx [11]. Additionally, it is now
possible to predict correlations for proton-detected ssNMR experi-
ments that are of increasing use in biological ssNMR
[12, 13]. Finally, additional features have been implemented,
which will be discussed in detail in the following sections. For the
users with command line experience, we provide a standalone
python application (https://github.com/siddarthnarasimhan/
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FANDAS_2.0), which is also the engine for the webserver and can
be run on a local personal computer. This version provides more
flexibility to the user allowing customization of the program for
advanced studies such as those involving unique or unnatural
amino acids, or to extend the program to predict additional
ssNMR experiments currently not implemented in FANDAS 2.0.

This chapter provides protocols describing the use of both the
webserver and command line versions of FANDAS. In the follow-
ing sections, a step-by-step description is given for each feature in
FANDAS, using a sample protein as an example.

2 Materials and Prior Knowledge

2.1 Introduction
to SPARKY Peak Lists

A) Peak Labels

fmmmmma= doaa

2712079 544
27 12508 54.9
7-?7  116.08 59.5
27 11858 546
22 127.98 6022

FANDAS has been geared toward users of the NMR data analysis
program, SPARKY [14]. Thus, a prior knowledge of SPARKY is
highly recommended. SPARKY allows for easy NMR spectral visu-
alization, assignment, and analysis. The peaks identified in a spec-
trum are usually stored as space-delimited plain text files known as
peak lists. Each line in the peak file, corresponding to a single peak,
consists of three elements: (a) The peak label that appears as an
annotation on the spectrum, (b) the peak coordinates that repre-
sent chemical shifts of the correlating nuclei, and (c) the notes
section, where the user is free to add any notes regarding the peak
(Fig. 2). The output of FANDAS is composed of peak files that the
user can then superimpose on the spectra.

C) Notes Section

e e e

MIN-M1CA 222

120.19 55.12 175.93 MIN-M1CA-M1C

Q2N-Q2CA 7-2-7 120.19 55.12 3293 MIN-M1CA-M1CB
I3N-13CA ?-2-7 120.19 55.12 175.01 MIN-M1CA-Q2C
FAN-FACA 7-2-7 120.19 55.12 32.45 MIN-M1CA-Q2CB
113N-113CA ?-7-7 123.52 55.55 175.01 Q2N-Q2CA-Q2C

B) Peak Coordinates

Fig. 2 Description of SPARKY 2D (/eff) and 3D (righ?) peak lists generated using FANDAS. (a) The peak labels,
which would appear on the spectrum when the peak list is loaded. The default “? -?” for 2D peak list and “?-
?-?” for 3D peak list imply that the peaks do not have any labels. (b) Peak coordinates, which are essentially
the chemical shifts of the correlating nuclei. (¢) The notes section- notes do not appear on the spectrum, but
can be accessed too in the peak list. By default, FANDAS stores the peak information in the notes section
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2.2 FANDAS
Webserver

2.3 FANDAS Local
Installation

The FANDAS webserver has been made user friendly to enable its
use in the wider scientific community. Thus, no prior computa-
tional knowledge is required to be able to operate it and there are
no restrictions on the operating system or the browser. However,
we recommend usage of any version of Google Chrome or Mozilla

Firefox. The server is freely available at: http://milou.science.uu.
nl/services/FANDAS.

To use a local version of FANDAS, the user is required to have at
least some elementary knowledge on working with the command
line (bash environment is recommended) like navigating through
folders and opening text files using editors. Thus, a basic knowl-
edge of using text editors like vim or nano is recommended (alter-
natively GUI-based text editors like Notepad + or TextEdit could
also be used). FANDAS has been created on a computer running
MacOS X El Capitan (10.11) with Anaconda 2.4.1 running Python
2.7.12. However, FANDAS can be readily run on a different plat-
form, provided that the following computational requirements are
met:

1. Windows/Mac/Linux operating systems that can preferably
run a BASH shell environment (the protocol we describe here
uses this environment, but the user is free to use
something else).

2. Python 2.7 (https: //www.python.org/downloads/) or higher
with pip (https://pypi.python.org,/pypi/pip) to install python
packages and the python package numpy (preferably 1.11.2)
(https: //www.scipy.org/scipylib /download.html).

3. git (https: //git-scm.com/book /en /v2 /Getting-Started-
Installing-Git): to clone the FANDAS package onto the local
desktop.

4. DSSP  (http://swift.cmbi.ru.nl/gv/dssp/) or STRIDE
(http: //webclu.bio.wzw.tum.de /stride /) for secondary struc-
ture assignments (Optional).

5. SHIFTX2 (http://www.shiftx2.ca/) for estimating chemical
shifts from existing structural models (Optional).

Detailed instructions to install the above (required) packages
on your operating system of choice are given in the readme.md on
the GitHub repository https: //github.com /siddarthnarasimhan/
FANDAS_2.0.

3 Methods

This section presents a general tutorial, with instructions to use the
FANDAS webserver and the command line version of FANDAS. For
this purpose, a small post translational modifier protein—Ubiquitin,
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3.1 Using
the FANDAS Webserver
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has been used as a test case. The test dataset used for this
demonstration (test_dataset.tar) can be downloaded from the
GitHub repository: https: //github.com/siddarthnarasimhan/
FANDAS_2.0. This demonstration will summarize a typical
FANDAS workflow and give the user a glimpse of all the features
that the program offers.

To run the FANDAS webserver, open a web browser of your choice
and navigate to: http://milou.science.uu.nl/services/FANDAS /.
The webpage consists of a web form that is divided into blocks,
containing fields corresponding to different types of input. Instruc-
tions to fill in particular fields are mentioned in the webpage and
will be elucidated below in a step-by-step manner.

1. Input Sequence and Secondary Structurve Block: This block
contains three fields of which two are mandatory:

(a) Project Name (mandatory): The user may choose any
arbitrary name with more than four letters or numbers.
No special characters (except underscore, “_") or spaces
are permitted.

(b) Protein Sequence (mandatory): The input sequence
must be in single letter amino-acid code (not case sensi-
tive). To this end, inputs are restricted to the 20 naturally
occurring amino acids and any other input values will be
changed to “A,” i.e., alanine. If the user uses a raw FASTA
sequence, all lines that do not contain the sequence need
to be removed.

(c) Secondary Structure: The secondary structure assign-
ments will be used to accurately assign chemical shifts to
the backbone heavy atoms and protons by using prede-
termined average chemical shift statistics for every amino
acid existing in different distinct conformations [15]. If
the protein structure is available, it is possible to obtain
these assignments by using programs such as DSSP [16]
(http: //swift.cmbi.ru.nl/gv/dssp/) or STRIDE [17]
(http: //webclu.bio.wzw.tum.de/stride /) and if the
structure is not known, prediction tools such as JPRED4
[18] (http://www.compbio.dundee.ac.uk/jpred/) or
PSIPRED [19] (http://bioinf.cs.ucl.ac.uk/psipred/)
may be used. The user must ensure that the secondary
structure assignments/predictions are simplified to the
assignments that are permitted, namely: alpha-helix “a,”
beta-sheet “b,” and random coil “c” in addition to NMR
calculated averages “n” which is assigned to the protein by
default. In the example shown in Fig. 3, the secondary
structure assignments were done using command line
version of STRIDE on the PDB structure 1UBQ and
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>>INPUT SEQUENCE AND SECONDARY STRUCTURE

Project Name*: Ubiquitin_Demo No spaces or special characters (except "_") ——————» Field 1
Protein Sequence (single letter amino acid code)*

MQIFVKTLTGKTITLEVEPSDTIENVKAKIQDKEGIPPDQQRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRL
RGG

——————— > Field 2

Secondary Structure without spaces, like the sequence
'a'= alpha helix 'b'= beta sheet 'c' = random coil 'n' = BMRB averages updated (21/08/2016)

cbbbbbecccecebbbbbeccecccaaaaaaaaaaaacccaaabbbbbecbbecceccaaaacceccebbbbbbeccee

—— Field 3

Fig. 3 Example input of the “Input Sequence and Secondary Structure” block

simplified to a, b, and c. If the secondary structure assign-
ments are not available for a part of the protein, it is
recommended that the user fills in “c” or “n” at the
appropriate sequence sites. For example, if for the
sequence “APAPMLQSMVSLLQSLV” the secondary
structure of the first four residues is not known, the sec-
ondary structure input could be “nnnn” or “cccc” fol-
lowed by the assignments for the remaining residues e.g.,:
nnnnaaaaaaaaaaaaa.

An example of a completed form is given in Fig. 3.

2. Input Chemical Shifts as BMRB Table Block: FANDAS also
accepts user defined chemical shift assignments that would be
used in lieu of the default assignments discussed in the previous
section. In the absence of chemical-shift assignments, it is
possible to generate (predict) chemical shifts on the basis of a
3D protein structure to a reasonable level of accuracy for every
atom using programs such as SHIFTX2 [20] (http:/www.
shiftx2.ca/cgi-bin/shiftx2.cgi). The following are the descrip-
tions of the fields present in this input block:

(a) BMRB Tables: It is recommended for the assignments to
be in a tabular NMR-STAR format (for a detailed descrip-
tion, see http://www.bmrb.wisc.edu/formats.html).
FANDAS also accepts any table-like text file with rows
(lines) corresponding to each nucleus, with columns con-
sisting of atom name, residue number, and chemical shift
(Fig. 4). In the example (Fig. 5), the command line ver-
sion of SHIFTX2 was used to generate the BMRB tables
using the crystal structure of Ubiquitin (1UBQ).
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1 b 17052
1 CA 5440
1 N 120.79
2 C 175.84
2 CA 54.90
2 CB 30.80
p) N 125.08
Reiiue »?tom Cheﬁical
Numbers  Names Shifts

Fig. 4 An example of BMRB tables that is accepted in FANDAS

>>INnPuT CHEMICAL SHIFTS As BMRB TaBLEs

Recommended format- space delimited NMR-STAR (any version)
Hint: You can use packages such as SHIFTX2 to predict chemical shifts for a given PDB structure
Format example: 1 1 TRP HD1 H 7.33 0.01 1

1M C170.5200

1M CA 54.4000

1M CB 33.4599

1M CE17.6847

1M CG 31.8754 ——————— Field1
1M H 8.2666

1M HA 4.2200

1M HBZ 2.0700

1M HB3 2.1380

1M HE 1.8684 4

Provide column number (starting with 1) for:
Residue number: 1 Atom name: 3 Chemical shift: 4 —— > Field 2

Provide the residue number for the first entry (if the residue numbers don't match the input sequence):

Fig. 5 Filled out sample of “Input Chemical Shifts as BMRB Tables” block
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» Field 3

(b) Provide column numbers for residue number, atom
name, and chemical shift: The user is required to provide
the column numbers for residue number, atom name, and
chemical shift corresponding to the tables input in the

previous field.

(c) Provide the residue number for the first entry: This
field should be left blank if the residue numbers in the
BMRB tables match the residue numbers in the input
sequence. If not, the residue number for the first entry
(line) in the assignment table is to be entered in this field.
This value is used to oftset all residue numbers in the table

to match the sequence.
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3. Amino-Acid Selective Labeling Schemes Block: By default, it is
assumed that the protein of interest is fully isotope labeled (i.e.,
100% enriched at the '*C and '°N positions). The options
provided in this section allow for the incorporation of amino-
acid selective forward or reverse labeling schemes (Fig. 6). If
forward or reverse labeling schemes are used, the user must
specify a list of amino acids for the chosen labeling scheme.
This section is particularly useful for assessing the result of
different labeling schemes on the resulting ssNMR spectra. A
typical application for features in this section is discussed
section 4.

4. Glycerol Labeling Schemes and Fractional Deutevation: To
reduce spectral crowding among the various carbon positions,
glycerol-based labeling schemes have been introduced
[21-23]. Such schemes have been implemented in FANDAS
and choosing any of the glycerol labeling schemes would dis-
able amino acid selective (forward or reverse) labeling schemes
or fully labeled schemes. Additionally, this section is set up to
include fractional deuteration (dashed box in Fig. 7) scheme,
which is intended to fully deuterate '*Ca nuclei as well as
specific side chain carbons [13, 24].

>>AMINO AcID SELECTIVE LABELLING SCHEMES

Select a labelling scheme

Reverse labelling scheme (would remove the amino acids entered below)
12¢ & 19N- List: 12¢- List: 14N. List:

Forward labelling scheme (would label only the amino acids entered below)
13C & 15N- List: 13¢- List: 15N- List:

© Fully labelled (Default)

Fig. 6 “Amino-Acid Selective Labeling Schemes” block consists of options to choose the appropriate labeling
scheme and a provision to enter the desired labeled amino acids in double or single labeled forms

>>GLYCcEROL LABELLING ScHEMES & FRACTIONAL DEUTERATION

NOTE: Glycerol labelling cannot be coupled with amino acid selective labelling schemes, choosing the former would disable
the latter and vice-versa

1,3-Glycerol 2-Glycerol Follow this link for description
Fully labelled (Default)

Fractionally Deuterated : Follow this link for description

Fig. 7 Highlighting how different labeling schemes are handled in FANDAS and the option for fractional
deuteration (green box)
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>>Distance LisT BETween HomonucLEaAR (H-H or C-C) PaIRs

Hint: You can use our Python Script to create such a list from a PDB

Format syntax: resi_num_1, atm_name_1, resi_num_2, atm_name_2, dist (in ﬂ)

Format example: 1, CA, 3, CB, 15

75,C,75,CA1.516
75,C,76,CA,2.473
75,C,76,C,3.713
76,CA,75,CA,3.794
76,CA,75,C,2.473
76,CA,76,C1.537
76,C,75,CA,4.762
76,C,75,C,3.713
76,C,76,CA,1.537

s
Distance cut-off (in A):5

A ——————— -
CC- Spin Diffusion Distance Edited

Cutoff: 5A

=1 544 17052 MICA-M1C_1.548

CC- Spin Diffusion Distance Edited '
Cutoff: 2A
17052 MICA-M1C_1.548

11 544

-7 17052 544 MIC-MICA_1.548 -7 17052 544 MIC-MICA_1.548

1 544 3346 MICA-MICB_1.506 7 544 3346 MICA-MICB_1.506

-1 3346 544 MICB-MICA_1.506 -1 3346 544 MICB-MICA_1.506

31.88 MICA-MICG_2.528 7 17052 544 MIC-MICA_1.548

31.88 544 MICG-MICA_2.528 -1 544 17052 MICA-M1C_1.548

? 544 549 MICA-Q2CA_3804 -7 3346 544 MICB-MICA_1.506

1 544 3346 MICA-MICB_1.506

7 544 17584 MICA-Q2C_4.51

)
?

-7 549 544 Q2CA-MICA_3.804
? 77 3346 3188 MICB-MICG_1.505
)

17584 544 Q2C-MICA_4.51

1
1

1

1

1

1

1

1

1

! 544
1 -7 544
1

1

1

1

1

1

1

1 7 31.88 3346 MICG-MICB_1.505
1

Fig. 8 Example outputs (dashed boxes) suited for the analysis of distance-dependent CC correlation experi-
ments (such as protein-driven spin diffusion) for two different cut-off values. Distance lists were calculated
using the crystal structure of Ubiquitin (PDB: 1UBQ)

5. Distance List Between Homonuclear (H-H or C-C) Pairs

Block: Predicting peaks for distance-edited experiments
requires a list of distances between H-H or C-C groups
depending on the experiment. These distances can essentially
be through-space distance restraints obtained previously from
NMR experiments or they can be generated from PDB coor-
dinates. To generate distances from PDB coordinates, we have
generated a dedicated python script “distance_calculator.py”
which can be accessed from the GitHub repository: https://
github.com/siddarthnarasimhan /FANDAS_2.0. Along with
the distances provided, the user must provide a cutoff distance
(in A). To exemplify such a distance cutoft, a sample output for
a distance edited CC Spin diffusion experiment is shown for
two cut-off values in (Fig. 8).

Predict Peaks for NMR Expeviments (SPARKY Format)
Block: This is the final section of FANDAS webserver where
the experiments for which predictions are to be made, are
listed. This section consists of a list of experiments that the
user can simply select using the appropriate check boxes

(Fig. 9).

(a) Peak Labels: Along with the list of experiments, this sec-
tion features an option to turn on peak labels (highlighted
with a dashed box in Fig. 9). As described in Subheading
2.1, the default peak labels are null: “?-?” “?-2-2”. By
turning on the “Peak Labels” option, the peak list would
now be incorporated with the labels. The labels would

inform the user of the nuclei involved in the correlation
observed (Fig. 10).
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>>PRrepIcT PEaAks FOR NMR ExPERIMENTS (SPARKY FORMAT)

Atoms within the brackets represent
that they are not seen in the spectrum

2D NMR Experiments

N-H H-N C-H
H-C H-H Spin Diffusion C-C DQ-SQ Correlation
C-C Spin Diff. intra residue C-C Spin Diff. (residues i, i+1 &i-1) N-Ca
N-Co N-(Ca)-Cx N-(Ca)-Cx (residues i, i+1 & i-1)
N-(Co)-CaCb N-{Co)-Cx Ca-(N)-H
Co-(N)-H Ca-(Co)-(N)-H Co-(Ca)-(N)-H
N-(Ca)-H

3D NMR Experiments

N-Ca-Cx N-Ca-Cx (residues i, i+1 &i-1) N-Co-Cx
N-Co-CaCb 5Q5Q5sQ (residues i, i+1 & i-1) DQSQSQ intra residue
DQSQSQ (residues i, i+1 &i-1) Ca-N-H Co-N-H
Ca-(Co)-N-H Co-(Ca)-N-H N-Ca-Ha

2D NMR Experiments (Distance Encoded)

C-C Spin Diffusion H-H Spin Diffusion C-(HH)-C
N-(HH)-C C-(H)-H N-(H)-H
N-(Ca)-Cx N-(Co)-Cx

3D NMR Experiments (Distance Encoded)
N-Ca-Cx N-Co-Cx C-H-H
N-H-H

Submit  Reset

Results will be stored for upto a day

Fig. 9 The final input block, where the user can select experiments for which predictions are to be made,
specify if peak labels are required and if the residue numbers need to be offset (highlighted using dashed
boxes)

(b) Residue number offset: This field (highlighted with a
dashed box in Fig. 9) takes in numerical values to offset
the residue number in the final peak lists. If the user wishes
that the residue numbers start from a different number
than one, it can be specified here. This is particularly
useful if the prediction is being done for a specific segment
or a domain and not the whole protein, wherein the
starting residue number may not be one.
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Fig. 10 Sample peak outputs overlaid on empty N-H Spectra in SPARKY. The left panel shows the default
output when Peak Labels are inactive and the right panel shows the output when Peak Labels are turned
on

HeERE You Go!

>>REsuULTS

Note the URL in your browser and access the following files for the next 24 hours

« Ubiquitin_Demo-all-predictions.zip »  |f more than one experiment is chosen, a zip file containing all the pre
» Ubiquitin_Demo-hn.txt PERE e Sy
« Ubiquitin_Demo-ncacx_inter_3d.txt

Fig. 11 Prediction results as seen on the results page

7. Accessing the Results: After the form is completed, the job
would be submitted to the server and the user will be redir-
ected to the results page where the predictions will be available
for download (Fig. 11). The user can access the peak files by
simply clicking on the appropriate file that is listed. Currently,
results are stored for up to one day on the server and can be
accessed by simply navigating to the URL of the results page
that is shown in the browser window.
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3.2 Running
the FANDAS
Application Locally

The features of this version are the same as the webserver, since the
webserver uses this python application as an engine. Thus, this
section will explain how to clone the application along with the
supporting files onto a local computer and how to use the interface
rather than discuss-specific features. Every command line input and
output is shown in a black background; input lines begin with a $
sign.

1. Cloning the git repository onto the local computer: For a
quick introduction to git, we refer the interested reader to
https: //git-scm.com /book/en /v2 /Getting-Started- Git-Basics.
To start with, open a BASH environment with a terminal
emulator of your choice and type the following:

$ git clone https://github.com/siddarthnarasimhan/FANDAS_2.0

The user should see the following output if the git cloning was
successful (if not, please check if git has been installed):

Cloning into ’'FANDAS_2.0'...

remote: Counting objects: 7, done.

remote: Compressing objects: 100% (6/6), done.

remote: Total 7 (delta 0), reused 7 (delta 0), pack-reused 0
Unpacking objects: 100% (7/7), done.

Navigate to the FANDAS_2.0 folder and list the files present.
All files are required and the demo folder (ubiquitin_demo) is
shown below:

distance_calculator.py fandas.py readme.md standard.dat test_-

dataset.tar

2. Description of the contents in the FANDAS_2.0 Package:

(a) distance_calculator.py: This script is used to calculate the
distance between homonuclear pairs from the supplied
PDB coordinates.

(b) fandas.py: This is the FANDAS_2.0 application.

(c) README.md: A github mandated readme file for the
program.

(d) standard.dat: A file containing the standard chemical-
shift tables for all amino acids.


https://git-scm.com/book/en/v2/Getting-Started-Git-Basics
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(e) test_dataset.tar: Contains a test dataset that has been
used to demonstrate the use of FANDAS in this manual.
It contains a readme file named “readme.txt” that
describes all the files in the folder. In the following sec-
tions, the files in this folder would be referred to for
demonstration.

3. Testing the application and the help flag: This is important,
as the user would already know if all the modules (see readme.
md file for more information) necessary to run FANDAS are
available. Besides, considering the number of arguments that
FANDAS accepts, the user may have to invoke the help feature
each time the program is used, to ensure that arguments are
used correctly. Execute the script with the help “-h” flag:

$ python fandas.py -h

If the usage message followed by a list of arguments is printed
(shown in the next section), then there are no compilation errors
and thus the application is ready to use.

4. Usage message and description of the arguments: The usage
message essentially lists all arguments that FANDAS takes as
flags. The flags that have been listed within square brackets are
optional arguments. The ones that are not listed within square
brackets are the obligatory arguments, which in our case are
only -i that corresponds to the input sequence:

usage: fandas.py [-h] -1 I [-ss SS] [-bt BT] [-btc BTC BTC BTC] [-1s LS]
[-dl DL [DL ...]] [-cl CL [CL ...]] [-nl NL [NL ...]] [-fd]
[-exp_2d EXP_2D [EXP_2D ...]1]
[-exp_2dd EXP_2DD [EXP_2DD ...]]

[-exp_3d EXP_3D [EXP_3D ...]]
[-exp_3dd EXP_3DD [EXP_3DD ...]] [-sl]
[-dlist DLIST [DLIST ...J]] [-dlim DLIM] [-o 0]

When the help option is invoked, a description of each argu-
ment is printed below the usage message (shown below). The
description for each argument needs to be read carefully. Inputs
for sequence, secondary structures, BMRB tables, and distance
lists are to be supplied as plain text files.
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optional arguments:
-h, --help
-iI
-ss SS

-bt BT
-btc BTC BTC BTC

-1s LS

-d1 DL [DL ...

-cl CL [CL ...

-nl NL [NL ...

-fd

-exp_2d EXP_2D [EXP_2D ..

show this help message and exit

input sequence as a text file (REQUIRED)

secondary structures as a text file: 'a'- alpha helix,
'b'- beta sheet & 'c'- random coil; if unspecified,
will use BMRB averages: 'n'

BMRB tables as a text file in NMR Star format

column numbers for residue number, atom name and
chemical shifts in the BMRB tables

labelling scheme. Default is Fully Labelled. Other
options: fw = Forward Labelled, rv = Reverse Labelled,
gll3 = 1,3 Glycerol Labelling, glZ= 2 Glycerol
Labelling

list of 13C & 15N (for forward labelling) or 12C & 14N
(for reverse labelling) amino acids

list of 13C (for forward labelling) or 12C (for
reverse labelling) amino acids

list of 15N (for forward labelling) or 14N (for
reverse labelling) amino acids

fractionally deuterated, if you use this flag, it
would be implemented automatically

-]

list of 2D experiments: ['NH', 'HN', 'CH', 'HC', 'HH',
'DQSQ', 'CC_SPINDIFF_INTRA', 'CC_SPINDIFF_INTER',
"NCA', "NCO', 'NCACX', "NCACX_INTER', '"NCOCX',
"NCOCA_CB', 'CANH', 'CONH', 'CACONH', "COCANH',
"NCAH']

-exp_2dd EXP_2DD [EXP_2DD ...]

-exp_3d EXP_3D [EXP_3D ..

list of distance encoded (distance list, -dl and limit
-dlm must be provided) 2D experiments: ['CC_SPINDIFF',
"HH', "CHHC', 'NHHC', 'CHH', 'NHH', 'HHC', 'NCACX',
"NCOCX"']

-]

list of 3D experiments: ['NCACX', 'NCACX_INTER',
"NCOCX', 'NCOCA_CB', 'SQSQSQ_INTER', 'DQSQSQ_INTRA',
"DQSQSQ_INTER', "CANH', "CONH', "CACONH', 'COCANH',
"NCAH']

-exp_3dd EXP_3DD [EXP_3DD ...]

-sl

-dlist DLIST [DLIST ..

-dlim DLIM
-0 0

list of distance encoded (distance list, -dl and limit
-dlm must be provided) 3D experiments: ['CHH', 'NHH',
"NCACX', 'NCOCX']

automatically assign peak labels in the sparky file

.]

distance list (as a file) in angstorms as follows:
"resi_num,atm_nam,resi_num_2,atm_nam_2,dist".
EXAMPLE:"2,CA,4,CB,4.5"

distance limit in angstorms, default: 5 Angstorm

names for output, default: "fandas_output”
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5. Preparation of the input files: To prepare the input files, we

recommend creating a working directory to store all input text
files such as sequence, secondary structure assignments, BMRB
tables, and the distance lists. The files in the “test_dataset.tar”
are used as an example below. The choice of text editor is not
important, provided that the file created is a plain text file.

6. Making peak predictions: For easy use, it is recommended to

create an alias for the path of the “fandas.py” script in the “.
bashre” or “bash_profile” file so that the script is globally
executable. To make the predictions, navigate to the working
directory and type the following command (The description of
each argument in the command input is given in Table 1):

$ python fandas.py -i lubg-seq.txt -ss lubg-ss.txt -bt 1lubg-
bmrb-tables.txt -btc 1 3 4 -dlist lubg-dist.txt -dlim 5 -exp_24
hn -exp 2dd chh -exp_3d ncacx -exp_ 3dd ncacx -sl

7. Guide to using labeling schemes: By default, the protein is

Table 1

assumed to be fully '*C & "N labeled unless arguments defin-
ing the labeling schemes are specified. Alternative labeling
schemes available are shown in the table below (Table 2).

Description of all parameters in a sample FANDAS input

Flag + Argument(s)

Description

-1 lubg-seq.txt
-ss lubg-ss.txt

-bt lubg-bmrb-
tables.txt

-btc 134

-dlist lubg-dist.
txt

-dlim5

—exp_2d
cc_spindiff_intra

—exp_2dd chh
—exp_3dncacx
—exp_3dncacx

-sl

input file (or path) is “lubq-seq.txt”
file (or path) containing secondary structure is “lubgq-ss.txt”

file (or path) containing the BMRB tables is “lubq-bmrb-tables.txt”

column indices for residue number, atom name & the chemical shift in
the BMRB tables are 1, 3 & 4

file (or path) containing the distance list is “lubq-dist.txt”

distance limit between nuclei for them to be treated as neighbors for
predicting peaks in distance-encoding NMR experiments

predict peaks for a 2D intra residue CC spin diffusion experiment

predict peaks for a 2D distance-edited CHH experiment

predict peaks for 3D N-Ca-Cx spectrum

predict peaks for 3D distance edited N-Ca-Cx spectrum

assign peak labels that would be visible on the spectrum in SPARKY
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Table 2
Alternative and supplementary labeling schemes to the default—uniformly '3C & '°N default labeling
scheme

Flag + Argument(s) Description

-ls <labeling labeling scheme to be used; when left empty, the protein would be assumed to

scheme>

-dl <residue
list>

be fully **C and *°N labeled

list of forward 3C + '*N labeled amino acids or reverse *2C + '*N (unlabeled)
amino acids as per the chosen labeling scheme (—Is)

list of forward '3C labeled or reverse '*>C (unlabeled) amino acids as per the
chosen labeling scheme (—Is)

-cl <residue
list>

-nl <residue list of forward '*N labeled or reverse **N (unlabeled) amino acids as per the

list> chosen labeling scheme (—ls)
-fd include fractional deutration; this can be combined with other labeling schemes
O % °8

20 65 e 20

B- Zoom Out gb
Ser & Thr Region

-3C (ppm)

40 40

60
60 65 60
70 / &ﬂ
A- Zoom Out 0.
Ser & Thr Region »
80 80 40 20 e 80 60 40 20
wy-"C (ppm) wz-"*C (ppm)

Fig. 12 FANDAS Predictions of CC (PARIS) experiment [25] when only secondary structures are supplied (Panel
A with the gray peaks) and in an information-rich regime where chemical shifts of all atoms were predicted
from the crystal structure using SHIFTX2 (Panel B with blue peaks). In the zoom-in of the serine and threonine
region, one can clearly observe that the prediction accuracy is greatly improved when more information is
supplied to FANDAS

4 Analysis and Case Study

As mentioned in the introduction section, FANDAS operates by
integrating a variety of inputs to predict the peaks occurring in
different experiments. Sample outputs for a CC Spin diffusion
experiment produced by FANDAS in a data rich and data deprived
cases are shown in Fig. 14. Thus, indicating that the quality of the
predictions entirely relies on the quality of the input provided. Even
when operating in a low information regime, it is possible to get a
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substantial amount of preliminary information for a FANDAS-
based spectral analysis (Fig. 12).

To highlight some of the areas where FANDAS could be useful
besides spectral analysis, the following case studies are described.

1. Case Study- Choosing Amino Acid Selective Labeling
Schemes using FANDAS: This is one of the most insightful
features that EANDAS offers, particularly at the early stages of
an NMR study. Tailored amino-acid selective labeling schemes
can drastically reduce spectral crowding and allow the user to
focus on selected protein regions. This section demonstrates
how FANDAS can be used to rapidly assess the effect of chang-
ing labeling schemes. To illustrate the output generated for the
different labeling schemes, two 2D experiments have been
selected:

(a) N-Ca intra-residue correlations that probe protein resi-
dues that are both '3C and '®N labeled.

(b) N-Co inter-residue correlations that probe the polariza-
tion transfer between the backbone nitrogen atom of the
(i)th residue to the carboxyl carbon atom of the (i-1)th
residue. This requires the (i)th residue to be at least N
labeled and the (i-1)th residue to be at least **C labeled.

Case 1: Fully Labeled (Default): The defaunit option (Fig. 13a)
assumes that all the vesidues ave fully lnbeled. The output for such a
Inbeling scheme would contain all peaks that could possibly occur in
each expeviment (Fig. 13b).

Case 2: 13C & '®N Labeled: If specific residue types are °C & °N
labeled, FANDAS retains the >C &> N (forward labeled Fig. 14n)
chemical shifts or removes them and vetains the vemaining amino
acids (veverse lnbeled Fig. 14b). When a forward labeling scheme of
this nature is used, the spectral crowding is vastly reduced in both
N-Co and N-Ca spectra, and sequentinl corvelations can be observed
at specific sites as shown in Fig. 14c.

Case 3: Using '3C only labeled amino acids and *°N only labeled
amino acids: There exist labeling schemes wheve either >C or °N
amino acids are lanbeled in combination to probe site selective sequen-
tial corvelations on proteins (see, vefs. 3, 4). FANDAS treats inputs
Sor this labeling scheme in a similar fashion to the previous case. If
residues ave >C or PN lnbeled, FANDAS either vetains only the >C
or °N (forward labeled Fig. 150) chemical shifts or vemoves them and
retains the remaining amino acids (veverse labeled Fig. 15b) as shown
in Fig. 15¢.
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>>AMINO Acip SELECTIVE LABELLING SCHEMES

Select a labelling scheme
Reverse labelling scheme (would remove the amino acids entered below)

12¢ & 19N- List: 12¢- List: 14p- List: Separate the amino acids by a space
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© Fully labelled (Default)

B ; :
Co- Region Ca- Region
100
X X
X X
XX X X
,-1.110 b 4 X(X 1 xx x
£
8 X %o % X&a R %
= e X X
2 X KKK
120 % X X X >5<§X X X
) X X % % X%*
X X %% x JOX Sk
><§S§ X X
130 1
X X
X X KK

100

110

120

130

185 180 175 170 70 65 60 55 50 45
W, - 3C (ppm)

Fig. 13 The default fully labeled option and the resulting predictions for peaks in the N-Co and N-Ca spectra of

Ubiquitin
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Fig. 14 Incorporating amino acid selective "3C + '°N labeling scheme in FANDAS for glycine, valine, lysine,
and threonine residues. As can be seen in the peak prediction, the two labeling schemes complement each
other
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Fig. 15 Incorporating '3C labeled arginine, threonine and '°N labeled leucine, glycine amino acid selective
labeling scheme in FANDAS. As can be seen in the peak prediction, sequential correlations can be observed
for specific parts of the protein
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Chapter 7

Strategies for Efficient Sample Preparation for Dynamic
Nuclear Polarization Solid-State NMR of Biological
Macromolecules

Boris Itin and Ivan V. Sergeyev

Abstract

Solid-state NMR (SSNMR) is a powerful tool for the elucidation of structure and dynamics in biological
macromolecules. Over the years, SSNMR spectroscopists have developed an array of techniques enabling
the measurement of internuclear correlations, distances, and torsional angles; these have been applied to the
study of a number of biological systems that are difficult to study by X-ray crystallography and solution
NMR, including key biological targets such as membrane proteins and amyloid fibrils. Applications of
SSNMR to other topic areas, including materials science, pharmaceuticals, and small molecules, have also
flourished in recent years. These studies, however, have always been hampered by the low inherent
sensitivity of SSNMR, requiring large amounts of both sample and time for data collection. By taking
advantage of unpaired electrons doped into a sample as a ready source of additional nuclear polarization,
dynamic nuclear polarization (DNP) has brought about large improvements in SSNMR sensitivity. These,
in turn, have enabled structural studies of previously inaccessible targets, such as large protein complexes,
nucleic acids, viral capsids, and membrane proteins in vivo. Herein, we focus on sample preparation
strategies and considerations for scientists interested in applying DNP to challenging systems.

Key words Dynamic nuclear polarization, Signal enhancement, Magnetic resonance, Solid-state
NMR, Radicals

1 Introduction

Dynamic nuclear polarization (DNP) provides an opportunity to
dramatically increase the sensitivity of solid-state NMR (SSNMR)
experiments. By doping a sample with radicals, then transferring
the much larger spin polarization of electrons to the protons (y./
yu ~ 660) or other NMR-active nuclei of the sample, large
enhancements to the NMR signal are possible, on the order of
several hundred- to several thousand-fold depending on the details
of the polarization transfer pathway [1-3] (Fig. 1).

The resulting boost in signal-to-noise ratio provides an oppor-
tunity to study the structure of large proteins and protein assemblies

Ranajeet Ghose (ed.), Protein NMR: Methods and Protocols, Methods in Molecular Biology, vol. 1688,
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1.1 Goals

in vitro and even in vivo. To be successful, however, DNP studies
require sophisticated hardware, methodology, and specific proce-
dures for sample preparation. While we will touch on the first two
topics briefly, this chapter focuses largely on the latter.

For readers interested in learning more about DNP, excellent
reviews are available to cover recent advances, including applications
of DNP at high fields [4, 5], for membrane proteins in lipid bilayers
and in cells [ 6-8], matrix-free methodology [9], ultra-low tempera-
ture [10], sources and mechanisms of polarization [11], and others
[12, 13]. Over the past 2 years, many more DNP studies have
explored highly challenging biological systems and processes such
as the cis-trans isomerization of retinal in Channelrhodopsin [14],
15N PISEMA spectroscopy of oriented PGLa [15], membrane-
anchored cytochrome-b5 in native E. col cells [16], conformation,
proton conduction and hydration in influenza B virus [17], and
prion structure in a deuterated cellular lysate environment [18].

DNP provides significant signal enhancements and, consequently,
tremendous savings in NMR acquisition time. Unfortunately, this
often comes together with some loss in spectral resolution.
Enhancement and resolution in DNP depend on many
interconnected factors, often temperature- and sample-specific;
some of these are well characterized, while others are only partially
understood. The polarizing agent used, alongside its solubility/
penetration into the material to be studied, is the single most
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important factor determining DNP enhancement. Poor penetra-
tion of radicals may often lead to long DNP buildup times, which
mean that maximum enhancement cannot be reached with reason-
able values of the recycle delay. Line broadening, on the other hand,
is a more complex phenomenon that appears to be primarily driven
by sample inhomogeneity and /or intrinsic dynamics [5, 19]. As a
result, DNP linewidths are difficult to predict or control, though
care should be taken to ensure homogeneity of the sample to avoid
the presence of a distribution of distinct molecular environments.

The primary goals in preparing a DNP sample, then, are to
achieve the maximum possible enhancement to maximize signal-to-
noise ratio (SNR), while keeping the DNP buildup time (Tj)
short to avoid long recycle delays, and while also maintaining as
narrow linewidths as possible. A secondary, but nonetheless
important, objective for signal-to-noise considerations is to fit as
much of the system of interest as possible into the DNP rotor,
which implies keeping other components, such as any DNP solvent,
to a minimum while still satisfying the conditions mentioned above.
All of this must be done while maintaining compatibility and solu-
bility between the biomolecule(s) of interest, the radicals, and the
DNP solvent system. In essence, DNP sample preparation presents
an optimization problem with a large number of opposing vari-
ables; herein, we attempt to merely suggest convenient starting
points.

In simplest terms, a modern, conventional DNP SSNMR spec-
trometer is a combination of five key components:

¢ NMR magnet, typically wide-bore, and often including an addi-
tional superconducting sweep coil with a range of several MHz.

e NMR console, typically optimized for SSNMR.

¢ Low-temperature magic-angle spinning (LTMAS) cabinet con-
taining all equipment needed to generate and regulate spinning
(bearing + drive) and variable temperature (V) gases at approx-
imately 100 K or below.

¢ SSNMR probe tunable to the nuclei of interest, with a micro-
wave waveguide to direct microwaves toward the rotor.

¢ Microwave source at the corresponding EPR frequency, with
waveguide to carry microwaves efficiently into the probe.

Microwave sources for DNP applications have typically been
first- or second-harmonic gyrotrons, capable of output power
10-100 W at the EPR frequency corresponding to the magnetic
field of the NMR magnet. Second-harmonic gyrotrons have gained
favor in recent years, as they require a smaller magnetic field to
operate and can therefore be placed closer to the NMR magnet,
reducing microwave transfer losses. Recent developments have seen
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the introduction of lower-power klystron microwave sources at
263 GHz, reducing cost and space requirements (Fig. 2). Com-
mercial DNP hardware from Bruker Biospin is currently available at
400 MHz/263 GHz, 600 MHz/395 GHz, and 800 MHz/
527 GHz.

Though there has been recent progress in this area [20], due to
limitations in the tuneability of microwave sources at the frequen-
cies required for DNP, the EPR frequency is generally kept constant
while the NMR field is swept to move around the EPR spectrum
(e.g., to match the EPR absorption frequencies of different radi-
cals). As aresult, the DNP spectrometer can be viewed as a mash-up
of NMR and EPR spectrometers, with the EPR field sweeping
accomplished via the NMR sweep coil, and NMR being performed
in a standard fashion. Further, due to the use of linear-beam vac-
uum tubes such as gyrotrons or klystrons to generate microwaves,
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conventional DNP operates in the continuous wave (CW) regime;
that is, microwaves cannot be turned on and off on the NMR time-
scale. For DNP-enhanced experiments then, the microwaves are
always on.

In light of the above considerations, the typical DNP experi-
ment proceeds very much like a conventional SSNMR experiment
with several added steps. Once a DNP rotor has been inserted into
the probe and spun up to the desired MAS frequency, a reference
“microwave off” spectrum is typically taken prior to turning on the
microwave source. With microwaves on, the experiment is then
repeated and results overlaid with the microwave oft spectrum to
gauge the enhancement factor. Subsequently, the microwave source
is left on continuously as the desired set of SSNMR experiments is
conducted.

The so-called cross-effect (CE) is the most commonly utilized
DNP mechanism to date, and is so named because it arises from
level anti-crossings in paired-radical systems. In its most common
application, the CE is exploited via the addition of covalently-
bonded biradicals; these are typically derivatives of the nitroxide
radical 2,2,6,6-tetramethylpiperidine-N-oxyl (TEMPO) [21], long
used for EPR studies. In general terms, a perfect radical for
biological systems should combine the following properties: it
should be stable, water soluble, able to access the molecules of
interest in the sample, and have a large polarization transfer effi-
ciency, preferably even at higher temperatures and magnetic fields.
For commercial availability, it should also be reasonably inexpensive
and easy to synthesize.

In recent years, the radicals TOTAPOL [22] and AMUPol [2]
have gained popularity due to their large enhancements, with both
now being available commercially. AMUPol in particular meets
many of the criteria laid out above: it is very stable, scales reasonably
well to higher fields, and provides good enhancement at tempera-
tures significantly above 100 K. Enhancement factors as high as
250 have been reported on biological systems with AMUPol
[23]. Other, more recent, biradicals, such as TEMTriPol [24],
have been introduced to give more efficient CE enhancements at
high magnetic field, >800 MHz, but are not yet commercially
available.

In the vast majority of biological cases, AMUPol gives the
largest enhancements and should be the biradical of choice for
DNP studies. In especially hydrophobic systems, such as some
materials (e.g., mesoporous materials, zeolites, long-chain poly-
mers) and particularly hydrophobic biological environments, the
bulky hydrophobic radicals of the TEKPol series [25] can be con-
sidered alternatives to AMUPol. It should be noted that these
radicals are soluble only in organic solvents, and are typically
impregnated into the sample (e.g., sample preparation Subheading
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Fig. 3 Structures of (a) TEMPO, a nitroxide monoradical that is a precursor to most DNP biradicals, as well as
the common DNP biradicals (b) TOTAPOL [22], (¢) AMUPol [2], (d) TEKPol [25], and (e) the heterogeneous trityl-
nitroxide biradical TEMTriPol [24]

1.3.2  Choice of Solvent
System

3.4, below) in 1,1,2,2-tetrachloroethane (TCE). AMUPol and
TEKPol are both soluble in toluene; toluene can be used as a glassy
DNP solvent as well as an impregnation medium in cases where
TCE is not well tolerated.

For high-field applications >800 MHz, some consideration
should be given to acquiring biradicals designed for this purpose
(e.g., TEMTriPol [24]). AMUPol is capable of providing solid
enhancement factors € > 40 at 800 MHz; however, these drop
off sharply with increasing magnetic field above this point (Fig. 3).

The vast majority of DNP studies have been carried out in glassy
matrices [26, 27]. Glass-forming solvents serve several purposes,
such as ensuring uniform distribution of radicals by preventing the
formation of large solvent crystals, which can in turn lead to radical
aggregation. Glassy solvents also largely prevent absorption of
microwaves by the solvent, allowing them to more efficiently excite
the radicals while also reducing heating of the sample. In addition,
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many glass-forming mixtures contain either glycerol or dimethyl
sulfoxide (DMSO), which concomitantly provide cryoprotection
for the sample even at relatively low mole fractions, albeit by
different mechanisms [28].

Biological DNP studies generally use the standard “DNP juice”
recipe, consisting of dg-glycerol, D,O, and H,O, typically in a
60:30:10 ratio [2, 22] but with some variation in the ratios
[18]. DMSO-d¢ has also been routinely used in mixtures with
D,0/H,0, in cases of solubility problems with glycerol or where
the high density and viscosity of glycerol pose problems; standard
published recipes are 60,/40 or as high as 77,/23 DMSO:water
mixtures [29]. For proton spin diffusion to spread the polarization
throughout the sample, ~10% protonation is required. Hence,
these ratios are more accurately written as 60:30:10 and 77:13:10
DMSO-ds:D,0:H,0. Lower concentrations of glycerol or DMSO
are acceptable in terms of both cryoprotection and glass-forming
potential; in the authors’ hands, samples prepared with 30% v/v
glycerol-dg and 30% v/v DMSO-ds have shown promising DNP
results with no deleterious effects relative to higher concentrations.
In practical terms, 30% glycerol or DMSO allows for a larger filling
factor for the sample of interest, typically affording superior signal-
to-noise.

For highly hydrophobic systems that are not soluble in DMSO,
one may consider alternate solvent combinations. Meyer [30]
offers a wide variety of organic glass-forming solvent mixtures.
Toluene is a particularly attractive solvent in that it is relatively
nontoxic and neat toluene is a glass-former. However, due to its
high vapor pressure, care should be taken in sealing samples in the
rotor; toluene DNP samples are not likely to be viable for extended
periods even when refrigerated.

Quite often, as in the case of membrane proteins embedded in
lipid bilayers, fibril aggregates, virus capsids, and other complex
biological samples, the mixture resulting from addition of DNP
solvents and radicals is heterogeneous. Mechanical stirring and /or
gentle sonication are the recommended means of homogenization.
Ideally, the sample should be homogenized immediately before
insertion into the DNP spectrometer, or should be immediately
frozen to prevent phase separation.

If a sample already contains H,O and D,0, instead of adding
DNP juice, the optimal protocol is to add pure dg-glycerol. For
instance, Frederick et al. [18] resuspended cell lysate samples in
100% '3C-depleted glycerol-dg with 20 mM of TOTAPOL. As an
alternative, an incubation step with excess solvent can be added; for
instance, Gupta et al. [31] incubated the protein preparation in
50/35/15 dg-glycerol/D,O/H,O solution overnight and
removed the excess supernatant before packing the sample.
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1.3.3 Choice of Magnetic
Field and MAS Frequency

When the protein/biomolecule of interest cannot be conve-
niently grown/synthesized with substantial deuteration, the pro-
tonation of the protein is generally sufficient to achieve adequate
protonation of the overall sample. In such instances, we recom-
mend that the added H,O fraction be reduced to 5% or excluded
altogether in favor of D,0O, depending on the biomolecule concen-
tration in the sample.

Line broadening at lower temperatures is caused by a number of
factors including inhomogeneous sample broadening, conforma-
tional exchange dynamics, and dipolar coupling. In essence, at the
cryogenic temperatures most typically used in DNP (typically
85-115 K) numerous dynamical modes are “frozen out,” and the
sample begins to resemble a complex mixture of various confor-
mers, with particular heterogeneity at protein sidechains and similar
small, generally mobile, domains. Naturally, such modes depend
heavily on the intrinsic dynamics of the sample [7]. At the present
time, no particular combination of sample conditions has been
found to dramatically reduce inhomogeneity; samples that are
well ordered at room temperature tend to also give sharper DNP
linewidths [5, 19]. As an example, Fricke et al. [19] studied type
3 secretion system needles (T3SS) where the low flexibility of the
complex decreased any inhomogeneous broadening contribution,
improving resolution significantly.

Faster magic-angle spinning may alleviate line broadening con-
tributions due to dipolar coupling, improving resolution. Unfortu-
nately, fast spinning at the lower temperatures needed for DNP is
challenging mechanically; lower gas viscosity requires higher nitro-
gen gas flows. Maximal MAS frequency in the 100-110 K temper-
ature range is 30-50% lower for a corresponding rotor size than it is
at room temperature. As a result, the overwhelming majority of
DNP research is performed in 3.2 mm rotors with MAS in the
8-12 kHz spinning frequency range. Interestingly, an amyloid fibril
sample spinning at 25 kHz in a 1.9 mm rotor demonstrated
25-30% line narrowing for a large number of (but not all) *C
sites [ 32]. Further, in studies of intact Pf1 bacteriophage at 25 kHz,
the authors observed significant linewidth reductions: '*C line-
widths dropped to 1.0 ppm from 1.5 ppm at 12 kHz, while '°N
linewidths decreased to 3.5 ppm from 4.9 ppm (Fig. 4). Chaudhary
et al. [33] studied DNP effects at 40 kHz MAS using the 1.3 mm
rotor system. They did not, however, observe any resolution
improvement in a frozen solution proline sample, where inhomo-
geneity is likely to dominate, suggesting that narrower DNP line-
widths due to faster MAS may not generalize to all circumstances.

When lineshapes are not dominated by inhomogeneous line
broadening, higher magnetic fields improve resolution. Availability
ot 600 MHz and 800 MHz DNP instruments has made it possible
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Fig. 4 An illustration of the resolution possible in 3-dimensional NCC/CNC correlations of intact U-'3C, "N Pf1
bacteriophage at 25 kHz MAS using a 1.9 mm rotor. With the benefit of DNP enhancement, short-range
18N-13¢-13C correlations [NCACX, blue & NCOCA, purple] (b) alongside longer-range inter-residue
13C-15 N-"3C correlations [i—i—1, green & i—i+1, orange] (c) enabled the full resonance assignment of
the 46-residue Pf1 major coat protein (a) in a time-efficient manner

to conduct SSNMR structural studies on highly challenging sys-
tems including large protein complexes in vivo. Kaplan et al. [34]
studied 1 MDa bacterial type IV secretion system core complex
T4SScc in a cellular setting. Enhancement factors of 60 at
400 MHz and 15 at 800 MHz enabled 2D and 3D NCaCX and
NCOCX experiments to be performed. Gupta et al. [31] were able
to detect side-chain conformers and conformationally disordered
states, as well as to measure intermolecular correlations between
CA monomers in HIV1 capsids.

2 Materials

1. D,O, glycerol-dsg, U-13C,'®N-Proline, AMUPol, KBr,
adamantane.
(a) DMSO-dg, Toluene-dg, 1,1,2,2-tetracholoroethane
(TCE) may be necessary solvents for some samples.
(b) DOPE/DOPS or VM+, octyl-p-p-glucoside (OG) or
decyl-B-maltopyranoside (DM) may be necessary for
some membrane protein samples.

(c) Trehalose may be necessary for matrix-free preparations.
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2. Bruker DNP rotor and packing set: 3.2 mm sapphire DNP
rotor, soft plug kit, zirconium oxide drive cap, powder funnel,
packing tool, depth gauge tool, soft plug extraction tool.

3. 1.5-2.0 mL Eppendorf tubes, 5-100 pL pipettes, flat needles
in various gauges, mortar and pestle grinding set.
4. Benchtop centrifuge (capable of up to ~15,000 x g), vortexer,
sonicator.
(a) Dessicator or lyophilizer may be necessary for some
samples.

(b) Ultracentrifuge may be necessary for some membrane
protein samples.

3 Methods

3.1 Sample
Preparation—Proline/
AMUPol Standard

Below, we make an attempt to summarize standard protocols for
the preparation of several common types of DNP samples. It is
important to note here that there are infinite variations possible
upon the general theme, many of them likely leading to successful
outcomes. We hope that these protocols will serve as general guide-
lines for readers starting DNP studies, but advise that they be
adapted as needed to the challenges of the system at hand. Where
available, we have cited recent work to highlight similarities and
differences with the proposed protocols.

To assess the performance of a DNP system, a proline/AMUPol
standard sample is recommended. To prepare a standard solution
consisting of 0.25 M U-'3C, '*N-Proline and 10 mM AMUPol in
60:30:10 glycerol-dg/D,0 /H,0O mixture:

1. To a 1.5-2.0 mL Eppendorf tube, add 15.6 mg U-'3C, '*N-
Proline (MW: 125.1 g/mol).

2. Add 3.6 mg AMUPol (MW: 726.0 g/mol).

3. Add 150 pL D,O and 50 pLL H,O.

4. Vortex thoroughly until AMUPol is fully dissolved and a clear
yellow solution is observed.

5. Separately, weigh out 411 mg of glycerol-dg (d =1.37 g/mL @
25 °C), dropwise by mass, using a pipette tip that has been cut
to enlarge the opening.

6. Mix the AMUPol /water solution into the glycerol.

7. Vortex thoroughly until a clear homogeneous solution is
achieved.

8. Using a pipette, transfer 28 pL of the solution to the bottom of
a 3.2 mm sapphire DNP rotor, being careful to avoid bubbles.
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9.

Insert soft plug into the rotor, using the depth gauge tool to
push down to the appropriate level. Remove capillary tube
once excess sample has been released (see Fig. 50-s).

10. Seal rotor with drive zirconium oxide DNP cap (se¢ Fig. 5t—v).

System to be studied: A large, water-soluble protein or protein
assembly (e.g., globular proteins, amyloid fibrils, viral particles, or
similar), uniformly or sparsely *3C, *®N-labeled in the protein(s) of
interest. Use of a 3.2 mm sapphire DNP rotor is assumed.

1.

10.

11.

If not already in one, sample should be reconstituted into fully
deuterated buffer at a pH appropriate for the system of interest
to remove excess protonation. The deuteration level of the
buffer should be kept as high as feasible.

. Sediment, precipitate, or concentrate protein and /or assembly

out of solution as appropriate, forming a thick hydrogel.

. For precipitates, spin sample repeatedly at approximately

15,000 x g in a benchtop centrifuge to bring excess water to
the surface. Remove any supernatant via pipette, being careful
not to disturb the pellet. Repeat until no further supernatant
forms above the pellet.

. Estimate the volume of the sample. If <15 pL skip to step 6.

. When the sample is in a small volume (approximately 1 mL) of

D, O, transfer just enough of the solution to a 0.5 mL Eppen-
dorf tube to achieve a sample volume of approximately 15 pL.
upon re-precipitation or re-sedimentation. Once again, precip-
itate or sediment the sample in the 0.5 mL Eppendorf tube,
spin down at ~15,000 x g several times, and remove any
supernatant until no further supernatant results.

. Separately, generate a stock solution containing 20 mM AMU-

Pol in a mixture of 60% glycerol-dg, 40% D,O.

. Pipette a volume of the stock solution equal to that of the

sample (generally 15 pL), over the sample.

. Stir the resulting mixture using a thin wire or similar tool until

a uniform appearance in achieved. Sonicate briefly and gently to
homogenize (see Note 1).

. Spin the sample down gently (e.g., 2000 x g for 30 s, longer if

necessary depending on the viscosity of the sample) to compact
the sample pellet at the bottom of the Eppendorf tube.

Cut off the bottom part of the 0.5 mL Eppendorf tube con-
taining the homogenized sample with a razor blade or scalpel,
cutting well above the pellet itself (see Fig. 5a, b).

Invert the lower portion of the Eppendort tube containing the
sample into a sample-packing funnel, into which a DNP rotor
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Fig. 5 lllustration of indicated steps from sample preparation protocols, numbered accordingly
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12.

13.

14.

15.

16.

17.

has already been inserted. Insert the whole assembly into a
2 mL Eppendorf tube (see Fig. 5¢—f).

Gently centrifuge the sample pellet (e.g., 2000 x g for 30 s)
into the rotor.

Some samples may be too viscous to be pipetted or centrifuged
into the rotor. In such cases, it is typically possible to mechani-
cally transfer the sample: Using a thick needle, pick up 1-2 mg
of the sample and deposit on the rotor’s inside surface near the
opening. Centrifuge the rotor at 6000-8000 x g4 in a
swinging-bucket centrifuge for 2—3 min. Repeat steps 11-12
to fill the rotor to the correct level, leaving space for the soft
plug and drive cap. It is important not to overfill the rotor in
such cases, as the excess sample can be very difficult to remove
without losses.

If any separation of the sample pellet is visible, stir the sample
inside the rotor using a thin needle.

Insert a soft plug into the rotor, using the depth gauge tool to
push down to the appropriate level. Remove the capillary tube
once excess sample has been released (see Fig. 50-s).

Seal the rotor with a zirconium oxide DNP drive cap (see
Fig. 5t-v).

(Optional step) Several insert-eject cycles can be performed in
situ to remove the bulk of absorbed oxygen in the sample,
which can boost enhancement [35-37]. Insert the sample
into a DNP probe cooled down to ~100 K and allow it to
spin at moderate MAS (~5 kHz) for 2 min. Stop sample
spinning and eject the sample. Allow the sample to sit in the
ejection cup under nitrogen flow for 2 min. Repeat these steps
thrice to deoxygenate the sample.

System to be studied: Membrane protein in native or semi-native
lipid bilayer. See Liao et al. [38] for additional information.

1.

Reconstitute the membrane protein of interest in DOPE/
DOPS, VM+ [39], or similar lipid mixture as appropriate.
Typically, the protein is purified separately and suspended in
octyl-p-p-glucoside (OG), decyl-B-maltopyranoside (DM), or
similar detergents. The lipid mixture is prepared in organic
solvents and subsequently vacuum dried under nitrogen; it is
then suspended in an appropriate aqueous buffer. Mix the two
solutions and incubate for several hours to ensure proper incor-
poration of the protein, followed by a dialysis step to remove
OG/DM. Perform numerous (e.g., 5-10) freeze-thaw cycles,
between room and liquid nitrogen temperature, to homoge-
nize vesicle size and remove excess water; this can be done
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3.4 Sample
Preparation—
Materials

10.

11.

before or after protein incorporation, depending on protein
stability.

. Ultracentrifuge dialyzed proteoliposomes overnight to form a

dense membrane pellet.

. Separately, generate a stock solution of ~20 mM AMUPol in

60:30:10 glycerol-dg:D,0O:H,O; titrate the solution into the
proteoliposome pellet to achieve an overall AMUPol concen-
tration ~10 mM (see Note 2).

. Vortex and/or sonicate the pellets gently to ensure homoge-

neous distribution of radicals.

. Add DO as necessary to increase the deuteration level of the

sample; the final D,O:H,O ratio should approach 3:1.

. Remove excess water by lyophilization down to a hydration

level of ~40% by mass, or as appropriate to the system of
interest.

. Using a razor blade, cut off the bottom part of the Eppendorf

tube containing the homogenized sample, cutting well above
the pellet itself (see Fig. 5a, b).

. Invert the lower portion of the Eppendorf tube containing the

sample into a sample-packing funnel, into which a DNP rotor
has already been inserted. Insert the whole assembly into a
2 mL Eppendorf tube (see Fig. 5¢-f).

. Gently centrifuge the sample pellet (e.g., 2000 x g for 30 s)

into the rotor. Some samples may be too viscous to be pipetted
or centrifuged into the rotor. In such cases, it is typically
possible to mechanically transfer the sample: Using a thick
needle, pick up 1-2 mg of the sample and deposit on the rotor’s
inside surface near the opening. Centrifuge the rotor at
6000-8000 x g in a swinging-bucket centrifuge for 2—-3 min.
Repeat these steps to fill the rotor to the correct level, leaving
space for the soft plug and drive cap. It is important not to
overfill the rotor in such cases, as excess sample can be very
difficult to remove. If any separation of the sample pellet is
visible, stir the sample inside the rotor using a thin wire or
similar tool.

Insert a soft plug into the rotor, using the depth gauge tool to
push down to the appropriate level. Remove the capillary tube
once excess sample has been released (see Fig. 50-s).

Seal the rotor with a zirconium oxide DNP drive cap (see
Fig. 5t-v).

System to be studied: porous materials (e.g., silica-based frame-
works), crystalline small molecules, or crystalline /lyophilized pro-
teins stable in organic solvents. The “impregnation” technique
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developed by Emsley and coworkers [40] will be used to introduce
radicals into the sample in a virtually solvent-free manner.

1.

Crush and then finely grind approximately 3040 mg (rough
estimate for 3.2 mm rotors; se¢e Note 3) of the compound of
interest with a mortar and pestle.

. Separately, generate a standard solution of biradical in an

organic solvent. The biradical should be chosen based on the
hydrophobicity of the compound of interest. For largely hydro-
phobic molecules, TEKPOL [41] or similar biradicals should
be used; for more hydrophilic molecules, AMUPol remains the
biradical of choice. Dissolve the biradical in sufficient 1,1,2,2-
tetracholoroethane (TCE) to make a 10-20 mM solution (see
Note 4). Toluene may be used in lieu of TCE in cases where
TCE is incompatible with the compound of interest; as toluene
evaporates slower than TCE, the impregnated compound
should be left to sit longer prior to packing.

. Pipette approximately 30 pL (see Note 4) of the radical-con-

taining solution over the ground compound in the mortar.
Typically, this will result in a “wet spot™ at the site of contact,
with the rest of the compound remaining dry. Vigorously grind
the compound to spread the radical-containing solution evenly
(see Fig. 5g-1). If portions of the ground compound remain
visibly dry, add more radical-containing solution to wet these
portions, keeping track of the total volume added.

. Allow the wetted compound to stand and dry over approxi-

mately 10 min.

. Using a powder funnel, gradually pack the impregnated com-

pound into the rotor, compact periodically to maximize sample
volume (see Fig. 5m, n).

. With powdered samples, there is typically no need to use a soft

plug to seal the top of the rotor; this step is therefore optional.
A Teflon spacer, which is simpler to remove, may also be used in
lieu of a soft plug, it desired.

. Seal the rotor with a zirconium oxide DNP drive cap (see

Fig. 5t-v).

. (Optional step) Several insert-eject cycles can be performed in

situ to remove the bulk of absorbed oxygen in the sample, if
this is a concern [36]. Insert the sample into a DNP probe
cooled down to ~100 K and allow it to spin at moderate MAS
(~5 kHz) for 2 min. Stop sample spinning and eject the sample;
allow the sample to sit in the ejection cup under nitrogen flow
for 2 min. Repeat these steps thrice for proper deoxygenation.
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3.5 Sample System to be studied: protein or protein mixture (generally, one
Preparation— which can be easily precipitated from the solution) in a “matrix-
Precipitated Protein free” preparation.

1. Prepare a dilute (1-10 mM) solution of the protein of interest

in D,O with an appropriate buffering agent.

. Separately, generate a solution buffered to the appropriate pH

and containing 10-100 mM trehalose and 20 mM AMUPol in
D,O. This solution should be capable of precipitating the
protein of interest in the 1-10 mM concentration range. For
many proteins, this will entail either high-salt (e.g., 2 M NaCl),
polyethylene glycol (e.g., 2% PEG-8000 w/v), or other addi-
tives such as isopropanol.

. To 2-5 mL of the protein solution (a larger volume should be

used in the case of low protein concentrations), add an equal
volume of the trehalose-AMUPol-precipitant solution and
thoroughly vortex.

. Partially evaporate the solution to achieve precipitation (see

Note 5).

. Once a significant amount of precipitate has formed, transfer

the remaining solution to 1.5 mL Eppendorf tubes, and collect
precipitate by centrifugation (e.g., 8000 x g for 15 min) in a
benchtop centrifuge. For each of the tubes, remove any super-
natant, first via pipette, and then via gentle dabbing with labo-
ratory tissue or similar material.

. Using a razor blade or scalpel, cut off the bottom part of the

Eppendort tubes containing the precipitated samples, in each
case cutting well above the pellet itself (see Fig. 5a, b).

. Invert the lower portion of an Eppendorf tube containing the

sample into a sample-packing funnel, into which a DNP rotor
has already been inserted. Insert the whole assembly into a
2 mL Eppendorf tube (see Fig. 5¢—f).

. Gently centrifuge the sample pellet (e.g., 2000 x g4 for 30 s)

into the rotor. Some samples may be too viscous to be pipetted
or centrifuged into the rotor. In such cases, it is typically
possible to mechanically transfer the sample: Using a thick
needle, pick up 1-2 mg of the sample and deposit on the rotor’s
inside surface near the opening. Centrifuge the rotor at
6000-8000 x g in a swinging-bucket centrifuge for 2—-3 min.
Repeat these steps to fill the rotor to the correct level, leaving
space for the soft plug and drive cap.

. Repeat steps 7-8 for the contents of the other Eppendorf

tubes or until the rotor is filled to capacity, leaving space for
the soft plug and drive cap.
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10.

11.

Insert a soft plug into the rotor, using the depth gauge tool to
push down to the appropriate level. Remove the capillary tube
once excess sample has been released (see Fig. 50-s).

Seal the rotor with a zirconium oxide DNP drive cap (see
Fig. 5t-v).

4 Notes

. The resulting sample is approximately 30% glycerol-dg, 70%

D, O by volume, with approximately 10 mM AMUPol. While
higher percentages of glycerol are used in standard “DNP
Juice” recipes, we have found that 30% provides sufficient
cryoprotection and a sufficiently glassy matrix at ~100 K;
increasing the glycerol concentration did not benefit DNP
parameters. Residual protonation of the sample is sufficient to
provide the 10% "H of conventional 60:30:10 “DNP Juice.” If,
however, the biomolecule of interest is heavily deuterated, it is
advisable to add 10% H,O to the solvent mixture to achieve
satisfactory 'H spin diffusion.

. To reduce swelling of proteoliposome samples, some groups

advocate using a much lower glycerol fraction [42]. As in the
first example (Subheading 3.2), we believe that 20-30% glyc-
erol is adequate for cryoprotection; therefore, the glycerol:
water ratio may be safely lowered if swelling is a concern, or
simply to fit more protein into the rotor.

. The amount of compound loaded should be slightly larger

than the amount required to fill a rotor, while leaving space
for the drive cap and optional spacers. If the packing density of
the compound is not known, it is advisable to first fill a rotor
with the ground non-impregnated material and measure the
mass of compound that fits. At a later stage, this information
will also help estimate the sample volume and radical
concentration.

. Itis advisable to aim for a total radical concentration of approx-

imately 10-20 mM in the rotor. A simple method of doing so is
to approximate the volume of the sample based on the mass of
compound loaded into the mortar, and then add a sufficient
amount of radical-containing solution to achieve the desired
radical concentration, assuming that all solvents will evaporate
and the sample will not swell.

. Protein solutions can be evaporated in numerous ways,

including;:
(a) In a dessicator under vacuum for an appropriate amount
of time.
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(b) Inanairflow chamber, where dry air or nitrogen is passed
over the sample.

(c) Via a lyophilizer, using a quick run where target water
concentration should be roughly 40-50%. The sample
should be partially dessicated, not lyophilized.

If over-dessication is a concern, the mass of the sample can
be tracked periodically to ensure that sufficient water
remains.

6. Recommended setup sequences for DNP-SSNMR experiments
are described in Tables 1 and 2.

7. Regarding enhancement factors (¢) and absolute sensitivity
ratio (ASR):
Historically, the enhancement in DNP experiments has been
measured as an intensity ratio, with microwaves on relative to
microwaves off, for a given peak in otherwise identical spectra
of the same sample. This is a simple and quick approach;
however, it has some drawbacks. One important consideration
is the choice of recycle delay—using recycle delays that are too

Table 1
Room temperature setup/calibration experiments (before cooling LTMAS probe)

Sample MAS (kHz) Expt. pwaves Purpose

KBr 5 1-pulse Off Set magic angle

Adamantane 8-12 CcP Off Reference downfield 13C peak
to DSS @ 40.48 ppm [43]

Adamantane 8-12 1-pulse with decoupling Off (optional) optimize 'H homonuclear

during acq. decoupling, if desired, by optimizing
splitting due to "H-'3C J—couplings
to be ~75 Hz.
Table 2

Low temperature setup/calibration experiments (after cooling LTMAS probe)

Sample MAS (kHz) Expt. pwaves Purpose

KBr 5 1-pulse Off Set magic angle

Proline/AMUPol 8 Ccp Off, On Check enhancement
standard

Proline/AMUPol >8 CP-90 On Check/optimize power levels, CP conditions,
standard decoupling

Proline/AMUPol >8 Double CP On Setup of 2D, 3D experiments (e.g., using

standard TopSolids in topspin), if necessary
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e CW irradiation

xy-8 vy X
" buildup
delay CP dec
xy-8

XXXXYY VY XXX XYY,y

dephasing pulses (x16-64, 1-2 ms delay)

Fig. 6 Pulse sequence for measurement of the DNP buildup time (Tg) via "H-"C cross-polarization following
saturation-recovery. The experiment is acquired in a pseudo-2D manner where the buildup delay is
incremented between successive slices

short will not permit the DNP enhancement to build up to its
maximal value, while delays that are too long will unnecessarily
waste instrument time. The authors recommend using a stan-
dard recycle delay across all samples for enhancement values
obtained in this manner, typically 10 s.

Further, the DNP buildup time [44, 45] of the sample should
be assessed and reported using a CP-based saturation recovery
pulse sequence such as shown below. It is advisable to include a
train of saturation pulses on all nuclei used in the experiment.
Both the 'H longitudinal relaxation and DNP mechanisms will
contribute to the buildup profile; typically the 'H T, and Ty
are closely linked. Peak integrals from saturation recovery
experiments are typically fit with the formula
I(¢) = I(0)* (1 — ¢~*/T*) (Fig. 6).

Another key consideration is the issue of depolarization
[46,47]. Energy level anti-crossings typical of the cross-effect,
under MAS conditions but without the presence of micro-
waves, can have the effect of artificially relaxing the nuclear
polarization of the sample, thereby resulting in a reduced signal
with microwaves off. This would skew enhancements reported
using the simple method above toward larger values. As a
result, Takahashi and coworkers [47] suggest the use of a
more complex metric, the absolute sensitivity ratio (ASR).
ASR involves first measuring a sample of the same protein/
biomolecule close to ambient temperature and without radi-
cals, then comparing the signal intensities to those under DNP
to assess the true gain in signal-to-noise ratio. Needless to say,
this can be difficult and very time-consuming, and is not possi-
ble for some systems that are not amenable to room tempera-
ture spectroscopy.

While significant depolarization has been observed when using
AMUPol, the signals examined were those of the solvent (glyc-
erol), which is by definition in direct contact with the radicals in
the sample. Whether this effect is generalizable to solutes
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remains an open question. In the authors’ hands, depolariza-
tion effects on proteins at 10 mM AMUPol concentrations
have been insignificant. As a result, we suggest a compromise:
the extent of depolarization may be assessed by comparing CP
intensity at several different MAS frequencies. If the intensity
does not dramatically decrease with increasing MAS frequency
in the range of 2—-12 kHz, it is reasonable to infer that depolar-
ization is not a major concern. In such cases, the simple on/off
enhancement measurement can safely be reported in lieu

of ASR.
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Chapter 8

In-Vitro Dissolution Dynamic Nuclear Polarization for
Sensitivity Enhancement of NMR with Biological Molecules

Yaewon Kim, Yunyi Wang, Hsueh-Ying Chen, and Christian Hilty

Abstract

Dissolution dynamic nuclear polarization (D-DNP) is a technique to prepare hyperpolarized nuclear spin
states, yielding a signal enhancement of several orders of magnitude for liquid-state NMR. Here, we
describe experimental procedures for the application of D-DNP in high-resolution NMR of biochemical
compounds, to determine the time evolution of biochemical processes and intermolecular interactions.

Key words Hyperpolarization, Real-time NMR, Kinetics, Spin correlations, Spin relaxation

1 Introduction

Because of a low equilibrium population difference of nuclear spin
Zeeman energy levels, the fraction of molecules in a sample that
contributes to the net NMR signal is typically only on the order of
1075, The possible applications of NMR spectroscopy that can be
opened up by increasing this fraction to become closer to unity,
thereby dramatically increasing NMR signal, are many-fold. Several
methods for creating non-equilibrium, hyperpolarized spin states
with increased population difference are known. Such techniques
include the polarization of noble gases by optical pumping [1],
para-hydrogen induced polarization [2], chemically induced
dynamic nuclear polarization (CIDNP) [ 3], dynamic nuclear polar-
ization (DNP) [4], and optical polarization of nitrogen vacancy
centers in diamond [5]. None of these hyperpolarization techni-
ques is suited for general use because of specific requirements on
the types and properties of samples. However, when applicable,
they can enable NMR spectroscopy under conditions that would
otherwise yield no observable signal. For work in the liquid state, in
particular with dilute samples, dissolution dynamic nuclear polari-
zation (D-DNP) has emerged as a versatile technique capable of
generating high spin polarization. D-DNP was originally

Ranajeet Ghose (ed.), Protein NMR: Methods and Protocols, Methods in Molecular Biology, vol. 1688,
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demonstrated by Ardenkjaer-Larsen et al. [6] with '*C sensitivity
enhancements of a factor of over 10* in a single scan compared to a
conventional NMR spectrum. It has since then been applied for
metabolic imaging [7], as well as for high-resolution NMR spec-
troscopy. Briefly, D-DNP involves the generation of nuclear spin
hyperpolarization, a state of increased relative Zeeman population
difference, in the solid-state at a temperature on the order of 1 K.
Microwave saturation of an electron spin transition of a free radical
in effect causes polarization transfer from the electron spins to
nuclear spins. This hyperpolarization step is followed by dissolution
of the sample into a heated solvent and injection into an NMR
spectrometer for signal acquisition. Multiple nuclei such as *3C,
"H, 'F, and others can be hyperpolarized, with the primary limita-
tion that the lifetime of the hyperpolarization is governed by the
spin-lattice relaxation time (1) of the nuclei in question, typically
on the order of seconds in the liquid state (Fig. 1). The availability
of a high signal during this time, however, lends itself in particular
to the study of time-dependent chemical or biochemical processes,
as well as of spin dynamics. D-DNP is compatible with biochemi-
cally relevant conditions, including molecules at final concentra-
tions in the micromolar or sub-micromolar range, in aqueous
buffered solutions. It has been applied to problems such as cellular
metabolism, the kinetics and mechanisms of catalyzed or uncata-
lyzed reactions, protein-ligand interactions, and protein folding.
Here, we summarize experimental protocols for the application of
high-resolution NMR with D-DNP to these and other problems in
the biochemical sciences.

— Solid (1.4K)————Liquid (298K)
' I | _—Dissolution
o

‘|H |
1
2 |
HC‘:")‘\ e
S Long T,

| " e.g."C Uracil
3 Y, Short T,
;' e.g."C denatured polypeptide
| | i 1
0 7500 15000 15005 15010 15015

Time [sec]

Fig. 1 A composite diagram showing the build-up curves of 'H and '>C polarization in the solid-state at 1.4 K
(0-15,000 s) and hyperpolarization lifetime of two molecules of different T, relaxation times in the liquid state
(15,000-15,015 s). It is noted that the signal in the solid and liquid states cannot be compared directly. The
gray strip indicates the dead time of the NMR measurement, required for dissolution and delivery of
hyperpolarized samples
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2 Materials

2.1 Stock Solutions

2.1.1  Molecules of
Interest

2.1.2 Polarizing Agents

(a)

N

$

R =-H: TEMPO

R = -0OH: TEMPOL O
NaOOC O

aves

BDPA

Prepare molecules of interest with a polarizing agent in a glassing
matrix, which causes the sample to vitrify when frozen, as described
below.

The DNP techniques can be applied to hyperpolarizing various
classes of molecules, from low molecular weight compounds to
macromolecules, including polypeptides [8, 9].

Typical polarizing agents include nitroxides (2,2,6,6-tetramethyl-
piperidine-1-oxyl: TEMPO and 4-hydroxy-2,2,6,6-tetramethylpi-
peridine-1-oxyl: TEMPOL [10]) for "H and **F polarization, trityl
radicals (tris(8-carboxy-2,2,6,6-tetra(hydroxyethyl)benzo[ 1,2-
d;4,5-d’]-bis-(1,3)-dithiol-4-yl)methyl sodium salt: OXO63 [11]
and  tris(8-carboxy-2,2,6,6-tetramethylbenzo[ 1,2-d;4,5-d’]-bis-
(1,3)-dithiol-4-yl)methyl sodium salt: Finland), 1,3-bisdipheny-
lene-2-phenylallyl (BDPA) [12] and water-soluble sulfonated
BDPA (SA-BDPA) [13] for nuclei such as '*C, '®N, or *'P.
Radical concentration is often chosen between 15 ~ 30 mM for
optimal polarization enhancement [14]. A small amount of lantha-
nide ions such as Gd** can be used to dope the samples to enhance
the polarization level (see Note 1). The choice of the polarizing
agent depends both on the solubility of the substrate and the
identity of the nucleus to be polarized (see Note 2) (Fig. 2).

(b)  “cooen

TH(TEMPOL)

Re. Solid State NMR Signal
o

COONa
\AR . AV
Trityl radicals L ) 3 nsssee
OX063: R = -(CH,),0H . . . . . ar—
Fintand: R =-CH, 93.95 94.05 94.15 94.25

Microwave Frequency [GHz]

Fig. 2 (a) Typical radicals used for hyperpolarization. (b) Microwave frequency dependence (“sweep”) of
selected nuclei with different radicals. The spin population can be manipulated by microwave frequency. The
microwave frequency at maximum (or minimum) NMR signal can be selected to obtain positive (or negative)
signal enhancement as indicated by the population difference shown in the two energy levels (a and /)
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2.1.3 Glassing Matrix

2.1.4 Isotope Enrichment

2.1.5 Special Sample
Preparations

2.2 Dissolution
Solvent

Successful hyperpolarization of the target nuclei requires that the
sample freezes to form a glass. Depending on the solubility of the
molecule of interest, a mixture of two or more solvents can be used.
Mixtures of glycerol /water (v/v 60:40), ethylene glycol /water (v/
v 60:40), water/ethanol (v/v 60:40), and water/dimethyl sulfox-
ide (DMSO) (v/v 50:50, 60:40) are possible glassing matrixes for
water-soluble samples. When using self-glassing liquids, such as
neat pyruvic acid [7] or 1-butanol [15], no additional agent is
needed. A list of self-glassing liquids and glass-forming mixtures
can be found in [16].

For polarization of carbon or other nuclei with low natural abun-
dance of the NMR active isotopes (such as *C or *N), enrichment
of this isotope is not required but can substantially increase the
signal. For 'H polarization, use deuterated glassing matrix to avoid
large 'H solvent signals which are also enhanced by hyperpolariza-
tion. For example, mixtures of dg-DMSO and D,O or d¢s-ethylene
glycol and D,O can be chosen as the glassing solvent.

1. Photoinduced non-persistent radicals, which are only stable at
low temperature during polarization and disappear when dis-
solved in a hot solvent, can be used so that the effect of
accelerated spin relaxation due to the presence of radicals
can be eliminated during the dissolution and transfer processes
[17, 18].

2. DNP samples may also be prepared in a solid polarizing matrix.
In such a design, radicals are immobilized on solid materials,
which can be wetted with a solution of DNP substrates for
hyperpolarization and easily separated by filtration afterward
[19-21].

3. Frozen beads containing radical scavengers (e.g., ascorbic acid)
can be added to the stock solution to remove the polarizing
agent (e.g., TEMPOL) during the dissolution, and to
extend the lifetime of hyperpolarization on the molecule of
interest [22].

Degas the dissolution solvent before use (see Note 3). Besides
dissolving hyperpolarized sample, the dissolution solvent can also
be chosen to provide other functions:

1. Use a buffer solution to adjust the pH of the final mixture.

2. Select the sample conditions based on the choice of dissolution
solvent, e.g., a denaturing agent can be added to the dissolu-
tion solvent to denature a hyperpolarized protein [8].

3. Use the dissolution solvent as a reactant or ensure that it
provides a proper environment to allow a reaction to proceed,
which can then be observed by NMR.



2.3 Equipment

2.3.1 DNP Polarizer

2.3.2 Sample Injector
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4. Use the buffer solution to eliminate radicals in the hyperpolar-
ized sample. Chelating agents such as ethylenediaminetetraa-
cetic acid (EDTA) can be added to the buffer for binding to
paramagnetic ions. Two-phase systems including solvents that
are miscible and immiscible with the sample can be used to
remove the radicals and to concentrate the hyperpolarized
sample into a smaller volume of dissolution solvent [23].

As shown in Fig. 3, components needed for D-DNP NMR experi-
ments include a DNP polarizer, a sample injector, and an NMR
spectrometer. Samples are hyperpolarized in the DNP polarizer and
transferred to the NMR spectrometer for NMR measurement
immediately after dissolution, by vapor pressure of the heated
dissolution solvent or using an additional sample injector for
more rapid injection.

The commercially available HyperSense DNP polarizer (Oxford
Instruments, Abingdon, UK) contains a super-conducting magnet
(3.35T), a cryostat, a DNP insert, a vacutum pump to maintain low
helium vapor pressure, a microwave source, and a dissolution sys-
tem. DNP polarizers that operate at higher magnetic fields (4.64 T
[25]and 6.7 T [26]), as well as combined NMR and DNP magnets
[27], have also been developed.

Unassisted transfer time for the hyperpolarized sample from the
polarizer to the NMR spectrometer for measurement may require
up to 6 s, during which there is a significant polarization loss caused
by T, relaxation. The transfer time can be reduced to 1 ~ 2 s by
means of an additional sample injector driven by pressurized N, or
Ar gas [28-30] or liquid [24]. During injection, the sample trans-
verses a region of lower magnetic field outside the magnet (Fig. 4).

1. gas
(o) |

~

2. liquid

Fig. 3 Schematic of a DNP polarizer with a sample transfer line to an NMR
spectrometer. (@) DNP polarizer. (b) Sample injector (gas or liquid driven). (c)
NMR spectrometer (re-printed with modification, with permission from ref. 24)
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NMR pu|se sequence: 3. NMR measurements
wait for trigger pe
ps ps
61 RF
Lloop(n)
pe
acquire G G1 G2
G2 A :
end loop %N
1. Hyperpolarization = 2. Dissolution  »nd rgagent, pH, voltage
Initiator _ & Injection [7] lightand temp., etc.
Temp. 1K / room temperature
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Fig. 4 The experimental procedure for D-DNP NMR includes three steps: 7. Hyperpolarization; 2. Dissolution
and Injection; 3. NMR measurements. An initiator can trigger a biochemical process that can be monitored in
real time. Field strengths are based on a 3.35 T DNP polarizer and a 400 MHz NMR spectrometer. Radio
frequency (RF) pulses are denoted as “ps” and “pe.” The “ps” can be applied for the suppression of a
resonance from solvent or glassy matrix, or inversion of hyperpolarized signals as desired, followed by a
pulsed field gradient (G1). A series of NMR spectra are acquired multiple times after an excitation pulse “pe” of

a small flip angle is applied.

prior to the next acquisition

2.3.3 NMR Spectrometer

The following pulsed field gradient (G2) is used to remove unwanted coherence

For preserving the hyperpolarization, it is important that the field
strength does not drop to zero. A magnetic tunnel has been pro-
posed to transfer hyperpolarized samples to minimize losses when
samples are transferred over long distances [31].

A high-resolution NMR spectrometer may be used, equipped with
a standard 5 mm or 10 mm probe. Alternately, a flow-NMR probe
may be used together with liquid-driven injection.

3 Methods

3.1 Preparing for
DNP Experiments

A dissolution DNP experiment generally consists of three steps
(Fig. 4). First, the sample is irradiated with microwaves in the
DNP polarizer at a temperature of 1 ~ 2 K. Then, the hyperpolar-
ized sample is dissolved with preheated solvent and injected to the
NMR magnet. NMR measurements are performed, once the injec-
tion has finished. Due to the rapid nature of D-DNP experiments,
all parameters for sample injection and NMR measurements,
including NMR shims, need to be preset.

1. Connect the NMR tube to the end of the transfer line. If using
a flow-NMR system, connect the line to the flow cell and check
for leaks while the liquid is flowing.



3.2 Performing
D-DNP Experiments

3.2.1

Hyperpolarization
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2. Load 4 ~ 5 mL of the degassed dissolution solvent into the D-

DNP polarizer. Perform test injections to set injection time,
pressure, and other parameters such that the desired sample
volume is delivered to the spectrometer and the sample condi-
tion is stable (e.g., no air bubbles). Detailed procedures for
using an additional gas-driven and liquid-driven injector can be
found in [24, 28].

. If the hyperpolarized sample needs to be mixed with a second

reagent, which initiates a reaction in-situ in the NMR spec-
trometer, preload it into the NMR tube (or to a sample loop for
the flow-NMR system) and perform a test injection. Mixing
efficiency can be checked by acquiring images with a pulsed
field gradient spin echo (PFGSE) sequence [32], or performing
known test reactions similar to the setup of a stopped-flow
experiment [33]. Using dye as a substitute for the second
reagent can be convenient to visually check homogeneous
mixing.

. Tune and shim the NMR spectrometer with a sample from a

test injection, and set the sample target temperature to that of
the injected solution of the hyperpolarized sample. (For the
procedure to measure and adjust the temperature of injected
solution from the polarizer, sec Note 4).

. Conduct an NMR pulse length calibration using the same

sample.

. The amount of originally loaded sample that is recovered for

the NMR experiment and final dilution factors for the sample
from the polarizer and the second reagent can be determined
by using reference standards added to the samples. For
calibration purposes, the measurement of the concentration
of reference standards in the final sample can be done either
by NMR spectroscopy or other analytical techniques, such as
UV-VIS spectroscopy or high-performance liquid chromatog-
raphy [28].

. Cool down the DNP polarizer, to reach the operating temper-

ature close to 1 K.

. Load the properly made sample solution to the cup-shaped

sample holder and insert the sample cup into the DNP instru-
ment (see Note 5). The sample volume is typically in the range
of 1 ~ 100 pL, but different sizes of sample cups can be used to
accommodate even larger sample volumes [34].

. Start polarization by turning on the microwave irradiation. The

microwave frequency should be chosen depending on the radi-
cal type and nucleus to be polarized (Fig. 2).

. Continue polarizing the sample. The polarization time

required to approach the maximum polarization level depends
on microwave power, type of nucleus, type and concentration
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3.2.2 Sample Dissolution
and Injection

323 NMR
Measurements

3.3 Type of NMR
Experiments

3.3.1 Characterization of
Non-equilibrium Chemical
Reactions or Processes

of radical, glassing matrix [35, 36], and other experimental
conditions. For example, "H and '’F may be polarized in
about 10 min using TEMPOL radical, **C may be polarized
for 3 h using trityl radical. The optimal polarization time can be
determined by measuring a solid-state polarization build-up
curve (see Note 6). The efficiency of polarization can be
improved by polarizing multiple samples [37, 38] or applying
Hartmann-Hahn cross polarization (CP) to D-DNP for low-y
nuclei (e.g. 3C) polarization using specially made DNP polar-
izers [39—41] (see Note 7).

1. Load about 4 ~ 5 mL of degassed solvent for dissolution.

2. Connect the transfer line to the NMR tube (or flow-cell) the
same way as for the test injections. Adjust the position of the
NMR tube according to the sample volume from the test
injection. Then, place it into the NMR spectrometer (see
Note 5 when using high-pressure gas for rapid sample
injection).

3. Set a target vapor pressure and start heating the dissolution
solvent (see Note 4). When the target vapor pressure is
achieved, the automated dissolution process is triggered. A
typical target vapor pressure is 5 ~ 10 bar.

1. Before dissolution, start the desired NMR pulse program
(Fig. 4) that includes a command for waiting for the trigger
from the dissolution. This can be done while the dissolution
solvent is being heated. The measurement will be initiated by
the trigger.

2. After the DNP measurement is finished, acquire an NMR
spectrum under thermal polarization for the observation of
reference standards in the sample, for the calculation of spin
polarization, or for other characterizations of the final sample
conditions.

3. If subsequent experiments are to be performed, the injected
solution can be used for re-adjusting shims for the next
experiment.

Various types of D-DNP NMR experiments are available for char-
acterization of biological systems in-vitro. A (necessarily incom-
plete) summary of some of these experimental techniques is given
here.

1. For the purpose of investigating time-dependent signal
changes in a D-DNP experiment, perform a series of scans,
each containing a small flip angle excitation pulse. The pulse
converts a fraction of available spin polarization into observable
coherence in each scan, while preserving the remaining polari-
zation for later scans. The flip angle is adjusted based on the



3.3.2 Time Evolution in
Non-equilibrium Spin
States
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number of scans and T} relaxation times of the spins [33]. The
time resolution is determined by the sampling requirement to
obtain sufficient spectral resolution (250 ms), and the maxi-
mum observable time by the spin-lattice relaxation.

2. Selective excitation pulses followed by pulsed field gradients
can be applied to suppress unwanted signals that would satu-
rate the receiver. Selective inversion pulses can be used at the
beginning of the experiment to encode a resonance of interest
and track it during the measurement time [33]. The selectively
inverted spin population leads to an inverted product signal,
which allows the correlation of reaction product chemical shifts
to the corresponding chemical shifts in the reactant.

3. For kinetic analysis, signal intensities of individual peaks from
time-resolved spectra can be plotted as a function of time.
Kinetic parameters can be determined by fitting the data
using a kinetic model that includes a description of the effects
of radio frequency pulses and spin relaxation [33].

4. Utilizing the methods above, real-time monitoring of chemical
or biological processes such as enzyme reactions [32, 42],
protein folding [8], and cellular metabolism [43—45] can be
performed. For the study of enzyme reactions, substrates are
hyperpolarized, and the NMR signals are acquired after admix-
ing of non-polarized enzymes. The protein-folding process can
be observed by injecting hyperpolarized denatured polypep-
tides into a buffer solution favoring native structure. In cell
metabolism studies, metabolites, such as pyruvate, glucose,
fructose, fumarate, or other compounds, are hyperpolarized,
and mixed with live-cell suspensions in the NMR spectrometer
[9]. In all the cases, observing the time-dependent evolution of
signals allows determination of kinetics or mechanisms of the
underlying process.

Several DNP-NMR methods comprising measurements of spin
relaxation or spin polarization transfer can be used for investigating
interactions between a target molecule such as a protein, and an
interaction partner such as a ligand or solvent component. For
example, hyperpolarization can be carried out on **C, 'H, or '°F
nuclear spins of ligand and the evolution of NMR signals of the
ligand or a target protein, the latter occurring due to the nuclear
Overhauser effect (NOE), can be observed.

1. Relaxation measurements on hyperpolarized samples can be
performed in a single dissolution. T relaxation of low natural
abundance nuclei can be measured using a series of small flip-
angle RF pulses [46]. T, relaxation decay of hyperpolarized
ligands can be obtained by employing a Carr Purcell Meiboom
Gill (CPMG) pulse sequence [47] to identify binding of ligands



164 Yaewon Kim et al.

3.3.3 Spin-Correlation
and Other Experiments

to proteins and determine a dissociation constant (Kp), at
micro- or sub-micromolar concentrations [48]. Long-lived
spin states (LLS) of ligands can under certain conditions also
be created to preserve spin polarization during sample injection
[49]. The relaxation of LLS can further be measured to detect
ligand binding [50]. Competitive binding using a reporter
ligand can be utilized more widely in the T, and Ty ¢ measure-
ments, since it requires only a well polarizable reporter ligand.
[51, 52]. Ty, relaxation can be also measured using spin-lock
[22]. The Ty, Ty, Trrs, and Ty, relaxation time constants can
be determined by fitting the data to a single exponential or
another appropriate function.

2. The transfer of ligand hyperpolarization to the target molecule
or to a second ligand via NOE can be used to study intermo-
lecular interactions between the protein and the ligand. Signal
build-up and decay allows the characterization of binding sites
of proteins and ligands [53-56]. Instead of hyperpolarizing
ligands, hyperpolarization of water can be utilized to identify
ligand binding [57] by transferring polarization to the protein
through exchangeable protons and NOE. This method can be
used to study protein—water interactions and to potentially
investigate exchange rates or cross relaxation rates [58—60],
providing structural information.

Multiple experiments are available for obtaining 2D or pseudo-2D
correlation information in a single D-DNP experiment. Multi-
dimensional D-DNP NMR spectra can be acquired from sequential
2D experiments [61 ], ultrafast COSY /HSQC experiments [62], or
2D slice-selective COSY experiments [63]. Multiple-scan DNP
experiments using flow injection combined with Hadamard spec-
troscopy [15] or off-resonance decoupling schemes [64] can be
also utilized for investigating atomic connectivity or the measure-
ment of J-coupling constants. D-DNP is also applicable to diffusion
experiments, allowing a rapid measurement of diffusion coefficients
without signal averaging [65, 66]. Diftusion and relaxation infor-
mation can be obtained simultaneously using ultrafast Laplace
NMR correlation experiments [67].

4 Notes

1. Gd** compounds, such as gadolinium diethylene triamine pen-
taacetic (Gd-DTPA), can be added to the stock solution with a
concentration of 1-2 mM. Gd** doping has been found to
improve the achievable polarization level, especially for **C
polarization using OXO63 as the polarizing agent [68, 69].
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. TEMPOL, OXO63, Finland, and water-soluble BDPA can be

used for aqueous solutions, while TEMPO or BDPA can be
used for organic solvents.

. Hazardous liquids, such as those that are toxic, those that result

in toxic by-products upon heating, or those that could vio-
lently decompose, should be avoided.

. The temperature of the injected sample can be measured by

carrying out test injections. For test injections, use the same
dissolution solvent as for the experiments and set the desired
vapor pressure for the dissolution. The target vapor pressure
can be chosen to adjust the temperature of the injected sample,
within limits. The temperature can be measured using a ther-
mocouple, or NMR chemical shift.

. Wear appropriate personal protection equipment when loading

a sample into the DNP insert, as well as when working with
high-pressure gas for injection.

. Microwave sweep spectra should be recorded periodically for

microwave frequency calibration. The time dependence of
polarization build-up in the solid state can also be measured
to determine the appropriate polarization time.

. The efficiency of polarizing low-y nuclei, such as '*C, can be

significantly improved by combining Hartmann-Hahn cross
polarization (CP) with dissolution DNP. Transferring polariza-
tion from electron spins to protons, and further to '*C nuclei,
has been shown to reduce the polarization build-up time, as

well as to achieve higher polarization level [39—41].
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Chapter 9

Determination of Protein ps-ns Motions by High-Resolution
Relaxometry

Samuel F. Cousin, Pavel Kaderavek, Nicolas Bolik-Coulon,
and Fabien Ferrage

Abstract

Many of the functions of biomacromolecules can be rationalized by the characterization of their conforma-
tional energy landscapes: the structures of the dominant states, transitions between states and motions
within states. Nuclear magnetic resonance (NMR) spectroscopy is the technique of choice to study internal
motions in proteins. The determination of motions on picosecond to nanosecond timescales requires the
measurement of nuclear spin relaxation rates at multiple magnetic fields. High sensitivity and resolution are
obtained only at high magnetic fields, so that, until recently, site-specific relaxation rates in biomolecules
were only measured over a narrow range of high magnetic fields. This limitation was particularly striking for
the quantification of motions on nanosecond timescales, close to the correlation time for overall rotational
diffusion. High-resolution relaxometry is an emerging technique to investigate picosecond—nanosecond
motions of proteins. This approach uses a high-field NMR spectrometer equipped with a sample shuttle
device, which allows for the measurement of the relaxation rate constants at low magnetic fields, while
preserving the sensitivity and resolution of a high-field NMR spectrometer. The combined analysis of high-
resolution relaxometry and standard high-field relaxation data provides a more accurate description of the
dynamics of proteins, in particular in the nanosecond range. The purpose of this chapter is to describe how
to perform high-resolution relaxometry experiments and how to analyze the rates measured with this
technique.

Key words Nuclear magnetic resonance, Protein dynamics, Nuclear spin relaxation, High-resolution
relaxometry, Model free

1 Introduction

Nuclear magnetic resonance (NMR) can provide unique informa-
tion about internal motions of biomolecules [1] with atomic reso-
lution both in solution and in solid state using measurements of
nitrogen-15 [2-5], carbon-13 [6-8], phosphorus-31 [9], or deu-
terium relaxation rates [10-15]. Both backbone and side-chain
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motions of biomolecules can be described over a broad range of
timescales, from tens of picoseconds to seconds.

Nuclear spin relaxation is induced by fluctuations of
orientation-dependent interactions (dipole-dipole coupling, quad-
rupolar coupling, etc.). These fluctuations can be described by time
correlation functions C(#). A correlation function is unique for each
interaction contributing to relaxation. The Bloch-Wangsness-Red-
field (BWR) [16-19] relaxation theory shows that the NMR relax-
ation rates depend on linear combinations of a set of values of the
spectral density function J(w), which is the Fourier transform of the
correlation functions C(#). For example, the relaxation rates of an
isolated *N-'H spin system depend on the values of the spectral
density function J(w) at only five frequencies: w = 0; —Boyn;
—Boyw; and —By(yy £ yn), where By is the static magnetic field
intensity, while ygy and yy are the gyromagnetic ratios of spins 'H
and '°N, respectively. In order to quantify complex motions over
two to three orders of magnitude of correlation times (typically
from tens of picoseconds to a few nanoseconds), one needs to
analyze sets of relaxation rates acquired at multiple magnetic fields,
and hence on different NMR spectrometers.

Sensitivity and resolution are often limiting factors for protein
NMR. The lowest magnetic field used in biomolecular studies is
usually By = 11.75 T, or more rarely 9.4 T. Thus, sampling the
spectral density function at low (nonzero) frequencies is difficult.
This makes nanosecond timescale motions, which are best sampled
at low frequencies, difficult to characterize. High-resolution relaxo-
metry was introduced [20-23] as a solution to overcome these
limitations.

The principle of high-resolution relaxometry is to use the stray
field of a high-field NMR magnet as a variable field (Fig. 1). Low
magnetic fields are reached by displacing the sample to a chosen
position in the stray field. This type of experiment is performed on a

/

[

7

I B !

Preparation Acquisition

-
4_______

Relaxation

Fig. 1 Principle of high-resolution relaxometry. After the preparation of the desired spin term at high field, the
sample travels in the stray field of the magnet, to reach a position with a lower magnetic field for the relaxation
delay. Then, the sample is moved back to the high-field center for detection
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commercial NMR spectrometer equipped with a shuttle device
used to move the sample. Polarization delays, manipulations of
spin system, and detection are performed at the high-field position.
The sample is moved to a desired low field for the relaxation period.
Such an experimental design ensures high sensitivity due to the
polarization of nuclear spins at high field as well as the maximum
resolution due to detection at high field. A single NMR spectrom-
eter may be then used to measure relaxation rates on a broad range
of magnetic fields, typically, from ~100 mT to the magnetic field
inside the superconducting coil (>10 T).

Moving the sample requires a sample shuttle apparatus, which
can be either mechanical [21, 22 ], or pneumatic [20, 23 ]. Once the
sample is moved above the magnetic center, it is outside the RF
coils. Thus, there is no possibility to control cross-relaxation path-
ways during the shuttle transfers and the relaxation delay. This leads
to deviations from a mono-exponential decay with a desired auto-
relaxation rate, which must be taken into account. The analysis of
high-resolution relaxometry data requires good understanding of
spin dynamics and relaxation pathways over the entire range of
magnetic fields explored, from 100 mT to ~20 T.

Here, we present procedures on how to perform and analyze
data from high-resolution relaxometry experiments. After a brief
presentation of basic theory, we describe the experimental protocol
for the measurement of protein backbone amide '®N relaxation
rates over several orders of magnitude of magnetic field using
high-resolution relaxometry. We follow with a presentation of the
analysis of these relaxation data to quantify protein backbone
motions in the picosecond-nanosecond range.

2 Theory

A full description of relaxation theory is beyond the scope of this
chapter, and it can be found elsewhere [24, 25]. We provide a brief
introduction of the theoretical background necessary for under-
standing the analysis of relaxation rates obtained from high-
resolution relaxometry, which includes a key correction step. As
an example, the theory is described for an isolated **N-"H spin pair.
It should be stressed that relaxation processes depend on the details
of the spin system, e.g., the number of spins and their geometric
arrangement. A different set of equations and different relaxation
matrices should be used for other spin systems but the general
framework will be similar.

The relaxation matrix for the complete set of spin operators of
the given system is block-diagonal, due to the secular approxima-
tion [24, 25]. Only the spin terms that belong to the same subspace
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2.1 Isolated "°N-"H
Spin Pair

as the spin term created at the beginning of the relaxation period
should be taken into account. No RF pulses can be applied at low
field, thus, only the relaxation of populations (e.g., longitudinal
polarizations and spin orders that remain secular in the absence of
RF fields) has to be considered here.

In the case of an isolated °N-'H spin pair, the relaxation of
the expectation value for the '*N longitudinal magnetization
toward equilibrium can be described by a set of differential equa-
tions represented in a matrix form in the following way:

d (Nz) — (N Rixn o oN (Nz) — (N
14 Hy—H)Y | =—-| o Riu bn (Hj) — (H
(2N.H;) ON on  Rnm (2N H;)

(1)
where R; y and R, g are the longitudinal auto-relaxation rates of
the nitrogen-15 nucleus and the proton; Ryyy is the auto-relaxation
of the two-spin order, o is the dipolar cross-relaxation rate between
the nitrogen-15 and proton polarization, Sy and &y are cross-
correlated cross-relaxation rates caused by the cross correlations
between the '>N-'H dipole-dipole interaction and the chemical
shift anisotropy of the nitrogen-15 nucleus and the proton, respec-
tively. These relaxation rates can be written as [26, 27]:

2

RN :dz—H (3]NH(0)N) +6]yu(@n +ox) + Jyg (o — wN))
+’:12\1]N(a’N)
(2)
dz
Rig= % <3JNH(wH) + 6] xu(@u + ox) + Jyg(on — wN))

+ C%{]H(C‘)H)
(3)

)

c= % <6]NH(wH +ox) = Jau(on — wN)) (4)
dn = V3exdxnS npn(@x) (5)
oy = \/gﬂHdNH]NH’H(wH) (6)

Rnu = Z”lZNH (]NH(wH) +]NH(CUN)) + cil]N(a)N) + C%{]H(wH)
(7)

where dypg describes the intensity of the dipolar interaction
between the spins >N and 'H, and ¢, is the constant for the
chemical shift anisotropy of nucleus 2
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Uo 1s the permeability of vacuum, 7 is the reduced Planck constant,
yn is the gyromagnetic ratio of >N yyy is the gyromagnetic ratio of
the proton, and 7y is the distance between the nitrogen-15
nucleus and the proton (1.02 A). Ag; is the chemical shift anisot-
ropy of the nucleus 7, and By is the intensity of the static magnetic
field at the sample position. Ji(w) is the value of the spectral density
function corresponding to the auto-correlation of interaction % at
the frequency w, and J, (@) is the value of the spectral density
function corresponding to the cross-correlation of interactions %
and /. The subscript NH stands for the dipolar coupling between
the two nuclei, while H (or N) stand for the chemical shift anisot-
ropy of the proton (or the nitrogen-15 nucleus).

Detailed presentations of the models that lead to the functional
form of the spectral density function can be found elsewhere. Some
models assume certain types of motion, which leads to a particular
functional form of the spectral density function. For example,
motions can be represented by the Gaussian Axial Fluctuation
(GAF) [29] model, which was inspired by molecular dynamics
simulations and described motions of the peptide plane with fluc-
tuations of orientation angles around a set of principal axes follow-
ing a Gaussian distribution. Another type of approach does not rely
on a particular type of motion, but assumes a general parametric
form of the spectral density function is selected. This Model Free
approach [30] (MF) is generally the method of choice to describe
the internal dynamics of folded proteins.

Most approaches to the analysis of relaxation rates in terms of
picosecond-nanosecond motions assume statistical independence
of overall tumbling and internal motions. The slowly relaxing
local structure [31, 32] (SRLS) model has been suggested to take
into account a coupling between the internal and the overall molec-
ular motion. SRLS describes local motions as diffusion in a poten-
tial imposed by the molecular environment. The description of
motions of the highly flexible fragments of proteins or intrinsically
disordered proteins (IDP) is also challenging. A model assuming a
distribution of correlation times of reorientational motions has
been suggested [33-35] for that purpose. Other approaches recon-
stitute the spectral density function with a set of discrete correlation
times [28, 36].
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2.2 Protons in the
Vicinity of the "°N-"H
Spin Pair

The analysis of high-resolution relaxometry rates presented
here can be used for most of these modes of analyses of dynamics.
However, we will present the principle of the analysis with the well-
known model-free and extended model-free [37] approaches. The
justification and criteria for the selection of the appropriate form of
the spectral density function is similar to the standard NMR analysis
of relaxation rates and should be based on statistical tests and
physical arguments [38—42].

The amide '*N-"H spin pairs should not be considered isolated to
describe properly the relaxation of spin terms that involve the amide
proton.

Protons in the vicinity of the amide proton influence signifi-
cantly the relaxation of some spin terms and should be considered
in the analysis. It has been shown that the effects of all additional
protons can be sufficiently well accounted for if one considers two
virtual protons placed in the vicinity of the amide proton (Fig. 2)
[43,44,23]. The choice of distance between the additional protons
and the amide proton (dyy) depends on the level of the deutera-
tion and compactness of the local structure. For folded proteins,
this effective distance varies between 2.1 A (protonated sample)
and 2.9 A (deuterated sample). The relaxation matrix (Eq. 1)
should be expanded to include the effects of additional protons
(the relevant sub-space dimension increases from 3 to 7):

Fig. 2 NH spin system considering two protons in the vicinity
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(Nz) — (N Rix o &n 0 0 0 0
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q (2N:Hz) ON Sou Ry O o’ 0 o”
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(2N.H) 0 0 o’ 0 Ry 0 0
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(10)
where the additional terms compared to Eq. 1 are
Aty
Rll,H =Ryu+ % (3]HH’(0)H) + 6]y (2on) +]HH’(0)) (11)

Ay
Rigs = Rst + B (3] gy (0m) + 6/ gy 2owt) + e (0)) (12)

2

A7y
Riw=R w=Rin +% (3]HH’ (wn) + 6] g (2on) +]HH’(O))
(13)

Ay
Ryir = Rymr = Rnp+—58 (SJHH’(CUH)+6]HH’(20)H)+]HH’(0)>
(14)

A2
o =o' =L (6] 1y Qont) — Ty () (15)

where dyy» = Ay describes the intensity of the dipolar interaction
between the amide proton and the additional protons in the vicinity
(see Eq. 9). Note that the two additional protons were chosen to
relax as amide protons. A slightly more thorough approach would
be to consider two aliphatic protons.

Note, that Eq. 10 represents only a simplified relaxation matrix
of the spin system, in which only the dipole-dipole interactions
between the amide proton and the protons in its vicinity are con-
sidered, while all other interactions and all dipole-dipole cross-
correlations are neglected.
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3 Materials

3.1 Instrumentation

3.2 Sample

3.3 Software

1. A high-field NMR spectrometer (By > 11.75 T) equipped with a

high-resolution relaxometry device and software for controlling
the shuttling compatible with the NMR operating program
(e.g., a recent version of Topspin for Bruker spectrometers). In
our case, we use a pneumatic shuttle system described in detail
elsewhere [23]. The shuttling system is composed of shuttling
controller, a sample shuttle adapted to the system, and a shuttle
guide to constrain the motion of the sample shuttle. The posi-
tion chosen for the relaxation delay is set by a shuttle stopper,
which is tightly fixed to the top of the Dewar.

. A gaussmeter with a detection range up the magnetic field in

the center of the NMR spectrometer to measure the whole
magnetic field profile inside the bore of the NMR
spectrometer.

. A sample container adapted to the shuttle apparatus. Note that

different sample shuttles require different tubes (here we use a
pneumatic shuttle device developed by Bruker [23]).

. A solution of protein specifically or uniformly labeled with

nitrogen-15. It must be considered that the sensitivity of
relaxometry experiments is generally lower than the sensitivity
of typical high-field relaxation experiments because of relaxa-
tion during the transfer of the sample to low field and back to
the high field. In our hands, we have favored sample concen-
trations of 0.8 mM and above. Attention should be paid to the
homogeneity of the sample, which must be preserved during
the whole relaxometry experiment. We recommend degassing
the sample in order to prevent the formation of a bubble inside
the sample during shuttling. Degassing is performed by placing
the sample solution in a mild vacuum. Increase the applied
vacuum slowly to avoid the sample splashing and its potential
loss. Apply the vacuum as long as bubbles are released from the
solution. Immediately after the end of degassing seal the
sample.

. A temperature calibration sample. Typically, a methanol sample

is used for this purpose (either a pure unlabeled methanol
sample [45] or fully deuterated methanol sample [46—48]).

. It is advisable to use an internal temperature sensor. For exam-

ple, deuterated acetic acid may be used as a buffering agent and
the chemical shift difference between the signals of deuterium
from the methyl group of acetic acid and HOD in the buffer
can be monitored.

The analysis of relaxation data described here relies on the use of
well-known NMR software, software for curve fitting, and a house-
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developed python-based program dedicated to the analysis of
relaxometry data.

1.

nmrPipe [49]: software designed for processing and analysis of
NMR spectra https: //www.ibbr.umd.edu/nmrpipe /.

CurveFit: software to fit the relaxation decays and estimate the
errors of the fitted parameters http://www.cumc.columbia.
edu/dept/gsas/biochem/labs/palmer/software /curvefit.
html.

. Grace: software to display the results of the Curvefit analysis

(http: //plasma-gate.weizmann.ac.il/Grace /).

ROTDIF: software used to determine the overall diffusion
tensor [40, 50] (http://gandalf.umd.edu/FushmanlLab/
pdsw.html).

. ICARUS: software developed [23] to analyze relaxation rates

measured by relaxometry http: //paris-en-resonance.fr/code/
code_samples.php (the program requires python 3.5 for which
documentation is available at http: //www.python.org, includ-
ing the following libraries: Tkinter, matplotlib, scipy and
numpy). This version of ICARUS is written so that users can
adapt the relaxation matrix for the specific spin system under
study. Here, we only describe the procedure for an isolated
ISN-'H pair. This version of ICARUS includes a graphical
user interface, which allows the user to import data sets and
choose model of the spectral density function easily.

3.4 Conventional 1. A set of high-field relaxation rates (longitudinal relaxation rate
Experimental Data R,, transverse relaxation rate R,, dipolar cross-relaxation rate
o) measured at least at one high magnetic field [51].

2. Analysis of these relaxation rates using ROTDIF [40] to extract
the diffusion tensor for the global tumbling of the entire
molecule.

4 Methods

4.1 Mapping of the
Magnetic-Field Profile

Measure the dependence of the magnetic field on the distance from
the high-field magnetic center along the axis of the superconduct-
ing magnet. These measurements should be performed just once
since the magnetic field is very stable. The measurements have to be
accurate for the entire trajectory where the sample travels, in order
to be able to simulate relaxation during the entire experiment (this
is necessary for the analysis). It is recommended to measure the
intensity of the magnetic field with steps of 5 mm or less. The
profile of the stray field may also be provided by the manufacturer
of your spectrometer upon request.
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4.2 Temperature
Galibration

The temperature of the sample should be carefully calibrated and
remain stable during the experiment. In particular, relaxation rates
depend on the viscosity of water, which is sensitive to temperature.
Commerecially available high-resolution relaxometry systems do not
allow yet the control of the temperature within the bore of the
Dewar. Currently, experiments carried out close to room tempera-
ture offer the best control of the temperature of the sample. The
temperature is calibrated using a sample that displays two NMR
signals with a chemical shift difference that varies reliably with the
temperature. Ideally, the compound used to determine the temper-
ature is added as an internal standard to the protein sample, so that
we can monitor the temperature during the experiment.

The compound used as an internal temperature standard needs
to fulfill several conditions:

e The temperature reference must be soluble in the buffer.
¢ [t must not interact with the protein sample.
e Molecules must be stable.

e It must provide NMR signals with a clear temperature depen-
dence of the monitored chemical shift difference.

e The signals of the temperature reference compound should not
overlap with the protein signals.

In our case, we used a buffer composed of 50 mM of deuter-
ated acetic acid (AcOH), and the difference between the deuterium
signals of HOD and of the methyl group of AcOH was monitored.
It is recommended to verify the dependence of the chemical shift
difference with respect to the temperature for a new sample:

1. Introduce the external reference (e.g., perdeuterated methanol
sample) in the spectrometer.

2. Temperature stabilization should take about 10 min, if the
initial temperature of the sample is <5 °C from the desired
value. Match and tune the proton circuit and adjust shims to
reach sufficient homogeneity of the magnetic field.

3. Run a single pulse 1D proton experiment using a 1 ps "H pulse
at full power.

4. Process the spectrum, read the chemical shifts difference Aé
between the hydroxyl and methyl protons.

5. Calculate the temperature, if using a methanol-d4 sample, use
the formula [48]:
T= —16.7467A8” — 52.5130A6 + 419.1381.

6. Change the nominal temperature inside the spectrometer and
repeat steps 2—5 until the desired temperature in reached.

7. Repeat steps 2-6 with temperatures deviating by +4 °C,
+2 °C, =2 °C, and —4 °C from the target temperature.
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8.

10.

11.

12.

13.

Insert the protein sample with the internal temperature stan-
dard (or a protein bufter sample without the protein) inside the
NMR spectrometer.

. Adjust shims to reach sufficient homogeneity of the magnetic

field, match and tune the probe.

Perform the experiment (1D proton or deuterium spectrum)
for temperature calibration with the internal standard.

Process the spectrum and read the difference between the
selected chemical shifts.

Determine the chemical shifts difference at all temperatures
calibrated by the standard temperature calibration sample in
steps 1-7.

Determine the relationship between the measured chemical
shifts difference and the temperature. Usually, a linear depen-
dence is a good approximation in such a small range of
temperatures.

This relationship between the temperature and the chemical

shift difference should be used for the temperature calibration
before every relaxation measurement on this sample:

1.

Insert the protein sample with the internal temperature stan-
dard (or a sample with buffer but no protein) inside the NMR
spectrometer.

. Adjust shims to reach sufficient homogeneity of the magnetic

field, match and tune the probe.

. Set up the desired temperature and follow all the steps for the

preparation of the relaxometry experiment (Subheading 4.3),
use exclusively the shortest possible relaxation delay. Set up the
number of dummy scans to 100.

. Start the relaxometry experiment (Subheading 4.3) and moni-

tor the temperature during the experiment, because the shut-
tling process may influence the sample temperature. Note, how
many scans are necessary to obtain a stable temperature. Use
this value as the number of dummy scans.

. If monitoring the temperature during the experiment is not

possible, you can use an alternative approach: start the experi-
ment, stop it when 100 dummy scans are finished and immedi-
ately after, run the 1D experiment for temperature calibration.
Note the temperature. Double the number of dummy scans to
confirm the stability of the temperature. If the temperature is
not stable, increase the number of dummy scans to 300. Note
the number of dummy scans. Adjust the temperature so that
the desired temperature is reached after the dummy scans.

. Repeat steps 4 and 5 with the longest expected relaxation

delay. The calibrated temperature should not differ more than
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4.3 Setting Up Low-
Field Relaxation
Experiments

0.3 K; otherwise, the system temperature stabilization setup
must be adjusted (e.g., the steady gas flow in the high field
probe, or pressures settings in a pneumatic system) or the
longest relaxation delay should be reduced. The number of
dummy scans in the relaxometry experiment (Subheading
4.3, item 14) should be large enough so that the temperature
is stable when the first signal is recorded with both relaxation
delays.

Nuclear magnetic relaxation dispersion profiles display the variation
of relaxation rates with the magnetic field. The analysis of protein
dynamics requires that the details of the dependence of the relaxa-
tion rate with the field are obtained. It is recommended to record
the relaxometry experiment with at least 8 (and up to ~20, depend-
ing on the spectrometer time available) different sample positions
(i.e., magnetic fields) spanning the range of low fields 0.1-10 T. We
advise users to analyze each relaxation experiment as soon as it is
recorded in order to select the most appropriate magnetic field for
the next measurement. This strategy leads to an optimal sampling
of the relaxation dispersion profile.

The sample position at low field, where the relaxation takes
place, is adjusted before each experiment and should be verified
regularly (if possible) until the end of each experiment.

1. Choose the magnetic field at which relaxation will be
measured. Set up the low-field stop position for the sample.
The magnetic field should be chosen from the table of mag-
netic field vs. distance from the center of the magnet (see
Subheading 4.1).

2. Generally, the shuttle transfers should be as short as possible in
order to avoid unnecessary loss of sensitivity. We recommend
transfer delays shorter than 150 ms, and if possible shorter than
100 ms. If the pneumatic shuttle device is used, the shuttling
speed is adjusted by gas pressures settings at the high- and low-
field positions. Pressure settings allow to either blow (positive)
or suck (negative) the gas with a pressure up to 5 bar and down
to —0.5 bar. It is recommended to set the positive pressure
always slightly larger than the negative one, in order to prevent
ambient dust to enter the system. The example gas pressure
settings used in the Bruker pneumatic shuttling device for a
sample of a diameter 3.2 mm and length 2 cm are summarized
in Table 1.

3. Calibrate the temperature as described in Subheading 4.2. We
recommend the calibration of the temperature for every exper-
iment with a different low-field position.

4. Insert the sample inside the spectrometer. Let the temperature
equilibrate for 10 min. Match and tune the probe and shim the
magnet.
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Table 1

Settings of the pressures for the high-resolution relaxometry on the Bruker pneumatic device

Pressure at high-field Pressure at low-field
position (mbar) position (mbar)
Shuttling from high field to low field 350 —-300
Shuttling from low field to high field —250 300
Sample at low field 200 —-100
Sample at high field —40 100

5. Record a 1D proton spectrum with a short (1 ps) excitation

pulse and with the carrier frequency on resonance with the
signal of water (~4.7 ppm), use the minimum receiver gain
(RG = 1 for Bruker NMR spectrometers). Process the 1D
spectrum. Then, perform the same experiment with the
expected pulse length for a 360° flip angle. Process the spec-
trum with the same phase as used for the first spectrum. Vary
the length until a null signal is obtained. Finally, use this value
to calculate the length of the 90° "H pulse (one quarter of the
duration of the 360° pulse).

. Prepare a 1D version of a **N-'H Heteronuclear Single Quan-

tum Coherence (HSQC) experiment with a heteronuclear gra-
dient echo. Set the calibrated length of the proton pulse and
the expected value of a >N 90° pulse, place the proton carrier
frequency on resonance with the signal of water (~4.7 ppm)
and the "N carrier frequency in the middle of the amide region
(~118 ppm), set the number of dummy scans to 16, and the
number of scans from 2 to 16, depending on the sensitivity.
Adjust the receiver gain value. Run the experiment, process the
spectrum, and adjust its phase. If the signal-to-noise is too
small, increase the number of scans accordingly, but not the
number of dummy scans.

. Double the duration of the first **N 90° pulse in the sequence.

Run the experiment and process it, using the phase optimized
in the previous step. Optimize the length of this pulse to get a
null signal. Halve the length of the pulse to obtain a **N 90°
pulse.

. If the spectral width and carrier frequency of a 2D '*N-'H

HSQC of the sample has not been optimized yet set up a 2D
HSQC experiment with a ~40 ppm spectral width and carrier
frequency 118 ppm in the indirect dimension. The broad spec-
tral width generally ensures that no peaks except arginine NeHe
signals will be aliased. Run the experiment, process it, and
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Fig. 3 Pulse sequence used for the measurement of longitudinal nitrogen-15 relaxation of amide nitrogen
nuclei in proteins at various low fields and with recovery delay and detection at high field. Narrow (filled) and
wide (open) rectangles represent 90° and 180° pulses, respectively. Pulses are applied along the x-axis of the
rotating frame unless otherwise specified. The bell-shaped pulses represent 1.2 ms sinc pulses. All delays z,
are set to be equal to 1/14Jyyl, with Jyy = —92 Hz. The sample is moved from the high- to the low-field
position during the delay z,, and back during the delay zgow,. The delays 7,4 and z,, correspond to the
response delays of the shuttling device. The short delay 7z = ~40 ms is required by the system, the
stabilization delay zg>, = 200 ms allows for convection currents and vibrations to settle. Pulsed field gradients
G, have smoothed rectangular amplitude profiles and 1 ms durations. Their peak amplitudes are G; = 12.5 G/
cm; G, = 20 G/cm; G; = 5.75 G/cm; G, = 10.25 G/cm; Gs = 20 G/cm and Gg = 7.5 G/cm. The phase cycles
were ¢ = {Wa, (=244}, P2 = I6— 1, b3 = {Ms, {— Ve, pa = {2, {—Xady acq = % —X —X% X —X X X,

—X, =X, X, X, =X, X, —X, —X, X}

optimize the '*N carrier frequency and the spectral width so
that the spectral width will be as small as possible, but no folded
peak will interfere with any other signals and no peak will be
closer than 0.5 ppm to the edge of the spectrum.

9. Set up a relaxation experiment with the pulse sequence shown
in Fig. 3 and set the delays and gradients according to the
description in Fig. 3.

10. Set durations of SN and 'H pulses according to the
calibrations.

11. Set the optimized '°N carrier frequency and spectral width.

12. Set the proton shape pulses according to the spectrometer-
specific protocol.

13. Choose an inter-scan delay of at least 2 s, preferably 3 s.

14. Set the number of dummy scans so that the temperature is
stable before the first scan is recorded (see Subheading 4.2). In
any case the number of dummy scans should not be smaller
than 100.
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4.4 Data Processing

15.

16.

17.

18.
19.

20.

1.

Set the number of scans to 8 and run the experiment to acquire
the first increment with the shortest possible relaxation delay
Tmin (first line in the VDLIST for Bruker systems) and then
stop it. If the signal-to-noise ratio is not sufficient increase the
number of scans accordingly.

Set the estimated length of the relaxation delay 7., which should
lead to a decay of the magnetization to about 1 /3 of the intensity
obtained for the shortest relaxation delay. Run the experiment and
stop it after the first increment is recorded. Process the first
increment and compare its intensity with the intensity of the first
increment measured with the shortest relaxation delay. Optimize
Tmax until the required intensity decay is reached.

If the maximum relaxation delay exceeds the one tested during

the temperature calibration, the stability of the temperature
should be verified.

Estimate an average relaxation rate R = In(3)/(Tmax—Tmin)-

Prepare the list of relaxation delays. The number of various
relaxation delays N should be between 4 and 8. It is also recom-
mended to repeat two relaxation delays in the series. The series
of relaxation delays can be calculated using z,, = 7,4, + (1/R)In
((3N—3)/(3N—2n — 1)), where 7, is the nth relaxation delay.
It is reccommended to mix the order of the relaxation delays in
the list, for example according to a pattern: 71, T, 72, TN_1, - - -
Note that if there are protein residues with peculiar dynamics,
these relaxation delays might not be optimal for them. A second
experiment should be performed with the relaxation delays
adjusted specifically for them. Once this feature is known, the
list of relaxation delays can be modified to include additional
short delays for fast-relaxing residues and long delays for slow-
relaxing residues.

Start the experiment. When the first increments corresponding
to all defined relaxation delays are acquired, process them and
verify that the intensity decays between spectra recorded with
consecutive delays are more or less constant, as expected.

The spectra corresponding to the individual relaxation delays
are acquired in an interleaved manner. The first step of the
analysis is to split the resulting file containing all FIDs in
order to separate them by relaxation delay (use NMRpipe
[49] or a python routine in Topspin extending the inbuilt
split procedure (available here: http://paris-en-resonance.fr/
code/code_samples.php)).

. Processing of the spectra is performed using the NMRPipe

program [49]. We recommend a sine-bell window function,
with a shift parameter between 0.5 and 0.35 in both
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10.

dimensions. Truncation artifacts should be avoided because
they might contaminate intensities of other peaks.

Pick the peaks in the most intense spectrum. Once the peaks are
assigned, export the peak list and save it as peakX_0.tab, where
X is the index number of the spectrum.

. Extract the peak intensities using the nonlinear line shape

analysis tool (nlinLS), provided with nmrPipe: Measure full
width in points for both proton (WH) and '*N dimension
(WN) and run the following line in the command line:

nlinL$S -in peakX_0.tab -out peakX_1.tab -data spectrumX.{t2 -
w WH,/6 WN /6 -delta X_AXIS WH /10 Y_AXIS WN/10.

. It is likely that the nlinLS program will initially provide a series

of error messages. Most often they indicate a poor convergence
of the fit. In spite of these error messages, use the output file as
an input for a second round of analysis with nlinL.S. The
process usually requires one to two iterations (up to five
might be necessary in difficult cases) for convergence providing
a proper fit with no error message. If the width of a peak is
diverging from typical values, add additional constraints of the
peak width parameters, WX and WY. In order to improve the
convergence, peaks may also be excluded or added from clus-
ters. The final list obtained with no error messages should be
used as the first input for the analysis of all other spectra.

. Perform the iterative procedure described in steps 4 and 5 for

every spectrum.

Extract peak intensities from the peakX_n.tab file produced by
the last (#th) run of the program nlinLS. The value of the noise
of each spectrum is usually a good estimate of the uncertainty
in the intensities.

. Prepare the inputs for the relaxation decay fitting using the

script inputcurvefit from the package Curvefit.

. Fit the decays of the peak intensities of all residues with the

relaxation delay using the script batch_curve.in from the pro-
gram Curvefit. A mono-exponential function can be used as a
fitting function, even though the decay is not perfectly mono-
exponential.

Plot the experimental dependence of the peak intensities on the
relaxation delay in the program Grace and verify the quality of
the fit for each residue. An example is shown in Fig. 4.
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Residue 9 with B,=0.5T

2e+07 [ .
1.56+07
1e+07
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5e+06 —5 o5 0.1 0.15
1(0) 0.2812E+08 +/- 0.1332E+07
Rate 11.8574 +/- 0.6589
X2 4.7990 X2(0.95) 9.8950

Fig. 4 Example of relaxation decay as shown by Grace during the Curvefit
procedure. The data correspond to the measurement of longitudinal relaxation
of residue 9 in Ubiquitin, at 0.5 T

5 Data Analysis Using ICARUS

5.1 Principles Used
in the Analysis

ICARUS stands for Iterative Correction for the Analysis of Relaxa-
tion Under Shuttling. When the sample is outside the high-field
probe, it is impossible to control cross-relaxation pathways. The
measured intensity decays do not correspond to pure longitudinal
relaxation, but they have a complex multi-exponential form. The
program ICARUS is designed to take into account the effects of
(auto- and cross-correlated) cross-relaxation pathways during the
relaxometry experiment and correct the measured relaxation rates
accordingly to obtain the '°N auto-relaxation rate R .

The evolution of the spin system is simulated for the part of
the experiment that spans the delays 7y + Tup + Tor1 + Trelax + Tw2 +
Tdown + Tsi2 (see Fig. 3). The integration of the Master equation
during the transfer between the magnetic center and the position
for relaxation is divided into small time steps Az. The position of the
sample, hence the field, is calculated for each of the time steps.
At should be short enough to consider that the magnetic field is
constant during Atz The full propagator is then obtained as the
product of the propagators for all delays Az.

ICARUS computes the relaxation matrices at all positions
of the sample using selected models of the spectral density func-
tions J(w) and estimated parameters of internal dynamics for all
residues. In the first iteration ICARUS uses the parameters for
internal dynamics optimized from the accurate high-field relaxation
rates (nitrogen-15 R;, R, and steady-state NOE) exclusively (the
high-field relaxation rates are measured within the probe allowing
the suppression of undesired cross-relaxation pathways). The over-
all spin propagators for all relaxation delays are used to calculate the
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Fig. 5 Schematic representation of the iterative protocol for ICARUS, designed for the correction of low-field
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5.2 Preparation of
Input Files

of internal dynamics, here the order parameter S? and the effective correlation

apparent relaxation decay in relaxometry experiments. This decay is
fitted using a mono-exponential function, as in the protocol used
for the analysis of the experimental decay. ICARUS calculates the
ratio between the rate obtained in the fit of the simulated decay and
the simulated R, y rate at the low-field sample position derived
from Eq. 2. This ratio is called “correction factor.” The experimen-
tal rate is then multiplied by the correction factor to obtain the
scaled (or corrected) experimental low-field relaxation rates. The
ensemble of corrected relaxation rates is then used, alongside the
accurate high-field rates, as the input for the fit of the parameters
for internal dynamics. The next iteration of ICARUS uses this new
set of parameters to simulate the evolution of the spin system
during the shuttling experiments. This iterative correction protocol
has to be performed a few times, until the convergence of internal
dynamics parameters is reached (twice is often enough). Figure 5
shows a schematic representation of the ICARUS protocol.

The program ICARUS requires several input files:
1. FunctionsFile.py: characteristics of the studied spin system and
form of the spectral density function.
2. Magnetic field profile.

3. Experimental relaxation rates measured at high field (accurate
values, no correction needed).
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The Function File

4. Experimental relaxation rates measured with relaxometry,
which need to be corrected.

5. Parameters for the sample shuttle trajectories.
6. Value(s) of CSA(s).

The format of the input files is described in the following
sections.

This file contains all the physical properties of the spin system and
molecule necessary for ICARUS. An example file is shown below,
adapted for the analysis of backbone '>N-"H spin pairs in the case
of a model-free approach. Up to two additional protons can be
added to the '®N-'H spin system, using the “vicinity” variable
equal to 0, 1 or 2. The file includes the definition of the geometry
as well as the amplitudes and orientations of dipole-dipole and CSA
tensors. Finally, this file contains the definition of the form of the
spectral density functions used for the system. The model-free [30]
form can be used. In the example below, the extended model-free
form [37] of J(w) is selected.

The analytical expressions of the relaxation rates acquired at
high field (i.e., within a probe) are also included. In the example,
nitrogen-15 R;, R,, and o (from Eq. 4), measured in a steady-state
nuclear Overhauser effect (NOE) experiment, are given for a
15N-"H pair.

If the user choses to use predefined gradients during the mini-
mization process (see below), the function file needs to include the
expressions for the first derivatives of the spectral density functions
with respect to the optimized parameters (order parameters and
correlation times in the given example).

Different spin systems and models of spectral density function
can be used for ICARUS. The characteristics of the spin system and
models are defined in the function file. The function file must
follow the Python syntax and it must contain the following
elements:

e A list called RelaxationRates, which contains strings
corresponding to the defined relaxation rates in the file (see
the example below, #flag 1).

¢ The position of the longitudinal relaxation rate R, in the relaxa-
tion matrix, called PositionAuto. It is 0 ifit is the first element of
the matrix, 1 if it is the second diagonal element, etc. (see the
example below, #flag 2).

e The variable pA is the population of site A, if two sites in
exchange with different overall and /or internal dynamics para-
meters are considered. pA should be set between 0.0 and 1.0
(pA = 1.0 if there is only one population) (see the example
below, #flag 3).
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e The variable Anisotropyl describes the rotational diffusion ten-
sor. If it is symmetric, Anisotropyl should be set to “NO? if'it is
axially symmetric to “Axial” and if it is completely asymmetric to
“Full” (see the example below, #flag 4). If another state is
considered, the variable Anisotropy2 should also be defined
(see the example below, #flag 5).

e Adictionary called Names, which includes the names of variables
that will be fitted in the analysis. A name between quotation
marks defines a class of variables (e.g., order parameters or
correlation times) and is followed by the series of corresponding
names in between brackets. These names are used throughout
the code of the function file (see the example below, #flag 6).

e The variable NeedRex should be set to “YES” if the effect of
chemical exchange of amide protons with the solvent is consid-
ered, and to “NO” otherwise (see the example below, #flag 7).

¢ The definitions of relaxation rates measured at high fields (R, R,
6). The variables of these functions are the magnetic field,
a vector X, which will contain the values of the optimized para-
meters specified in Names, and additional parameters, including
the overall diffusion tensor. These functions are named using the
RelaxationRates elements and by adding the suffix “calculation”
to the name of the variable (for example Rlcalculation for the R1)
(see the example below, #flag 8).

¢ The function RelaxMatrix describing the relaxation matrix used
for the calculation of the evolution of the spin system during the
relaxometry experiments. The same variables as for the relaxa-
tion rates are required. The spin term that is generated at high
field before the transfer to low field must be set at the Positio-
nAuto position (see the example below, #flag 9).

e All functions or variables required by the relaxation rates and
matrix functions (spectral density function definition, interac-
tion constants, etc.).

An example of FunctionsFile.py. This file describes the case of a
1SN-'H group with two protons in the vicinity. Here, only one
population is considered (pA = 1.0). The overall diffusion tensor is
isotropic. The model-free formalism is used. The optional defini-
tion of the gradients for the basin-hopping algorithm is also
included. Examples may be downloaded from the following URL:
http: //www.paris-en-resonance.fr/code /code_samples.php

# -*- coding: utf-8 -*-

import math

#Constants

hbar = 1.05457173e-34

mu = 4.0e-7 * math.pi
#Gyromagnetic ratio

GammaH = 42.576e6 * 2.0 * math.pi
GammaN = -4.316e6 * 2.0 * math.pi


http://www.paris-en-resonance.fr/code/code_samples.php
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# Defined relaxation rates

RelaxationRates = ["NOE", "R1", "R2"] #flag 1
# Variables required by ICARUS

PositionAuto = 0 #flag 2

pA = 1.0 #flag 3

Anisotropyl = 'NO’ #flag 4
Anisotropy2 = 'NO’ #flag 5
Names = {'OrderParam’: ['Sf2’], 'CorrTimes’: ['tauloc’]} #flagé6

NeedRex = 'YES’ #flag 7
# Geometry constraints

vicinity = 2 #0, 1, or 2

#Distances
rhn = 1.02e-10
rhh = 2.1e-10

#Dipolar coefficients

delta_NH= (mu/ (4.0 *math.pi)) * hbar * GammaH * GammaN / rhn**3
delta_HH= (mu/ (4.0 *math.pi)) * hbar * GammaH * GammaH /rhh**3
#Angles
theta_HxxHN = math.pi / 2.0 #angle between the x axis of CSA and
NH bond
theta_HyyHN = 99.0 * math.pi / 180.0 #angle between the y axis of
CSA and NH bond
theta_NNH = 18.0 * math.pi / 180.0
# Spectral Density Function
#Model free on NH
def J(omega, X, tauc):

sf2 = X[0]

tauloc = X[1]

tauc = tauc[0]

taul = tauc * tauloc /(tauc + tauloc)

r0 = tauc / (1.0 + (omega * tauc)**2)

rl = taul / (1.0 + (omega * taul)**2)

spec = 2.0 /5.0 * Sf2 * r0 +2.0 /5.0 * (1.0-Sf2) * rl
return spec

def J_deriv(omega, X, tauc):

sf2 = X[0]

tauloc = X[1]

tauc = tauc[0]

taul = tauc * tauloc /(tauc + tauloc)

r0 = tauc / (1.0 + (omega * tauc)**2)

rl = taul / (1.0 + (omega * taul)**2)

dJMF_Sf2 = 2.0 / 5.0 * (x0 - rl)

dJMF_tauloc =2.0 /5.0 * (1.0-Sf2) * ((taul/tauloc)**2) * (1.0 -

(omega * taul) **2) / (1.0 + (omega * taul) **2) **2

return [dIJMF_Sf2, dJMF_tauloc]

# Relaxation Rates #flag 8 (and lines below)

def Rlcalculation(BO, X, tauc, DELTA, Rex, Angles):
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DELTA_N = DELTA[O] /math.sqgrt(3)

Rlcalc = (delta_NH**2) / 4.0 * (J((GammaN-GammaH) *B0, X, tauc)
+ 3.0 * J(GammaN * BO, X, tauc) + 6.0 * J((GammaN+GammaH) *B0, X,
tauc)) +\

(DELTA_N**2) * ((GammaN * BO)**2) * J(GammaN*B0, X, tauc)
return Rlcalc

def R2calculation(BO, X, tauc, DELTA, Rex, Angles):

DELTA_N = DELTA[O] /math.sqgrt(3)

R2calc = (delta_NH**2) /8.0 * (4.0 *J(0.0, X, tauc) + J( (GammaN-
GammaH) *B0, X, tauc) + 3.0 * J(GammaN*BO, X, tauc) + 6.0 * J
(GammaH*B0, X, tauc) + 6.0 * J( (GammaN+GammaH) *B0, X, tauc)) +\
(DELTA_N**2) * ( (GammaN *B0) **2) /6.0* (4.0*J(0.0, X, tauc) +3.0*
J (GammaN*BO0, X, tauc))

return R2calc
def NOEcalculation (B0, X, tauc, DELTA, Rex, Angles):

DELTA_N = DELTA[O] /math.sqgrt(3)

SigmaCalc = (delta_NH**2) / 4.0 * (6.0 * J((GammaN+GammaH) *BO,
X, tauc) - J((GammaN-GammaH) *B0, X, tauc))

return SigmaCalc

def Rlcalculation_deriv (B0, X, tauc, DELTA, Rex, Angles):
DELTA_N = DELTA[O] /math.sqgrt(3)

f1 = J_deriv((GammaN-GammaH) *B0, X, tauc)

f2 = J_deriv(GammaN * BO, X, tauc)

f3 = J_deriv((GammaN+GammaH) *B0O, X, tauc)

f4 = J_deriv (GammaN*B0, X, tauc)

dR1_Sf2 = (delta_NH**2) / 4.0 * (£1[0] + 3.0 * £2[0] + 6.0 * £3
[0]) + (DELTA_N**2) * ((GammaN * BO0)**2) * £4[0]

dR1_tauloc = (delta_NH**2) / 4.0 * (£1[1] + 3.0 * £2[1] + 6.0 *
£3[1]) + (DELTA_N**2) * ((GammaN * B0)**2) * f4[1]

return [dR1_Sf2, dR1_tauloc]
def R2calculation_deriv (B0, X, tauc, DELTA, Rex, Angles):
DELTA_N = DELTA[O] /math.sqgrt(3)

f1 = J_deriv (0.0, X, tauc)

f2 = J_deriv((GammaN-GammaH) *B0, X, tauc)
f3 = J_deriv (GammaN*B0, X, tauc)

f4 = J_deriv (GammaH*B0, X, tauc)

f5 = J_deriv(
f6 = J_deriv (0.0, X, tauc)

£f7 = J_deriv(GammaN*B0, X, tauc)

dR2_Sf2 = (delta_NH**2) / 8.0 * (4.0 * £1[0] + £2[0] + 3.0 * £3
[0] + 6.0 * £4[0] + 6.0 * £5[0]) + (DELTA_N**2) * ((GammaN * BO)
**2) / 6.0 * (4.0 * £6[0] + 3.0 * £7[0])

dR2_tauloc = (delta_NH**2) / 8.0 * (4.0 * £1[1] + £2[1] + 3.0 *
£3[1] + 6.0 * £4[1] + 6.0 * £5[1]) + (DELTA_N**2) * ((GammaN *
BO)**2) / 6.0 * (4.0 * £6[1] + 3.0 * £7[1])

return [dR2_Sf2, dR2_tauloc]
def NOEcalculation_deriv (B0, X, tauc, DELTA, Rex, Angles):
DELTA_N = DELTA[O] /math.sqgrt(3)

(GammaN+GammaH) *B0, X, tauc)
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f1l = J_deriv((GammaN+GammaH) *B0, X, tauc)

f2 = J_deriv((GammaN-GammaH) *B0, X, tauc)

dSigma_Sf2 = (delta_NH**2) / 4.0 * (6.0 * £1[0] - £2[0])
dSigma_tauloc = (delta_NH**2) / 4.0 * (6.0 * £1[1] - £2[1])
return [dSigma_Sf2, dSigma_tauloc]
# Relaxation Matrix #flag 9 (and lines below)
def RelaxMatrix (B0, X, tauc, DELTA, Rex, Angles):

DELTA_N = DELTA[O] /math.sqgrt(3)

sigma_Hxx, sigma_Hyy, sigma_Hzz = DELTA[1l] /math.sgrt(3), DELTA
[2] /math.sgrt (3), DELTA[3]/math.sqgrt(3)
rhoH = Rex[0] + 1.0/4.0 * (delta_NH**2) * (J( (GammaH-GammaN) *BO,
X, tauc) + 3.0 * J(GammaH*BO, X, tauc) + 6.0 * J((GammaH+GammaN)
*B0, X, tauc)) +\

float(vicinity) *1.0/4.0* (delta_HH**2) * (J(0.0, X, tauc) +3.0*
J (GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\

( (GammaH*B0) **2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2 -
sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-
ma_Hzz) * J(GammaH*B0, X, tauc)
sigmaNH=1.0/4.0* (delta_NH**2) * (6.0 * J ( (GammaH+GammaN) *B0, X,
tauc) - J( (GammaH-GammaN) *B0, X, tauc))

deltaH = math.sqgrt(3) * delta_NH * GammaH*BO * ((sigma_Hxx-

sigma_Hzz) * ((3.0 * ((math.cos(theta_HxxHN))**2) - 1.0) / 2.0)
+ (sigma_Hyy - sigma_Hzz) * ((3.0 * ((math.cos(theta_HyyHN))
**2) - 1.0) / 2.0)) * J(GammaH*B0O, X, tauc)

sigma = float (bool (vicinity)) * 1.0/4.0 * (delta_HH**2) * (6.0
* J(2.0*GammaH*B0, X, tauc) - J(0.0, X, tauc))

rhoN = 1.0/4.0 * (delta_NH**2) * (J((GammaH-GammaN)*B0, X,
tauc) + 3.0 * J(GammaN*BO, X, tauc) + 6.0 * J((GammaH+GammaN)
*B0, X, tauc)) +\

( (DELTA_N*GammaN*B0) **2) * J(GammaN*B0, X, tauc)
deltaN = math.sqgrt(3) * delta_NH * DELTA_N * GammaN * BO * ( (3.0
* (math.cos(theta NNH))**2 - 1.0) / 2.0) * J(GammaN*B0, X, tauc)

rhoNH = Rex[0] + 3.0/4.0 * (delta_NH**2) * (J(GammaH*BO0, X,
tauc) + J(GammaN*BO, X, tauc)) +\

float(vicinity) * 1.0/4.0 * (delta_HH**2) * (J(0.0, X, tauc) +
3.0 * J(GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\

( (GammaH*B0) **2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2
- sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-
ma_Hzz) * J(GammaH*B0, X, tauc) +\

( (DELTA_N*GammaN*B0) **2) * J(GammaN*B0O, X, tauc)

rhoHi = float (bool(vicinity)) * (1.0/4.0 * (delta_NH**2) * (J
( (GammaH-GammaN) *BO, X, tauc) + 3.0 * J(GammaH*BO, X, tauc) +
6.0 * J((GammaH+GammaN) *B0O, X, tauc)) +\

float(vicinity) / 4.0 * (delta_HH**2) * (J(0.0, X, tauc) + 3.0 *
J (GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\

( (GammaH*B0) **2) * ((sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2

- sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-
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5.2.2 The Magnetic Field
Profile

523 Accurate
Relaxation Rates Measured
with the Control of Cross-
Relaxation Pathways

ma_Hzz) * J(GammaH*B0, X, tauc)))
rhoNHi = float (bool (vicinity)) * (3.0/4.0 * (delta NH**2) * (J
(GammaH*B0O, X, tauc) +J(GammaN*BO, X, tauc))+\
float(vicinity) / 4.0 * (delta_HH**2) * (J(0.0, X, tauc) + 3.0 *
J (GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\
( (GammaH*B0) **2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2-
sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sigma_Hzz)
* J (GammaH*B0, X, tauc) +\
( (DELTA_N*GammaN*B0) **2) * J(GammaN*B0, X, tauc))
rhoHw = float (bool (vicinity-float (bool (vicinity)))) * (1.0/4.0*
(delta_NH**2) * (J((GammaH-GammaN)*B0, X, tauc) + 3.0 * J(Gam-
maH*B0, X, tauc) + 6.0 * J( (GammaH+GammaN) *B0, X, tauc)) +\
float (vicinity) /4.0 * (delta_HH**2) * (J(0.0, X, tauc) + 3.0 *
J (GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\
( (GammaH*B0) **2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2
- sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-
ma_Hzz) * J(GammaH*B0O, X, tauc))
rhoNHw = float (bool (vicinity-float (bool (vicinity)))) * (3.0/
4.0 * (delta_NH**2) * (J(GammaH*B0O, X, tauc) + J(GammaN*B0O, X,
tauc) ) +\
float (vicinity) /4.0 * (delta_HH**2) * (J(0.0, X, tauc) + 3.0 *
J (GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\
((GammaH*B0) **2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2-
sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-
ma_Hzz) * J(GammaH*B0, X, tauc) +\
( (DELTA_N*GammaN*B0) **2) * J(GammaN*B0O, X, tauc))
M = [[rhoN, sigmaNH, deltaN, 0.0, 0.0, 0.0, 0.0],\
[sigmaNH, rhoH, deltaH, sigma, 0.0, sigma, 0.071,\
[deltaN, deltaH, rhoNH, 0.0, sigma, 0.0, sigmal,\
[0.0, sigma, 0.0, rhoHi, 0.0, 0.0, 0.071,\
[0.0, 0.0, sigma, 0.0, rhoNHi, 0.0, 0.01,\
[0.0, sigma, 0.0, 0.0, 0.0, rhoHw, 0.07],\
[0.0, 0.0, sigma, 0.0, 0.0, 0.0, rhoNHw]]
return M

This file contains the values of the magnetic field along the axis of
the magnet determined as described in Subheading 4.1. The first
column contains the distance (in meters) to the high-field magnetic
center. The second column displays the value of the magnetic field
(in Tesla). A single tab separates the two columns. Table 2 shows
sample lines of the file in the case of our 600 MHz spectrometer.

One file for each relaxation rate and each field must be prepared.
Each file must contain three columns separated by a single tab: the
amino acid number, the relaxation rate, the uncertainty/error.
These files will be loaded one by one when running ICARUS.
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524 Low-Field
Longitudinal Relaxation
Rates

5.2.5 Experimental
Parameters

Table 2
Organization of the file containing the magnetic field profile

0 14.1
0.001 14.1
0.698 0.0703
0.699 0.0699
0.700 0.0693

Only a few lines are shown. The first column indicates the height (in meter) above the
magnetic center. The second column gives the corresponding magnetic field (in Tesla)

Table 3
Organization of a file containing high-field relaxation rates, here R, rates
(s”") recorded at 18.8 T

2 1.458 0.022
3 1.575 0.024
4 1.617 0.024
5 1.49 0.022

If some data are missing, the user must put NA at the
corresponding position (only for the relaxation rate and the uncer-
tainty). Table 3 shows an example of such a file.

The experimental rates are organized in columns starting from the
first line. The amino-acid numbers are in the first column. The
following columns are organized by pair, with the relaxometry
relaxation rates and experimental errors. These pairs of columns
have to be ordered from the highest to the lowest magnetic field
reached during the relaxation period 7., (see pulse sequence in
Fig. 3). If any relaxation rate is missing, write NA in the given
positions for this rate and its uncertainty. Columns should be
separated by tabulators. Note that the magnetic fields are not
specified in this file but in the trajectory file (see below). An exam-
ple is given in Table 4.

This file contains one line for each relaxometry experiment. The
lines must be sorted according to the magnetic field at the sample
position during 7,.j.x- Columns have to be organized according to
the following pattern, all time-related variables are expected to be in
milliseconds:
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526 CSA Values

Table 4

Organization of a file containing relaxometry relaxation rates. Uncorrected
longitudinal relaxation rates (and corresponding uncertainties) at 5, 3, 2,
and 1.4 T are shown from left to right

(92 BRI N VS I 8]

4169 0.089 5.796 0.108 7.364 0.158 8.539 0.151
4469 0.107 6.067 0.128 7.598 0.190 9.534 0.197
4531 0.140 6.074 0.150 7.719 0.217 9.630 0.258
4122 0.103 5.769 0.127 7.453 0.189 9.079 0.191

—

. Experiment number, chosen by the user for reference.

. Maximum distance (in meters) to the high-field position,

reached by the sample during the relaxometry experiment.
The distances must be ordered in an ascending order: lowest
(highest field) on the first line and largest distance (lowest field)
on the last line.

. Stabilization time after the shuttling to low field (delay 7y in

Fig. 3).

. Stabilization time after the shuttling to high field (delay 74 in

Fig. 3).

. The waiting time at high-field position corresponding to the

response time of the shuttling device before the motion starts
(delay 7y, in Fig. 3).

. The duration of the sample transfer from high field to low field

(delay 7, in Fig. 3).

. The waiting time at low field corresponding to the response

time of the shuttling device before the motion starts (delay 7y,
in Fig. 3).

. The duration of the sample transfer from low field to high field

(in millisecond) (delay 740wy, in Fig. 3).

. The relaxation delays at low field (delay 7,1,y in Fig. 3). These

values do not have to be ordered and their number can differ
for different magnetic fields.

Table 5 shows an example in a case where four experiments

were recorded.

This file contains the values of the CSA for each residue. The first

column should be the amino acid number, and the following
column(s) correspond(s) to the value(s) of the required CSA. In

the FunctionsFile given as an example, the CSA of the amide
nitrogen is required (defined by a single value for the anisotropy

of this axially symmetric CSA), as well as the CSA of the proton (the
three components of the tensor are necessary to define this fully
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Table 5
Organization of a file containing the relaxometry experimental parameters. The first line (A to P) is
only here for reference and should not be included in the file

A B C D E F G H 1 J K L M N 0 P

1 027 0 01 26 356 40 367 110 10 250 25 190 50 15 80
2 0311 0 01 26 386 40 39.6 110 5 250 25 190 50 15 80
3 0344 0 01 26 409 40 419 110 10 250 30 19 50 15 80
4 0374 0 01 26 428 40 438 100 10 160 40 130 70 13 40

The columns give: experiment number (A), distance to the high-field magnetic center during the relaxation delay (B, in
meter), stabilization time after the transfer to low field 7 (C, in millisecond), stabilization time after the transfer to high
field Ty, (D, in millisecond), delay before the shuttle leaves the high-field position Ty, (E, in millisecond), transfer time
from high field to low field t,, (F, in millisecond), delay before the shuttle leaves the low-field position Ty, (G, in
millisecond), transfer time from low field to high field T4own (H, in millisecond), relaxation delays T,y at low field (I-P,
in millisecond)

Table 6
Example of a file containing the CSA values. The first line (A to E) is only here for reference and
should not be included in the file

A B C D E

2 164e—6 14.6e—6 8.2e—6 2.1e—6
3 164e—6 14.6e—6 8.2e—6 2.1e—6
4 164e—6 14.6¢—-6 8.2¢—6 2.1e—6
5 164e—6 14.6¢—6 8.2¢e—6 2.1e—6

The residue number is given in column A. Column B provides the anisotropy of the amide nitrogen-15 nucleus. Columns
C-E give the three components of the amide proton CSA tensor [56].

asymmetric CSA). Table 6 shows an example for this file, compati-
ble with the provided FunctionsFile. This file can be customized
and include as many principal values and angles as called in the

FunctionsFile.
5.2.7 Exchange Rate This file is required only if the variable NeedRex is set to “YES” in
Constants the function file. In this file, the first column should be the amino

acid number and the exchange rates are given in the second col-
umn, separated by tab. Note that these rate constants do not
describe all chemical exchange contributions to line-broadening
but specifically the exchange rate of the proton with the solvent.

5.3 ICARUS Once all the input files are prepared, the program can be started by
writing in the terminal:
python [path]/ICARUSx.x.py
where x.x is the version of the used ICARUS program.
Then, follow these steps:
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1. Set the fitting parameters.

Set the number of iterations in ICARUS. It is recom-
mended to start with at least three iterations and check the
evolutions of the correction factors between consecutive itera-
tions to identify convergence.

Values for the overall rotational diffusion tensor should be
provided (eventually for the two considered populations).
Choose, according to the type of the used shuttling device,
whether the sample is transferred between high and low fields
with constant speed (pneumatic system) or constant accelera-
tion during the first half of the motion and constant decelera-
tion during the second half (motorized system).

Choose the time step Az used for the evaluation of the
propagator during the sample transfer. The shorter the At is,
the more accurate the calculation. The recommended value of
the time step is Az = 1 ms. The choice of this value depends on
the speed of shuttling.

Choose how many basin-hopping iterations you want to
perform and if you want to use the user-defined gradients
during the basin hopping minimization algorithm (the gradi-
ents must be defined in the function file to enable this option).
A higher number decreases the risk that only a local optimum
of the fitted function is found. If gradients are used, 50 itera-
tions of basin hopping might be enough; otherwise, set the
number of basin-hopping iterations to at least 500 ( Noze: this
leads to longer calculations but is often necessary).

Set the number of random sampling points (recommended
value: 10000).

. Define the allowed ranges of the fitted parameters of the spec-

tral density function (correlation times must be in seconds).

. If it is available, enter the 4-letter PDB ID of the protein of

interest.

. Load all the required files. For the files containing the high-

field rates, provide the type of rate and the field at which they
were measured. Once a file is loaded, a button labeled “Add
high-field rates” appears. Click on this button to add the next
file with high-field relaxation rates.

. Select if you want to perform a Jackknife statistical test in the

first iteration of the procedure (see Fig. 5,1 = 0) in which only
high-field relaxation rates are included. (Recommended, and
only available if more than one experiment of the same kind has
been recorded).

. Tick if the Jackknife statistical test is required to be performed

on the low-field datasets. We strongly recommend using this
option in order to identify possible outliers.
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Fig. 6 Example of the graphical user interface (GUI) of ICARUS used for the analysis of "N relaxation using a
model-free formalism (the same functions file as given in the example above). The “Type of shuttling” menu
allows choosing between a constant speed (pneumatic system) or a constant acceleration (mechanic system)
type of motion for the sample. The “Data type” for the high-field rates loading part allows choosing between
all the relaxation rates for which an expression if given in the functions file. After loading a first high-field rate
file, a button will appear to add another file

5.4 Output Files of
ICARUS

All of these steps can be shortcut by the use of the “Load
previous parameters” top left button. As shown below (Subheading
5.4), after each run of ICARUS, a file is created which contains all
the required information to start another run with the same con-
figuration of parameters.

Figure 6 shows the window that opens when ICARUS is
started for the analysis of '°N relaxation using the model-free
formalism (one order parameter and one correlation time). Here,
we consider two states, the first one with a symmetric overall
diffusion tensor and the other one with a fully asymmetric one.

ICARUS creates a new folder in the working directory where the
program was started to store all output files. The name of the folder
is the date when the program was started (format yy_mm_dd). If a
directory with the same name and path already exists, a number is
added to the name (format yy_mm_dd_x) to avoid overwriting any
other files or directories. All results, output files, and files contain-
ing the information about the program setup are stored in this

folder:
1. The subdirectory InputFiles includes:
(a) FunctionsFile.py—the function file (Subheading 5.2.1).

(b) FieldCalibration.txt—the magnetic field along the sample
trajectory (Subheading 5.2.2).

(c) HFRelaxationRates—a subdirectory containing the input
files with accurate (usually, high-field) rates (Subheading
5.2.3).

(d) RelaxometryR1.txt—the input file with relaxometry relax-
ation rates (Subheading 5.2.4).
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(e) ExpSetUp.txt—the information about the sample shuttle
trajectories (Subheading 5.2.5).

(f) CSA.txt—the input file for the CSA values (Subheading
5.2.6).

(g) Eventually, the file containing the exchange rates (Sub-
heading 5.2.7).

(h) Parameters.txt—file summarizing the chosen setup in the
GUIL. This file can be loaded when ICARUS is started using
the “Load previous parameters” button (Subheading 5.3)
and fills all the fields automatically, which is practical when
ICARUS is run several times with similar configurations.
This allows the user to perform consecutive runs with
limited modifications of the setup (Subheading 5.3).

(i) PrintFinalRelaxationMatrix.py. This python script created
at the end of ICARUS allows the user to visualize the
relaxation matrix. To launch the script, go in the Input-
Files folder and write in terminal: python PrintFinalRelax-
ationMatrix.py. A window will open that allows the user to
choose a field (in Tesla) and an amino acid number. After
clicking on the “calculate” button, another window will
open showing the values of the relaxation rates defined in
the FunctionsFile and the whole relaxation matrix.

2. HFieldsFit: A subdirectory with figures displaying comparisons

between high-field experimental data and the back-calculated
values after the first iteration of ICARUS—i.e., a fit with high-
field data exclusively. The figures are stored in subdirectories
named after the types of relaxation rates. A file containing the
values of the fitted parameters as well as the y? values is created.

An additional directory JKresults is created in this subdir-
ectory if a Jackknife statistical test was selected (Subheading
5.3—step 5). Inside this folder a set of subdirectories is created
with names according to the relaxation rates selected for the
Jackknife test. Each directory contains figures in postscript (.ps)
format, which display the variations of given parameters with
the steps of the Jackknife analysis. A file is created to indicate
which datasets were suppressed in all the Jackknife steps. The
step number zero corresponds to the analysis with all accurate
(high-field) rates.

. FittingResults: a subdirectory containing the results:

CorrectionFactors_RoundN.txt (N being the number of the
corresponding iteration of ICARUS): a text file containing the
correction factors for the relaxation rates measured at low field
for all residues after the Nth round of ICARUS.

FinalRelaxationData.txt: a text file containing the values of
the relaxation rates at all high fields and corrected relaxometry
rates at the end of ICARUS.
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5.5 Results for the
Analysis of High-
Resolution
Relaxometry Data in
Ubiquitin

FinalFittedParameters.txt: a text file containing the fitted
parameters of internal dynamics and corresponding y? after the
last iteration of ICARUS (the results are visualized in the
PlotParameters subdirectory, see below).

The PDB subdirectory contains files that can be run in
PyMOL and named the following way: PDBID_parameter.
pml where PDBID is the provided PDB ID, parameter is either
Chi2 or a fitted parameter name. You can open one of these
files in PyMOL. It will color the structure according to the
value of the chosen parameter. The user should include the
raw PDB file in this folder (do not rename it!).

4. The subdirectory PlotParameters includes:

(a) Postscript figures with the fitted parameters of the spectral
density function after the last iteration of the ICARUS
program. The name of the file before the postscript exten-
sion “.ps” reflects the parameter presented in the plot.

(b) Chi2.ps—postscript figure visualizing y? for all residues.

(c) JKresults: a subdirectory with the figures described in (a)
and (b) for all data sets variants calculated during the Jack-
knife statistical test (if selected in the setup: Subheading
5.3—steps 5-6). The Jackknife step number corresponds
to the rate removed in the input file.

5. Fit_of_B0.ps: a plot of experimental dependence of the mag-
netic field on the distance from the magnetic center (Subhead-
ing 4.1). A polynomial function fitted to this profile and used
throughout the calculation in the program is also included.

6. FitAllResidues: A subdirectory with figures displaying compar-
isons between the experimental data and the back-calculated
values after the last iteration of the ICARUS program. The
figures are stored in subdirectories named after the high-field
rates. The relaxometry rates are plotted together with their
corrected values and high-field longitudinal relaxation rates. A
subdirectory called Profiles also contains the measured, cor-
rected (for relaxometry rates only), and back-calculated rates at
each magnetic field throughout the sequence of the protein.

Published high-resolution relaxometry data [23] were analyzed
with the new version of the program ICARUS. The results for
backbone internal dynamics are presented in Fig. 7. The analysis
was based on the longitudinal '®N relaxation rates, and steady-state
NOE data recorded at three high fields (14.1, 18.8,22.3 T) as well
as eight longitudinal relaxation rates measured at low field with the
sample shuttle. Two additional protons in the vicinity of the
15N-'H spin pair were taken into account (using a distance
Ay = 2.1 A) for the ICARUS analysis. As in our first analysis of
this dataset [23], order parameters in Fig. 7b show that high-
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resolution relaxometry reveals more nanosecond timescale motions
in flexible regions than a conventional analysis of high-field relaxa-
tion. The analysis based on the relaxometry data is more sensitive to
nanoseconds motions, which is documented by a significantly lower
order parameter $? in the B1-p2 turn (in particular residues 9-11)
in agreement with studies using different techniques [52-55].
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Chapter 10

Characterizing Protein Dynamics with NMR R, , Relaxation
Experiments

Francesca Massi and Jeffrey W. Peng

Abstract

The measurement of R, ,, the longitudinal relaxation rate constant in the rotating frame, is one of the few
available methods to characterize the ps-ms functional dynamics of biomolecules. Here, we focus on **N
R, experiments for protein NH groups. We present protocols for both on- and off-resonance 5N R, »
measurements needed for relaxation dispersion studies, and describe the data analysis for extracting kinetic
and thermodynamic parameters characterizing the motional processes.

Key words Dynamic process, Chemical exchange, '°N spin relaxation, Rotating frame relaxation,
NMR spectroscopy, Millisecond-to-microsecond dynamics, Relaxation dispersion

1 Introduction

Over the past 60 years, the number of atomic-resolution structures
of proteins, nucleic acids, and their complexes has grown without
pause, due to x-ray crystallography, Nuclear Magnetic Resonance
(NMR) spectroscopy, and cryo-electron microscopy [1]. This per-
sistent structural focus reflects a core principle of biochemistry:
“structure dictates function.” Yet, it has also been long recognized
that biomolecules have internal motions [2-5]. Biomolecules are
generally not limited to “the” experimentally determined structure,
but instead, sample a distribution of structures (conformations).
Moreover, mounting evidence shows that conformational dynam-
ics can be crucial for function [6-9]. Hence, the characterization of
biomolecular dynamics in solution is an essential complement to
structural studies for a more complete understanding of function.
NMR spectroscopy is a powerful technique to determine both
the structure and the dynamics of biomolecules in solution [10,
11]. For studies of dynamics, spin relaxation measurements are a
rich source of dynamic information. There now exists a broad range
of relaxation experiments to study functional motions on both
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1.1 Theory

“fast” (picosecond-nanosecond; ps-ns) and “slow” (microsecond-
millisecond; ps-ms) time scales [10, 12, 13].

This chapter concerns relaxation experiments for studying ps-
ms motions: measurements of R, ,, the longitudinal relaxation rate
constant in the rotating frame. Our focus is on applications to
protein dynamics, although these methods have also been devel-
oped and successfully employed to study nucleic acid dynamics
[14, 15].

Protein motions on the ps-ms time scale are often large-scale
conformational rearrangements, such as loop and domain motions
supporting catalysis, ligand binding, or allosteric regulation. R,
relaxation experiments can determine the kinetics of these dynamic
processes. Moreover, in many favorable cases, R,, relaxation
experiments can give a full characterization of the process, includ-
ing not only kinetic parameters, but also thermodynamic and
structural parameters pertaining to the exchanging conformations
[13, 16-18].

R, , pulse sequences have been developed for a variety of pro-
tein nuclei, including 15N, '"H in amide groups [19-21], and 3Cin
CO [22], C* [23], methyl groups [24, 25], and aromatic side
chains [26]. The ability to monitor both backbone and side-chain
nuclei provides a broader description of the motional process in
both space (distribution of internal sites) and time (range of time
scales), and thus, a more accurate understanding of their role in
function.

In this chapter, we focus on >N R, , measurements for protein
NH groups. We begin with a brief overview of key theoretical
concepts underlying R,, relaxation. We then give a detailed
description of both on- and off-resonance N R, , relaxation mea-
surements for relaxation dispersion studies. We conclude with a
description of the data analysis for extracting kinetics and thermo-
dynamics parameters. We note that while our focus is on '*N, the
key points are also applicable to '*C. The latter has the additional
challenge of controlling homonuclear *C-*3C coupling artifacts.

In this section, we provide the minimal theoretical background of
R, , relaxation necessary to understand the pulse schemes described
further below. A more detailed description of the theory and prac-
tice of Ry, relaxation methods has been presented elsewhere [13].
We consider a ps-ms dynamic process in which a protein under-
goes equilibrium exchange between two conformational states, A
and B. Examples of such two-state exchange include ligand binding
and local unfolding. The corresponding two-state equilibrium is

ky
Az2B (1)
k1

The symbols %; and k_; are the forward and reverse rate con-
stants, respectively. Their sum, k., = & + k_1, is the net exchange
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rate constant that characterizes the overall rapidity of exchange
[27], and is useful in predicting the effect of the exchange on
NMR parameters.

The resonance frequencies of nuclear spins depend on their
local magnetic environments through their chemical shifts, which
in turn depend on local conformation. Thus, in Eq. 1, a subset of
protein spins within or near the site of conformational dynamics
would have different resonance frequencies w 4 in state A versus wp
in state B. Protein exchange between the A and B states toggles the
spin resonance frequencies between w4 and wp. Hence, the spin
precession frequencies become stochastic functions of time, which
accelerates the de-phasing of transverse magnetization and
increases the transverse relaxation rate constant, R;:

Ry = Ry + Ry (2)

In Eq. (2), R, is the measured transverse relaxation rate con-
stant, RY accounts for transverse relaxation from non-exchange
origins (e.g., dipolar and chemical shift anisotropy relaxation
mechanisms), and R,, represents the contribution of the chemical
exchange process.

R, , relaxation experiments can quantify R,, to provide infor-
mation about the exchange dynamics. They achieve this by applying
a continuous-wave radio-frequency (RF) field, also called the spin-
lock field, with strength wg; at a carrier frequency wgp Seen from
the rotating frame (Fig. 1), the spins experience an effective field,
., which is the vector sum of the static spin-lock field with magni-
tude wgy in the transverse plane, and the resonance offset field,
Q; = w; — wrp along the z-axis. The effective field w, has the tilt
angle 0 = arctan (wg/Q), and magnitude w, = (Q* + wg )"
2 [28]. R,, experiments lock bulk magnetization along the direc-
tion of w,, and measure its relaxation rate constant, R;,, along
®, [28]. The measured value of R;, depends on the orientation
and magnitude of @,, which may be changed by the spin-lock
strength wgy, its offset Q, or both.

In the case of exchange between conformations A and B
(Eq. 1), the magnetization of each state will be locked around its
distinct effective field, .4 and @,p, with tilt angles 84 = arctan
(wsr/Qa) and O = arctan (wgr,/Qp), per Fig. 1 [28]. As the two
eftective fields become nearly collinear, one observes a decrease in
the extent of magnetization de-phasing due to chemical exchange
and consequent line broadening. The collinear condition is
approximated in two limits: (a) the magnitude of the resonance
offset far exceeds the breadth of resonance frequencies (both Q4
and Qp >> Aw where Qy = w4 — wrp, Qp = wp — wgr and
Aw = w4 — wp); (b) the spin-lock strength wgy far exceeds the
breadth of resonance frequencies (wgy, >> Aw). In limit (a), the @, 4
and ., field vectors have similar tilt angles near the “z” axis; in
limit (b), they are both nearly aligned near the transverse plane.



208

Francesca Massi and Jeffrey W. Peng
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SIZ(

Fig. 1 Representation of the vectors for the applied RF field (ws),
magnetizations (M,, Mg and M), effective fields (wes, wes and w,) and of
resonance offsets (Qa, Qg, and ) for the two exchanging conformational
states, A and B, and for their average in an R, experiment. The tilt angle 6,
defined as € = arctan(w1/£2), gives relative orientation of the laboratory frame
(8%S,,S; shown in black) and tilted frame (S’,S’,S’; shown in grey). The
orientations of the effective fields of the two exchanging states are given by
the tilt angles 6, = arctan(ws /€24) and 6z = arctan(ws /Qg)

R, , experiments measure the dependence of R;, on the spin-
lock strength, wgz, and the frequency offset, Q;. The results—plots
of Ry, versus the effective field parameters—are called dispersion
profiles. Critically, the shape of these profiles provides information
about the kinetics and thermodynamics of the exchange process.
The values of w, applied in the experiments determine the time scale
of the motional process probed, k%, ~ w,/2x. Typical w,/2xn values
range between 25 and 6000 Hz, corresponding to motions within
the ps-ms time scales.

For two-state exchange, there are several model functions that
have been developed and successfully applied [13]. They have been
derived under different conditions and using different approxima-
tions. One of the simplest and most accurate expressions for R, is
that of Miloushev and Palmer [29]:

Ry, = Ricos?0 + (RS + R,)sin?0 (3)

2
PappA® kex
Ree=—— o] @
D% 2 N2 2 ex Z]A(HBA pBth
art + k., —sin?0p ,ppAw I+= v

ee eB

Equations (3) and (4) assume that the non-exchange relaxation
rate constants (the longitudinal rate constant R;, and RY) are the
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same for both A and B. The exchange parameters k,,, Aw, pa, and
pp are defined as before, and

wgsr,
0 = arctan —

w, = /2 + ok, (5)

Y eS) 2
WA = (/825 + oy

_ 2 2
WeB = 4/ Qp + oy

When the A and B populations are skewed (p4 > pg), Eq. (4)
simplifies to that given by Trott and Palmer [18]

DappAD” oy

R, =
2 2 2 2
kex + weAa)eB/we

(6)

Skewed populations (p4 > pp) are common in proteins, as even
small differences in free energy between the exchanging states
translate into large population differences.

When the populations are highly skewed (p4 >> p3), 2 ~ Q4
and @, =~ w4, and Eq. (6) simplifies further to [18]

2
Rex = pAfBAw 212“ 5 (7)
ktx + weB
In the hi-skew limit, R,, maximizes when the applied RF field
matches the Larmor frequency of the minor state B. Thus, the
Larmor frequency of the minor state B, often invisible, can be
determined by measuring R,, as a function of the offset at a single
magnetic field strength.
A different simplification occurs when the exchange is fast
(ke >> Aw), and so w,40,3/®, =~ ®,. Eq. (6) then reduces to
[28, 30]

PaPpAD kex
Rex = m (8)

A comparison of Egs. (6)—(8) shows that the fast exchange limit
(Eq. (8)) allows for the extraction of two parameters: %, and the
product p4-pp-Aw?. When the exchange process is intermediate-to-
slow, however, it is possible to extract all the parameters, k., p4, 5,
Aw, and wp, the frequency of the minor state (typically invisible
because p4 > pg). Kay and coworkers have shown that, in this
motional regime, k,, and p4 and pp values obtained via a single
spin-lock field strength w; ~ k., and static magnetic field strength
showed modest deviations of 35% or less from reference values
obtained via measurements at multiple static fields [17]. This is an
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advantage of the R, over CPMG experiments, for which accurate
characterization of exchange requires data from at least two differ-
ent static magnetic field strengths to avoid artifacts from the inter-
parameter correlations inherent in single field data analysis [31].
Nonetheless, a rigorous statistical assessment of the quality of fit, by
generating confidence limits on the parameter estimates, is essential
when using single static magnetic field Ry, = Such limits can be
determined using resampling methods like the bootstrap [32-34].

Finally, for those interested in moving beyond the two-state
scheme, we point to the recent results of Palmer and coworkers
[35], which give R;, for N-exchange coupled states with one
dominant state.

2 Materials

2.1 NMR Samples

2.2 NMR Tubes

1. Methanol or ethylene glycol for temperature calibration [36].

2. Uniformly labeled '°N protein of interest at concentra-
tion > 0.5 mM. If working with large proteins, deuteration
of non-exchangeable protons will be necessary to reduce 'H
dipolar relaxation. In this case, uniformly >N labeled and
fractionally *H labeled protein at concentration > 0.5 mM
will be needed. Protein concentrations higher than 0.5 mM
are required to obtain high signal-to-noise ratio (S/
N > 40-50) without using extensive spectrometer time. High
S/N is necessary to ensure accurate data analysis and fitting.

Careful determination of the sample conditions to achieve
maximal sample stability is important in R, relaxation studies, as
data collection can take several days.

Both the regular and Shigemi tubes can be used. Formation of
bubbles during prolonged data collection could compromise the
quality of the data. This is a particular nuisance when using Shigemi
tubes; because of their smaller sample volume, the bubbles are in
the detection volume. Degassing samples before data collection will
minimize bubble formation.

3 Methods

3.1 Temperature
Calibration

Temperature calibration involves measuring chemical shift differ-
ences of selected resonances in standard samples including neat
methanol (for T < 25 °C) and ethylene glycol (for T > 25 °C)
[36]. Temperature calibration is essential for consistent and repro-
ducible dispersion data. One reason, of course, is that the
exchange-related quantities sensed by dispersion (chemical shifts,
populations, and rate constants) may have significant temperature
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dependence. Another reason is that full extraction of exchange
parameters often requires dispersion data collected at multiple static
magnetic field strengths, and thus, on different spectrometer sys-
tems. Such is the case for fast chemical exchange processes, which
require dispersion data at two static fields for an accurate determi-
nation of kinetic and thermodynamic parameters. To optimize the
consistency of dispersion data collected at multiple static fields
(spectrometers), one should verify the consistency of sample tem-
peratures on the different spectrometers. Temperature calibration
can expose possible system-dependent differences between the
nominal sample temperature readout and the actual sample
temperature.

'H and "N pulses should be properly calibrated. First, carry out
sample shimming and tuning,/matching of the 'H and '*N chan-
nels. Then, set the "H carrier on the water signal and collect a 1D
'H spectrum. Set the 'H pulse length to that expected for a 360°
flip angle, and then vary the pulse length to obtain a null signal. The
90° pulse length is the optimized 360° pulse length divided by four.
The "N pulse can be calibrated by collecting a 1D version of a
15N — "H HSQC experiment (keep the *N t; fixed at one value).
Multiply the first *N 90° pulse length by two to get an approxi-
mate 180° pulse. Optimize this pulse length to get a null signal.
The "N 90° pulse length is the optimized pulse length divided by
two.

The amplitude of the wg;, RF field can be calibrated by collecting
two 2D '®N — 'H experiments, one without decoupling during the
acquisition period, the other using an off-resonance continuous
wave (CW) decoupling pulse during the acquisition period [10].
The reduced scalar coupling constant measured in the presence of
the CW decoupling, .4 is related to the resonance offset, , and
field strength, wsy, by

tan@ = (]0/]%(>—1:CUSL/-Q 9)

where Jj is scalar coupling measured in the absence of decoupling.
By measuring the scalar coupling constant for every resonance in
the presence and absence of the off-resonance decoupling pulse,
the ratio Jo/Jor can be determined. Per Eq. (9), the RF field
strength wgz can be determined by plotting tan 6 versus 1/Q. An
alternative method measures the distribution of the **N wg; = —yB;
field, using the spin-lock as the indirect # dimension in a 2-D
refocused HSQC spectrum [37].
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3.4 Optimization of
5N Carrier Frequency,
Spectral Width, and
Number of t,
Increments.

3.5 Ry, Relaxation
Dispersion
Experiments for "°N
Nuclei

Collect a preliminary 2D HSQC experiment to optimize the '°N
carrier frequency, spectral width, and number of #; increments. The
15N carrier frequency should be optimized to be in the middle of
the spectral region of interest. The spectral width should be the
smallest possible to ensure that: (a) aliased peaks do not overlap
with non-aliased peaks; (b) a ~ 1 ppm region without resonances
resides on each side of the spectrum. The number of t; time incre-
ments (complex time points) in the >N dimension should be high
enough to obtain good resolution of all the peaks of interest.

Here, we describe several experiments to measure R;, relaxation of
15N nuclei. R, , experiments have been categorized as: (a) on- and
off-resonance experiments depending on the size of the offset,
Q; = w; — owrp (b) strong and weak-field experiments, depending
on the magnitude of the applied RF field, wg;. High spin-lock fields
are necessary for fast exchange processes with short time scales,
while low spin-lock fields are essential for characterizing intermedi-
ate-to-slow exchange processes occurring on longer time scales.
The 2D pulse sequences for on- and off-resonance experiments
that use both strong and weak fields are shown in Fig. 2a—c. The
pulse sequences shown in Fig. 2a, b are heteronuclear single quan-
tum coherence (HSQC) experiments with a spin lock relaxation
period of total length 7'[38, 39]. Fig. 2c shows a transverse relaxa-
tion optimized spectroscopy (TROSY) [40] experiment appropri-
ate for larger proteins (e.g., M, > 20,000), which selects the slowly
relaxing component of a J-coupled multiplet to measure R;, [41].
Fig. 2d shows a 1D pulse sequence that uses selective Hartmann-
Hahn polarization transfers [42 ] to measure the R, relaxation rate
of a single resonance of interest [17]. This 1D scheme can also be
used for on- and off-resonance experiments with strong and weak
spin-lock field strengths [17, 43].
All the experiments share the following features:

1. In all the R;, relaxation experiments, the >N magnetization
needs to be aligned along the direction of the effective field
prior to the application of the spin-lock field. In the experi-
ments shown in Fig. 2, alignment is achieved with different
approaches. In Fig. 2a and ¢ alignment is achieved using an
adiabatic pulse [ 38, 44 ]. For weak spin-lock fields, the requisite
adiabatic ramp can become prohibitively long because of sig-
nificant relaxation losses; thus, these experiments are appropri-
ate for spin-lock fields > ~ 450 Hz [45].

Alternatively, a pulse /free precession element can be used
as shown in Fig. 2b [46,47]:90,, — y — 90;’/)7”/2 where ¢ =x or
v, ¥ = 1/wgz. Good alignment (<5% error) is obtained when
|Q|/ws;, < 0.4. For this reason, when using a weak spin-lock
field, one focuses on a small region of the spectrum for accurate
results. Multiple 2D R;, experiments, with different spin-lock
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Fig. 2 Pulse sequences for '°N R, ,, relaxation measurements. Narrow and wide filled bars indicate 90° and
180°pulses, respectively. Open rectangular boxes denote >N and 'H spin-lock and CW irradiation periods. All
pulses and spin-locks are applied with phase x unless otherwise indicated. Delays are A = 1/4/" = 2.7 ms,
and & is long enough to encompass the enclosed gradients and gradient recovery delays. The total length of
the spin-lock period is T. The duration of the heat compensating spin lock at the beginning of each scan,
Tcomp: 18 discussed in Subheading 3.5 [13]. In a-c all H pulses are applied with the carrier frequency centered
on the water resonance with the exception of those applied during the periods shown inside the brackets,
which are applied in the center of the amide region. (a) and (b) The phase cycle is as follows: @) X, —X; @»)
4(%), 4(—X); @3) 2(%, 2000, 2(—X), 2(—; P4) X, Prec) X, —X, — X, X. The gradients g, and g, are used for gradient
coherence selection. Gradient PEP coherence selection is obtained by inverting the sign of gradient g, and
phase @4 [53, 54]. 5N decoupling during acquisition is performed using a 1.25 kHz GARP sequence [55]. (a)
Off-resonance R, experiment. Only within the bracketed period, is the 5N carrier frequency moved by the
desired offset, , from spectral center (generally ~118 ppm). The triangles represent the tanh/tan adiabatic
sweeps used to rotate the magnetization from the z-axis to the direction of the effective field, and back to the
z-axis [56]. The tanh/tan adiabatic pulse lengths are 4-10 ms. The gradients are sine shaped, with durations
and strengths as follows: gy(z) (2.0 ms, 9 G/cm), g4(2) (0.2 ms, 4 G/cm), g»(z) (1.5 ms, 10 G/cm), gu(xy2)
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carrier offsets, might be needed to accurately measure the
relaxation rates of all the spins of interest. This scheme
(Fig. 2b) has been used to accurately measure R;, rate con-
stants using spin-lock field strength as low as 150 Hz for '°N
spins of amide groups in proteins, where the scalar coupling
constant Jnz ~ 92 Hz [39].

In the 1D experiment (Fig. 2d), only a single resonance is
probed at time; it is therefore easy to align the resonance of
interest along the direction of the eftective field. Two pulses,
90°, 6°4 are applied before the spin-lock period, where ¢ = —y
if the offset of the resonance from the spin-lock carrier fre-
quency, Q, is negative, ¢ = yif Q is positive, and 8° = arctan
ws1/Q.

2. During the spin-lock relaxation period, cross-relaxation caused
by cross-correlation between dipole-dipole and chemical shift
anisotropy relaxation mechanisms should be suppressed. The
experiments in Fig. 2 achieve this suppression by applying 'H
180° pulses (Fig. 2a, b), or a "H CW field (Fig. 2d).

3. Temperature control is an important component of any relaxa-
tion experiment, because conformational dynamics can be

<

Fig. 2 (continued) (2.0 ms, 40 G/cm), gy(xyz) (0.2 ms, 40 G/cm). (b) On-resonance Ry, experiment. The delay
x = 1lwg — 4rgo/n, Where wg is the spin-lock field strength and zg is the length of the 90° pulse. The
delays 7 are set to be just long enough to encompass the gradient, gradient recovery delay, and the 180° 'H
pulse. The gradients are sine shaped with durations and strengths as follows: go(z) (2.0 ms, 9 G/cm), ¢4(2)
(0.2 ms, 4 G/cm), g, (1.5 ms, 10 G/cm), gs(xyz) (1.0 ms, 25 G/cm), g4(xyz) (1.0 ms, 20 G/cm), g«(xyz) (2.0 ms,
40 G/cm),), gq(xy2) (0.2 ms, 40 G/cm). (c) Off-resonance TROSY selected experiment. Delays are A; = 1.3 ms
and A, = 2.49 ms. The hatched bar is a composite 90,° — 180,° — 90,° pulse. The phase cycle for Bruker
spectrometers is 1) 4(x, —X), @2) 4(135°)4(315°), 3) 20, ¥, —¥, =), ®a) — ¥, ®s) — X, and @rec) (X, —X, —X,
X, —X, X, X, —X); for Varian spectrometers, y-phases should be inverted. Gradient pulses are sine-shaped and
have the following durations and amplitudes: g;(z) (0.5 ms, 6 G/cm), g»(z) (1.0 ms, 10 G/cm), gs(z) (0.9 ms,
28 G/cm), ga(xyz) (1 ms, 20 G/cm), gs(xyz) (0.182 ms, 28 G/cm). (d) Selective one-dimensional on- and off-
resonance R, experiment. The CW fields applied synchronously on "H and "N during the polarization transfer
period have strength wce/2x = 90 Hz and duration 4A = 1/J™ ~ 10.8 ms. Open bars are pulses with a tip
angle equal to arctan(wg;/€) for "°N or arctan(ew,1/Q4) for 'H, where wg is the "N spin-lock field strength, Q
is the "°N resonance offset from the spin lock carrier, w1y is the strength of the 'H CW field applied during the
spin-lock period, Qy is the 'H resonance offset from the water frequency. The strength of the "H CW field w1y
is win/2m &~ 3900 Hz. Shaped 'H pulses are 90° pulses selective for water (typically of ~1.5 ms duration),
used for Watergate water suppression [57]. After the first water selective pulse, the 'H carrier is moved from
the water frequency to the amide resonance of interest; it is returned to the water frequency prior to the
Watergate element. For all "°N pulses, the N carrier is placed on the amide resonance of interest with the
exception of the "°N spin-lock period, 7, during which the "N carrier is placed on the desired off-resonance
position, Q2. °N decoupling during acquisition is performed using a 1 kHz WALTZ16 sequence [58]. The period
¢ and the optional delay & are described in the text, Subheading 3.7. The phase cycle is as follows: ¢4) 8()), 8
(=90 @2) — X% X @s) 400,4(=X); P6) 2(0,2(—X); Prec= X, —X, —XX, —XXX, —X,—XXX, =X, X, =X, —X.X; 3 =
—yand @4 = yfor Q < 0; @3 = yand ¢4 = —yfor Q > 0. Gradient pulses have the following durations and
amplitudes: g; (1 ms, 3 G/cm), g, (50 us, 15 G/cm), gs (500 us, 20 G/cm)
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greatly influenced by temperature [48]. Temperature control is
particularly important in a R;, experiment, because the appli-
cation of strong RF fields can cause significant sample heating.
For this reason, the same total RF power should be applied to
the sample for each recorded free-induction decay. This is
achieved by applying a compensating spin-lock field between
scans, at the beginning of the experiments during the recycle
delay. The duration should be T¢omp = Tinax — 1, where T'is the
particular spin-lock length during relaxation period, and T,y is
the maximum over all spin-lock 7 values used to measure R,
(see Fig. 2). To compensate for the different spin-lock strengths
wsz, Liomp should obey Tyl + Tk = const [13].
Ciritically, the compensating spin-lock field should occur dur-
ing the recycle delay such that the recovery of proton polariza-
tion during that the inter-scan delay is constant. The
compensating 'H spin-lock field used in Fig. 2d must be
applied far enough off-resonance to avoid perturbing 'H
magnetization.

2D R,, pulse schemes are presented in Fig. 2a—c and described in
Subheading 3.5. These are challenging experiments because REF-
heating from sustained pulsing (spin-locks, decoupling) may
degrade the sample, form bubbles, or even damage the probe.
Check with the probe manufacturer for the maximum probe
power allowed. Exercise further caution when working with cryo-
genically cooled probes; sustained pulsing even at allowed powers
may warm up the probe. Modern cryogenic probes can employ
spin-lock field strengths high enough to investigate faster kinetic
processes [49].

1.

Pulse durations and amplitude should be set according to
spectrometer specifications and as defined in the pulse
sequences depicted in Fig. 2a—c. Delays should be set according
to the pulse sequence, as indicated in Figs. 2a—c.

. Set the recycle delay sufficiently long to ensure recovery of the

'H magnetization, generally, 2-3 s.

. For a concentrated sample start with eight scans; increase the

number of scans to 16-32 for low concentration samples. The
signal-to-noise ratio should be as high as possible (>40), as the
quality of the fitted R, rates heavily depends on the accuracy of
the measured peak intensities.

. When ready to collect the data, set number of “dummy scans”

in the first experiment to be high, (256 of 512) to ensure
proper equilibration of the temperature in the experiment.

. Collect a first 1D experiment with the relaxation time, 7, set to

zero. Increase the value of the relaxation delay and adjust it until
the intensities are approximately 30% of what measured with
T = 0. This should be used as the maximum relaxation delay,
Thnax-
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6. Set the relaxation delays to be used in the experiments, between

0 and T,.. The best sampling of the decay curve is achieved
when using relaxation times that correspond to an even decay
of the intensities. These times points can be obtained using an
average R, rate, ﬁ’,’ , obtained from T,,, as

I(Z‘) = IoCXp(—Rlpl’) (10)
where I is the intensity measured when 7= 0. Thus,

v In (0.3
R{7 = —%. (11)

Six to eight time points are sufficient to generate good
relaxation decay curves. For example, when using eight relaxa-
tion time points they can be calculated as

0’ _In09 _ In0.8 _In0.7 _ In0.6 _In0.5 In0.4

R™ » R™ > R™ > lev 5 R™ > R™ >
P

1p 1p

Generally at least two time points, first and last, are dupli-
cated. As the decay of the magnetization is mono-exponential,
only two relaxation times are strictly needed to derive R, , rates.
Nevertheless, it is good practice to use more than two relaxa-
tion time points to build the relaxation decay curves to check
for deviation from a single exponential curve, indicative of a
problem with the experimental settings. Oscillations of the
spin-locked magnetization, for example, might be symptomatic
of poor alignment of the magnetization along the effective
field.

To minimize the error due to environmental fluctuations
such as temperature, magnetic field, etc., collect the data in an
interleaved manner, i.e., collecting all the relaxation times for
each time increment (#y, i.e., the indirect dimension) of the 2D
spectrum, before moving onto the next # increment. If the
data are collected in the traditional non-interleaved manner
(i.e., collect an entire 2D for one time point before moving
onto the next one), avoid recording the 2Ds with a monotoni-
cally increasing 1. Instead, use a shuffled order with several
duplicatCS, such as Tl; Tmax, T2> T7> T37 T6) T4> TS; Tl; Tmaxa
T3. The subscripts indicate the relative duration of the spin-lock
period, 71 =0 < 15 < T3 < ... Thux Collecting the 2D spectra
in this order allows the detection of systematic artifacts (i.e.,
bubbles formation, sample decay) that would otherwise go
unnoticed, and produce erroneously high relaxation rates.

. Process the time-domain data with the software of choice, to

produce a 2D spectrum for each sampled relaxation delay T
For each spectrum, record the intensities or the volumes of all
the peaks. This should produce for each peak a list of intensities
(or volumes) versus relaxation delay 7. Fit the intensities
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(or volumes) to a single exponential decay to derive the R,
rate as described by Eq. (10).

. To build the relaxation dispersion curve (Fig. 3), R, rates are

measured as a function of the effective field, w,, by varying the
spin-lock field amplitude, wgr, and offset, Q, see Eqs. (3)—(5).
Repeat steps 5-7 using difterent values of wgz, and/or Q. Use
on-resonance experiments, Fig. 2b—c, with different values of
sz, and off-resonance experiment, Fig. 2a and ¢, using differ-
ent Q and wgy. The larger the value of Q, the larger the
contribution of R; to Ry, rates (Eq. (3)—(5)), thus Q values
probed in oft-resonance experiments are rarely larger than
three times the value of wgy, corresponding to tilt angles, 6,
of ~18°. The typical spin-lock field strengths wg;y, are as follows:
450-2000 Hz for the experiments in Fig. 2a and ¢
150-2000 Hz in Fig. 2b, as discussed in Subheading 3.5.
One must ensure that the highest field strength wg; stays within
the recommended specifications of the probe. Generally, 15-30
R, , rates are determined as a function of the effective field, w,,
by varying wg;, and Q.

The 1D R;, pulse sequence is shown in Fig. 2d and described in
Subheading 3.5. As discussed in Subheading 3.6, extreme caution
should be used when selecting the spin-lock field strength and the
duration of the spin-lock period to ensure that they do not exceed
the tolerance of the probe. Pulse durations and amplitudes and all
delays should be as defined in Fig. 2d, and checked for their
compliance with spectrometer and probe specifications. Additional
key points are below.

1.

The recycle delay should be long enough to ensure recovery of
the "H magnetization, generally 2-3 s.

Set the number of scans to obtain a signal-to-noise ratio >40.

Per Subheading 3.6, set the maximum duration of the relaxa-
tion time, Ty, such that the peak intensity decays to ~30% of
that measured when the relaxation time 7= 0. T}, may differ
from resonance to resonance. To define an appropriate relaxa-
tion decay curve, select the 68 relaxation times to be between
0 and T}, as discussed in Subheading 3.6.

. The strength of the "H/**N REF fields, wcp used in the selec-

tive Hartman-Hahn polarization transfer should be set to ~
90 Hz, a value that has been shown to be optimal for polariza-
tion transfer [17,42]. The power levels corresponding to these
"H and '®N pulses can be estimated from the 'H 90° pulse and
from the RF field strength calibration discussed in Subheading
3.3. The pulse duration is 4A = 1/] ~ 10.8 ms. The power
level and the duration of the 'H and '°N pulses can be then
fine-tuned to maximize the signal intensity of a sharp well-

resolved resonance in a 1D experiment with a relaxation time
T=0.
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3.8 Data Fitting

5. The period ¢ allows for equilibration between the two exchang-
ing states and should be ~3 /%, [17, 43].

6. The optional delay & uses as similar strategy as the delay y in
sequence Fig. 2b to eliminate unwanted resonances with over-
lapping 'H resonances, and a similar 15N resonance. Set £ = 1/
28, where & is the N offset (in rad/s) of the unwanted peak
from the resonance of interest.

7. Collect on-resonance data by setting the offset from the carrier
frequency, Q = 0. Measure ~20 values of the spin-lock field
strength, wgy/2n, covering a range from ~50 to 2000 Hz,
making sure they comply with the probe specifications. For
each wg;, measure R,, for a series of relaxation delays, T,
(generally between 6 and 8, with at least two replicates,
between 0 and 7,,,.). Measure the intensity of the peak
obtained for each 7, and fit the intensities to a single exponen-
tial decay to extract the R, rate of the resonance of interest, as
discussed for the 2D experiments in Subheading 3.6.

8. Collect oft-resonance data by varying both wgy and the offset
from the carrier frequency, Q. A set of 3-5 values of wgy, is
generally sufficient for off-resonance experiments. For each
wgr, take measurements for ~20-30 values of Q, from —Q.«
to Qmax. The Qi .« value is typically ~three times the value of
ogr, because for Q > Q,.«, Ry, rates are dominated by R; (see

Egs. (3)=(5)).

Collecting the R;, dispersion curve (shown in Fig. 3), using both
on-resonance and off-resonance experiments with weak and strong
REF fields, is the first step in the characterization of the exchange
dynamics. Subsequent analysis of the R;, dispersion profile gives

30
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Fig. 3 Transverse relaxation rate constant, Ry, is shown as a function of the
effective field, we, at 280 K for N25 of ubiquitin. The dispersion curve was
collected at a static magnetic field of 14.1 T. The solid line shows the result of
the fit, using Eq. (8), that yielded a value of ke = (2.3 + 0.2) x 10* s~ [16]
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information about the exchange rate constant, %, [13]. The analy-
sis involves fitting the dispersion profile to those predicted by
model functions. For a two-state exchange process, Eqgs. (3)—(8)
describe the dependence of R;, from the effective field, w,. These
expressions invoke different approximations and are valid under
different conditions, described in Subheading 1.1. These functions
contain kinetic and thermodynamic parameters of the exchange
process, which are adjusted to best fit the R;, dispersion profile,
as judged by a ¥* metric [32].

To start the fit it will be necessary to make an initial estimate of
the exchange parameters and of the particular equation that best
describes the process, discussed in Subheading 1.1. The parameters
are then optimized via ¥* minimization driven by standard algo-
rithms such as the Levenberg-Marquardt nonlinear least-squares
algorithm [32]. The quality of the fit is assessed using a y* analysis
[32]. A poor fit of the data may indicate that the conditions of
validity of the equation used in the fit are not satisfied, or that the
dynamical process requires a more complex model than the 2-state
chemical exchange equilibrium. Several expressions have been
derived describing the dependence of R,, from o, for more com-
plex exchange processes involving more than 2 states [13, 35, 50]
that can be used to fit the data when the 2-state exchange model
fails to represent the experimental data. Statistical tests (i.e., F-test
[32], Akaike information criterion [51]) can be used for the selec-
tion of the most appropriate model describing the exchange pro-
cess. Uncertainties in fitted parameters can be estimated by
jackknife or bootstrap methods [52].
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Chapter 11

CPMG Experiments for Protein Minor Conformer Structure
Determination

Anusha B. Gopalan, D. Flemming Hansen, and Pramodh Vallurupalli

Abstract

CPMG relaxation dispersion NMR experiments have emerged as a powerful method to characterize protein
minor states that are in exchange with a visible dominant conformation, and have lifetimes between ~0.5
and 5 milliseconds (ms) and populations greater than 0.5%. The structure of the minor state can, in
favorable cases, be determined from the parameters provided by the CPMG relaxation dispersion experi-
ments. Here, we go through the intricacies of setting up these powerful CPMG experiments.

Key words NMR, Protein, Conformational dynamics, CPMG, Relaxation dispersion

1 Introduction

Under ambient conditions in aqueous solutions protein molecules
interconvert between different conformational states that can have
different populations and lifetimes [1-3]. Exchange is quite often
between a dominant major state and other transiently populated
minor states [4, 5]. The populations of the states depend on their
relative free energies, while their lifetimes are largely dependent on
the size of the free energy barrier that separates them from other
states [6]. Peaks in NMR spectra arising from these minor confor-
mers are usually not visible due to their low populations and short
lifetimes and these minor conformers have to be detected by
manipulating the visible major state magnetization [7]. Minor
conformers that have lifetimes between 0.5 and 5 milliseconds
(ms) can be detected using the Carr-Purcell-Meiboom-Gill
(CPMG) type relaxation dispersion experiments. In the constant
time (CT) version of the CPMG experiment, transverse magnetiza-
tion is allowed to evolve for a fixed time Tcpy, during which
refocusing 7 (180°) pulses are applied [8]. The transverse magneti-
zation can be of the single quantum or multi quantum variety and
can originate from different nuclei like 'H, *3C, and 15N 19, 10].
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When there is chemical exchange in the millisecond timescale
regime, the intensity of the visible state peak depends on the
frequency vepmg at which the n pulses are applied. Here,
VCPMG = Tropmg where 27cppmg is the time between two n pulses.
The effective relaxation rate R ¢ (vorma) = Tcllmc, I(”%MG)
depends on vcpmg, thereby giving rise to the relaxation dispersion
curve. Here, I(vcpmg) is the peak intensity at a given vepmg value
and I is the peak intensity in the reference experiment recorded in
the absence of the Tpmg delay. The minor state population, life-
time, and chemical shift can be obtained by analyzing the relaxation
dispersion curve(s) [7, 11].

In this chapter, we describe how to set up NMR CPMG experi-
ments that probe the dynamics at different protein backbone sites.
We also provide a very limited overview on how to analyze the data.

2 Materials

2.1 NMR Samples

2.2 NMR
Spectrometers

2.3 Thermocouple
for Temperature
Measurement

Protein samples with different isotope labeling schemes are
required to study the dynamics at various protein backbone posi-
tions [12]. These include (1) a uniformly N /*3C/?H enriched
sample. (2) A uniformly "N /*3C/50%*H enriched sample. (3) A
15N /13Ca labeled sample. Sample (1) is used to study dynamics at
the amide (*H, '°N) and carbonyl (}3C) positions. Sample (2) is
used to study dynamics at Ha position. Sample (3) is used to study
dynamics at the Ca position. Although not necessary it is preferable
to use a uniformly >N /?*H enriched sample for amide '*N/'H
single quantum (SQ), zero quantum (ZQ), and double quantum
(DQ) CPMG experiments. Preliminary experiments to standardize
buftfer conditions, temperature, etc. can be performed using just a
®N-enriched sample. The concentrations of protein samples used
in CPMG studies are usually between 1 and 2 millimolar (mM).
Experiments can also be performed with 0.5 mM samples when the
spectrometer is equipped with a cryogenically cooled probe.

The experiments are usually performed on spectrometers equipped
with triple resonance probes. The minimum magnetic field strength
used is 11.7 T (500 MHz 'H resonance frequency). Experiments
are usually performed at two well-separated field strengths like 11.7
Tand 16.5 T/18.8 T (500 and 700,/800 MHz).

A thermocouple with a long (~3 m) wire connecting it to a digital
display is inserted into a standard NMR sample tube. The thermo-
couple is positioned where the sample center would be and the wire
coming out of the top of the tube is attached to the tube using
Parafilm to hold the thermocouple in place. The tube can now be
inserted into a spinner assembly and loaded into the magnet in the
usual manner to measure the sample temperature.
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3 Methods

3.1 Sample
Temperature
Measurement and
Setting

3.2 Setting the 'H
Carrier Positions

3.3 Calibrating
Pulsewidths and
Powers

Temperature affects the kinetics of the processes being studied [6]
and has to be kept constant during all the experiments. To keep the
sample temperature constant between different spectrometers, it is
important to measure the sample temperature in each of them for a
given variable temperature (VT) setting.

1. Measure the sample temperature for a given VT setting. The
sample temperature can be easily measured using a thermocou-
ple inserted into a standard sample tube as described in Sub-
heading 2.2 or using temperature standards like methanol (see
Note 1).

2. Adjust the setting of the VT unit till the desired temperature is
obtained.

In most of the experiments described here the 'H radio-frequency
(RF) carrier is centered on the water signal. In water samples the
water resonance can be quite broad (~100 Hz) on a typical triple
resonance probe and the peak center cannot be determined accu-
rately. A simple presaturation procedure can be used to obtain the
water resonance frequency.

1. Obtain an estimate of the water resonance frequency from a
one-scan 1D spectrum obtained using a small flip angle
(~10-15°) pulse applied at the highest allowed power (usually
25-50 kHz).

2. Array the 'H carrier frequency in 1 Hz steps around the esti-
mated offset from step 1 and record a series of 1D experiments
with a weak 2 s presaturation applied at a very low Bj field of
~100 Hz followed by the small flip angle pulse applied at tull
power. Process each recorded FID in an absolute value (mag-
nitude) mode. The spectrum with the lowest intensity water
peak is obtained when the carrier is at the water resonance
frequency.

Pulses have to be calibrated accurately to suppress artifacts and
maximize the signal-to-noise ratio (S/N) of the experiments. All
the pulses should be calibrated every time experiments are set up,
including the pulses for *C and '*N.

1. 'H square pulses: Both hard and decoupling 'H square pulses
are calibrated using the water signal.

(a) Set the "H RF carrier on the water resonance frequency.

(b) Record a series of single-scan 1D experiments at the
desired B, field strength varying the pulsewidth in steps
of 1 ps around the pulsewidth for a 360° (2x) pulse.
Process the FIDs in absolute value mode. The spectrum
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with the lowest water peak intensity is the one where the
pulsewidth is closest to the 2z pulse. Subsequently, array
the pulsewidth in smaller steps around this value to obtain
a more accurate estimate of the pulsewidth. Typical array
spacing for the "H hard pulses is 0.1 ps but can be larger
for longer square pulses like decoupling pulses. The 'H
hard pulses are applied at the highest possible power and
typical pulsewidths for hard 90° pulses are between 6.5
and 9 ps. CPMG pulses are applied at a lower power to
avoid damaging the probe and pulsewidths for the refo-
cusing 180° pulses vary between 21 and 22 ps.

2. 'H selective pulses for water suppression: Due to radiation damp-

ening 90° water selective pulses that bring water magnetization
down from the Z axis to the transverse plane are longer than
those that take water from the transverse plane to the Z axis
[7]. The water selective pulses are calibrated using a two-pulse
sequence where the first pulse and the second pulse are 180°
out of phase. To calibrate the pulse that brings the magnetiza-
tion down to the transverse plane from the Z axis, the first pulse
is the water selective pulse that has to be calibrated while the
second one is a hard 90° proton pulse. To calibrate the pulse
that takes water magnetization from the transverse plane to the
Z axis, the order of the hard and selective pulses is reversed.

(a) Place the "H RF carrier on the water resonance and set the
hard pulse power and pulsewidth to that of a 90° pulse.

(b) Select the shape and set the power for the water selective
pulse. Typical shapes include a square pulse, a SEDUCE
pulse [13], and the EBURP pulse [14].

(c) Record a series of single-scan 1D experiments varying the
selective pulsewidth around the expected pulsewidth. The
step size can be 10-20 ps for 1.5 to 2 ms selective pulses
and 50-100 ps for 5 to 10 ms selective pulses. Process the
FIDs in the absolute value mode. The minimum water
peak intensity is obtained when the selective pulsewidth is
equal to the length of the 90° pulse. Alternatively, one can
array the power of the selective pulse while keeping the
pulsewidth fixed. At 500 MHz the 90° square water selec-
tive pulses are ~1.5 ms long, SEDUCE pulses are ~1.8 ms
and the EBURP pulse is ~7 ms. These pulses are usually
not scaled with field strength.

(d) Set the selective pulsewidth and power to the optimized
values and array the small angle phase of the selective pulse
around 0° in steps of 1°. Process the spectra as above to
obtain the phase at which the water intensity is the lowest.
For newer spectrometers it is very close to 0° but can be
larger for older spectrometers mainly due to nonlinearity
of the amplifiers and pulse imperfections.



CPMG Experiments to Study Protein Dynamics 227

3. N square pulse: >N square pulses are calibrated using a mod-
ified HSQC experiment that contains an extra >N pulse that is
to be calibrated placed between two Z gradients. This calibra-
tion element is placed after the first "H — >N INEPT transfer.
The first INEPT period [15] generates a density matrix element
proportional to the 2H,N, longitudinal two-spin order magne-
tization. Applying an extra >N (or "H) pulse followed by a
strong Z gradient will destroy all the magnetization and no
signal will be observed when the pulsewidth corresponds to
90° pulse. It is best to use a sensitivity enhanced HSQC with
gradient selection [16] for this purpose. A '°N labeled protein
sample in H,O is required to perform this calibration.

(a) Place the '"H RF carrier on the water resonance and the
15N carrier at 119 ppm, which is in the middle of the
amide region.

(b) Set powers and pulsewidths of the "H hard and water
selective pulses. Set the small angle phase shift of the
water selective pulses.

(¢) Set the N hard and decoupling pulsewidths and powers
to reasonable values. Set the shape and the power of the
pulse to be calibrated to the desired value. These can be
taken from the last calibration performed on the sample or
from calibrations performed on a standard sample.

(d) Set the pulsewidth of the '*N pulse to be calibrated to
0 and record the first increment of the HSQC experiment
(no t; delay) with 8 scans. Process the FID with water
suppression and suitable apodization and phase the spec-
trum focusing on the amide 'H region. Ensure that water
suppression is adequate and that the S/N of the amide
protons is adequate. If not one can increase the number of
scans. An acquisition time of 64 ms and an interscan delay
of 1.5-2 s are usually sufficient.

(e) Record a series of 1D spectra as above varying the pulse-
width of the pulse to be calibrated. The pulsewidth is varied
in steps of 0.33-0.5 ps for hard and CPMG pulses that are
~35-45 ps long. Process the spectrum exactly as in the
previous step. The amide peaks will be positive when the
pulsewidth is less than the 90° pulsewidth and negative
when the pulsewidth is greater than the 90° pulsewidth.
Almost no signal will be seen when the pulsewidth is almost
90°. Hard "®N 90° pulses are ~35 ps long. To avoid dam-
aging the probe CPMG pulses are applied at a lower power
with 180° pulsewidths ranging between 80 and 90 ps.

4. N REBURP pulse: The refocusing REBURD pulse [14] can
be calibrated in a manner similar to the hard pulse because
when the pulse is applied for half its duration it behaves like a
90° pulse with respect to starting Z magnetization.
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(a) Set the shape of the pulse to be calibrated to a REBURP
pulse and the power to the desired value.

(b) Record a series of 1D spectra using the first increment of
the HSQC experiment as in step 3 varying the width of
the REBURP pulse. The pulsewidth is varied in steps of 1-
2 ps around the estimated 90° value. For example if the
desired pulsewidth of the REBURP pulse is 1.5 ms, then
the pulsewidth is arrayed in steps of ~2 ps around 0.75 ms.
Process and compare the series of 1D spectra as in step 3
to obtain the 90° pulsewidth. Doubling this value will give
the pulsewidth of the REBURP.

(c) Confirm that the REBURP pulse is accurately calibrated.
Set the pulsewidth of the REBURP to the calibrated
value. Record two spectra, one with the REBURP pulse
power set to 0 and one with the REBURP pulse power set
to the desired value. When the calibration is accurate the
amide region will be inverted in the second spectrum,
with the height of each amide peakin the second spectrum
being at least 95% of its height in the first spectrum. The
amide selective >N REBURP pulsewidth is typically
~1.4 ms (at 16.65 T) and needs to be scaled according
to field strength.

5. 'H REBURP pulse: The "H REBURP pulse can be calibrated

in a manner similar to the N REBURP pulse. The '°N
REBURP pulse is replaced by the 'H REBURP pulse in the
above sequence and the process is repeated with two small
differences. (1) During the 'H REBURP pulse the 'H carrier
is placed at ~7.7 ppm in the middle of the amide proton region.
(2) A water selective pulse that is usually applied after the *H to
SN INEPT period is turned off. The amide selective 'H
REBURP pulse is generally chosen to be ~1.4 ms long (at
16.65 T) and needs to be scaled according to the field strength.

. 13C square/shaped pulses via HNCO experiments: In uniformly

15N /!3C enriched protein samples dissolved in water the *C
pulses are calibrated in a manner similar to the >N pulses.
Here, the first scan of a gradient selected sensitivity enhanced
HNCO experiment [17] is used instead of the HSQC experi-
ment. A Z gradient followed by the extra '*C pulse to be
calibrated followed by a strong Z gradient is inserted after the
1N — '3CO INEPT period and calibrated in a manner identi-
cal to the '*N pulses as described above.

. BBC square/shaped pulse vin HSQC experiments: *3C pulses can

be calibrated using '*C labeled methyl groups in samples which
are not dissolved in water or when the carbonyl groups are not
13C enriched. As in the case of the '°N pulse calibration an
extra '3C pulse to be calibrated followed by a strong gradient is
inserted after the '"H — '*C INEPT in a standard "H-'3C
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HSQC experiment. The procedure for calibration is similar to
that for the '®N pulse. The '3C carrier is placed in the middle of
the methyl region (~20.5 ppm) and the pulsewidth is calibrated
by looking at methyl proton peak intensities between —0.5 and
1 ppm just as one focused on the amide protons during the >N
calibration as described above.
Experiments with "H decoupling can heat the samples and con-
sequently change the kinetics of the process being studied. Hence,
the effect of the experiment on the sample temperature has to
be measured and compensated by adjusting the VT setting (see
Note 2).

1. Record a high-resolution 1D WATERGATE spectrum [7, 18]
of the amide or methyl protons at 1 °C higher than the desired
temperature. Methyl protons are preferred but amide protons
are used when methyl protons are absent due to *H labeling.

2. Record a 1D WATERGATE spectrum of the amide or methyl
protons at the desired temperature. The peaks in this spectrum
will move compared to the one recorded in the previous step
allowing one to calibrate peak position change as a function of
temperature.

3. Using the same VT temperature, perform the CPMG experi-
ment of interest for about 5-10 min so that the sample tem-
perature has reached a steady state.

4. Queue a single-scan 1D WATERGATE experiment of the
amide/methyl region to run immediately after the CPMG
experiment from step 3 has finished recording. This experi-
ment should have no dummy scans.

5. The peak positions would have changed compared to the spec-
trum recorded in step 2 due to sample heating during the
CPMG experiment. By comparing the peak positions in the
three spectra recorded in steps 1, 2, and 4 the heating caused
by the CPMG experiment can be estimated according to =722,

where @1, @,, and @y are the resonance frequencies of a partic-

ular amide/methyl proton in spectra recorded in steps 1, 2,

and 4 respectively. Do this for 3-5 peaks that move consistently

and take the average value.

6. The VT value can now be reduced to compensate for the
heating.

The CT N TROSY CPMG experiment exploits both the
improved relaxation properties of the >N TROSY component
during the Tcpmg period and the enhanced resolution of the
I5N-"H TROSY correlation map. This experiment is necessary to
perform "N CPMG experiments with larger proteins but can also
be used with smaller proteins. This experiment has to be performed
with uniformly '®N enriched samples. Uniform 2H labeling will
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3.6 CT'"NCPMG
Experiment with 'H
Decoupling

improve the performance of the experiment but is not required. If
the sample is **C enriched a single carbon pulse is used to refocus

the

13C-1% N scalar couplings during the '°N chemical shift

evolution.

1.

Place the 'H RF carrier on the water resonance, the 1°N carrier
at 119 ppm in the middle of the amide region, and the '*C
carrier at 118 ppm in between '*CO and '*Ca resonances.
Values of the delays are available in [19].

. Set powers and pulsewidths of the 'H hard and water selective

90° pulses.

. Set powers and pulsewidths of the "N 90° hard pulses and

CPMG = pulses (see Note 3). To avoid damage to the probe,
CPMG pulses are applied at lower power with the 180° pulse-
width ranging from 80 to 90 ps. A REBURP = pulse can be
applied during the first INEPT period to suppress resonances
arising from lysine and arginine sidechains.

. If the sample is '*C enriched set the power for a ~400 ps

adiabatic pulse [20] with adequate bandwidth to invert both
the carbonyls and alpha carbons.

. Set the Tcpmg delay (see Note 4). Tepymg values usually lie

between 20 and 40 ms. Values above 40 ms are not chosen as
applying a large number of '*N refocusing pulses can damage
the probe.

. Set the number of scans in multiples of the phase cycle to

obtain good signal to noise. Typical values are 8 or 16 scans.

. Decide on the vepma values to use. vepmg Values that can be

n

used are T where # is an integer starting from 1 [19, 21].
vepmg values up to ~1000 Hz can be used with current probes.
Experiments are performed for ~15-20 vcpmg values ranging
from ———to 1000 Hz with two or three repeat values for error

. Tepme
estimation. Lower vcppmg values are sampled more closely.

. Record 'H-'®N correlation maps for each of the vcpmg values

and a reference plane without the T¢ppmg delay in an interleaved
manner. The usual experimental time varies from 12 to 24 h
(see Note 5).

Here, the amide proton is decoupled from the amide '°N nucleus
using 'H cw decoupling during the Teppmg delay [21]. This
experiment is particularly useful while performing CPMG experi-
ments in alignment media and is also significantly less prone to oft-
resonance artifacts. If the sample is '*C enriched, a single-carbon
pulse is used to refocus the '*C-'°N couplings during '°N
evolution.
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1. Set the 'H, '®N, and '3C carrier offsets as described in Sub-
heading 3.5, step 1. The 'H carrier is moved to 8.1 ppm in the
middle of the amide region when CW 'H decoupling is per-
formed. Values of delays are available in [21].

2. Set powers and pulsewidths of the 'H hard, water selective 90°
pulses and CW decoupling field. An EBURPI1 [21] pulse is
used to bring the water magnetization from the Z axis to the
transverse plane. The CW 'H decoupling is applied at 15 kHz
at 18.8 T [21, 22] and scaled according to the field strength.

3. Set powers and pulsewidths for the N pulses as in step 3 of
Subheading 3.5. Additionally set the power for '*N decoupling
during acquisition. At 18.8 T WALTZ-16 '°N decoupling is
performed with B; of 1.3 kHz [23]. This '°N decoupling field
should be scaled with magnetic field strength.

4. If the sample is '*C enriched use an adiabatic pulse for decou-
pling as described in Subheading 3.5, step 4.

5. Set the Tepasg delay as described in Subheading 3.5, step 5.
Tcpme values usually lie between 20 and 30 ms. Due to heating
effects of the "H CW field it is prudent to set Tcpmg <30 ms.

6. Measure the heating due to the "H CW field and compensate
for it by adjusting the VT setting. Alternatively se¢ Note 2.

7. Set the number of scans, choose the vcppg values and run the
experiment as described in steps 6, 7, and 8 of Subheading 3.5.

The amide 'H CPMG experiment is used to study dynamics at the
amide proton sites. A uniformly N labeled protein sample is used.
2H enrichment is desirable but not necessary. To suppress peaks
arising from ROE transfer the experiment is performed on 2H,N,
antiphase magnetization. If the sample is '*C enriched, a single-
carbon pulse is used to refocus the '*C-'*N couplings during >N
evolution. Details can be found in [24, 25].

1. Set the 'H, '®N, and '3C carrier offsets as described in Sub-
heading 3.5, step 1. The "H carrier is moved to 8.1 ppm in the
middle of the amide region during the CPMG period. Values of
delays are available in [24, 25]. The modifications described in
[25] have to be used if the procedure described here is to be
used.

2. Set powers and pulsewidths of the 'H hard, CPMG and water
selective 90° pulses. To avoid damaging the probe the 'H
CPMG pulse is applied at a lower power with a 180° pulse-
width of ~21 ps. A REBURP pulse is used to invert the amide
protons without perturbing the a protons in the middle of the
CPMG period. The length of the REBURP and the amide
carrier frequency need to be optimized to cover as many if
not all the amides. A square 180° pulse applied at the same
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power as the other CPMG pulses can be used if the sample is
labeled with ?H at the H* positions.

. Set powers and pulsewidths of the ®N pulses as described in

Subheading 3.6, step 3.

. If the sample is *3C enriched use an adiabatic pulse for decou-

pling as described in Subheading 3.5, step 4.

. Set the Tepmg delay and number of scans as described in

Subheading 3.5, steps 5 and 6. Tcpye values usually lie
between 20 and 30 ms.

. Decide on the vcpmg values to use and run the experiment as

described in steps 7 and 8 of Subheading 3.5. Unlike '*N
CPMG experiments vcpmg values up to 2000 Hz can be used
with current probes. Experiments are performed for ~15-25
vepmg values ranging from ——— to 2000 Hz with two or three

. Terme
repeat values for error estimation.

The carbonyl CPMG experiment is performed using a uniformly
15N/!3C enriched sample.

1. Place the *H carrier on the water resonance, the '*C carrier at

176 ppm in the middle of the carbonyl region, and the *N
carrier at 119 ppm in the middle of the amide region. Values of
delays are available in [26].

. Set powers and pulsewidths of the 'H hard and water selective

90° pulses as described in step 2 of Subheading 3.5. Addition-
ally, here WALTZ-16 decoupling is carried out and is per-
formed at 6 kHZ at 18.8 T.

. Set powers and pulsewidths of the '*N 90° hard pulses as in

step 3 of Subheading 3.5 and power for the '°N decoupling
sequence as in step 3 of Subheading 3.6.

. Square "*C 90° pulses are applied at a field strength (given in

Hz) of A_iQs where AQ is 118 ppm x dfrq where dfrq is the
carbon frequency in MHz. The square *C 180° pulse is
applied at the highest possible power leading to a pulsewidth
of ~25 ps (20 kHz) for the 180° pulse. The SEDUCE-1
sequence [13] s used to decouple the **Ca from '*CO during
the t; *CO chemical shift evolution period. The SEDUCE-1
pulses are cosine modulated at a frequency of 118 ppm with a
maximum B; of 3.14 kHz at 11.7 T. The length of the
SEDUCE-1 90° pulse is ~335 ps at 11.7 T and is scaled
according to the field strength. Note that due to the cosine
modulation decoupling is applied at four times the power.
During acquisition the "HN-'*CO J coupling is decoupled
using the WURST-2 decoupling sequence with a bandwidth
of 12 ppm [20]. A maximum B; of 0.6 kHz is required at 18.85
T and should be scaled with field strength. A shaped pulse [26]
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related to the REBURP pulse is used during the *C CPMG
period. The length of this 180° pulse is 380 ps at 18.85 T and
should be scaled according to the magnetic field strength. This
pulse is calibrated in a manner similar to the REBURP.

5. Set the Tepmg delay and number of scans according to steps 5
and 6 of Subheading 3.5. Tcpmg values usually lie between 20
and 30 ms.

6. Decide on the vepmg values to use as described in step 7 of
Subheading 3.5 keeping in mind that although vcpmg values
up to 1000 Hz can be used with current probes, at lower
magnetic field strengths the length of the shaped '*C CPMG
pulse places an upper limit on the highest vcppmg value that can
be used. Experiments are performed for ~15 vcpyg values.

The "Ha chemical shift provides useful structural information and
is extremely useful for the structure determination of the minor
state. However, the Ha nucleus is scalar coupled to amide protons
(HN) and HP nuclei. The scalar coupling to the amide protons can
be eliminated by dissolving the sample in D,O, so that the amide
proton is replaced by a ?H nucleus. However, there is no straight-
forward way to produce protein molecules that are Ha labeled
while being ~100% *H enriched at the Hp position. By overexpres-
sing the protein in E. colz grown in 50% D>O minimal media with
2H/'3C glucose as the sole carbon source, the HP is 50-88%
deuterated reducing the effect of 3]HaHB coupling. The 'Ha
CPMG experiments consist of a ] refocusing element in the middle
of the CPMG period [27]. Neglecting relaxation, this J refocusing
element uses the Jcum coupling to refocus the effects of the
3]HmHﬁ coupling to first order. In this experiment dispersion profiles
are obtained by analyzing the 'H-'3Ca correlation maps.

1. Place the "H RF carrier on the water resonance, the '*C carrier
at 58 ppm in the Ca region, and the '°N carrier at 119 ppm in
the amide region. Values of delays are available in [27].

2. Set powers and pulsewidths of the 'H hard and CPMG pulses.
CPMG pulses are applied at a lower power as described in
Subheading 3.7, step 2.

3. Set the power and pulsewidth for the *N hard pulse if the
sample is '°N enriched. As there is no water in the sample the
5N pulsewidth and power have to be set to the last values
calibrated on the same sample.

4. Set the power and pulsewidth for the '*C hard pulse and
decoupling sequences. During acquisition '*C decoupling is
performed using a 2.5 kHz WALTZ-16 decoupling scheme at
18.8 T. The decoupling power has to be scaled with field
strength. Carbonyl and "*Cp are decoupled from '*Ca during
t; evolution. '*CO decoupling is performed using a
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3.10 'Ca CPMG
Experiment

CAWURST-8 scheme [28, 29] with 10 ppm bandwidth cen-
tered at 175 ppm and applied with a maximum field strength of
0.4 kHz at 18.8 T. '*Cp decoupling is performed using (1) A
CAWURST-8 scheme with a 30 ppm bandwidth swept from 15
to 45 ppm centered at 30 ppm with a maximum B; of 0.5 kHz
at 18.8 T and (2) A second CAWURST-8 scheme with a
30 ppm bandwidth swept from 101 to 71 ppm centered at
86 ppm with a maximum B; of 0.5 kHz at 18.8 T. The second
field eliminates decoupling artifacts. During the ] refocusing
element CP decoupling is performed using a WURST-2 scheme
[30] centered at 27.5 ppm with a 25 ppm bandwidth and a
maximum B; of 1.22 kHz at 18.8 T.

5. Set the Tcpuy delay (see Note 4). Tepay values can be quite
low due to the short Ha 75 values and usually lie between 15
and 30 ms.

6. Set the number of scans in multiples of the phase cycle to
obtain good signal to noise. The sensitivity of these experi-
ments is low due to 50% 'H labeling at the a position and
because the experiments are not carried out in a sensitivity-
enhanced manner. Hence, a significantly larger number of
scans is required with typical values ranging from 24 to 48
scans.

7. Decide on the vepmg values to use. vepmg values that can be
used are T%” - where n is an integer starting from 1. vcpma
values up to 1000 Hz can be used. Expcrlmcnts are performed
for ~10-15 vcpme values ranging from - —to 1000 Hz with
two or three repeat values for error cstlmatlon Lower vepma
values are sampled more closely.

8. Record "H-'3C correlation maps for each of the vcpmg values
and a reference plane without the Tepmg delay in an interleaved
manner. The usual experimental time varies from 24 to 48 h
(see Note 5).

The **Ca chemical shift provides very valuable structural informa-
tion. As the Ca chemical shifts are not well separated from the Cf
chemical shifts, a sample that is '*C enriched at only the Ca sites is
used. In this experiment, dispersion profiles are obtained by analyz-
ing the "H-'*Ca correlation maps.

1. Place the "H RF carrier on the water resonance, the '3C carrier
at 55 ppm in the Ca region, and the '°N carrier at 119 ppm
in the middle of the amide region. Values of delays are available
in[11].

2. Set powers and pulsewidths of the 'H hard pulses. The '"H CW
decoupling field during the CPMG period is applied at a B;
field strength of ~14.5 kHz. Purge trim CW pulses to dephase
water are applied at 16 kHz. Proton to carbon and carbon to
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proton transfers are carried out using DIPSI-2 sequences with
'H and '*C fields of 8 kHz at 18.8 T. "H decoupling during
13C t, evolution is performed using a 5 kHz (18.8 T) WALTZ-
16 sequence.

3. Set the power and pulsewidth for the >N hard pulse.

4. Set power and pulsewidth for the '*C hard pulse and CPMG
pulses. The CPMG pulses are applied at lower field strength
with a 180° pulsewidth of ~31 ps. '*C decoupling during
acquisitions is performed using a 2.5 kHz (18.8 T) WALTZ-
16 sequence. The decoupling field strength is scaled with the
spectrometer frequency. Proton to carbon and carbon to pro-
ton transfers are carried out using the DIPSI-2 sequence [31]
with proton and carbon fields of 8 kHz at 18.8 T. The decou-
pling field strength is scaled with magnetic field strength.

5. Set the Tcpmg delay (see Note 4). Tepmg values can be quite
low due to the short Ca T, values and usually lie between 15
and 30 ms. Further due to heating effects of the '"H CW field it
is prudent to set Tcpmg <30 ms.

6. Measure the heating due to the "H CW field and compensate
for it by reducing the VT setting. Alternatively se¢ Note 2.

7. Set the number of scans in multiples of the phase cycle to
obtain good S/N ratio. Due to the method of sample produc-
tion the '*Ca enrichment is at most 50%. Further the experi-
ment is not carried out in a sensitivity-enhanced manner.
Hence, a significantly larger number of scans are required
with typical values ranging between 16 and 48 scans.

8. Decide on the vcppg values as described in step 7 of Subhead-
ing 3.5. Note that although vcpmg values up to 1500 Hz can
be used with current probes values up to 1000 Hz are
preferred.

9. Run the experiment as described in step 8 of Subheading 3.9.

In addition to "H and '®N single quantum transitions one can also
excite zero quantum (ZQ) and double quantum (DQ) transitions
in the coupled amide "H/'*N spin system. Relaxation dispersion
curves for the ZQ and DQ transitions can also be recorded using
CPMG experiments [32]. During ZQ,/DQ CPMG experiments,
7Q/DQ coherence is generated and refocusing pulses are applied
simultaneously on both the 15N and 'H nuclei during the Tcpma
period. In the case of exchange the change in the frequency of the
ZQ transition between the minor and major states in ppm units is
|Awn — Awy| while the change in the frequency of the DQ transi-
tion is |Awy + Awy|. Hence if [Awy| > 0 and |Awy| > 0 then
either the ZQ or the DQ transitions will give larger dispersions
than the SQ experiments making them more sensitive to the under-
lying exchange process in CPMG experiments. Additionally, ZQ/
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3.12 Extracting
Relaxation Dispersion
Gurves from the Data

DQ CPMG experiments also provide information about the rela-
tive signs of Awy and Awy. If the size of the DQ dispersion is larger
than the ZQ dispersion, then Amy and Awmy have the same sign and
the opposite is true when Awy and Awy have opposite signs.
Relaxation dispersion curves are obtained by analyzing 'H-'*N
correlation maps and the experiment is performed with N /2H
enriched proteins dissolved in 90%H,0/10%D,O to back
exchange the amide protons.

1. Set the "H and '*N carrier frequencies as described in step 1 of
Subheading 3.5. Values of delays are available in [32].

2. Set powers and pulsewidths of the "H hard, CPMG pulses and
water selective pulses as described in step 2 of Subheading 3.7.
A water selective EPURPI pulse is used to bring the water
magnetization from the Z axis to the transverse plane.

3. Set powers and pulsewidths of '°N hard and CPMG pulses as
described in step 3 of Subheading 3.5. Here also magnetiza-
tion is transferred to the TROSY component of 'H magnetiza-
tion at the end of the pulse sequence and data are acquired
without *N decoupling.

4. Set the Tepmg delay as in step 5 of Subheading 3.5 and check
the S/N in both the ZQ and DQ experiments. It is best to use
the same 7¢ppg delay for both.

5. Set the number of scans in multiples of the phase cycle to
obtain good signal to noise. Typical values are 16 or 24 scans.

6. Decide on the vepmg values to use as described in step 7 of

Subheading 3.5. vcpmg values that can be used are #ﬁu where
nis an integer starting from 1. vcppg values up to 1000 Hz can

be used with current probes.

7. Record "H-'°N correlation maps for each of the vcpm values
and a reference plane without the T¢ppg delay for both the ZQ
and DQ components in an interleaved manner. The usual
experimental time varies from 24 to 48 h (see Note 5).

The NMR data are typically processed using standard programs like
NMRPipe [33] and visualized using programs like SPARKY [34].
Peaks intensities in the different 2D planes can be extracted using
programs like FUDA [35], PINT [36], and MUNIN [37]. In all
three of these programs one can impose that only the peak intensity
varies from plane to plane, while the line shape and peak position
remain the same in all the planes reducing the number of fitting
parameters and improving the precision of the extracted intensities.
The programs are also capable of dealing with partially overlapped
peaks. The quality of fits can be gauged in FUDA and PINT by
visualizing the spectra along with the fitted peaks to decide if the fit
is reliable. Once the peaks have been fit to the spectra the dispersion
data can be calculated from the intensities. Errors in the Rj



3.13 Analyzing
Relaxation Dispersion
Curves

3.14 Atomic
Resolution Structure
of the Minor State

CPMG Experiments to Study Protein Dynamics 237

values are estimated on the basis of repeat measurements. Generally,
a minimum error between 0.3 and 0.5 s~ ! is assumed to account for
various systematic errors.

Initially, amide "N /'H dispersion data are recorded and analyzed.
Quite often complete kinetic studies can be performed with only
amide "N /'H dispersion data [38]. In the first step larger disper-
sions where the change in the R, s greater than 5 or 10 s Lare
analyzed. A two-state exchange model is fit to the dispersion data
collected at two different field strengths in a site-specific manner.
The programs CATIA [39] and CHEMEX [40] perform the fits by
numerically propagating the Bloch-McConnell equations [41].
From the quality of the fits and the site-specific distribution of the
exchange rate k., and the minor state population p, one can use
various statistical tools to judge if there is a single global two-state
process or there are multiple processes. If there is a single global
process then similar %, and p, values will be obtained from almost
all the site-specific fits [42] and one can proceed to fit a single
process to all the data. If the site-specific &, and p, values differ
from site to site one can consider fitting a global three-state model
[43] or look to see if the k., and py, values cluster and that residues
close on the structure have similar 4., and p, in which case one can
fit multiple two-state models to sets of residues [44]. If the
exchange parameters are not ideal for a CPMG investigation, one
can either change the sample conditions like temperature or use
other NMR experiments like CEST to study slower processes [45,
46] or R, experiments to study faster process [47]. If k. is fast and
po 1s poorly defined one can use the shifts in peak positions between
HSQC and HMQC spectra to define py, [25]. After the experimen-
tal conditions have been established using °N/'H data, other
13C/'H CPMG experiments can be performed. Analysis of the
relaxation dispersion data provides only the absolute value of the
change in chemical shift between the ground and excited states.
The sign information can be obtained comparing peak positions in
HSQC spectra recorded at different fields or between HSQC and
HMQC spectra recorded at the same field [48]. Ry, experiments
can also provide sign information [49]. Once the sign information
is available the chemical shifts of the minor state resonances can be
calculated and the spectrum of the minor state can be
reconstructed.

By comparing the minor state chemical shifts with the unfolded
state chemical shifts [50] parts of the molecule that are unfolded in
the minor state can be identified [51]. In fact, identification of local
or complete unfolding can be done with reasonable confidence
using just "H/'*N data. A preliminary analysis of the minor state
backbone chemical shifts using programs like TALOS [52, 53] can
provide information about changes in secondary structure between
the major and minor states [ 54—57]. In favorable cases it is possible
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to obtain the three-dimensional structures of proteins from just
chemical shifts [58, 59] and the structure of a minor state of a
protein has been obtained by using this strategy [55]. Using the
minor state secondary or three-dimensional structural information
mutants can be designed to shift the population toward the minor
state conformation and test if the CPMG-derived parameters are
meaningful [55]. The quality of structures can significantly be
improved by using residual dipolar couplings (RDCs) and residual
chemical shift anisotropy shifts (RCSAs) [60, 61]. Minor state
RDCs and RCSA shifts can be obtained by performing CPMG
experiments in the presence of alignment media [19, 62, 63] and
these restraints can also be used to obtain structures of the minor
state [54, 56, 57]. Here, we have described CPMG experiments to
study the dynamics at protein backbone sites. CPMG experiments
have also been developed to study dynamics at side-chain sites [8,
64, 65] and provide information regarding the conformation of the
sidechains in the minor state [66, 67].

4 Notes

1. Using a thermocouple is more convenient as it does not require
shimming and recording spectra to calculate the temperature as
in the case of the standard sample.

2. Alternatively, some newer NMR spectrometers are equipped
with a so-called NMR thermometer [68, 69], which measures
the temperature inside the NMR sample 