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Preface

Environmental Modeling and Health Risk Analysis
(ACTS/RISK)

The purpose of this book is to provide the reader with an integrated perspective on
several fields. First, it discusses the fields of environmental modeling in general and
multimedia (the term “multimedia” is used throughout the text to indicate that
environmental transformation and transport processes are discussed in association
with three environmental media: air, groundwater and surface water pathways)
environmental transformation and transport processes in particular; it also provides
a detailed description of numerous mechanistic models that are used in these fields.
Second, this book presents a review of the topics of exposure and health risk
analysis. The Analytical Contaminant Transport Analysis System (ACTS) and
Health RISK Analysis (RISK) software tools are an integral part of the book and
provide computational platforms for all the models discussed herein. The most
recent versions of these two software tools can be downloaded from the publisher’s
web site. The author recommends registering the software on the web download
page so that users can receive updates about newer versions of the software.

This book is intended to support instruction in environmental quality modeling
in surface water, air and groundwater pathways that are linked to exposure and
health risk analysis. The book is based on the author’s many years of experience in
field applications as well as in classroom teaching on these topics. As such, it should
serve as a valuable tool and reference for practicing professionals as well as for
graduate and undergraduate students. It is currently used as a textbook in the School
of Civil and Environmental Engineering at the Georgia Institute of Technology in a
senior-level undergraduate class that frequently includes graduate students.

Studies on environmental quality modeling can be traced back to G.I. Taylor’s
seminal work on diffusion processes in 1921. Since then, the scientific field of the
analysis of advection, diffusion and dispersion processes has experienced con-
siderable progress with the introduction of many innovative concepts, principles
and applications. Now, in what may be identified as the field of air and water
quality modeling, there are numerous models which make use of these principles in
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providing solutions to complex problems. There are a number of excellent textbooks
which are available on air, groundwater and surface water quality modeling, and they
are cited throughout the book. However, this book differs from others in that its first
purpose is to provide an integrated view of basic principles of environmental quality
modeling in these seemingly different media, as well as a comprehensive review of
the analytical models that are available in these fields. The reader will recognize that
the basic principles and modeling tools described in each chapter for air, groundwater
and surface water pathways are very similar, at least in mathematical form. This is
because both air and water are fluids, so the transport and transformation processes in
each medium are governed by similar processes that mathematically follow the same
principles. The author hopes that practicing professionals and students who are
interested in these topics will find this integrated approach useful.

During the past decade, exposure and health risk analysis has also become an
important and inseparable part of environmental assessment. This is primarily
because we, as scientists and engineers, are no longer only interested in environ-
mental characterization, remediation and management, but we are also interested in
health effects or ecosystem hazards associated with pollutants which are present in
the environment or released into the environment. Similarly, numerous models for
exposure and health risk analysis have been developed in the literature as well, and
it is the second purpose of this book to provide an integrated view of these topics
and link them to environmental transformation and transport models.

The models discussed in this book have been coded for easy access and use in
ACTS and RISK. These two software tools have been developed as WINDOWS™
based applications to provide professionals in environmental engineering and
environmental health with a compact resource for the analytical methods discussed
in this text. These models can be used to evaluate the transport and transformation
of contaminants in multimedia environments (air, surface water, soil and ground-
water) as well as to perform exposure and health risk analysis. The multimedia
transport and transformation models included in this software and reviewed in this
book are state-of-the-art analytic tools that can be used in the analysis of steady
state and time dependent contaminant transformation and transport processes. For
the analysis of cases that may involve uncertainty in input parameters, Monte Carlo
methods have been developed and are dynamically linked with all pathway models
included in the ACTS and RISK software. In the Monte Carlo analysis mode, all or
a selected subset of input parameters of a particular model may be characterized in
terms of statistical distributions provided in the software, allowing statistical dis-
tributions of contaminant concentrations or exposure risk to be evaluated at a
particular exposure point at a particular point in time.

Currently, the total number of environmental transformation and transport and
exposure models that are included in the ACTS and RISK software exceeds 300
(when all subcategory models for each pathway are considered). These models may
be used to evaluate and understand how chemical and pathway specific properties
of the media impact the transformation and transport and the overall exposure and
health risk assessment processes. In addition to serving as a documentation of the
technical background of the models used in the ACTS and RISK software, the book
also serves as the reference document for these software tools.
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Chapter 1
Introduction

It is no longer a question of just staying healthy.
It's also a question of avoiding exposure.

We begin with the premise that “all environmental issues will sooner or later lead
to environmental health concerns.” Given this premise, one may immediately
recognize that the analysis and solution of complex problems in the environmental
health field require the involvement of multidisciplinary teams and a multitude of
methods. An important characteristic of these multidisciplinary teams and methods
is that they originate from diverse scientific backgrounds and scientific fields which
may initially seem to be disconnected. These fields include engineering, medicine,
health sciences, biology, chemistry, toxicology, epidemiology, mathematics and
physics. Most commonly, these research and implementation teams are composed
of scientists and engineers who may specialize in more than one of these fields.
Similarly, the solutions to the problems we face in the environmental health field
require knowledge or expertise in more than one of these fields. This makes the
environmental health field all the more interesting and challenging, albeit more
complex. If we search for a simplified umbrella for this emerging scientific field, we
can state that the environmental health sciences exists at the interfaces of two
scientific fields: the interfaces of the environmental sciences and the epidemiology
and toxicology fields of health sciences.

In order to provide some historical perspective we will start with a review of
the evolution of environmental management paradigms that have been used in this
field (Aral 2009). Over several decades environmental scientists, economists, phy-
sicists, social scientists, health scientists and public health officials have worked
on critical issues in environmental health management in order to find a feasible
medium between limited resources, long-term demands, environmental impacts,
health effects and conflicting interest groups. During the last several decades, our
focus has shifted from one extreme to another in our search for a solution to this
multidimensional problem. Decades ago, the management models we implemented
first passed through a period which may be labeled as the Frontier Economics period.

M.M. Aral, Environmental Modeling and Health Risk Analysis (ACTS/RISK), 1
DOI 10.1007/978-90-481-8608-2_1, © Springer Science+Business Media B.V. 2010
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During this stage, little attention was paid to the environment or the environmental
impact of human activities. It was assumed that the environment would yield
abundant resources and supplies, and scientists and engineers concentrated on
developing those resources without regard to adverse environmental outcomes.
The training, education and development of individuals in related sciences concen-
trated on resource-based activities, and significant advances were made in the area of
resource identification, utilization and exploitation.

After realizing the environmental destruction caused by this approach, the
pendulum swung to the other extreme and we entered a period, that may be
identified as Radical Environmentalism. The associated management philosophy
assumed that environmental resources are limited and should be protected without
any regard to economic and other considerations. During this phase, scientific
studies concentrated on the development of narrowly based natural sciences,
and significant scientific advances were made in fundamental topics of compart-
mentalized basic sciences. In training and education the emphasis was placed on
environmental preservation and naturalism.

When the economic burden of the Radical Environmentalism period was
realized, environmental policies shifted again to a period that may be identified
as the Resource Management or Resource Allocation period. This paradigm con-
sidered the environment to be a subset of economics, in realization of the fact that,
we should consider the environment and environmental issues while developing our
economic resources. The development of the concepts of environmental mitigation
and assessment, and the “those who pollute will pay”” mentality belongs to this stage
of environmental management. Regulatory environmental laws in the U.S. such as
the Resource Conservation and Recovery Act (RECRA), the Comprehensive
Environmental Response, the Compensation and Liability Act (CERCLA) and
the Superfund Amendments and Reauthorization Act (SARA) are the outcome of
this period’s policies. In this period, the multidisciplinary scientific specializations
that evolved were a significant improvement over the traditional partitioning of
sciences. Multidisciplinary programs and an emphasis on multidisciplinary training
and education also resulted from the policies of this environmental management
strategy.

During the Resource Management era the environment still suffered because the
controls imposed on the environment were materialistic, not naturalistic. This style
of environmental management did not fit well with environmentalists, and thus
came the era of Selective Environmentalism. This environmental management style
considers economic issues as a subset of environmental issues. With this phase we
entered the era of environmental preservation and planning, and the development of
environmentally-friendly technologies and products followed. Scientific develop-
ments concentrated on multidisciplinary specializations within traditional natural
and basic sciences.

In the environmental management models described above, only two variables of
concern were emphasized, i.e. the economy and the environment. In selecting a
specific strategy one aspect was always given priority over the other. At this point, it
became clear to scientists and also more importantly to the general public that
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neither of these models were considering harmonious ways of combining these two
variables. A review and combination of the better parts of the earlier management
philosophies revealed the concept of Sustainable Environmental Management as the
resolution of the conflict between these two variables. The basic philosophy behind
this approach was outlined in the Brundtland World Commission on Environment
and Development report (Colby 1990). In this approach the environment and
economics are considered to be parts of a mutually supporting ecosystem. Long-
term issues and long-term solutions became a key consideration for this model.

In this evolution, it is not very difficult to anticipate the next step if one asks the
right questions. The proper questions to ask may be: “Can there be a global or
uniform environmental policy and a management model?” “Based on their char-
acteristics, should different issues, different regions and different applications have
unique environmental management strategies?”’; and “Are we really worried about
proper environmental management strategies for the sake of the environment and
economics, or are there other reasons?” It seems that there is a more important
reason behind this evolution that led us to the concept of sustainable environmental
management. We now realize that one of the main purposes of our search for a
proper environmental management model is the protection of populations from
adverse environmental stressors which may lead to detrimental health effects.
These effects, which are an outcome of the selected environmental management
strategy, may be economic or environmental in nature, or directly related to health
effects. When we include the concept of “health effects” in the overall picture and
emphasize and recognize its importance, the policies, principles and methods we
work with will change considerably. In the earlier management models that were
discussed above the “health effects” issue was not forgotten, but it was not
emphasized as the primary policy issue. In the earlier management models health
effects appeared mostly as a concept, as an issue to worry about, measure, document
and possibly correct. Again, in the environmental management models summarized
above, the emphasis on health effects appears to be more pronounced when the
management model emphasizes environmental concerns rather than economic ones.
When we realize the importance and the depth of the “health effects” concept, we will
quickly abandon the philosophy of the Sustainable Environmental Management,
mainly because it still reflects a two-dimensional perspective of a three-dimensional
problem (Aral 2005).

Now we should expand the preliminary premise that is stated at the beginning of
this chapter. The premise that considers a multitude of present-day environmental
issues can be restated as: All human interventions to natural environments, our
demand for built environments and natural or forced disasters will sooner or later be
associated with health issues.

Based on this premise, it is clear that all environmental intrusion will have
health effect implications imbedded in them. This is apparent and repeatedly
acknowledged in most current studies on environmental management. Accordingly,
the next stage of environmental management model we work with may be identified
as Environmental Management for Sustainable Populations. Here the term environ-
ment implies built and/or natural environments. In this management model, the goal



4 1 Introduction

will be the long-term harmonious management of economic resources and environ-
mental preservation, for the health, safety and prosperity of sustainable populations.
Policy decisions that will be made in this phase will now explicitly include a very
complex element, i.e. the dynamic and also very delicate “population” or “human”
element. When populations are explicitly included in the overall management
framework, social policy, ethics and health issues assume a very important role in
the management strategy. It can be anticipated that in order to identify and resolve
the problems of this management style, scientists from the fields of social sciences,
public policy, health sciences, basic sciences, and also engineering need to work
more closely together than they have in the past. To establish this working environ-
ment more barriers need to be broken, new rules need to be established, and more
importantly, a common language has to be introduced. Technological, scientific and
holistic advances made in each field need to be translated into this common
language and put to use for the ultimate goal of maintaining sustainable popula-
tions. In this approach economic incentives and environmental constraints have to
be considered harmoniously, with the main emphasis placed on the protection and
preservation of human health and sustainability of populations.

As expected, this management model will require the collaboration of various
disciplines in the overall framework. When scientists from diverse backgrounds
are involved in an applied or theoretical problem, the first issue that needs to be
addressed is the difference in technical language used by the team members and
the implied meaning and importance of the terms, as well as the expectations for
the input data requirements of a specific problem and the expectations for the
outcome of the individual and team effort. For these issues to be resolved in a
harmonious way, members of the team should spend considerable effort on learning
the terminology and expectations for each other’s scientific fields and the limita-
tions or boundaries of knowledge that a team member may bring to the group. In the
following chapters of this book our goal is to define this common language, and
provide an understanding of data requirements and the uncertainty in input data as
well as in outcomes. We strive to do this as much as possible from an environmental
modeling perspective, without creating a new language or principles of our own.

In this book, the discussion of this topic starts with a discussion of environmental
transformation and transport concepts. Toxic perturbations introduced by humans
on the present-day earth have raised fundamental questions about our under-
standing of various processes in environmental, geochemical and biological cycles,
and in the transformation of the toxic substances in multimedia environments. More
and more, scientists are recognizing that the environment must be considered as a
whole, and scientific and regulatory approaches alike must take into account the
complex interactions between multimedia and inter-media pathways to understand
the propagation of these toxic perturbations in the environment. These observations
have imposed new demands on environmental and health scientists for under-
standing the interactions between these cycles and their effect on the environment
and ultimately on human health.

We must also distinguish the difference between the two synonymous terms that
are used routinely in this field, namely contamination and pollution. These two
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terms appear frequently in the technical literature and also in the common language
but may be used in different contexts when transformation and transport processes
are considered as opposed to environmental health concerns. Contamination is
commonly associated with the presence of an alien substance in the environment.
The adverse effects of this alien substance are not implied. Pollution is commonly
associated with adverse ecological or health effects. Contamination that is present
in the environment at low concentrations and thus does not cause adverse envi-
ronmental or health effects, should not be confused with pollution. This definition
conforms to the observation that there are naturally occurring contaminants in the
environment and most of them do not cause health hazards at low concentration
levels. It is when these contaminant levels exceed a certain threshold and cause
health effects that they are classified as environmental pollution. That is the case
with arsenic, which exists in most soils around the world as a contaminant.
However, the contaminant levels of arsenic observed in the delta of Bangladesh
elevates it to a pollution level with significant health effects outcome (Meharg
2005).

Contaminants released into the environment are distributed among environmen-
tal media such as air, water, soil and vegetation as a result of complex physical,
chemical and biological processes. Thus, environmental pollution by contaminants
is a multimedia and multi-pathway migration problem, and environmental assess-
ment, exposure risk assessment and the design of appropriate environmental reme-
diation and exposure evaluation methods require that we carefully consider the
transport, transformation, and accumulation of pollutants in the environment as a
whole. Methods proposed to evaluate environmental or exposure characterization
in this envirosphere must consider all pathways and the interactions between these
pathways. In the scientific literature, the multimedia approach to environmental and
exposure analysis is identified as Total Environmental Characterization (TEC) or
Total Exposure Analysis (TEA) (Fig. 1.1). Applied or theoretical research activities

EXPOSURE
OINT

Fig. 1.1 Multimedia environmental exposure pathways
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within this field are closely linked with research activities in the subsurface, surface
and atmospheric sciences and in the toxicology, epidemiology and health fields.
Given this complex picture, the analysis of these problems should follow a complex
systems approach. That is, events should not be examined in isolation but should
use an integrated multidisciplinary approach instead.

In health effects studies, the environment we are concerned with can be divided
into the ambient and inner environments. The ambient environment is the environ-
ment where a human body resides or functions while the inner environment is the
vital organs of the human body (Moeller 1997). The interaction between the two
environments occurs primarily through three contact surfaces: the skin; the gastro-
intestinal tract (GI); and, the membrane lining of the lungs. Thus, as environmental
health scientists, we are primarily concerned with dermal, ingestion and inhalation
exposure pathways to environmental contaminants. The skin protects the human
body from exposure to contaminants through contact. The gastrointestinal tract
protects the body from ingested contaminants. The lungs protect the body from
inhaled contaminants. In a human body, there are also secondary protection organs
such as the kidneys and liver which filter and extract contaminants absorbed into the
body. There are also secondary extraction mechanisms such as vomiting, coughing
and diarrhea which discard the contaminants through mechanical reaction to the
presence of contaminants. The interaction of the inner and ambient environments is
a complex process which involves numerous uncertainties (Fig. 1.2). Moreover,

Ambient Environment

E
H
3
gl

Exposure Surface

Inner
Environment
HUMAN
BEING

Fig. 1.2 Environment and potential exposure routes
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we should also acknowledge that the ambient environment and the inner environ-
ment are in a constant state of change. The ambient environment changes due to
variability in source loadings as well as in the effect of transformation, transport
and natural processes in the environment. The inner environment changes due to
aging or the effect of other physiologic changes during our lifespan. These add to the
complexity of exposure analysis and health risk assessment methodologies.

Starting with the ambient environment, the presence of contaminants in air,
groundwater and surface water pathways has raised significant public concern
associated with risk to human health and ecological destruction. In response to
these concerns and for purposes of environmental conservation, regulatory agencies
and researchers have been actively involved in developing exposure and risk
assessment methods that rely on environmental pathway analysis to quantify poten-
tial health and ecosystem hazards associated with environmental contaminants.

The purpose of human exposure and risk assessment studies is to identify and
quantify past, present and potential future exposures to toxicants that may cause
health effects, and qualitatively and quantitatively describe the risk associated with
such exposure. Human exposure and risk assessment studies primarily include the
following steps:

i. Identification and evaluation of sources of toxicants (type, amount, dura-
tion and geographic location of release);
ii. Determination of concentration levels of toxicants in the environment (air,
water, soil, plants animals and food);
iii. Identification of pathways and routes of exposure;
iv. Identification of point of contact of concentrations;
v. Determination of intensity, duration and frequency of exposure;
vi. Determination of dose resulting from exposure;
vii. Determination of health effects of exposure—dose;
viii. Estimation of number of persons exposed; and,
ix. Identification of high-risk groups (groups that are highly exposed or that
are more susceptible to adverse effects).

Thus, to prevent adverse effects of environmental pollution on humans it is
important to know the following: the environmental migration and transformation
of source concentrations; the exposure levels; the health effects of contaminants;
and the exposed populations and population subgroups that may be at a higher
risk for adverse health effects. Using this information, scientists and managers
may implement policies and measures to reduce toxicant exposure and risk to
exposure.

In exposure and risk assessment studies, activities and processes identified in
Fig. 1.3 constitute the main components of the overall study. In a risk evaluation
process, as indicated in Fig. 1.3, one must link contaminant levels at source
locations to risk of affecting human health at other locations. The sequences of
studies that are needed to ascertain this link are identified in the boxes at the center
of Fig. 1.3. First contaminant sources must be linked to exposure through multi-
pathway environmental transformation and transport models. Next, the duration
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and level of exposure must be determined. This leads to exposure risk, which can
finally be linked to risk of adverse health effects. The boxes to the left of the central
path identify the processes involved in moving from the previous step to the next,
such as transformation and transport processes that link contaminant source concen-
trations to environmental or point-of-contact exposure concentrations. The boxes to
the right of the central path give the mechanistic models that are used in the analysis
of the processes on the left. Thus contaminant source identification, multimedia
transformation and transport processes, human or ecological exposure to the con-
taminants along these pathways and the toxicological impact of the contaminants
represent a comprehensive sequence of studies that are required for the completion
of an environmental health risk assessment study.
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The release of contaminants into the environment may be accidental or
controlled based on our present-day understanding of acceptable environmental
discharges and associated hazard levels. We have to accept the fact that a zero
contaminant concentration release from industrial, municipal and domestic facil-
ities or other potential contaminant sources is not attainable in today’s society. This
is a fact we have to live with.

In most cases, contaminant source concentrations and the duration of contami-
nant release from these facilities or other contaminated sites can be estimated or
measured. If this data is not available, then historical contamination events at a site
and the reconstruction of the contamination history in the environment can be
attempted. This is a task for environmental engineers and in this process the tools
used are environmental models. The next step in a health risk assessment, environ-
mental assessment or ecological risk assessment study is the evaluation of potential
migration and transformation of these contaminants in multimedia environments
such as air, water and soil. The evaluation starts with the identification of the
entry flux of a toxic substance from its source to the environment. The subsequent
transport and diffusion fluxes must balance the source flux with adjustments made
for chemical and biological reactions and sinks, which are lumped under the term
“environmental transformation and transport processes.” Thus, the fundamental
principle of environmental assessment and management has its roots in the conser-
vation of mass principle. Clearly there is no point in formulating an assessment or
management strategy without considering the complete mass balance of contami-
nants in the envirosphere, which includes all potential pathways for the analysis
of migration of contaminants. The most important pathways to consider in this
continuum are the air, soil, groundwater and surface water pathways. Methods used
in the analysis of transformation and transport processes in these pathways consti-
tute the main theme of this book although animal and plant pathways are also an
important part of this analysis. As defined earlier, we will identify the multimedia
approach to environmental exposure characterization as Total Environmental Char-
acterization (TEC) and the analysis required to perform this characterization as
Total Exposure Analysis (TEA).

In order to address public concerns on long-term adverse effects of contaminants
released to the environment, or to conduct studies that consider environmental
remediation alternatives, scientists and engineers use transformation and transport
models, risk assessment models or other environmental management tools. These
tools are based on mathematical concepts. Based on this background information,
the purpose of this book is threefold: (i) to provide the reader with an overview of
the basic principles involved in environmental quality, exposure and risk analysis
modeling, and to familiarize the reader with the terminology and language of the
multidisciplinary fields involved in health risk assessment studies (see Appendices 1
and 2); (ii) to provide the reader with a concise summary of the most important and
commonly used mathematical models that are available in the literature on envi-
ronmental quality, exposure and risk analysis modeling; and, (iii) to provide the
reader with a user-friendly computational platform through which these models can
be accessed and used in site-specific applications (Anderson et al. 2007).
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Pollution sources in the environment are most commonly linked to the produc-
tion and handling of hazardous materials. The relative importance of various
categories of potential contamination sources is shown in Fig. 1.4a. As seen in
Fig. 1.4a, the most important contributors to environmental pollution are industrial
disposal and storage operations. The cost of cleanup of these contaminated sites is
very high as shown in Fig. 1.4b. Thus, similar to the idea behind preventative
medicine, it may be important to pay attention to source and pathway control
measures in environmental management as a first resort before contaminants are
introduced and extensive pollution of the environment occurs.

In the context of the involvement of various disciplines in environmental
management, we will start with a review of the functions and terminology used in
different fields that comprise environmental health. It is recommended that the
reader should supplement this review with the reading material referenced in each
section. In addition to the description of the subfields covered in each section, the

a
1 I % Sources |
Ladfils, tanks Manufacturing Recovery and Transport and Disposal Storage
other Recycling Treatment
b
180 -
160 -

| @ Cost ($ millions)|

Chemical Drum Landfill Waste Leaking Surface Plating Mining Wood Manufacturing
Manufacturing Recycling Qil Tanks Impoundment Treating

Fig. 1.4 (a) Distribution of contamination sources based on production and handling, (b) esti-
mated cost of clean-up operations
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acronyms and abbreviations used in these subfields are given in Appendix 1.
Definitions of important terms used in these subfields are provided in Appendix 2.
These two appendices will introduce the reader to the terminology used in the
broad environmental health field. It is important for the reader to familiarize
themselves with these definitions since they will be used extensively in the follow-
ing chapters.

1.1 Environmental Processes

Pollutants originating from various natural or manmade sources may reach the
human exposure point through a single or a combination of complex environmental
pathways. To determine exposure levels to these contaminants, the best approach
would be the measurement of ambient concentrations in the environment at the
exposure point. However, more often than not, this is not possible since most of the
time the outcome of exposure, which leads to health effects, is recognized long after
the exposure has occurred. In such cases, to determine exposure levels at contami-
nation sites, the other alternative would be the measurement of biologic markers of
dose to arrive at human contact level concentrations if such markers are available
for a specific pollutant. The biomarker approach does not give us information on
which pathways or sources may be the cause of exposure. However, for well
established pollutants such as “lead,” the concentrations of lead in the blood of an
exposed person would be a good indicator of the exposure level. Another alterna-
tive for obtaining this information would be the modeling of transformation and
transport processes in the environment to arrive at human contact point concentra-
tions of environmental contaminants.

There are a number of processes which affect the behavior and existence of
contaminants or natural substances in the environment. These processes, which
may be of chemical, biological or physical nature are commonly identified as
transformation and transport processes. It is important for the reader to have a
general understanding of these processes, both in terms of the physical, biological
and chemical processes involved and also the mathematical representation of these
processes, before a detailed discussion is attempted. Thus, the reader should first
familiarize themselves with various concepts used in the environmental transfor-
mation and transport modeling field. The list of processes and their definitions
given in Appendix 2 provides a concise summary of the environmental processes
that are discussed in this book. The mathematical treatment of these processes will
be given in more detail in the following chapters based on the terminology used in
each of the three pathways considered and emphasized in this book.

At different rates, the sum or a subset of the processes described in Appendix 2
will affect the transformation and transport of pollutants in the environment.
A schematic representation of these processes is illustrated in Fig. 1.5. In this
book we will focus on the mathematical definitions and the analytical solutions
of the mathematical models used in defining the transformation and transport
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Fig. 1.5 Transfer and transformation of pollutants in the environment

processes in air, surface water and groundwater pathways. The purpose is to
quantify the effect of these processes on the migration of contaminants in the
three pathways.

Environmental quality parameters are measured in mass or concentration units
such as milligrams, milligrams per liter and moles per liter (mg, mg L™, mol L™ ).
Thus, the key concept in defining environmental processes will be the mass balance
principle. Since mass balance is based on an accounting principle of the compo-
nents of a system, one first has to define a domain for the system in which the mass
will be balanced. This domain is identified as the “control volume” (CV). The size
of the control volume is problem-dependent but needs to be defined clearly so that
we know if an entity is inside or outside its boundaries. We treat the control volume
as a bulk volume and assign the properties of the variables we define in it as bulk
variables. Thus, the size of the CV should yield parameter values that will be
representative of the overall region that is under consideration. If the size of the
CV selected and thus the bulk parameter values assigned to the system within this
CV is not representative of the overall region of analysis the selection of a series
of smaller CV sizes will be needed to represent the parameters of the region.
A representative control volume can then be selected with the criteria that the
parameters that will be used in defining the process under study may be represented
in terms of average values of the parameter within the control volume without
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adversely affecting or misrepresenting the behavior of the process in question. The
averaging process for a property P can be given as shown in Eq. (1.1) (Fig. 1.6).
Here the property P is averaged over an appropriate control volume j2" such that
this property can be used in terms of its average value without adversely affecting
the outcome of the process. On the other hand, the volume 32" must be small enough
in comparison with the overall solution domain so that it can be treated as a point.
This volume thus defined is also identified as “Representative Elementary Volume”
(REV) in some literature (Bear 1972). Note that the symbol j~" is used for volume
in this book to distinguish the use of the symbol V which is used for velocity in later
chapters.

1
v
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v

Further insight into the selection of the appropriate size of the REV can be
provided if, for example, we identify the parameter in question as the porosity of the
soil. Porosity of soil medium is identified as the ratio of the volume of voids in a
REV to the bulk volume of the REV. In Fig. 1.6 the granular skeleton of the soil is
represented with solid blocks, while the space between the solid grains indicates the
volume of voids. In Fig. 1.6, possible choices for the REV are indicated by the
choice of circles with increasing radius. If one chooses the smallest circle the REV
will be composed of the void region only and the porosity of the medium will be
calculated as one. If this smallest circle falls on the solid granular region, then the
REV will be composed of the solid region and the porosity will be calculated as
zero. Obviously both of these estimates are not a good representative of the porosity
of the soil media under study. In order to represent the porosity of this soil
appropriately, the REV size must be increased. Similar to this lower limit definition,
an upper limit to the size of the REV also exists if one considers non-homogeneous

v P
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Fig. 1.6 Control volume size
for property P REV
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soil layers where soils of different porosities are involved. In that case the size of the
REV should not exceed the size of the homogeneous porosity region of the soil.
Otherwise the averaging process will include properties of different soils which
may not be desired. There are significant uncertainties associated with the definition
and the size of REV. At one level, the REV may not exist; at another level, even if it
exists, it may be very difficult to determine its size. For those cases statistical theory
has also been used in the literature to define this volume where the REV is treated as
a random function and the REV is replaced by a volume with a certain scale of
analysis (Dagan 1986).

To study flow field of fluids in a continuum followed by transformation and
transport analysis, one must also define the “scale” of the problem of interest. As
shown in Fig. 1.7, again using the soil medium analogy, the appropriate scales of
analysis may range from molecular scale, to micro scale (pore space), to macro
scale (the soil medium) and finally to mega scale (the aquifer medium). The scales
indicated in Fig. 1.7 are all appropriate scales of analysis given the type of analysis
of interest. In the field of chemistry and physics molecular scales may be more
appropriate. Whereas, in environmental applications macro or mega scales will be
more appropriate. Suggested ranges of scales in this process may be given as: (i) the
laboratory scale (10_1 ~ 10° m — molecular and micro scale); (ii) the local scale
(10l ~ 10? m — micro and macro scale); and, (iii) the regional scale ( 10° ~10°m —
mega scale). Variability of parameter values is also associated with the scale of the
analysis selected. The expected parameter variability is indicated in the lower part
of Fig. 1.7.

Parameters used in subsurface analysis, such as porosity, intrinsic permeability
etc. are relatively well defined. For these parameters scale issues may arise when
the field representation of them is necessary to solve a problem in a non-homoge-
neous domain. Other parameters such as longitudinal and transverse hydrodynamic
diffusion coefficients, decay of organic matter and other chemicals, heat transfer to
atmosphere through water surface, erosion and deposition of sediments in natural
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environments have been studied by many researchers, with significant variations
in the appropriate mathematical description of the phenomena involved. Keeping
these variations in mind, the complexity of the mathematical model adopted in a
study should be associated with the availability of data and the simplifications that
can be introduced to the physical system without introducing significant errors in
representing the system. This simplification is also associated with the selection of
the appropriate scale for the model. For a mathematical model to properly represent
the system modeled, the selection of the scale and the mathematical model com-
plexity issues may render the modeling effort almost an art rather than a science.

The accounting of mass within the control volume requires knowledge of input
and output fluxes across the boundaries, the transport characteristics within the
control volume and across the boundaries, as well as information on sources, sinks
and accumulation within the control volume (Fig. 1.8) (Clark 1996; Schnoor 1996).
This model can be described by the following equation for a representative control
volume:

Z Mass flux in — Z Mass flux out & Z (sources/sinks)

= Rate of change of mass within CV

(1.2)

In terms of the terminology of environmental processes (Appendix 2), fluxes in
and out of a REV can be defined in terms of advection, diffusion, dispersion,
convection, conduction and radiation processes. One should recognize that the
terms used in the previous sentence to identify “fluxes” refer to significantly
different environmental processes (Appendix 2). The source and sink terms can
be defined in terms of deposition, adsorption, decay and numerous other chemical
and biological reaction processes. The overall accounting process is then associated
with the rate of change of mass within the control volume. If the system is at a
steady state, the rate of change of mass within a control volume is zero and Eq. (1.2)

simplifies to:
Mass Flux out
Quantity

Time

Control Volume
(Sources and Sinks)

Quantity @

Time @
Mass Flux in Q

Fig. 1.8 Mass balance and control volume approach to environmental modeling
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ZMass flux in — ZMass flux out + Z (sources/sinks) = 0 (1.3)

Most of the models that are used in contaminant transformation and transport
simulations, which are based on the conservation of mass principle, can be studied
as deterministic models. That is, these models will yield one expected outcome at a
spatial point and time, based on a given set of initial and boundary conditions and a
set of parameters used in defining the process. In this approach one assumes that
there is no uncertainty in conceptualization, data, model structure or the scale
selected. It is well established in the literature that there are numerous uncertainties
in each phase of the modeling effort, which may lead to the predictive uncertainty.
To address uncertainty issues, models may also be used in a probabilistic sense,
yielding not only the expected outcome, but also the variance of that expected
outcome. In the probabilistic analysis of the models reviewed in this book, the
Monte Carlo approach will be adopted to address uncertainty issues. There are also
more recent approaches that can be categorized as non-probabilistic analysis or
possibilistic analysis. The possibilistic approach has demonstrated that it can be
employed in addressing uncertainty in environmental or health risk modeling where
the uncertainty is heuristic. The possibilistic approaches include the Fuzzy systems
approach (Kosko 1997; Kentel and Aral 2004; Kentel and Aral 2005), will not be
covered in this book but the reader is referred to the above references since this type
of analysis is important health risk analysis.

1.2 Environmental Modeling Concepts

A review of the modeling field indicates that several environmental models with
varied degrees of complexity and different simulation objectives are available in
the literature. One problem with most of these models is that it is often very difficult
to implement them. These difficulties are due in part to the inaccessibility of the
computer codes used in the solution, and in part to the problem-oriented design
employed in the development of these models and codes. Thus some of these
models are either never used or used by few users who have access to their
computational platforms.

Models and model building is at the core of environmental management studies
and significant time and effort must be spent to make proper decisions to appropri-
ately represent the system being modeled. Several authors have discussed exten-
sively the importance of models and model building in their books on scientific
methods (Rosenbluth and Wiener 1945; Bloschl and Sivapalan 1995; Schnoor
1996). The following statement can be considered to be a consensus:

No substantial part of the universe is so simple that it can be grasped and controlled without
abstraction. Abstraction consists in replacing the part of the universe under consideration
by a model of similar but simpler structure. Models . . . are thus a central necessity of
scientific procedures.
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Thus, a scientific model can be defined as an abstraction of some real system, an
abstraction that can be used for prediction and management purposes. The purpose
of a scientific model is to enable the analyst to determine how one or more changes
in various aspects of the modeled system may affect other aspects of the system or
the system as a whole. Because models are not a precise and complete depiction
of the real system, they need to be presented and analyzed in a computational
environment which should include an analysis of uncertainty. Uncertainty analysis
may take the form of sensitivity analysis, or for more complicated applications,
statistical uncertainty analysis may be utilized. We should also emphasize the
difference between two commonly used terms in modeling “uncertainty” and
“variability.” As expected they refer to two distinct concepts:

Uncertainty is a measure of the knowledge of the magnitude of a parameter.
Uncertainty can be reduced by research, i.e., the parameter value can be refined
through further experimentation or further data collection.

Variability is a measure of the heterogeneity of a parameter or the inherent
variability in a chemical property. Variance cannot be reduced by further research,
but a model can be developed such that it would mimic the variability of the
parameter used in the model.

There are many advantages to the use of mathematical models. According to
(Fishman 1996), these advantages are:

i. Enable investigators to organize their theoretical beliefs and observations
about a system and to deduce the logical implications of this organization;
ii. Lead to improved system understanding;
iii. Bring into perspective the need for detail and relevance;
iv. Expedite the analysis;
v. Provide a framework for testing the desirability of system modifications;
vi. Allow for easier manipulation than the system itself permits;
vii. Permit control over more sources of variation than direct study of a system
would allow; and,
viii. Analysis is generally less costly than observing the system.

On the other hand, there are at least three reservations one should always bear
in mind while constructing and using a model (Rubinstein 1981). First, there is no
guarantee that the time and effort devoted to modeling will return useful results and
satisfactory benefits. Occasional failures are expected to occur because of limited
resources allocated to modeling. More often, however, failure results when the
investigator relies too much on the method and not enough on ingenuity in construct-
ing the model. The proper balance between the two is the key to success in modeling.
The second reservation concerns the tendency of the investigator to treat his or her
mathematical description of the problem as the best representation of the reality. One
should be open minded in understanding the limitations of the proposed model. The
third reservation concerns the use of the model outside the predictive range of the
model developed. When working with a model, care must be given to ensure that
the analysis remains within the valid representation range of the model. These are
important concepts of concern when working with models.
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It is well known that model design, almost by definition, is a pragmatic process.
The simulation objectives determine the basic form, usability, and generality of the
model proposed. Further, an investigation of the various environmental models,
approved by U.S. Nuclear Regulatory Commission Regulatory Guide (Till and
Meyer 1983), which focuses on their usability and applicability in predicting the
transport of effluents in a surface water environment following an accidental spill,
clearly indicates the necessity of the availability of user-friendly and well docu-
mented computer models. In this book, a review of the most common environmen-
tal models used in environmental health risk assessment studies is provided for the
groundwater, air and surface water pathways, along with a user-friendly software
interface to implement them and to facilitate their use.

Environmental transformation and transport models are built for the following
purposes: (i) to evaluate the transformation and transport of contaminants in the
environment by quantifying physical, chemical and biological processes that affect
migration; (ii) to evaluate dynamic point-of-contact concentration levels that
may have occurred in the past, are occurring presently or will occur in the future;
and, (iii) to evaluate the outcome of different scenarios under various loading or
management action alternatives. Since determination of exposure concentrations to
toxicants constitutes the first step in health risk assessment, and direct field mea-
surements may not be always available environmental modeling is becoming more
and more of a permanent part of environmental health risk assessment studies.

Among the models that are available for environmental modeling, the first
category of models may be identified as empirical models. In these models the des-
cription of cause-and-effect relationships is based on observational data sets with
minimum analytic understanding of how the system works based on the relation-
ships developed through the analysis of the data. These models are tied to empirical
constants obtained from field or experimental data which may become the source of
considerable uncertainty in applications.

The other category of models may be identified as mechanistic models. When we
express the cause-and-effect relationships for a certain process or a system in terms
of mathematical equations (differential or algebraic), the resulting models are
identified as mechanistic (deterministic). Mechanistic models, in principle, reflect
our understanding of how the system works, and they are based on certain account-
ing principles such as conservation of mass, energy or momentum. The complexity
of these models depends on the level of detail for a process in a specific model or the
dimensionality of the model developed.

Model accuracy and reliability are two of the more important aspects of model-
ing, which should not be overlooked. If a model is to be accepted as a reliable
predictive tool, the numerical error bounds generated in computation should be
within acceptable limits, and the model should be calibrated regionally or locally
using available data. Proceeding in this direction, much of the recent work done in
environmental quality modeling has been oriented towards improving models and
incorporating better numerical solution techniques, the accuracy of which by far
surpasses the availability and accuracy of the field parameter data that have to be
used with such models. Scarcity of the field data, especially in air, groundwater and
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surface water quality modeling, is well known to researchers and engineers working
in this field. Currently there is some disagreement among researchers as to whether
higher priority should be placed on still further developments in model sophistica-
tion or on parameter prediction to improve accuracy.

A very simplistic model may use a very crude definition of a physical process,
with few parameters to define the process. A very complex model may use a very
detailed definition of a physical process, with a significant increase in parameters
that is used to define the process. Naturally, improved sophistication of models is
associated with an increase in the number of model parameters. Since it is likely
that many of the additional parameters included in the model would be defined
only in qualitative terms or with lesser accuracy, a relatively more sophisticated
model can be less reliable than a simpler version. On the other hand, some systems
and some physical phenomena are so complex in nature that there is often little
reason to believe that good simulations are possible with simplified representations.
In such cases, the need for more detailed and realistic models should be clear.
A simple and crude example can be found in the case of effluent transport models
for a river system. Given our current understanding and knowledge of turbulence
characteristics, secondary currents, roughness concepts and sediment transport
characteristics of natural rivers, it may be overly ambitious to develop a three-
dimensional effluent transport model for a river network system just because it is
possible numerically. Going to the other extreme, if in order to simplify such a
model, that is, in order to reduce the model’s dependence on complex field para-
meters, if one ignores the diffusive transport terms while keeping the convective
transport terms in the analysis, the reliability of the model becomes questionable,
at least for certain problem types such as accidental spills of pollutants or daily
cyclic variation of spills, as is the case in sewage output. Thus, it is not necessarily
true that models become more accurate as more complex definitions are used
to define the model’s processes. Inaccuracies may also result from the increase in
the number of parameters associated with the detailed definition of a process or
system. As observed in many applications, the likelihood of accurately defining
these parameters is very low, resulting in an inherent loss of accuracy for complex
models. On the other hand simplifying models has pitfalls as indicated in the
example above. Thus, in developing models, the optimum solution is between
these two extremes. In an attempt to achieve this balanced goal, an effort is made
in this book to introduce the reader to one-, two- and three-dimensional screening
level models and analytical solutions to these models, which, in most cases, pro-
vide sufficient detail for understanding the bounds of the problem at hand at a
screening level.

Evaluation of advection and dispersion of effluents in natural or manmade
environments is a complex phenomenon, especially if an effort is made to cover
all aspects of their evaluation. In an industrialized society, a great variety of
pollutants may get mixed into groundwater, surface waters or air. Dissolved matters
such as chemicals, radioactive materials and salt, solid matters such as sediments,
and temperature gradients introduced by power plants can be cited as a few of the
sources of environmental pollution. Different models are needed to describe the
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transport characteristics of different pollutants. Thus, in environmental model
building, the decision or selection of the contaminant type is the first step which
needs to be addressed. A conservative chemical behaves differently than a non-
conservative chemical. The stage of effluent transport is another variable that
needs to be considered, since mathematical models describing initial mixing
zones are considerably different than mathematical models that are used to evaluate
conditions for well mixed zones. In building an environmental model, the third
variable to consider is the choice of model dimensions. Given the present knowledge
in numerical and analytical methods, it is usually tempting to develop a three-
dimensional model, with the assumption that the parameters needed in implement-
ing such a model are readily available. Thus, determination of the dimensionality of
physical and kinematic parameters is the third complexity encountered in modeling
transformation and transport of pollutants in natural or manmade environments.
Within this set of available choices and options the best approach to modeling is
very difficult to identify. That is why modeling is considered to be both a science
and art in the current literature.

In the course of time, a number of deterministic, empirical or stochastic models
have been proposed to predict mass transport in multipathway environments such
as air, groundwater and surface water. Contaminant transformation and transport
models, as they are treated in this book, fall under the category of mechanistic
models. These models are generic models which may be used in the analysis of a
wide range of conditions and site specific applications. Mechanistic models may
also be used in a statistical sense, in which case one or more of the parameters will
be defined in terms of probability density functions. This approach would yield the
outcome in terms of statistical (probability) distributions. This mode of analysis, i.e.
Monte Carlo analysis, will be used extensively in this book. Stochastic models seek
to identify the probability of the occurrence of a given outcome based on probabi-
listic variations that are introduced to the model. They may be used to identify the
variability in output based on variability in input parameters or variability of the
boundary conditions of the problem analyzed.

The environmental modeling field has its own terminology and associated
definitions. A review of the important terms used in this field is given in Appendix 2.
In addition to the definitions of the terminology given in Appendix 2, the acronyms
and abbreviations given in Appendix 1 are commonly used in the environmental
modeling literature. It is important for the reader to familiarize themselves with
their definitions.

1.3 Environmental Toxicology

Chemicals on earth are plenty and diverse. In addition to their presence, the
chemical industry worldwide manufactures and markets thousands of new synthetic
chemicals each year. Thus, it is safe to say that we are constantly being exposed
to natural or synthetic chemicals in our ambient environment. The task of
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environmental health scientists is to ensure that the public health is not adversely
affected by exposure to these chemicals. Exposure aspects of environmental health
effect studies are commonly considered in epidemiologic investigations. Adversity
or other measures of the effect of exposure is studied in the field of toxicology.
Scientists who conduct laboratory studies on animals to understand, quantify and
estimate health effects of a wide range of toxic substances, are referred to as
toxicologists. Their work traditionally consists of quantifying the effects of one
toxicant on a single or multiple animal species. However, this perspective of
defining the work of a toxicologist or the toxicology field would be too restrictive
since it is obvious that understanding the health effects of exposure is more
complex than one chemical and one organism link. In our ambient environment,
we are exposed to multiple toxicants at various doses during various exposure
durations. Thus, the link among toxicants, exposure and health effects is much more
complex than the data that can be extracted in a laboratory study. Nowadays, it
would be more proper to identify the professional activities of toxicologists in a
broader perspective. Under this umbrella, the work of toxicologists maybe grouped
in three categories (Williams et al. 2000):

i. Descriptive toxicology: In this group, scientists’ work primarily focuses on
the toxicity testing of chemicals. The studies performed in this category are
designed to generate toxicity information that can be used to identify the
various organ toxicities that the test agent is capable of inducing under a
wide range of exposure conditions.

ii. Research/mechanistic toxicology: Under this category, scientists study the
toxicant in more detail for the purpose of gaining an understanding of how
the toxicant initiates those biochemical or physiological changes within the
cell or tissue that result in toxicity. Thus, the goal here is to understand the
chain of biologic or biochemical events a toxicant triggers in a cell to create
a toxic outcome.

iii. Environmental/applied toxicology: The studies described in the two cate-
gories above are conducted in a laboratory setting. In the applied toxicology
category the scientist’s focus is on the chemicals in the ambient environ-
ment. The purpose of the studies under this category is the use of descriptive
and mechanistic toxicology results to identify some measure of safe dose of
the toxicant through risk assessment methods.

While the laboratory studies are of significant importance, the evaluation of the
combined effects of toxicants in the ambient environment on populations is much
more complex. In the environmental toxicology area not only should the exposure
to mixed toxicants be considered but their effects on multiple species must also be
observed to assess the impacts of the toxicants. To complicate the overall picture
further, one has to realize that the effect of toxicants on biologic entities is not
always direct. The indirect effect, such as the release of sulfur dioxide into the
atmosphere, which results in acid rain, has far more devastating impact on popula-
tions than one toxicant coming in contact with one organism. In this sense, the
environmental toxicology field is much more complicated, and it is quite possible
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that accurate prediction of the effect of toxicants on populations is unlikely to be
achieved in the near future. However, using epidemiologic studies and risk assess-
ment methods, it is possible to define some measure of safe dose and/or some
pathway that may link toxicants in the environment to adverse effects on popula-
tions. This information is very useful in managing environmental health concerns.

The toxicology field is a quite diverse field of science. It is important for the
professionals working in the environmental health field to familiarize themselves
with various concepts and methods employed in this field to be able to understand
the outcomes of toxicology studies and use them in environmental health analysis.
For this purpose the following references are recommended, (Sullivan and Krieger
1987; Ottobani 1991; Ballantine and Sullivan 1992; Ballantine et al. 1993; Eaton
and Klassen 1996; Moeller 1997; Williams et al. 2000). The list of terms that are
used in the toxicology field and their definitions are given in Appendix 2. It is
important for the reader to familiarize themselves with the terminology used in the
toxicology field as a starting point.

1.4 Exposure Analysis

Exposure can be defined as the contact of a chemical, physical or biological agent in
the ambient environment with the exposure surface of an organism. In exposure
assessment, the goal is to identify potentially hazardous and toxic chemicals, the
frequency and duration of exposure to these chemicals and the routes of exposure to
populations. This information or data forms the basis of an exposure study. This
data may be obtained through actual monitoring of the contaminated environment,
through mathematical modeling, or through scientific estimates based on data for
similar events or observations made elsewhere. In total exposure characterization,
all potential exposure pathways are evaluated to identify the total quantity of
chemicals that are potentially internalized by exposed populations. The three prin-
cipal exposure pathways that are commonly considered in these studies are expo-
sure through inhalation, ingestion and dermal contact. Each of these exposure
pathways has their own sub-pathways. For example, ingestion exposure may
occur through ingestion of tap water, ingestion of water while swimming, ingestion
of food etc. Similarly, dermal exposure may occur through contact with water while
swimming or showering or through coming into contact with contaminated soil,
dust or vapor. There are two approaches that may be used in evaluation of exposure.
EPA regulations state that the exposure assessment should be based on the criteria
of “Maximum Exposed Individual” (MEI). This implies that the MEI, on a daily
basis, breathes contaminated air, ingests and is in dermal contact with contaminated
soil, consumes contaminated water, fish, beef and dairy products etc. In this
approach, all of these sources would contain the upper-bound estimates from the
source. The assumptions in the case of MEI are: (i) the exposure occurs at the same
location; and, (ii) the exposed person resides and works at this location for an entire
lifetime of 70 years. The other approach is based on the “Reasonably Maximally
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Exposed Individual” (RMI) concept. In this case, only ten percent of the food intake
is produced at the exposure point and exposure duration is considered to be 30 years.

Similar to the transport processes, environmental modeling and the toxicology
fields, the exposure analysis field also has its specific terminology and associated
definitions. The terms included in Appendix 2 contain definitions for the most
commonly used exposure assessment terms. A more comprehensive list may also
be found in (Hogan 2000; USEPA 2005) or other USEPA exposure assessment
manuals. Thus, following the format used earlier, a review of the important defini-
tions used in this field is included in Appendix 2.

The utility of the software tools introduced in this text may become important in
the exposure characterization stage of the risk analysis paradigm. If the environ-
mental exposure data is available, i.e. after the exposure damage has occurred, the
health risks from environmental chemicals can be estimated using standard risk
assessment methodologies. However, in most health risk assessment studies, the
purpose is to estimate health risk based on uncertainty in exposure data and in some
cases (preferably) prior to the occurrence of the exposure or ecological damage.
Thus, a typical exposure and ecological risk assessment process involves a
sequence of computations and/or measurements to provide information on health
and ecological risks for individuals or populations from multimedia environmental
pathways. Steps involved in an exposure and ecologic impact assessment process
may be identified as follows:

i. Measurement or estimation of historical contaminant source levels and
source locations in the environment;

ii. Calculation of migration of the source contamination through relevant
environmental pathways to provide information on exposure duration and
human contact concentration levels; and,

iii. Calculation of internalized concentrations through inhalation, ingestion and
dermal contact pathways.

In the second step of the above list environmental modeling tools are used. A
substantial number of these modeling tools are included in the ACTS computational
platform provided with this book. The third step of the above list includes the use
of models that are included in the RISK computational platform which is also
provided with this book. These software tools will allow the user to conduct the
necessary analysis in deterministic or probabilistic modes.

1.5 Environmental Risk Analysis

Origins of the risk assessment field can be traced back to 3200 Bc during which
time the Asipu, a group of priests in the Tigris—Euphrates valley, established a
methodology that included hazard identification, generation of alternatives to
avoid hazards, data collection to document hazards including signs from gods,
and report creation to document findings. The next study that may be linked to
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the risk assessment field is seen around 1200 ap when King Edward II had to deal
with the air pollution (smoke) in London and the associated health problems.
In 1285, King Edward II established a commission to study the problem. In 1298
the commission called for voluntary reductions in the use of soft coal. In 1307 a
royal proclamation banned the use of soft coal. This proclamation was followed by
the formation of a second commission to study why it was not being followed. This
example of a regulatory effort may be the first signs of what lay ahead. In the
environmental risk assessment field, it is relatively easy to identify a hazard and
establish a rule to prevent exposure. However, the implementation of the rule to its
fullest extent may be more difficult to achieve.

Other more sophisticated studies later appear in radiation control. For example,
one of the first comprehensive risk assessment studies was completed in 1975, when
cancer deaths due to a nuclear core meltdown were investigated (USNRC 1978).
In environmental applications, the purpose and objectives of risk analysis have
evolved into is a scientific framework to make informed decisions which have the
potential to produce the best management strategies in minimizing health risks and
maximizing environmental conservation. Environmental risk analysis or risk based
environmental simulation and evaluation has evolved into a science and art during
the last decade and is a multidisciplinary field. Most scientists and engineers, who
specialize in environmental modeling and analysis, should be familiar with the
basic concepts in this approach and also the terminology used in this field. Follow-
ing the format given earlier, the definitions of the terminology commonly used in
this field can be found in Appendix 2 (USEPA 1987, 1988, 1991, 1995; 2005;
Louvar and Louvar 1998; Hogan 2000 ). In addition to the definitions given above,
the acronyms and abbreviations given in Appendix 1 are commonly used in risk
analysis literature. It would be important for the reader to become familiar with
their definitions.

Environmental risk can be defined as the likelihood of the occurrence of adverse
health effects to an individual, a population, or an ecosystem, based on his or her
exposure to hazardous chemicals. Environmental risk assessment, which is the
scientific methodology to evaluate environmental health risk or ecological risk,
has become an important tool to support the planning and decision-making
processes involved in environmental health risk management of populations or
ecosystems. It is important to distinguish the risk assessment and risk management
issues from one another as shown in Fig. 1.9. The environmental health risk
assessment process is composed of four main stages:

1. Hazard identification;

ii. Dose-response assessment;
iii. Exposure—dose assessment; and,
iv. Risk characterization stages.

The hazard identification stage involves the description of a particular chemi-
cal’s capacity to adversely effect, at some dose, the health of living organisms
(USEPA 1987, 1991, 1995, 2005). This stage of assessment is sometimes referred
to as the weight-of-evidence classification, which establishes the existence of
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HAZARD IDENTIFICATION
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RISK MANAGEMENT

RISK COMMUNICATION

Fig. 1.9 Steps involved in risk analysis

hazards at a specific site. Dose is the amount of a substance available for interaction
with metabolic processes or biologically significant receptors after crossing the
exposure surface of an organism. Thus exposure is external and dose is internal. In
the exposure—dose assessment stage, one utilizes models and analytical or numerical
methods to evaluate the transformation and transport processes in environmental
media for the purpose of estimating the exposure—dose levels that may reach humans
and produce toxic hazards. This evaluation needs to be completed for multiple
environmental pathways. Thus, exposure—dose assessment is the stage wherein
the intensity, frequency, and duration of human exposure to chemicals are esti-
mated through the use of models. In this text we will focus on multimedia environ-
mental pathway transformation and transport models, which may be used in the
exposure analysis stage. Thus, dose calculations are based on the chemical concen-
tration in the ambient environment. Once the concentration distribution of the
chemical in the ambient environment is determined using environmental models,
an internal dose can be calculated. For example, potential dose for an intake process
(inhalation or ingestion) can be defined as the integration of the chemical intake rate
over time.
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where the concentration distribution in the ambient environment is C(¢), IR(¢) is the
intake rate and (7, : ;) is the exposure period.

The dose—response assessment stage involves the characterization of the relation
between the dose of a chemical and the incidence of adverse health effects in the
exposed population. Finally, the risk characterization step is based on the previous
three steps and involves the quantitative estimate of risk. In this phase, principal
uncertainties and their consequences, are evaluated and environmental exposure
factors are tied in with laboratory studies to understand health risk effects. Because
of the uncertainties involved in all of these stages, effective application of simula-
tion tools in environmental health or ecological risk assessment is both a quantita-
tive and qualitative process, and can be considered to be a combination of both
science and art. A successful health or ecological risk assessment study requires
knowledge of scientific principles and mathematical methods that includes uncer-
tainty, combined with expert insight in the assessment process, often to be provided
within the framework of a multidisciplinary team effort. In summary, the purpose of
exposure—dose analysis and risk assessment is to provide complete information to
risk managers, policy makers and regulators, who in turn complete the risk evalua-
tion by considering the various courses of action which can be taken to control the
risks. A good example of this analysis is provided in Chapter 9 for an ecological risk
assessment case study.

Primarily based on risk assessment results, a risk management process outlines
the sequence of steps that may be taken to resolve and diminish the adverse effects
of environmental chemicals on humans or other living organisms. It involves
evaluation of complex factors such as availability and feasibility of the technology
to prevent or control risk, cost of risk and cost of risk prevention or control, exposed
population, level of exposure and public reaction. Risk communication is also an
important aspect of environmental health risk assessment studies. Nowadays, in
a modern society, individuals are more aware and also are more concerned with
their ambient environments and with the threats that environment may bring to their
health and safety. Their concerns are extremely important and thus should
be handled by professionals who are trained in the health risk communication
field. A discussion and review of these topics are out of the scope of the topics
that will be covered in this book.

USEPA recommends that the risk assessment evaluation for carcinogenic and
noncarcinogenic health effects be evaluated using different methods (USEPA
1987). USEPA recommends the use of a two-step evaluation to determine carcino-
genic effects: a weight of evidence classification followed by slope factor calcula-
tions. In the weight of evidence step one evaluates the likelihood that a chemical is a
human carcinogen. The tables of chemical compounds and their carcinogenic level
classification can be found in USEPA (1991). When a chemical compound passes
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the first classification as a carcinogen, than the slope factor method is used to
determine the life time probability of an exposed individual’s risk of developing
cancer due to that exposure (Cohrssen and Covello 1989; Louvar and Louvar 1998).
For carcinogenic health effects risk assessment, dose—response models are used to
extrapolate risks measured in high-dose animal experiments to the much lower
doses typical of human environmental exposures. The dose-response models used
for this purpose may fit the experimental data well. However, extrapolated values
for low dose-risk estimates tend to differ by several orders of magnitude. Further,
these estimates are based on the assumption of linear variation of increased risk
with dose at low doses. This implies that any low dose would result in increased
risk, no matter how small the dose is. This is a non-threshold approach in which
there is no small dose beyond which one does not expect to have risk (NRC 1977).
These are some of the weaknesses of this approach as discussed in the literature
extensively (Crump et al. 1976; Crump 1984, 1985; Crump and Howe 1985). The
carcinogenic risk levels are usually expressed in terms of the chance that an indivi-
dual will develop cancer due to a 30-year exposure within 70-year lifetime (RMI).

As opposed to carcinogenic health effects, the noncarcinogenic health effects risk
assessment represents more challenges and relatively less effort has been devoted
to this task. One reason for this is noncarcinogenic effects covers a wide range of
responses that one has to identify and each response has a wide range of severity level
responses that has to be considered. For example the range of responses should cover
adverse effects on specific organs, organ systems, reproductive capacity etc., and
severity can be described as mild and reversible to high and irreversible or life
threatening. The approach proposed here is the use of benchmark dose (BMD)
approach in which the no observed adverse effect level (NOAEL) is replaced with
a BMD. The BMD is determined by a dose-response model (USEPA 1995).

The USEPA uses the risk assessment steps outlined above to determine the
required clean-up levels in groundwater, soil or surface water at contaminated
sites that falls under the supervision of the federal government. These sites are
commonly identified as Superfund sites under the Comprehensive Environmental
Response, Compensation and Liability Act of 1980 (CERCLA). Based on the U.S.
Safe Drinking Water Act and its amendments, the USEPA is directed to establish
maximum contaminant level goals (MCLG) for drinking water supplied by public
water agencies. A MCLG is a non enforceable goal set at a level to prevent known or
anticipated adverse health effects for populations exposed to these chemicals, which
include a considerable margin of safety. Maximum contaminant levels (MCL), on
the other hand represent the enforceable standards. These may be considered to be
primary standards, which are based on health risks. The secondary maximum
concentration levels (SMCL) are those levels which are considered for some com-
mon chemicals for added safety. Thus, in support of risk assessment studies, the
cancer-risk levels associated with exposures to various chemicals have to be estab-
lished. This is the task of toxicologists, in which they utilize extremely conservative
methods to identify cancer risks to humans. Usually in these studies, rodents are
fed a diet containing large amounts of synthetic chemicals at what is called the
maximum tolerated dose (MTD). If such a diet increases the cancer rate in rodents,
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the results are extrapolated to low doses to which humans may be exposed in natural
or manmade environments. This approach has met with some criticism in the
literature (Sagan 1994; Ames 1995). In this approach, it is also assumed that if a
chemical is carcinogenic at high dose; it is also carcinogenic to some degree at any
level of exposure. This assumption has also been challenged as being unsound
(Goldman 1996). As a result of these assumptions, the MCLG for a compound
that has been shown to be a rodent carcinogen is set by the USEPA as zero. Most
recent drinking water standards that are promulgated by the USEPA are given in
Appendix 4.

1.6 Environmental Epidemiology

Epidemiology is a field of science in which scientists seek to understand the links
between infectious diseases and the manner in which they may spread in a commu-
nity or population. Given the growing attention being paid to environmental con-
cerns and health implications of environmental pollution, the methods and models
used in the field of epidemiology have also been extended to understand the links
between environmental pollution and health effects. The outcome is the science of
“environmental epidemiology,” which is defined by the National Research Council
(NRC 1991) as:

The study of the effect on human health of physical, biologic, and chemical factors in
the environment, broadly conceived. By examining specific populations or communities
exposed to different ambient environments, environmental epidemiology seeks to clarify
the relationship between physical, biological or chemical factors and human health.

The environmental epidemiology field brings about methodologies to demonstrate
a relationship between components of environmental pollution and one or more
specific health effects. It is important for the professionals working in the environ-
mental health field to familiarize themselves with various concepts and methods
employed in this field to be able to understand the outcomes of epidemiologic studies
and use them in environmental health analysis. For this purpose the following
references are recommended, (Monson 1980; WHO 1983; Goldsmith 1986; NRC
1991; English 1992; Terracini 1992; Misch 1994). The list of terms and their
definitions given in Appendix 2 are provided in this book to familiarize the reader
with the terminology used in the environmental health field as a starting point.

1.7 The ACTS and RISK Software

The Analytical Contaminant Transport Analysis System (ACTS) and the Exposure
Risk Analysis System (RISK) software are developed to provide a user friendly
platform to implement the models discussed in this book. These two software
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systems provide a computational platform to health risk assessors, environmental
engineers, risk managers and other decision makers to access and use the building
block analytical models that are available in the public domain literature in envi-
ronmental modeling and health risk assessment fields. Through the use of the ACTS
software platform, users will be able to evaluate the steady state and time dependent
behavior of contaminants in the environment and associate these contaminant
levels with contaminant concentrations at human contact level for air, surface
water and groundwater pathways (Maslia and Aral 2004; Anderson et al. 2007).
The numerical results obtained from these simulations can then be linked to human
exposure models through inhalation, dermal contact, ingestion and other pathways
using the RISK computational platform. These two software tools, which use
analytical methods to evaluate transformation and transport of chemicals and
exposure analysis, also provide tools for uncertainty analysis for each pathway
utilizing Monte Carlo methods (Maslia and Aral 2004). In this section a general
review of these two software tools are given. Technical aspects of the models used
and the mathematical methods utilized in the solution of these models are covered
in more detail in the following chapters. The text of this book is designed to serve
as a technical document for the ACTS and RISK software packages, as well as
a standalone document in which the modeling principles, limitations and applica-
tions of commonly used models in the environmental health field are described
in detail.

ACTS software utilizes analytical solution techniques to solve the mathematical
models which describe transport and transformation of contaminants in multimedia
environments. The simplifying assumptions required to obtain the analytical solu-
tions may limit the complexity of the systems which can be represented by these
models. The environmental transformation and transport models described in
ACTS may be used for site-specific applications using site-specific parameters,
boundary conditions and specific properties of contaminants. For more complex
applications, it may be beneficial to use ACTS as a "screening level" tool which
may allow the user to obtain a general understanding of the system behavior. For
those cases, a more detailed model should then be used for more elaborate analysis
of the system under study.

The ACTS software is based on the most commonly used models that are
available in the literature for the air, groundwater and surface water pathway
analysis. All pathway calculations are also linked to a Monte Carlo analysis module
through which uncertainty analysis can be performed for all models considered in
ACTS (Fig. 1.10).

To analyze cases involving uncertainty and variability of input parameters,
Monte Carlo simulation codes are dynamically linked with all pathway models
covered in the ACTS software. In a deterministic approach mode, “single point”
values are specified for model parameters such as velocity, diffusion coefficient,
retardation coefficient and width parameters V, D, R, and W (Fig. 1.11a). In this
approach results are obtained in terms of single-valued output for concentration at
selected spatial coordinates and time. In the Monte Carlo mode, input parameters
(all or a selected subset) of a particular model may be characterized in terms of
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Fig. 1.12 RISK software framework

probability density functions (PDF) provided in the ACTS software. In this
approach, the results are obtained in terms of distributed value outputs that can be
used to characterize uncertainty and variability (Fig. 1.11b). This unique feature
of the ACTS software enables the user to conduct probabilistic analysis without
having to export input parameters to, and rely on, external or third party software to
conduct this analysis. Once the PDFs for the selected input parameters are gener-
ated, users can conduct the transformation and transport simulations using any of
the analytical models incorporated into ACTS. In Monte Carlo mode, statistical
distributions of the exposure concentrations are obtained at a particular location in
the modeled domain and at a specified time.

The RISK software is structured similarly to the ACTS software (Fig. 1.12). The
most important aspect of the RISK software is that, although it is prepared as
independent software, it can also be dynamically linked to the ACTS software. That
is, the results generated from transformation and transport analysis models of the
ACTS software can be directly accessed by the RISK software and the mean,
maximum or average contaminant concentrations obtained at a point in space and
over a time period can be used in the exposure models of the RISK software. In this
context, the concentration data, which is based on the applications developed in the
ACTS software, is considered to be the human contact level concentration in the
RISK software. In this approach the RISK software calculations will be based on
the results obtained from ACTS. However, the user may also choose to use a
concentration level which is obtained from another source. In the latter case, the
RISK software becomes independent of the ACTS software, and for those applica-
tions the user will have to enter the exposure concentrations into the model as
external input data. Exposure models considered in the RISK software are grouped
under three categories; inhalation exposure pathway, dermal exposure pathway and
ingestion exposure pathway. Similar to the ACTS software, a Monte Carlo module
is dynamically linked to all modules of the RISK software to provide uncertainty
analysis. The three exposure pathways considered in the RISK software include
several subcategory exposure models such as: ingestion of drinking water, ingestion
while swimming, direct dermal contact or dermal absorption via soil sediment or
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dust, intake of chemicals via soil, sediment and dust, air intake and food intakes such
as through fish, shellfish, vegetables and other produce, meat, eggs and dairy products.
A flow chart of the modeling system of the RISK software is shown in Fig. 1.12.

In the development of the ACTS and RISK software, emphasis has been placed
on the creation of a unified, user-friendly, WINDOWS™ based software frame-
work, with the capability to perform uncertainty analysis for all models under this
system. Important features and functions that are currently performed by the ACTS
and RISK software systems include:

i. Use of WINDOWS™ based application environment in all aspects of the
software;

ii. Capability to read input data files from earlier runs and interchangeably use
the output files in each software;

iii. Use of WINDOWS™ based utility programs such as NOTEPAD.EXE
or WRITE.EXE or any other compatible program to view, edit or print
database generated;

iv. Allocation of default values to some input parameters/variables through
chemical data base file;

v. Capability to edit chemical database to develop customized databases;

vi. Capability to view the results in customized graphic formats;

vii. Dependent on user-selected options;

(a) Simulation of emission rates from a source.

(b) Simulation of contaminant dispersion in the air pathway.

(c) Simulation of one-dimensional unsaturated zone transport.

(d) Simulation of one-, two- and three-dimensional saturated zone trans-
port with constant and variable dispersivity models.

(e) Simulation of parent daughter byproducts in subsurface analysis.

(f) Simulation of in-stream or estuary concentrations due to contaminant
loading using several surface water mixing zones.

viii. Capability to analyze the effects of uncertainty in input parameters for all
pathways;

ix. Internal generation of random distributions for Monte Carlo simulations;

x. Performance of statistical analyses of Monte Carlo simulations;

xi. Graphical presentation of Monte Carlo analysis results;

xii. Dynamic linking of ACTS software results with RISK software for expo-
sure analysis;

xiii. Exposure analysis through three primary pathways, which are inhalation
exposure, dermal exposure and ingestion exposure. These exposure path-
way models include other subcategory models based on the specific routes
of exposure considered; and,

xiv. Dynamic linking of Monte Carlo module in the RISK software for uncer-
tainty analysis.

Using these capabilities of the ACTS and RISK software, environmental char-
acterization and health risk assessment studies can be developed for the environ-
mental and exposure pathway models discussed in this text.
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1.8 Outline

The purpose of this book is to provide the reader with fundamental principles as
well as practical tools to implement the environmental transformation and transport
and exposure models which are used in the exposure analysis of environmental
health risk assessment studies. In this context, the theoretical background and
physical interpretation necessary to understand, select and implement these models
are reviewed in sufficient detail so that the text may be used as an independent
reference in environmental health risk assessment studies, as well as a text book in
undergraduate or graduate courses. In Chapter 2 fundamental principles of envi-
ronmental modeling are discussed in sufficient detail to provide the reader with the
necessary background on which the following chapters are based. Chapter 2 starts
with definitions and classification of models. This is followed by a review of
calibration, validation and verification issues associated with mechanistic models.
In this chapter the topics on model building and model selection are also discussed
in sufficient detail to provide the reader with an understanding of the pitfalls of
modeling as well as importance of modeling in environmental studies. This is an
extremely important component of the art and science of modeling, which needs to
be addressed. In Chapter 3 laws of conservation and mass balance are discussed.
This leads to primary transformation and transport processes and parameters that
are essential components of these mechanisms. In Chapter 4 air pathway models are
discussed. In this chapter, first emission models are covered and then these models
are linked to Gaussian and Box dispersion models which are the most commonly
used modeling techniques in air pathway analysis. This chapter and the following
other environmental pathway modeling chapters are organized in a uniform format
so that it will be very easy for reader to follow and understand the common features
and differences of these environmental pathway models. Within each chapter, in
which a different environmental pathway modeling group is described, the basic
principles governing that environmental pathway models are reviewed as an intro-
duction. Based on this review the chapter continues with the description of the
specific models themselves. This is the common format of each chapter in this
book. Chapter 5 contains a description of the saturated and the unsaturated ground-
water transformation and transport models. The surface water pathway models are
discussed in Chapter 6. In this chapter, near field, far field, river and estuarine
modeling and sediment transport processes are discussed. In Chapter 7 background
information on statistical methods and Monte Carlo methods are discussed with the
goal of providing a unified risk assessment platform for all models discussed in the
previous chapters. This chapter also includes a basic introduction to the concepts of
statistical analysis for completeness. In Chapter 8 fundamental principles of health
risk assessment are reviewed. In this chapter the methods used in exposure through
inhalation, dermal contact and ingestion are presented. In Chapter 9 a site specific
analysis of ecological risk assessment study is given. The overall text is supple-
mented with several appendices to provide the reader with a unified source in
environmental and exposure modeling and risk analysis. In Appendix 1 definitions
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of the acronyms that are commonly used in the environmental health literature are
given. In Appendix 2 more detailed definitions of the numerous terms used in the
environmental health field are provided. In Appendix 3 the detailed description of
the interface developed for the ACTS and RISK software is presented. In Appendix 4
current MCLG, MCL, SMCL levels of several chemical are provided as a reference.
Appendix 5 provides information on common properties for water and conversion
factors that may supplement the studies.
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Chapter 2
Principles of Environmental Modeling

Everything should be made as simple as possible, but not simpler.
Albert Einstein

We have three primary scientific tools at our disposal to evaluate transformation
and transport processes in the environment or to find solutions to environmental
pollution problems and make decisions based on these solutions. These are, in no
particular order: (i) direct field observations; (ii) laboratory scale tests and physical
modeling studies; and, (iii) mathematical modeling. We recognize that transforma-
tion and transport processes that may occur in the environment and the accurate
characterization of these processes both in the physical and also the mathematical
domain are extremely complex. Thus, each of these tools has its appropriate place
and mutually supporting role, as well as advantages and disadvantages of its use in
understanding and solving environmental pollution problems.

It is well established in the literature that field observations tend to be costly
but necessary. They are commonly used after the primary symptoms of the pro-
blems emerge at a contamination site. In this sense, they are extremely useful in
characterizing the extent of the environmental problem, identifying its bounds or
in evaluating whether the proposed remedial strategies are contributing to the
solution of the environmental problem at a specific site. Laboratory studies, on
the other hand, may be only useful in understanding the basic principles governing
the problem at a micro or molecular scale. Findings and knowledge gained at this
scale may experience significant problems in up-scaling the results to the field-scale
analysis. Nevertheless, laboratory studies are extremely useful for both solving
problems and for understanding micro scale issues at various stages of environmen-
tal pollution investigations and remediation.

In this book, among other topics, we will focus our attention on the use of
mathematical modeling techniques in evaluating environmental transformation and
transport processes. Thus it is important that we discuss problems we may encoun-
ter during model building and application, and the expectations we may have from
a modeling study in an environmental application. First we should agree that
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mathematical models cannot help us in the problem recognition stage of an envi-
ronmental pollution problem. However, they are very useful tools in the “gaining
control” and “finding solutions” stages of our problem solution spectrum. They are
cost effective and can be easily set up to test “what if ” scenarios associated with a
remedial application or a contamination problem. This cannot be easily studied
with the other two scientific tools. The downside is the approximate nature of these
tools which should always be kept in mind when their outcome is utilized. The level
of contribution of each of these three tools to an analysis throughout the environ-
mental problem solving spectrum is shown in Fig. 2.1.

Mathematical models are an abstraction of the environmental system and they
are based on our understanding of the physical principles that govern the system.
Since models are always going to be an abstraction of a system or a physical
process, their outcome should always go through a careful and detailed interpreta-
tion stage before the results obtained from a model are determined to be represen-
tative of the behavior of the process or the system modeled (Fig. 2.2).

The purpose of mathematical model building and modeling is to simulate the
behavior of the environmental system being modeled. Models are built to represent
the system behavior in a controlled and cost effective computational environment.
In this sense, modeling has become a common building block of most scientific
applications. Using this tool we may observe, analyze, synthesize and rationalize
the behavior of these systems under controlled conditions, and also we may
evaluate the performance of the proposed solutions to an environmental problem.
A common feature of all models is that they are all based on the “concept” of
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Fig. 2.1 Importance of scientific tools in assessing, evaluating and solving environmental
problems
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simplification of the environmental system they are built to represent. This simpli-
fication may be achieved either through reducing the dimensionality of the system,
elimination of less important processes that govern or affect the system, or through
the introduction of simplified definitions for the parameters and variables that are
used to describe the system. All of these or a selected subset of these simplifications
are always observed in models built to represent an environmental process or an
environmental system. Before we describe and make use of the models that are
included in this text and also in the ACTS and RISK computational platforms, it is
important that we review the modeling terminology from this perspective since it is
necessary and extremely important for the reader to understand the limitations of
models and modeling procedures in general. Otherwise, models or modeling may
end up becoming a dangerous tool if their output is interpreted as the absolute truth
without regard to the inherent simplifications and limitations they may have, or
used as if they represent the environmental system under all circumstances. As a
rule of thumb, modeling should always be considered to be a cost effective, efficient
but approximate substitute for observing the modeled system behavior in its natural
environment. Since observation of a process cannot always be achieved in a timely
and cost effective manner, the models are here to stay among our scientific arsenal
of tools as an important and alternative method.

The three evaluation tools identified above also differ from one another in the
instruments that they may use to perform the analysis. In this sense, field study tools
and laboratory tools are more closely related. Both of these methods may use elec-
tronic instrumentation to record and measure macro scale or micro scale processes.
To provide a systematic procedure, these instruments may be linked to a computer
or the observations can be done manually. On the other hand, computers are an
essential component of all mathematical modeling studies. The language used in
this analysis is primarily the language of mathematics. The interpretation of
mathematics in the computer is done through coded systems, which nowadays
can take the form of object or class oriented computer programming languages.
As a simple definition one can say that a computer program written in any language
to solve a mathematical problem is an orderly collection of coded instructions to the
computer which perform certain mathematical tasks described in the mathematical
model. A collection of coded programs for an application are commonly identified
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as software. The ACTS and RISK computational platforms, in this sense, can be
identified as software that can be used in the modeling of multimedia environmental
transformation and transport problems and health risk analysis.

Finally, the analysis tools described above should always be used in coordination
with one another. Field studies should support the laboratory studies or vice versa,
and mathematical modeling should support both of these efforts and vice versa. The
advantages of any one tool should be exploited to the utmost for the benefit of
finding a satisfactory solution to the problem. The outcome of each tool should be
checked and verified with the outcome of the other tool. In this sense, these tools
should be viewed as complementing, rather than competing scientific methods.

2.1 Modeling Principles

Principal steps involved in modeling and the uncertainty and approximations
introduced at each step are summarized in Fig. 2.2 in their simplest form. As a
preliminary definition, one can say that to model is to abstract from the natural
system a description which addresses a question we have posed for the system. All
models are developed to answer a specific question about the system outcome. The
use of models in a specific application cannot and should not go beyond the
question posed during the model development stage. This is an inherent approxi-
mation and limitation that is involved in all models. After this stage several other
uncertainties are introduced in model coding and analysis. Some of these uncer-
tainties are associated with mathematical representations used in modeling and
others are related to the choice of model parameter characterization during imple-
mentation. When the model is used in the simulation phase it may produce a
significant amount of output. The evaluation of this output is identified as the
interpretation stage. Thus the overarching goal of mathematical modeling is first
to come up with an abstract representation of an environmental system and to
characterize this abstraction in a mathematically consistent manner such that it
yields easy to use and understandable representations of the outcome, and second to
use the outcome to interpret the behavior of the modeled system within the bounds
of the model. Within this sequence, approximations and uncertainties are intro-
duced to the analysis at each stage as shown in Fig. 2.2.

A common aspect of all mathematical models is that there is an input and an output
component. Outputs are tied to inputs in some mathematical sense which describes
the behavior of the abstracted physical problem. Since all models are approximate
representations of a natural system, they are commonly designed to accept only a
subset of all possible inputs an environmental system may have. Consequently models
can only generate a subset of outputs that is expected from an environmental system.
In other words we can never see the complete output or picture of the modeled system.
To the extend that the inputs are limited the outputs will be limited as well.

When completed, models are used in simulation. Simulations are done to
provide the data necessary in decision making or in evaluating the behavior of
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the system that is modeled. Decision making is based on simulation results and
simulations themselves should not be interpreted as decision making. Human
interaction or other heuristic mathematical models are always necessary in decision
making which will be based on the outputs obtained from a model. Simulation
results generated by models only provide us with the pieces of the puzzle that will
help us make the appropriate decision. Evaluating the behavior of the modeled
system should also be interpreted the same way. Simulation output only gives us the
pieces of the puzzle needed to evaluate the system behavior.

Developing abstracted conceptual systems and a computational code for the
conceptual systems is the scientific part of the modeling effort which may introduce
scientific uncertainties (Lemons 1996). Simulation can be identified as the labor
intensive part. Interpretation of the outcome and decision making can be considered
to be the artistic part of the overall modeling effort (Fig. 2.2).

Fallout in modeling is the tendency to model in too much detail rather than
modeling a finite manageable abstraction. The key to avoid this pitfall is to model
around a question that needs to be answered rather than shooting for a universal
representation. A simple model can always be fine tuned (calibrated) to overcome
the approximations introduced through simplification. As a rule of thumb the
following are key elements of a successful modeling effort:

i. Understand the problem and clearly state the question that needs to be
addressed.

ii. Evaluate existing models first, do not re-invent the wheel.

iii. Create a conceptual model that is logical and represents the conceptual
model in consistent mathematical terms.

iv. In developing the model involve the user or think like a user.

v. Simplify the conceptual model, its mathematical interpretation and its user
interface. This may lead to a trial and error process. Don’t be shy of
remodeling.

vi. When complete make sure that the model satisfies the objective and
mission of the effort (see item 1).

vii. Design the simulations such that they provide answers to the question
posed. Do not expect answers beyond the questions posed.

viii. Always remember that the purpose of modeling is the knowledge gained
from a model and not the models themselves.

2.2 Model Building and Model Types

In model building the starting point should always be the identification of the goals
of the modeling study. In this context, the following alternative goals can be cited:

i. The modeling study is going to be a scientific study in which different
hypotheses regarding the governing principles of the study will be tested,
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dominant processes of the problem will be identified, bounds of the parame-
ter ranges that define these processes will be quantified.

ii. The modeling study will be used to characterize a study area, i.e. to deter-
mine the site specific parameters that are associated with the processes
included in the model.

iii. The model will be based on well established basic principles and will be
used as a predictor either to reconstruct a past event or simulate the future
behavior of an environmental process at a site.

iv. The model will be used as an imbedded predictor (slave application) within a
master application and will be used repeatedly to supply data to the master
application. Simulators used in optimization models or statistical applica-
tions (Monte Carlo analysis) fall into this category and may include the goals
identified in item 3.

v. The model will be used to support engineered decisions that will be made at
a site and the purpose of modeling is the evaluation of the performance of
these decisions.

Given the list of goals stated above, we should expect the following character-
istics to be the dominant features of the model built. In case 1 the model should be
considered to be modular. The construction and solution method of the model
should allow for inclusion or exclusion of certain sub-processes to the model with
relative ease. Complexity of the model is of no concern in these applications. The
purpose is to include all possible and important sub-processes into the model. In
case 2 the model will be used in the inverse modeling sense. In these applications,
independent parameters of the model are treated as unknowns and dependent
variables are treated as known variables and the solution process is based on the
intrinsic relation between the independent and dependent variables. These models
are not expected to include many independent parameters; otherwise, the solution
becomes impossible. These models rely heavily on accurate field data on dependent
variables. In case 3 the model will be used as a predictor. In this case the model
should include all the dominant sub-processes of the problem studied, independent
of the availability of accurate definitions of the parameters that are necessary to
define these sub-processes. During simulation these parameters will be varied
anyway, and the model output sensitivity with respect to these parameters will be
documented. In case 4 the model should yield results efficiently with minimal
computation time. For this to happen one may either resort to closed form solutions
(analytical) or simplified models that may not include complex sub-processes
which may exist in the overall system. In this case, as another simplification
alternative, one may choose to represent complex processes in their simplest
approximate forms. For example, in contaminant transformation and transport
analysis one may either choose not to include chemical reactions, that is only
simulate transport of a conservative chemical behavior, or represent this chemical
reaction as a first order reaction for a single species application. These are all
acceptable simplifications for a class of applications. For case 5 the model will be
used to test the “what if”” scenarios with respect to an environmental decision that
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will be made at a site. In this sense, the model should definitely include the best and
most accurate definition of the sub-process that is being evaluated at the site.
Secondary sub-processes that may not influence the main process may be given
lesser importance in the construction of the model. In all of these cases the
dimensionality of the model is determined based on the available data and the
complexity desired by the model builder. Whatever the goal of the modeling study
is, one always has to recognize that the tool at hand is an approximate representa-
tion of the process that is being modeled.

From the perspective of inclusion of some mathematical reasoning into the
analysis of system behavior, as a general rule, the three procedures discussed
above are available: (i) physical modeling (laboratory); (ii) empirical modeling
(laboratory and field scale); and, (iii) computational modeling. In physical
modeling the natural system being modeled is duplicated by a scaled model
which is geometrically and dynamically similar to the large scale system. In this
case the mathematical processes are used to arrive at similarity laws that are based
on the similarity of the force ratios which govern the behavior of the natural system.
Observations are conducted on the scaled model and the results are projected to the
large scale system, again using the same similarity laws. Mathematical reasoning
behind empirical models is based on induction supported by the data collected in
field or laboratory studies. In a sense, the empirical approach represents our
declaration that the system modeled is very complex, or not fully understood, and
that the only alternative left for us is to represent the system by the use of a black
box approach. In some cases, the empirical equations that are developed may even
end up being dimensionally non-homogeneous, such as the case of the well known
Manning’s equation in open channel flow analysis. This is a further an indication
that the natural process modeled is not well understood. Sometimes modelers get
around the issue of dimensional non-homogeneity by attributing dimensions to the
proportionality constants that are used in the empirical model. This of course may
lead to a dimensionally homogeneous equation but does not resolve the issue of
how well we understand the process that is modeled. Some of these models are
so well established in the technical literature that we do not question their validity,
such as the Manning’s equation used in open channel flow analysis, which is
sometimes inhibiting. In other cases statistical methods are used to verify the
predictions made from these models.

Finally, computational models (mechanistic modeling) are based on deductive
reasoning. Derivation of these models is tied to fundamental principles that govern
the system. In these models, more often than not, it is impossible to include all
sub-processes affecting the behavior of a complex system. Thus, as stated earlier,
these models commonly include simplifying assumptions which should be
accounted for when they are put to use. In this sense, although these models are
generic models, i.e. can be used in any large or small scale modeling study, we use
calibration methods to overcome this deficiency and adjust the model response to a
site or an application to represent a specific behavior. A classification of mathematical
models is given in Fig. 2.3.
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Fig. 2.3 Classification of mathematical models

The distinction in this classification is that deterministic models always produce
the same output for a given input. On the other hand stochastic, a word of Greek
origin which is synonymous with “randomness” and means “pertaining to chance,”
describes models in which a random set of inputs producing set of outputs that are
interpreted statistically. Thus, stochastic is often used as the counterpart of the
modeling exercise which is “deterministic,” which means that random phenomena
are not involved. Continuous models are based on the general mathematical prop-
erty obeyed by mathematical objects and imply expressions in which all elements
of the objects are within a neighborhood of nearby points. The continuity principle
applies to dependent as well as independent variables of a mathematical model and
implies smoothly varying properties, i.e. at least continuous first derivatives. Their
counterpart is discrete models in which mathematical objects are not continuous
and abrupt variation of parameters is expected. Static and dynamic refer to the
dependence of the model on the independent variable “time”. Static models are
time independent and dynamic models are time dependent. Mathematical models
that satisfy both the principles of additivity and homogeneity are considered to be
linear models. These two rules, the additivity and homogeneity — taken together,
lead to the possibility of the use of the principle of superposition. Nonlinear models
are mathematical systems in which the behavior of the system is not expressible as
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a linear operation of its descriptors. Nonlinear models may exhibit behavior and
results which are extremely hard (or impossible) to predict under current knowl-
edge or technology.

Mathematical model building is a complex process. However, a systematic path
to successful model building can be defined and this path should be followed
to avoid common mistakes that may render the overall effort fruitless. Following
the commonly accepted principles, a model building path is given in Fig. 2.4.
The modeling framework, as identified in Fig. 2.4, includes standard checks and
balances that should be used in model building, no matter what the purpose of the
model may be. Remodeling is always an integral path of this process to improve on
what is being built.

2.3 Model Calibration, Validation, Verification
and Sensitivity Analysis

Since all models are simplifications of a complex system they need to be calibrated
and verified before they are used in simulation. Validation and sensitivity analysis
of models is also another concept that needs to be addressed and clarified. The
literature on the definition and use of these concepts is abundant and sometimes
confusing. Most of the confusion is associated with the concept of validation of
models (Gentil and Blake 1981; Tsang 1991; Mayer and Butler 1993; Power 1993;
Oreskes et al. 1994a, b; Rykiel 1996). For example validation is sometimes
considered essential (Power 1993) and sometimes validation of models is consi-
dered impossible (Starfield and Bleloch 1986; Oreskes et al. 1994a, b), and some
technicians of this field indicate that models can only be invalidated (Holling 1978;
McCarl 1984). Due to this confusion and conflicting definitions it is appropriate to
review the meaning of these terms as well as the interpretation of the very important
terms “calibration” and “sensitivity analysis” from a mathematical modeling per-
spective.

Model Calibration: Models include parameters and constants that need to be
associated with values. These parameters are used as input to the mathematical
models to produce numerical output. Ideally, these parameters should have a good
definition and a physical basis for the environmental system studied. Usually these
parameters either are calculated using the mathematical representation of this
physical basis, or they are measured in field or laboratory studies. More often
than not, however, the values of these parameters are unknown or only known
approximately. Thus a range of these parameters can be input to a model to yield the
best outcome when compared to an observation made in a field or laboratory study.
Thus, appropriate values of the parameters are needed in the model to achieve the
appropriate output that is observed at a site. Calibration of a model can then be
identified as the stage where we adjust the parameters of the mathematical model
such that the model agreement is maximized with respect to the observation data
we have on the modeled system. In this sense, model calibration is fine tuning the
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model to a set of data on the natural system. Calibration of a model can be done
manually, i.e. by trial and error adjustment of model parameters or it can be
automated using stochastic procedures. Success in calibration, or lack of it, may
yield information on how reasonable the modeler was in conceptualizing the natural
system and mathematical representation of the conceptualized system. If a model
fails to calibrate, it may mean that the conceptualization and mathematical repre-
sentation stages need to be revisited. This also emphasizes the importance of
remodeling in model development (Fig. 2.4). Calibration should not be interpreted
as an inverse modeling technique which is used in parameter identification pro-
blems. Calibration procedure basically readies a model for its further use in
simulation.

Model Verification: The confusion pointed out earlier may originate from the
way we use the words ‘verify’ and ‘validate’. In ordinary language, they are
synonymous. From the perspective of modeling terminology these two words are
used to describe two distinct concepts. Verification is a demonstration that the
modeling formalism is correct. There are two types of verification avenues in
modeling: (i) mechanical; and, (ii) logical. The former is associated with the
debugging process of a computer program and in mathematical models, which
shows that the mathematics and their numeric calculations are mechanically
correct. A more important and difficult verification issue is the latter: showing
that the program logic is correct. Some logical errors in a model may only appear
under special circumstances that may not routinely occur in an application. Thus,
these errors may not be recognized in routine applications of the model. Verifica-
tion is thus a technical matter that identifies how faithfully and accurately ideas are
translated into a computer code or mathematical formalisms (Law and Kelton
1991). In the case of large (complex) models, it is extremely difficult to verify
that the model is entirely accurate and error free under all circumstances. Models
are thus generally verified for the normal circumstances in which they are
expected to be applied, and such verification is presumed inapplicable if the
model is run outside this range. It is important to distinguish verification logic
which relates to program operation from conceptual model logic which refers to the
ecological logic used in structuring the model. Verification of models is needed in
both aspects.

In summary, verification of a model is the stage at which we quantify the
predictive capability of a mathematical model. This may be accomplished through
a comparison of the output obtained from a model, which is based on input data, or
with a set of observation data we have on a natural system which is based on the
same input data. It is important to note that the observation data used in the
calibration stage should be distinctly different from the data set used in the verifi-
cation stage. That is, the data used for verification should be such that the calibra-
tion parameters should be fully independent of the verification data. The verified
model can then be used for forecasting.

Model Validation: The absolute validity of a model can never be determined
(NRC 1990). This statement is a strong reference to the impossibility of validation
of a model. This reference to the impossibility of validation of models is somewhat
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relaxed in a statement in which Hoover and Perry state that: “The computer model
is verified by showing that the computer program is a correct implementation of the
logic of the model. Verifying the computer model is quite different from showing
that the computer model is a valid representation of the real system and that verified
model does not guarantee a valid model” (Hoover and Perry 1989), which implies
that “validity” of a model is a possibility. To clear this confusion we need to expand
on these definitions.

The term model uncertainty which is linked to model validation is used to
represent lack of confidence that the mathematical model is a “correct” formulation
of the problem solved. Model uncertainty exists if the model produces an incorrect
result even if we input the exact values for all of the model parameters. The best
method for assessing model uncertainties is through model validation (Hoffman
and Hammonds 1994), a process in which the model predictions are compared to
numerous independent data sets obtained. Thus, as is the case with verification,
validation is better understood as a process that results in an explicit statement
about the behavior of a model. A common definition of validation can be the
demonstration that a model, within its domain of applicability, possesses satisfac-
tory accuracy consistent with the intended application of the model (Sargent 1984;
Curry et al. 1989). This demonstration indicates that the model is acceptable for
use. But that does not imply that it represents the absolute truth for the system
modeled, nor even that it is the best model available. For operational validation, this
demonstration involves a comparison of simulated data with data obtained by
observation and measurement of the real system. Such a test cannot demonstrate
the logical validity of the model’s scientific content (Oreskes et al. 1994b). Valida-
tion only demonstrates that a model meets some specified performance standard
under specified conditions. It is often overlooked that the “specified conditions”
include all implicit and explicit assumptions about the real system the model
represents as well as the environmental context it covers. That is, that a model is
declared validated only within a specific context, is an integral part of the certifica-
tion. If the context changes, the model must be re-validated; however, that does not
invalidate the model for the context in which it was originally validated (Rykiel
1996). Validation is a “yes” or “no” proposition in the sense that a model does or
does not meet the specified validation criteria. These criteria may include require-
ments for statistical properties (goodness-of-fit) of the data generated by the model,
and thus are not necessarily deterministic. Ambiguous situations may develop when
the model meets some but not all of the criteria. The criteria may need to be
prioritized, and the model may be validated with respect to these priorities. Because
modeling is an iterative process, validation criteria may evolve along with the
model. This is more typically the case with scientific research models than with
engineering models. From a technical perspective, a valid model is the one whose
scientific or conceptual content is acceptable for its purpose.

Sensitivity Analysis: Sensitivity analysis, on the other hand, can be considered
to be a component of simulation through which the modeler evaluates the response
of the model to changes in input parameters or boundary conditions of the model.



2.3 Model Calibration, Validation, Verification and Sensitivity Analysis 49

Sensitivity of model response to the input data and parameters of the model and
the model output obtained is critical and must be quantified both during calibration
and verification stages. Through this process, discrepancies between the model
output and observation must be minimized to the extent that is possible by identify-
ing and minimizing sources of error. These error sources include measurement
errors, conceptual error in model development and approximation errors that may
exist in mathematical representations. The goal of sensitivity analysis is to estimate
the rate of change in the output of a model with respect to changes in model inputs
or parameters. This knowledge is important for:

i. Evaluating the applicability range of the model developed;
ii. Determining parameters for which it is important to have more accurate
values; and,
iii. Understanding the behavior of the system being modeled at critical points of
solution — possibly at singular points.

The choice of the method of sensitivity analysis depends on:

i. The sensitivity measure employed;
ii. The desired accuracy in the estimates of the sensitivity measure; and
iii. The computational cost involved in calculating the error.

Consider a contaminant transport model in which several parameters P; charac-
terize the contaminant concentration C as a continuous function in a linear mathe-
matical function, C = f(Py, P2, P3, ..., P,) from which some reference value of C
can be calculated, C, = f(P¢,P5,P%,...,P?). For this case some of the more

common sensitivity measures S;;, which can be used, are:

aC;
Local gradient measure: Sij = P
Pi
oC; Pi
N lized gradient : Sy =—
ormalized gradient measure i 8PJ’- c
oC; std{P;
Normalized variance measure: Sij = 5= M
Expected value measure: Sij = Ci[E(P))] '
Extreme value measure: Sij = {max C; (Pj’) ,min C; (PJ’)}
Normalized response measure: Sij = (CD —C; (P;)) / Ci(P)
Average response measure: Sij = Z C; (P;) / Z P;
J J

where E is the expected value measure and the expected value of P; is the mean
value of parameters P;.
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Based on the choice of the sensitivity measure and the variation in the model
parameters, methods of sensitivity analysis can be broadly classified into one of the
following categories:

1. Variation in parameters or model formulation: In this approach, the model is
run for a set of sample points (different combinations of parameters of
concern) or with straightforward changes in model structure (e.g., in
model resolution). Sensitivity measures that are appropriate for this type of
analysis include the response from arbitrary parameter variation, normalized
response and extreme value measure. Of these measures, the extreme values
are often of critical importance in environmental applications.

ii. Sensitivity analysis over the solution domain: In this case the sensitivity
involves the study of the system behavior over the entire range of parameter
variation, often taking the uncertainty in the parameter estimates into account.

iii. Local sensitivity analysis: In this case the model sensitivity to input and
parameter variation in the vicinity of a sample point(s) is evaluated. This
sensitivity is often characterized through gradient measures.

The discussion of the terms calibration, verification, validation and sensitivity
analysis given above outlines the basic principles involved in any modeling and
model development effort. There are numerous models that are available in the
scientific literature which may be used to analyze a multitude of physical processes.
These models are sometimes identified as off-the-shelf models from which the users
may download a code and implement it in a specific application that is of interest to
the user. Here, it is important to note that the user must be fully aware of the
limitations and the application range of the model used for the intended purpose. In
certain cases some of these models have become so common in the literature that
we no longer truly check the application rage of the model downloaded and we do
not verify if the model truly fits the physical problem being modeled. In certain
cases there are model applications in which the physical system modeled is
restricted just to fit the system into a readily available off-the-shelf model. This
practice can be characterized as fitting a physical system to a model rather than
fitting a model to a physical system. This approach in modeling should be avoided
at all times, at all cost. One should never try to define a physical system based on the
limitations of the model that may be readily available. One should always remem-
ber the hierarchical steps involved in modeling. The description of the physical
system always comes first, while the development of the model to describe the
system follows behind.

2.4 Model Scales, Error and Uncertainty

The term “scale” refers to the characteristic spatial or temporal dimensions at which
entities, patterns, and processes can be observed and characterized to capture
the important features of an environmental process. Borrowing from cartography
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concepts, as environmental modelers we define scale as having two components:
grain and extent. The former corresponds to the smallest spatial and temporal
sampling units used to gather a series of observations or perform a computation.
Extent is the total area or time frame over which observations or computations
related to a particular grain are made (O’Neill and King 1998). For example, this
may be defined for an observation of a hydrologic process, or it may be defined for a
modeled environment (Klemes 1983; Bloschl and Sivapalan 1995; Singh 1995). All
environmental processes, large-scale or small-scale, have their own characteristic
scales of reference, which are necessary to capture details of the processes modeled
or observed. Independent of the size of the model used, all environmental models,
as covered in this book, are based on some mathematical representation of a
physical process which is scale dependent (Gupta et al. 1986). When analysts use
large-scale models to predict small-scale events, or when small-scale models are
used to predict large-scale events, problems may arise (Fig. 2.1).

From groundwater flow and contaminant transport models to flow and transport in
river channel networks to overland flow in a watershed or air shed models, the
environmental processes occur over a wide range of scales and may span about ten
orders of magnitude in space and time. When we attempt to model an integrated
system the first question one should ask is: “if it is necessary to link all components of
the environmental cycle into one system model?” The answer to that question should
not be based on whether these components are separable or not. In a global sense they
are not. However, the answer to that question should be based on whether one wants
to separate them or not depending on the goals of the project and the importance of
the contribution of the sub-processes to the understanding and evaluation of that goal.
For example, if one is not interested in observing or reflecting the effect of one
subcomponent on the other, then one can easily isolate an environmental process and
analyze that subcomponent alone. For example, there are numerous groundwater flow
and contaminant transport models which are extensively used in the literature just
to study groundwater systems (McDonald and Harbaugh 1988; Aral 1990a, b). In
their analysis, groundwater would receive input from surface water, but the reverse
influence cannot be considered. On the other hand, if the simulation of multipathway
interaction of an environmental process is the goal, than an integrated systems
modeling approach is a must, and therein one encounters the difficulties of integration
over scales (Gunduz and Aral 2005).

The transfer of data or information across scales, or linking sub-process models
through a unified scale, is referred to in the literature as “scaling.” Up-scaling
consists of taking information from smaller scales to derive processes at larger
scales, while downscaling consists of decomposing information at one scale into its
constituents at smaller scales (Jarvis 1995). In the context of absolute space and
time, scaling primarily involves a change in the geometric and temporal structure
of the data and their corresponding attributes. In using the term ‘“absolute scale”
here we are referring to the definitions used in an Eulerian coordinate system in
which distances between points in time and space are well defined geometric and
differential entities. Thus, linking sub-process parameters within the well defined
rules can be considered to be objective and to be independent of one’s viewpoint or
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frame of reference in solving a problem. From a relative perspective, scaling
becomes a more complex task than it would be in an absolute framework. In a
relative scale framework one focuses on the sub-environmental processes and
defines space and time as a measure of the relationship between these sub-processes.
In a way one can interpret this definition as a Lagrangian frame of reference.

The relative scales concept represents the transcending concepts that link pro-
cesses at different levels of space and time. It entails a change in scale that identifies
major factors operational on a given scale of observation, their congruency with
those on lower and higher scales, and the constraints and feedbacks on those factors
(Caldwell et al. 1993). With this definition, one can observe that two processes that
occur in close proximity by the definition of an absolute scale may be very distant
from one another in terms of a relative scale sense. An example could be the case of
the two hydrologic processes, overland flow and saturated groundwater flow, that
normally are separated by an unsaturated zone. These two hydrologic processes
could be close to each other in an absolute sense, but in terms of their interaction
with one another, they could be very distant in a relative space and time frame of
reference, due to limiting transfer rates that may exist in the unsaturated zone. In
such cases, when scaling is considered the relative frame of reference should take
precedence.

As expressed by Jarvis (1995), what makes scaling a real challenge is the non-
linearity between processes and variables scaled, and the heterogeneity in the
properties that determine the rates of processes in a relative frame of reference.
Therefore, it is important to realize that scaling requires an understanding of the
complex hierarchical organization of the geographic and temporal worlds in which
different patterns and processes are linked to specific scales of observation, and in
which transitions across scales are based on geographically and temporarily mean-
ingful rules (Marceau 1999).

Scaling and its effects on environmental modeling are commonly linked to the
heterogeneity of the system modeled. However, this link should also include the
refinement necessary to resolve the mathematical nonlinearities incorporated into an
environmental process. Scale differences necessary to resolve nonlinearities, such as
the nonlinearities introduced by the dependence of the higher order chemical reac-
tion terms on rate constants as opposed to the easily solved differential equation that
accompanies the first order reaction rates can be given as an example. Thus nonline-
arity and heterogeneity are the two important factors that need to be considered in
scaling. The greater the degree of heterogeneity and nonlinearity, the smaller the
scale one would have to use to represent such variability or resolve such nonlinearity.

The other component of scaling effect arises in the interpretation of field data.
Integrated environmental models use a variety of parameters to represent the
characteristics of an application domain. However, data on large scale domain
parameters are often limited. The task is then to transform this spatially limited
data to a scale which can be used as an input in large scale applications. The
question to answer here is what scale one should use to represent this data without
losing accuracy during the extrapolation process. As the spatial scale of the model
increases from a small area to a large area, the extrapolation of limited spatial data
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to a large scale system would introduce errors in the analysis from the start, which
should be avoided.

An optimum scale of an integrated model should then reflect the “functional
scale” (Aral and Gunduz 2003), that provides a compromise between the resolution
of nonlinearities of the mathematical model, availability and extrapolation
of data and the heterogeneity of the system. Thus, in environmental modeling,
in order to resolve scale and scaling problems, one should first attempt to answer
the following fundamental questions:

1. What is the appropriate scale of study for a particular hydrologic sub-process
in the study?
ii. How close these sub-processes are in a relative frame of reference?
iii. How can one accurately transfer the necessary information from one process
scale to another for closure?

When answering these questions we end up with a so called compromised scale
which we identify as the functional scale (Aral and Gunduz 2003).

Scales of Sub-processes: Different scales of space and time govern the flow and
transport phenomena in the environmental cycle. For an integrated environmental
model these scales vary by several orders of magnitude in terms of the idealization
of the solution domain, the computational step size and the simulation extent that is
necessary to capture the important aspects of the process modeled as well as the
proper scales that are necessary to interpret the input data.

One important aspect of integrating various sub-processes is the selection of the
method applied to solve the equations that define the system. In this regard,
coupling via iterative solution and coupling via simultaneous solution are the
most advanced levels of solving the sub-processes in an integrated fashion. In
iterative solutions, each sub-process model is solved separately and integrated
sequentially by using the contributions from the other sub-processes. When each
sub-model is solved, the common parameters linking these systems are checked for
convergence (i.e., deviation from the previous solution). If the solutions of these
common parameters are not sufficiently close, the solution procedure is repeated
until the differences between subsequent solutions are below a pre-determined
convergence criteria. This iterative coupling approach is slow, especially when
more than two sub-processes are linked together. On the other hand this approach
would be less restrictive from the perspective of scaling concerns since each sub-
process can be analyzed within its own scale.

In the simultaneous solution approach, all sub-process models are solved
together using a common idealization scale and a common time step. In this
approach all sub-model solution matrices are grouped in a single matrix structure
and solved at once. Hence, this method requires the use of the smallest idealizations
and smallest time step of all sub-models, which may be impractical for the coupling
processes requiring idealization and time steps from the two extremes. For example
linking the two processes such of saturated groundwater flow and transport and the
unsaturated groundwater flow and transport falls into category. Attempting to solve
such a system simultaneously results in small idealization scales and time steps and
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creates incompatibility between systems. For example, unsaturated flow requires
small time steps in the order of seconds to describe the vertical movement of
moisture in the unsaturated domain whereas the groundwater flow can be run
with time steps in the order of days. If a simultaneous solution technique is used
to couple these two systems, then the entire system would need to be run with the
time step of the unsaturated zone. This condition is computationally costly and
inefficient for the groundwater flow and contaminant transport simulations. On the
other hand, this approach is more accurate than the iterative method since it does
not involve improvement of the solution by iterating on the common parameters
of the two sub-models (Gunduz and Aral 2003a, b, c, d). Thus the wide array of
time scales required to simulate efficiently the flow and transport processes in
the environment is the most important problem of environmental modeling. The
incompatibility of the sub-process time scales makes the overall coupling of
the system difficult and sometimes impractical.

Suggested Solutions to Scaling Problems in Integrated Environmental Model-
ing: In large scale environmental modeling, the scale issues and up-scaling or
down-scaling difficulties outlined above must be resolved if we are to develop an
integrated representation of these processes. Technicians in the field of modeling
believe that these problems can be resolved through some compromises. In order to
develop an order of importance list of compromises that can be considered, the
modeler has to introduce concepts such as:

i. Order of importance;
ii. Domain of importance;
iii. Functional scales; and,
iv. Hybrid modeling concepts.

In an integrated modeling effort, the order of importance ranking of different
sub-processes can be achieved by the analysis of the data associated with the
environment under study. For example in an environment where the groundwater
table is high and the unsaturated flow zone thickness is very small, it may not be a
significant loss of accuracy if the unsaturated zone is not modeled as a distributed
model but instead is represented in terms of lump parameter models. Similar order
of importance analysis evaluation can be made for overland flow as well as for the
contaminant transport modeling. In arid regions or for rainfall events which are not
significant, the contribution of this component may also be represented in terms of
lumped parameter models rather than distributed parameter models. However, in all
cases the groundwater flow zone and the river channel flow zone will play an
important role in the overall watershed hydrology and should be included in the
analysis in terms of distributed models for improved accuracy of representation of
these sub-processes in the integrated environmental model.

The domain of importance concept arises from the analysis of the type of the
problem solved. For example, if the concern is the transport of a certain contami-
nant source in the watershed, and if this source is not located in the unsaturated
zone, then modeling the hydrologic processes in the unsaturated zone in detail with
the use of distributed models may not be necessary. Similarly, if it is known that the
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flux of water between the unsaturated and the saturated zones is negligible, there is
no need to complicate the analysis by including the unsaturated zone. On the
contrary, there may not be any need to model the saturated groundwater flow
when the top few meters of the soil column are of concern to the modeler and the
groundwater table is at a much deeper elevation. Such simplifying judgments are a
direct consequence of the available data for the domain modeled and are essential
components of engineering evaluations to be made in a modeling study.

The functional scales concept is associated with the limitations of the integrated
domain scales. If all sub-processes are important in an integrated environmental
modeling effort and the use of distributed models is the goal, then one has to
analyze the final time and space scales that are necessary to combine these models
in an integrated system. At that point one may clearly see that this is not possible
given the computational difficulties or long computation times required to solve
the system. In such cases a compromise, as described earlier, is again the only
solution.

Data availability is another limiting aspect of the integrated large scale environ-
mental modeling studies. More often than not, field data is not available to justify
the use of a distributed model at a large scale. This may be observed at a sub-
process scale, in which case there is no reason to force a distributed model
application for that sub-process as well. Otherwise, unforeseen errors will be
introduced to the modeling effort. The availability of the alternative models,
which range from simplified to more detailed system representations, or from
small scale to large scale models, aids in evaluating the applicability of the low
resolution models. If the results of the low resolution models (either in detail or in
scale complexity) agree closely with those of the high resolution models, then the
low resolution models are preferable, since they typically require lower computa-
tional resources and lesser input data.

Given the limitations on computational resources, computational methods and
data limitations, the outcome of the integrated modeling compromises, as discussed
above, is clearly to direct the modeler towards the use of hybrid models in
integrated environmental modeling. In these models, lumped parameter models
are used along with distributed parameter models to develop an integrated system.

Uncertainty and Error: The discussion above leads to uncertainty and error
associated with environmental models and modeling (Figs. 2.2 and 2.5). Uncer-
tainty in transformation and transport models arises in the following two stages of
modeling: (i) model conceptualization or model building; and, (ii) model applica-
tion. As mentioned above, model building uncertainty arises under several condi-
tions, including the following:

i. When alternative sets of scientific or technical assumptions for developing a
model exist (model structure);

ii. When models are simplified for purposes of tractability (model detail —
inclusion or exclusion of sub-processes); and,
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Fig. 2.5 Uncertainty sources in modeling

iii. When a coarse discretization and of data is used to reduce the computation
demands of the model (model resolution — scale issues and statistical
uncertainty).

The uncertainties and errors in simulation may arise from uncertainty in model
inputs or parameters (i.e., parametric or data uncertainty). When a model applica-
tion involves both model and data uncertainties, it is important to identify the
relative magnitudes of the uncertainties associated with data and model formula-
tion. Such a comparison is useful for focusing resources where they are most
appropriate (e.g., data gaps versus model refinement).

Uncertainties in model parameter estimates may stem from a variety of sources.
Even though many parameters could be measured or calculated up to some degree
of precision, there are often significant uncertainties associated with their estimates.
Some uncertainties and errors can be identified as:

i. Random errors in analytic devices used in field and laboratory measurements;
ii. Systematic biases that occur due to imprecise calibration;
iii. Extrapolation of data from one scale to another; and,
iv. Inaccuracy in the assumptions used to infer the actual quantity of interest
from observations of a “surrogate” parameter or estimation of parameters
based on mildly representative samples.

Uncertainty analysis should not be confused with sensitivity analysis. In uncer-
tainty analysis one attempts to describe the entire set of possible outcomes of a
model together with their associated probabilities of occurrence. In sensitivity
analysis one determines the relative change in model output given changes in
model input values.

Model errors can be evaluated by analyzing the variation in dependent variables
in the model based on the variation of the independent variables of the model, i.e.
the parameters of the model. Taylor series analysis is commonly used in this
analysis. Since Taylor series will be used in several different contexts in this
book it is appropriate to introduce a review of this topic.

A Taylor series is the sum of functions composed of continually increasing
derivatives. For a dependent variable such as contaminant concentration C(P),
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which depends on only one independent parameter P, the value of the function C(P)
at points near P, can be approximated by the following Taylor series,
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in which P, is some reference value of the parameter P, AP is the increment in the
parameter P and (P, + AP) identifies the point where the concentration C is to be
evaluated C(P, + AP) and R, represents the remainder terms of a Taylor series
expansion. In Eq. (2.2) the derivatives of C(P) are evaluated at P,. Using the
definition above a first order approximation can be defined by keeping the terms
of the Taylor series up to and including the first derivative as follows,
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Similarly, the second and third order approximations to Taylor series are given by
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respectively. The accuracy of a Taylor series approximation improves as the order
of the Taylor series increasesas shown in Egs. (2.3) through (2.5). In these equations
an approximate relationship is implied since the remainder terms of the Taylor
series are omitted. Referring back to Eq. (2.3), we can associate the point P, with
the mean value of the parameter distribution P. Accordingly, the Eq. (2.3) will
represent the value of C(a space is needed here such as) C around the mean value
of P. We can now write an equation for the variance of the concentration C, using
the definition of variance of C(P) about the mean P,, S?(C(P,)),

2
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where S(P) is the sample standard deviation, and S%(P) is the sample variance
around the mean P,. Eq. (2.6) implies that the variance in the dependent variable
(uncertainty) is a function of the variance (uncertainty) in the parameter P, the
sensitivity of the dependent variable to the changes in the parameter P around its
mean, (ﬁ) ’ P, and the variance in the parameters 52 (P).

For a multivariate relationship, C(P'), i = 1,2,3,...,n the first order Taylor
series expansion, Eq. (2.3), can be written as,

C(P) + AP', P2+ AP?, P} + AP*, ... P! + AP")

~ 1 p2 p3 n i
~C(P,P%, P, ..., P") —|—ZAP (an>

2.7)

u

which yields the variance relation,
2 n 2 z
S(C(P, ., P?) Zs (P) (apl)
i\S(P D (PP
25y (ap,>< )S(PO)S(P0)<D(P07P0) 2.8)

j=1 i=j+1

where P; is the mean of the ith parameter, S (P;) and S? (P’O) are the standard
deviation and the variance of the ith parameter around its mean respectively,
§2(C(P!)) is the variance of C(P') around the means P, ®(P! P/) is the correla-
tion coefficient in a linear least squares regression between the parameters P’ and P/
(Crow et al. 1960; Reckhow and Chapra 1983; Bogen and Spear 1987; Ayyub and
McCuen 1997; Conover 1999).

Monte Carlo analysis is another method used to evaluate parameter sensitivity to
solution. Since this approach is used extensively in the ACTS and RISK software
we will review this topic in more detail in Chapter 7.

2.5 Methods of Solution

Some mathematical models are relatively simple and their solution can be achieved
using analytical methods, sometimes referred to as a closed form solution. Numeri-
cal calculation based on an analytical solution can be exact or approximate. Its
accuracy depends on the complexity of the analytical solution. More complex
models may require numerical solution which are all inherently approximate solu-
tions to the problem. Both solutions will require computer based calculations to
relate the model inputs to model outputs.

As indicated above statistical models and statistical calculations are also a
necessary component of a modeling exercise. If not explicitly used in the modeling
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itself, statistical methods will become an important component in the sensitivity,
calibration and verification phases of the modeling exercise.

In the case of the ACTS and RISK software analytical solutions will commonly
be employed, since the models included in these software platforms are considered
as screening models and in that sense are simpler representations of the modeled
system. To perform sensitivity analysis the ACTS and RISK software also includes
a Monte Carlo module in all models where the models can be run in a stochastic
mode.

2.6 Modeling Terminology

The modeling field is quite a diverse field of science. It is important for the
professionals working in the environmental health field to familiarize themselves
with various concepts and methods employed in this field to be able to understand
the outcomes and limitations of environmental modeling and use them in environ-
mental health analysis appropriately. For this purpose a review of the following
references are recommended, (Gentil and Blake 1981; USEPA 1984; Starfield and
Bleloch 1986; Hoover and Perry 1989; Law and Kelton 1991; Tsang 1991; Mayer
and Butler 1993; Oreskes et al. 1994b; Lemons 1996; Schnoor 1996; Abdel-Magid
et al. 1997; Saltelli et al. 2000; Anderson and Bates 2001; Nirmalakhandan 2002;
Aral and Gunduz 2003). The acronyms used in this field are given in Appendix A of
this book. The list of terms and their definitions given in Appendix B are also
included in this book to familiarize the reader with the terminology used in the
environmental modeling field as a starting point.
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Chapter 3
Conservation Principles, and Environmental
Transformation and Transport

As far as the laws of mathematics refer to reality, they are not certain;
and as far as they are certain, they do not refer to reality.

Albert Einstein

Every moment, a wide range of contaminants, in significant quantities, is either
deliberately or accidentally released into the environment worldwide. The intensity
of these releases has grown along with the economic, industrial and social develop-
ment of the countries of the world since the early 1950s. Thus, more often than not
the sources of these contaminants and the resulting environmental pollution are
attributed to industrial activities. However, other activities such as the use of
pesticides in agriculture, the uncontrolled disposal of waste and waste discharge,
or the handling and disposal of contaminants in landfills that are not properly
constructed or monitored, and many other similar activities also contribute to
environmental pollution. The effects of this pollution on the ecosystem and on
the health of populations have been documented in numerous technical publications
world wide. In certain cases the levels of environmental pollution and health effects
outcomes are alarming. The degradation of the environment and its adverse health
effects is more pronounced in developed nations but developing nations are not
immune to this problem. They will see this same degradation if the mistakes of the
past are repeated and lessons are not learned, especially for those regions of the
world where environmental regulations are not strictly enforced. It is also clear that,
in a modern society, it is not possible to eliminate totally the release of the
contaminants into the environment altogether. Thus, it is important to understand
the principles and mechanisms that may be used in understanding and describing
the transformation and transport of contaminants in the environment. The goal of
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achieving this knowledge would be to use this information in appropriate manage-
ment practices to minimize the adverse effects of environmental pollution.

Contaminants in the environment move around in several pathways such as
air, soil, plants, animals, groundwater and surface water. This movement, sometimes
referred to as contaminant migration, involves numerous transformation and trans-
port processes. Thus, in environmental modeling the word “transport” is associated
with the question of “How do contaminants migrate or move around in the environ-
ment?” The transport mechanism is associated with the motion of contaminant
particles within and with the ambient flow field. The flow field that needs to be
considered may be associated with the transport conditions in the atmosphere or with
the surface and subsurface environmental pathways. The word “transformation” is
associated with the questions of “What happens to the contaminant particles in their
path of migration, and what type of chemical or biological transformations might
they undergo as they migrate?”” The main concern here is the analysis of degradation,
accumulation, chemical or biologic transformations, and change of phase processes
that influence the contaminant concentrations in the ambient environment. The
ambient environment is commonly described with the use of the generic word
“environment”. Both transformation and transport processes are necessary to create
healthy environments. An environment can only recover from these stresses by the
action of these processes. Without transformation and transport processes environ-
mental pollution would remain localized and ever increasing, which would be a
complete disaster.

In this book the principal environmental pathways focussed on are the air,
groundwater and surface water pathways. In these pathways contaminants usually
appear as a source mainly due to human activities. They eventually reach popula-
tion clusters, i.e. receptors, through transformation and transport processes in each
pathway. In most cases these three pathways are connected. The source to popula-
tion (receptor) pathway can be managed and the adverse effects of environmental
pollution on populations can be controlled but not totally eliminated. A typical
source-to-receptor model is outlined in Fig. 3.1. In this figure the possible control
points and measures that may help manage these control points are highlighted.
Thus, environmental management or intervention may occur in four control points:
(i) the source control; (ii) the transformation control; (iii) the transport control; and,
(iv) population exposure control and management. In an environmental manage-
ment process, all or a subset of these control points can be used and prevention
measures can be implemented. These control points and measures will depend on
the type and pathway of the contamination involved. The subject of this book is to
study environmental pathway analysis and enumerate exposure risk assessment
methods along these pathways. Remediation and source control measures are not
the subject matter of this book.

Fundamental principles that describe the movement of contaminants in various
environmental pathways are based on similar hydrodynamic and chemical fate and
transport processes. A difference in the description of the transformation and trans-
port processes in each pathway may arise if and when the magnitude and the
importance of the process that characterizes the transformation and transport process
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gets amplified or dampened due to the transport characteristics of the pathway in
which the process is occurring. In this chapter we will review the basic principles that
govern the environmental transformation and transport processes in general. Individ-
ual models of transformation and transport in air, groundwater and surface water
pathways will be treated in more detail in the following chapters. Other environmen-
tal pathways such as plants or animals are not the subject matter of this book.

The analysis of transformation and transport of contaminants in various path-
ways such as air, groundwater and surface water pathways as independent pathways
is somewhat artificial since the interactions between these pathways are naturally
occurring and should be considered for closure and complete analysis. Common to
all pathways are the conservation laws governing mass, momentum and energy.
These are the three most important laws through which environmental transport can
be described and studied. In this chapter we will work with several different
forms of conservation principles. In each case the conservation principles will be
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integrated over a control volume to describe the conservation law in terms of
mathematical models. Differential equations are an integral part of the representa-
tion of these principles within a representative elementary volume (REV) which is
sometimes identified as the control volume (Fig. 3.2). The one-, two- or three-
dimensional (1D, 2D, 3D) domain of these problems will have a boundary. On these
boundaries the boundary conditions of the problem must be defined for closure of
the mathematical definition of the problem. If the problem is a time dependent
application (dynamic model or unsteady state model) the mathematical representa-
tion of the problem as a complete model will also include an initial condition which
would identify the initial state of the contaminant distribution in the solution
domain at the start of the solution.

The solution to these mathematical models can be obtained through the use of
analytical, numerical or statistical methods. Complex models usually require numeri-
cal solutions which will yield discrete solutions of the problem. Solutions that involve
uncertainty or sensitivity analysis must employ statistical or stochastic methods. For
simpler models, which are described as screening models in the ACTS software, the
analytical solutions are more commonly used. In this case the solution of the
differential equation model of the problem is represented as an analytical solution
that is obtained through some integration process. Since the focus of this book is on
the use of simpler environmental models, the analytical solution strategy will be the
only approach discussed and used in the accompanying ACTS software. In a very few
cases the matrix methods are incorporated into the solution strategy to render the
analysis more meaningful and general.

The topics covered in this chapter are also treated in other reference books either
as a general discussion or as pathway specific applications. For completeness the
following references are recommended as a supplementary reading material of the
subject matter that is covered in this chapter (Cheng. 1976; Anderson and Woessner
1992; Zheng and Bennett 1995; Clark 1996; Schnoor 1996; Sun 1996; Abdel-
Magid et al. 1997, Weber and DiGiano 1996; Charbeneau 2000; Hemond and
Fechner-Levy 2000; Bird et al. 2002; Nirmalakhandan 2002). In addition to the
description of the conservation principles covered in each section below, the
acronyms and abbreviations that are used in this field are given in Appendix 1.
Further, a comprehensive list of definitions of the important terms used in
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conservation laws and mathematical models is given in Appendix 2. These two
appendices will provide the reader with a summary of the terminology used in the
environmental modeling field. It would be important for the reader to familiarize
themselves with these definitions and abbreviations.

3.1 Transport Principles

Conservation principles are based on material checks and balance of some property
in a REV. For example, quantifiable properties of a fluid medium, in reference to
conservation principles, can be defined in terms of the mass, momentum and energy
of the medium. These three properties are identified as extensive properties, as their
values are additive in a REV. For example, addition of two volume elements of
mass will double the mass in a REV. The same is true for momentum and energy.
By definition, as opposed to extensive properties, intensive properties are not
additive. For example, the intensive property of a fluid element such as density
(mass per unit volume) will not double if two volumes of the same fluid element at
the same temperature are added together. Accordingly, properties such as tempera-
ture, pressure and density are examples of intensive properties, while heat, mass,
momentum and energy are examples of extensive properties. In either case the goal
of a conservation principle is to account for all of a property that initially exists in
the REV and to track the change of these properties over space and time. Since
mass, momentum and energy refer to different concepts in extensive properties of a
fluid element it is important to review these definitions first. In working with these
properties and understanding their transformation and transport definitions within
the context of conservation principles, the proper understanding of the following
terms that are used in the definition of these processes is important. We define
advection as the transport of an entity by the moving fluid — bulk movement.
Convection is associated with the transport of an entity due to density differences.
Diffusion can be defined as the random walk of an ensemble of particles from
regions of high concentration to regions of lower concentration. Conduction is the
transfer of energy by the jostling motion of atoms through direct contact between
atoms. This is an analogous form of diffusion. In this case, “heat” is the “property”
that is transported by molecular motion. As can be seen, although some of these
terms may be used as synonyms in common language, they imply and refer to
completely different transport processes in technical language.

Contaminant Concentration Versus Mass: The concentration of a substance in a
REV is defined as the quantity of substance, usually measured in mass per unit
volume.

C- quantity of substance _ m
REV ¥~

;ML (3.1)
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In all references made to a property in this book, the dimensions of the property
or the equation used to define the property are given in square parenthesis where

[M LT, T } refer to mass, length, time and temperature dimensions.

In Eq. (3.1) concentration has the dimensions of mass per unit volume. In
standard international units concentration can be expressed as kg/m® or mg/m?
(Weber and DiGiano 1996). This definition may change somewhat if the ambient
environment changes. For example water at local barometric pressures can be
considered to be an incompressible medium, whereas, air is a compressible
medium. The compressibility of a medium is associated with the possible change
of its volume as a function of the pressure or stress (force per unit area) exerted on
it. Since volume is included in the definition of concentration (Eq. (3.1)) a possible
change in volume as a function of pressure should be accounted for in the definition
of concentration if the ambient environment is a compressible medium, i.e. air (see
Chapter 4).

In water, concentrations can be expressed in milligrams or moles of substance
per liter (1 L = 10’ m* = 10°cm®). The purpose of using moles to represent mass
stem from the fact that it simplifies the translation or up-scaling of chemical
equations that are defined at molecular or micro scales to the mass balance analysis
that may be conducted at a macro or mega scale (see Fig. 1.7). At micro scale one
molecule is 1 mol (6.023 x 10> atoms) and the expression of the mass of a
molecule is associated with the molecular weight of the atoms it contains. The
chemical equation of a molecule can be used to calculate the molecular weight
of the compound. For example the mass of 1 mol of carbonic acid [H,COs] is
2x1+1x12+3 x 16 = 62g] since the atomic weights of hydrogen,
carbon and oxygen are 1, 12 and 16 g/mol respectively. In air, however, the concen-
trations may change not because the mass of the chemical in a REV is changing but
because the volume defining that concentration may change as a function of
pressure. Thus, in the case of air it is more appropriate to represent the concentra-
tion of substances as moles of substance per mole of air or mass of substance per
mass of air under partial pressures. The same argument is also valid for other
compressible solids media such as soils. For soils, concentration would again be
defined as mass of substance per mass of soil medium. Of course the wetness or
dryness of the soil medium should also be taken into account when considering
compressibility effects.

If there are several constituents or if the substance appears in several species in a
medium, the concentration of each species can be defined according to the equation,

C - quantity of species i :ﬂ; P=12.3m [ML 4} (3.2)
REV +

In Eq. (3.2) the subscript i refers to the mass of different species in the REV.

Advective Versus Diffusive Flux: The flux of some mass or concentration in
some direction in a REV is defined as the quantity of that mass or concentration
passing through a cross-section area perpendicular to the direction of movement
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per unit area per unit time. Thus, flux of a property, in this case mass, may be
represented as,

q(flux) = /&; [MLT '] (3.3)

The definition of flux given above may be associated with two different types of
transport processes. Using the definition given in Eq. (3.3), if the transport process
is associated with the bulk movement of the substance due to the advective velocity
of the carrying fluid, then this flux can be related to the concentration times the
velocity of the fluid medium as follows,

q, (advective flux) =———= CV; [ML ’ZT’I] (3.4)

where V is the velocity vector of the carrying fluid in some general direction (a
vector quantity), A is the cross-section area perpendicular to the velocity direction
and J~ is the volume of teh REV. This transport process is identified as the
advective transport.

In the environment substances can be transported in the absence of an ambient
fluid flow field or bulk fluid velocity. Let’s consider the simple example of a
container separated by some permeable membrane with distinct contaminant con-
centrations C; and C, placed on either side of the membrane (Fig. 3.3). Let’s further
assume that C| < C, and that there is no net advective transport or ambient velocity
between the two container chambers. This implies that, for no net advective
transport, the fluctuating flow velocity V' in one direction is compensated by the
velocity of the same magnitude in the opposite direction yielding zero velocity
between the containers. The accounting of mass balance between these two contain-
ers can then be given as,

qa(diffusive flux) = C;V' — G,V = V/(C; — Cy);  [ML°T '] (3.5)
By multiplying and dividing Eq. (3.5) by the distance between the centers of the

two boxes, which is the mean travel distance for all contaminant particles in the two
chambers, we can write Eq. (3.5) as,

Y 4
. ¢ L >V e
® Ax % e
[P S )
i ® | o o *
o 0 ! .
C, YV T o
Fig. 3.3 Diffusion process in g >

the absence of advection X
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= —(V’Ax)% = —chi—c o [MLPT (3.6)

where the concentration difference between the containers is (AC = C, — Cy), D is
identified as the diffusion coefficient and has the units of [L2T~!]. The ratio of the
concentration difference AC over Ax = (x, — x;) can be substituted by the defini-
tion of the ordinary derivative as Ax approaches zero. The negative sign is the natural
outcome of the definitions given above and implies that the diffusive flux is from
high concentration to low concentration (€€ = fo f‘ in an x-coordinate axis direc-
tion as indicated in Fig. (3.3). This transport proéess is identified as the diffusive flux.

Based on the definitions given above, advective flux is associated with the bulk
movement of the carrying fluid and diffusive flux is associated with the gradient of
concentrations between two points. If there is no ambient advective velocity then
advective flux will be zero. If there is no concentration difference between the
chambers or between two points then the diffusive flux will be zero or as the
concentration differences increase the diffusive flux will increase. This definition
of flux is also analogous to the definition of Fick’s law of diffusion used in mass flux
analysis or Fourier’s law of heat conduction used in energy flux analysis.

The overall transport process is the combination of both advective and diffusive
transport processes.

— dcC .
q:qa—f-qd:CV—ZDa; i=xy,z (3.7)
i 1

where (V =ui + v? + w?) is the standard definition of the velocity vector in
three dimensions. In the equation given above the discussion is extended to a three
dimensional form by the use of the vector notation for velocity and also the use of
summation for diffusion terms in x-, y-, z-directions. Thus, flux terms defined above
are valid for a three dimensional domain. Other possible transport processes such as
settling of particles under gravitational attraction or evaporation from surfaces or
other definitions of fluxes can simply be added to the two transport components
identified above as additional transport mechanisms.

Diffusive Mass Flux: In the context of the conservation of mass principle, flux of
mass across a cross-section area at the boundary of the REV will be considered. As
stated earlier, a flux of mass is the quantity of mass passing through a cross-section
area per unit area per unit time. For conservation of mass principles, Fick’s law can
be used to determine the flux of mass across boundaries (cross-section areas) of the
REV. This flux is more conveniently expressed in terms of concentration units
given the definition above. Fick’s law for a concentration species, i, can be given as,

dC;
Fiy = =D

ot i=1,23 i=1,23,..,n [ML?T] (3.8)
]

where F; ,, is the diffusive flux of concentration species C; in the direction .x;, and
D;; is a proportionality coefficient identified as the diffusion coefficient of the
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concentration species i in the x; direction (x-, y-, z-coordinates for j = 1, 2, 3). In
association with the definition given in Eq. (3.6), Eq. (3.8) includes a negative sign
to indicate that the flux is negative when the concentration is increasing in the
positive x;-coordinate direction. Since in Eq. (3.8) a gradient term and a directional
diffusion coefficient are used, the mass flux in transverse directions can also be
defined in terms of the gradients of concentrations in the transverse directions, and
the associated transverse diffusion or dispersion coefficient tensor components in
terms of that direction. The diffusion coefficient has the units of [LZT‘l] (Eq. (3.6)).
The gradient term has the units of [ML~*]. Thus the units of diffusive mass flux can
be given as [ML~2T~!]. The total dispersive mass flux across a surface area [L?] is
the mass flux (Eq. (3.8)) times the cross-section area. Thus the total mass flux across
a surface takes on the dimensions [MT~!].

Momentum Flux: The linear momentum of a fluid element is defined as the
product of mass m, times its velocity V, of the entity and is an extensive property.

Momentum;j = mv; j; j=1,2,3; i=1,2,3,..,n [MLT’I} 3.9

The Eq. (3.9) is given for species i and the species velocity in directions x;(x-, y-, z-
coordinates for j=1, 2, 3). The momentum per unit volume, an intensive property of
the fluid for specified flow conditions, is mass times velocity divided by volume, or
simply density times the velocity. Since velocity is a vector quantity, the momen-
tum per unit volume has three components, one for each coordinate direction. Thus
momentum of species Z, per unit volume of REV can be given as,

M BN v =123 =123 [ MLT
omentum, , = I =pv,;57=123 i=123,..n; [ ] (3.10)

where p; and v;; are the density and the components of the velocity (u, v, w) in three
coordinate directions for the species i.

The local rate of momentum transfer in a fluid element is determined in part by
the stresses. As in Newton s law a force represents an overall rate of transfer of
momentum F = ma = =d( mV) /dt, in which a’ is the acceleration vector. Then
stress (force per unit area) represents the flux of momentum. In the context of
conservation principles, the flux of momentum across a cross-section area, i.e. the
boundaries of the REV, will be considered. The momentum flux across boundaries
(cross-sections areas) of the REV per unit cross-section area can then be given as,

Ml-_j _ l d(l’ll,'V,'J) .

i=1,2,3; i=1,2.3,...n; [ML'T? 3.11
A dt b) ] b b b l b) b) b )n’ [ } ( )

or in the case of momentum per unit volume,

1.d(pviy) |

M=
TA dr

j=1,2,3 i=123,..,n [MLT?] (3.12)
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where M;; is the momentum flux of species i associated with the rate of momentum
change for the species in the Jth coordinate direction.

The time averaged velocity gradients used in the Egs. (3.11) and (3.12) can be
defined in terms of the time averaged turbulent or laminar shear stresses (force per
unit area) parallel to the surface areas of the REV. Using the definition of time
averaged turbulent shear stress for the time averaged velocity gradients defined in
the equations above, the momentum flux can be represented as,

dvij . .
My =iy =i, s fm=1.2,3(m#)); i=12,3,.n [ML'T?] (3.13)

or representing momentum flux per unit volume one can write,

1, d(p;Vi;
M;j=1imj= p_%
1 m

s om=1,2,3(m#j); i=1,2,3,..,n; [ML™'T*] (3.14)
in the equations above u, is a proportionality constant that is identified as the
momentum transfer coefficient (time averaged eddy viscosity in the turbulent flow
field case) that combines the flow, fluid and ambient medium properties. Given the
gradient definition and also the directional momentum transfer coefficient, one can
also define the momentum flux of species i in transverse directions by considering
the velocity gradients in that direction as well as the momentum transfer coefficient
in transverse directions (Weber and DiGiano 1996). The momentum transfer
coefficient has the dimensions of [ML~'T~!] since it is defined in terms of fluid
and flow properties. The gradient term divided by density has the units of [T~1].
Thus the dimensions of momentum flux can be given as [ML~!T~2]. The total
momentum flux across a surface area [L?] is momentum flux times the cross-section
area. Thus the total momentum flux across a surface takes on the dimensions
[MLT2).

Energy Flux: Energy is a measure of the capacity to perform work. This capacity
may occur in nature in mechanical, thermal, chemical, biological, nuclear, solar or
electrical energy forms. Energy has the dimensions of [ML*T 2] and in SI units it is
measured in joules (J). By definition a joule is the energy exerted by a force of 1 N
(Newton) over a distance of 1 m. Thus the units of joule can be given as kg m*/s or
g m?/s%. Units of energy in other systems such as in British units, are given in British
Thermal Units (BTU), calorie, erg, foot—pounds or kilowatt—hours.

In the context of conservation principles, flux of energy across a cross-section
area will be considered. In the case of conservation of energy principles Fourier’s
law of heat conduction (notice the change of the term diffusion to conduction in
this case) can be used to determine the flux of heat energy across boundaries
(cross-sections) of the REV. Fourier’s law can be given as,

-~

E,. :—k(,d—T;j:1,2,3; [ M7 ] (3.15)
T,
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where Er, is the energy flux of the intensive property T (temperature) which is
associated with the gradient of the intensive property and k. is a proportionality
constant that is identified as the energy transfer coefficient. If temperature is the
intensive property k.. is the thermal conductivity of the medium. The energy flux per
unit volume can be given as,

d{pO;T
E,. :_LOM;J‘: 1,2,3: [MT’3] (3.16)
' p.Or dx j

where p;QY is the product of the density of the medium and the thermal capacity.
Given the gradient definition and the directional energy transfer coefficient for
heterogeneous domains, one may also define the energy flux of the intensive
property T in transverse directions by considering the gradients in that direction
(Weber and DiGiano 1996) and also the directional values of the energy transfer
coefficient for heterogeneous domains. The energy transfer coefficient, k. (thermal
conductivity), has the dimensions of [?71 MLT’ﬂ since it is defined in terms of the
intensive property dimensions of energy. In this case temperature is considered to
be the intensive property. The gradient term in Eq. (3.15) has the dimensions of
[?L"l Thus the dimension of energy flux across a surface area per unit surface area
is [MT3]. The total energy flux across a surface area [L?] is energy flux per unit area
times the cross-section area. Thus, the total energy flux across a surface takes on the
dimension [ML>T~3].

Similarity Between Mass, Momentum and Energy Flux Principles: The first
similarity between the mass, momentum and energy flux principles given above
may be observed in the mathematical forms of Egs. (3.8), (3.13) and (3.15). For all
three cases the flux terms are defined in terms of the spatial gradient of the intensive
property times a proportionality coefficient. The second similarity between these
principles can be observed in the dimensions of the proportionality coefficient. If
we define these proportionality coefficients as the momentum per unit volume for
the momentum transfer coefficient (Eq. (3.14)), as the energy per unit volume for
the energy transfer coefficient (Eq. (3.16)), as given in Eq. (3.8) for the mass
transfer coefficient (mass per unit volume, concentration) then we observe that
the proportionality coefficients for the three flux principles have the dimensions of
[L>T~'] (Weber and DiGiano 1996).

3.2 Conservation Principles

The definitions of fluxes for mass, momentum and energy given above can now be
used in developing the conservation principles within a control volume (Fig. 3.4).

Conservation of Mass Principle: We will derive the conservation of mass
principle for an unsteady state case in three-dimensions (3D) first. Then we will
reduce this form to other special cases such as 2D or 1D and/or steady state cases
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Fig. 3.4 Mass flux across the boundary surfaces of a REV

without going through the details of the derivation of each case. It is stated earlier,
as well as in Chapter 1, that the conservation principle is an accounting process of
substances in a REV. Thus, the derivation of the conservation of mass principle will
be based on mass flux entering and leaving a REV and the time rate of change of
mass within the control volume, plus the accounting of the external sources and
sinks and transformation of mass species within the control volume. In identifying
the mass fluxes entering and leaving the boundaries of the REV relative to each
other, we will use the first order Taylor series approximation defined in Chapter 2
(Fig. 3.4). In differential form the accounting process of mass fluxes per unit volume
(REV) and the presence of sources, sinks and reactions can be given as,

Mass in REV)

Z[Mass Slux in)AA—Z(MaSS Slux out)AA_a(-lL
in = - g (3.17)

+ Z Sources/Sinks/Reactions

The source, sink and reaction terms of Eq. (3.17) will be included in the analysis
later on. First let’s focus on the flux and rate of change of mass terms in the REV,
the first two terms of Eq. (3.17) and the first term on the right hand side of
Eq. (3.17). Mass flux in and out of the REV (Fig. 3.4) can be represented as the
sum of the advective and diffusive fluxes (Eq. (3.7)) in each coordinate direction.

As an extension of the earlier definitions, the advective flux can be given as,

Faj=nCv;; j=1,2,3 (3.18)
and the diffusive flux can be defined as,

ocC
]
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where 7 is the porosity associated with the control volume if the control volume is
composed of solid particles and pores (soil medium). For example, in a soil medium
the contaminants will mainly reside in the pores of the soil which are occupied with
fluid under saturated conditions and also with air and fluid in partially saturated
conditions. The porosity of a REV which is completely occupied by a fluid would
be one. An air pathway or surface water pathway may represent such cases. Thus, in
those applications this parameter may be omitted. In Egs. (3.18) and (3.19) the
subscript j represents the coordinate directions (x, y, z for j = 1, 2, 3). The bar over
the products used in these equations represents the time average values of the terms
used in these equations. Given Egs. (3.18) and (3.19), the total flux per unit area
across the boundaries of the REV can be given as,

Fi=Fq.j+Fq; j=1,2,3 (3.20)
Thus,
F\ — nCii — nDy, °€
* Ox
— oC
Fy =nCv — nDy, 6_y (3.21
ocC

and the gradients of these fluxes in each coordinate direction can also be defined.

oF, 0 ac
x ax<C”D”‘a>

OF, 0 oC

— 3.22
ay 6y( b ) G2
OoF, 0 ocC
E 82 (i’lCW }’ZDH: E)

Using the Taylor series expansion of the mass flux terms in each coordinate
direction, the mass flux in minus the mass flux out per unit volume through the
boundaries of the REV (AyAz, AxAz, AxAy) in x-, y- and z-directions can be written
as shown in Fig. 3.4, respectively.

OF OF 0 ocC

(Fx— (FX—FEA)())A))AZ— Ep —a(nCu—nDH P )AxAyAZ
OF, OF 0 ([— ocC

<Fy— (Fera)]Ay))AxAz——anAyA 8y< Cv —nDy, ' >AxAyAz
OF, _ OF; 0 (—— oC

(FZ — (FZ—FEAz))AxAy— 5 =~% (nCw—nDH: E) AxAyAz

(3.23)
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The rate of change of mass within REV per unit volume can be written as,

5 ( Mass in REV
i7a
ot

j 3.24
AxAyAz =n GaC AxAyAz ( )

where it is assumed that porosity and REV are constant with respect to time. To
simplify the derivation later on we will further assume that the porosity is also
constant spatially, which is true for a homogeneous domain.

Substituting Eqs. (3.23) and (3.24) into Eq. (3.17) and cancelling the volume we
obtain the conservation principle in three dimensions.

0 ocC 0 [(—— oc 1o} ocC ocC
~ o <nCu—nDH‘ g ) —ay(nCv—nDH,) ( Cw — nDy. R ) 8t

(3.25)

Based on the assumption that porosity are constant both spatially as well as time
(its value is 1 for a REV completely filled with fluid) and eliminating the time
average representation of the terms above, by assuming that time averaging is
implied for those terms identified as time averaged in the equation above, we obtain
the final three dimensional conservation mass equation below.

aC (Cu) ACv) ACw) & [. aC\ & [. aC\ (. aC
it SR ) Vo LAY ) W o) INFLAN () Wilcind
o Tox oy o ax\Utax) Tay\Prhay) Ta\Pra:

(3.26)

One should recognize that this form of the conservation principle does not
include external source or sink terms or the transformation processes that may be
present in the REV. The transformation processes within the REV will be identified
by chemical or biological reactions, and these contributions will be added to the
equation above later on.

Simpler Forms of the Conservation of Mass Principle: Based on Eq. (3.26) it is
now straightforward to identify the following reduced forms of the conservation of
mass principle again in the absence of source, sink and reaction terms.

Two-dimensional time dependent form:

ac o(Cu) o(Cv) B (. dC\ (. oC
o o Ty —on\Par) Tay\Pry G:27)

One-dimensional time dependent form:

ac  aCu) D e
= o _5<DHX 5) (3.28)




3.2 Conservation Principles 77
3D and 2D time dependent form with only longitudinal velocity in x-direction
and diffusion in x-, y- and/or z-directions: This is a very common assumption in

applications where longitudinal advection is dominant when compared to advection
in transverse directions.

aC d(Cu) 0 ac\ o ac\ o acC
at e o <DH*' ax) Ty (D”»v ay) "o (DH: az>

oC  9(Cu) 0 oc 0 oc
o + Ox  Ox (DH‘ 8)() + Oy (DH"' (‘3y>

Steady state 3D, 2D and 1D forms:

(3.29)

9(Cu) | A(CY) , A(Cw) _ (D ac) ) (D ac>+ ) (D ac)

o oy o ax\Uhax ) Tay\Pray ) T\ P
d(Cu) d(Cv) 9 oc\ 0 aC
Ox + ay —a D]—]'\,a +6—y DH),a_y (330)

d(Cu) d (D dC>

dx :E Mgy

Given the reduced forms of the 3D equation shown above, it is also possible to
deduce other combinations without much difficulty. These cases, which will be
used in the following chapters, may include the situations in which the velocities in
each direction are constant or one may include different combinations of advective
or diffusive fluxes into the equation. The development of these reduced forms will
be left to the reader as an exercise.

We can also recognize from the reduced forms given above that if the contami-
nant concentration in the REV, that is material properties, is constant with respect to
independent coordinates (x, y, z) and time, (Eq. (3.26)) will also yield the continuity
equation for an incompressible fluid.

+ =+ =0 (3.31)

Similarly, the reduced forms of the continuity Eq. (3.31) may also be written.
One should also recognize that Eq. (3.31) is true for both steady and unsteady
incompressible fluid flow cases.

In the conservation of mass equations given above we observe that the longitu-
dinal advection and diffusion terms (dominant advective and dominant diffusion
direction) will be associated, most commonly, with their x-directional components
as shown below:
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oc
ua— (dominant advective transport component)
X
e (3.32)
D, pel (dominant diffusive transport component)
X

These equations can be represented dimensionally as: vC/L for the advection
term and DC /L? for the diffusion term. In a transport process, we can now compare
the dominance of these processes over each other by evaluating the ratio of their
scales.

(advection)  vC/L VL

° " (diffusion) ~ DC/L> D (3:33)

This is a dimensionless ratio identified as the Peclet number P, = vL/D. If
P, <1 then the advection term is significantly smaller than the diffusion term,
and it can be concluded that the transport process is a diffusion dominant process. In
this case the spreading of the contaminant is expected to occur symmetrically
around the source for homogeneous domains since diffusion from a source will
be the same in all directions. If P, > 1 then the advection term is significantly
larger than the diffusion term. In that case it can be concluded that the transport
process is an advection dominant process. The spreading of the contaminant in the
domain is expected to occur non-symmetrically, since advection from a source will
elongate the plume in the dominant advection direction. Considering these two
cases, one may also choose to drop the advective term from the governing equations
for (P, < 1) or drop the diffusion term from the governing equations for (P, > 1)
as an approximation to simplify the mathematical model used in the analysis. In
between these two extreme cases is the transition range in which both mechanisms
will influence the transformation and transport process and need to be included in
the mathematical model.

Conservation of Energy Principle: Heat sources introduced to the environment
by mankind can be considered to be contamination. Thus, changes of temperature in
the environment caused by heat sources that may adversely affect the receptors
need to be evaluated. Using the basic principles of thermodynamics it is possible to
define conservation principles for energy, in this case for heat energy, in a similar
way to the conservation principles for mass developed earlier. In differential form
the accounting process of energy fluxes per unit volume (REV) and energy sources
and sinks can be given as,

a(Heat in REVj

Heat flux in Heat flux out N

—— AA- =

et fecin oy Heat furout L3 534

+ ZHeat Sources/Sinks
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The source and sink terms will be treated in the next section. The heat content of
a fluid element will be identified as the internal energy of the fluid. This energy is
associated with the molecular energy of the fluid element, i.e. the energy associated
with the agitation of the atoms comprising the molecule. Since the agitation of
atoms of a molecule increases or decreases as a function of temperature, then the
internal energy of a fluid element can be considered to be a function of temperature.
The internal energy of a fluid element, which is proportional to temperature can be
given as,

Int. E=mQ;T; [MIT?] (3.35)

~=1
where m [M] is the mass of the fluid element, Q% is the thermal capacity 7T

of the medium and 7 is the absolute temperature 7. Using the definition of energy
flux per unit volume per unit area (Eq. (3.16)),

E.. =—%UI<Z+Q/;T)=—KC%T/_);1=1,2,3; [ M7~ (3.36)

where for simplicity we replace,

k- -~ o
K, =—¢ and T =p0;T (3.37)

o
i=T

We can write the conservation of energy principle as follows.

_9 ;‘u—Kca—T _9 ?V—KL,B—T _2 ;’W—K(,a—T _or (3.38)
Ox Ox | Oy oy | Oz 0z ot

The equation above indicates that heat energy may enter or leave the REV by the
mechanism of heat conduction according to Fourier law. Heat energy may also
enter or leave the REV by the overall fluid motion, which will be identified as
convective transport. The heat energy entering and leaving the REV this way is
sometimes identified as the sensible heat into or out of the system. The rate of heat
energy change over time may be associated with the slowing down of atomic
agitation of the molecules, degradation of mechanical energy or conversion of
chemical energy into heat. It must be emphasized that in Eq. (3.38) only a restricted
form of energy balance is considered. In the energy balance equation above we have
not introduced the concepts of kinetic energy, potential energy or external work
components of the overall energy conservation principle (Bird et al. 2002). Never-
theless, the simpler energy balance statement given in Eq. (3.38) will be useful in
defining and solving a number of heat transfer problems in solids or incompressible
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fluids which is of interest in this book. If we consider only diffusive processes,
Eq. (3.38) yields the familiar heat transfer equation.

ofg ol o T, of ol ) et 539
Ox ox | oy oy ) oz oz ot

Similar to the conservation of mass principle discussed earlier the reduced forms
of the equations above in 2D or 1D in steady and unsteady forms can be obtained
with relative ease. The description of these reduced cases will be left as an exercise.

3.3 Sources and Sinks

Given Eq. (3.26), or Eq. (3.39) for that matter, one can now include the external
sources and sinks, and the reaction terms of the conservation of mass equation,
which will represent the complete transformation and transport processes within the
REV. In this section we will treat the source and sink terms using the equations of
conservation of mass which will be used extensively in the environmental pathway
analysis that will be covered in the following chapters of this book. The analysis of
source and sink terms in energy principles can be found in Weber and DiGiano
(1996), Bird et al. (2002).

Based on the conservation of mass equation derived earlier (Eq. (3.26)), the
source, sink and reaction terms can be included as,

oC , 9(Cu) , A(CY) , A(Cw) _ D (D ac) ) (D ac) ) (D ac>

o o oy 5z o \"tax) Tay\P ey ) Ta:\Pr e

N
+ Z C‘vaa\(wi Yw; Zw) + Z Rreactinn
w=1
(3.40)

Here the external point sources/sinks are identified as C;Q,, where C, represents
the contaminant concentration in the source/sink and Q,,[L3T~!] is the strength of
the source/sink, (x;,;,z;) [L~°] is the Dirac-delta function which assumes a value
of 1 at the point (x,,yw,z,) and zero elsewhere in the solution domain. In this
equation sinks (extraction) will be identified with a positive sign and sources
(injection) will be identified with a negative sign as the sign convention. An
elaborate treatment of the use of the Dirac-delta function for source and sink
terms can be found in Gunduz and Aral (2005). The term > Rjeqcrion Will include
all possible reactions that describe the transformation processes within the REV.
We will introduce the reaction terms in the next section.
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If we focus our attention on the external source/sink terms of the equation above,
several observations can be made. First we will rewrite Eq. (3.40) as,

a " a Tyt e T\ ey T

0 aoc 0 oc 0 ac
(o 5) 5 (o) m () o

N
+ Z CsQwé(xw; Yw, Zw) + Z Rl'ea('tion
w=1

ocC ocC ocC ocC (814 ov Bw)
+C

where the continuity principle component of Eq. (3.41), the fifth term in the
equation above, is zero everywhere except the singular point where the source/
sink is located d(x,,, Y, Zw ). At these singularity points and throughout the domain
the following is valid.

ou Ov Ow
a“ra—y"‘rg 0 at (Xa%Z)?éé(Xw,)’waZw) (3.42)

At the source/sink locations (x,,, y,,z,) We can replace this term as,

ou Ov Ow
C<a+8y > ZCQW xw,ymvzw) at (x7y,Z)_5(xW7yW’ZW) (343)

When the definitions given in Egs. (3.42) and (3.43) are substituted in Eq. (3.41)
we obtain,

oc 0C, oC  oC_ D (), 2 (0, %) 2 (0,2
o Yox " ay "o T ox A A

N
-I-Z C C QW xw,ywyZW +2Rreactl(m

w=

(3.44)

Equation (3.44) is now the proper form of the conservation of mass principle if
there are external sources/sinks in the REV. Given this form of the governing
equation the following observations can now be made.

If there is a sink in the domain, that is if there is extraction of contaminants from
the REV, then C; = C. Thus for this case the governing equation reduces to,

oc  ac  oc ac
o Mo TV T a (*8x> (Dya)
)
* o

<DH %C) + ZRleacnon

(3.45)
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If we are injecting clean fluids into an otherwise contaminated REV, then
C; = 0. Thus for this case the governing equation reduces to,

37C+u8£+V87C+W87C_2 D 8£ Jr2 D 8£ +g D 8£
or ' Tox oy oz ox\"Mox) Tay\"T™ay) moz\"" oz

N
+ Z CQwé(XW, Yw, ZW) + Z Rreaction

w=1

(3.46)

One should notice that Q,, is negative for injection. If we are injecting con-
taminants into an otherwise clean REV, than at that point C = 0 and C; # 0. For
this case the governing equation can be written as,

oc oc oC oc 0 ocC 0 ocC 0 ocC
—+u—+v—+w—:—<D —) +—(DH.—) +—<DH:_>

o ox Ty oz ox\UMoax) Toy\"™oay) oz oz
N
Z Qw XmeuZw +ZRnwtmn
w=1

(3.47)

These are all important outcomes of the presence of sources and sinks in the
solution domain and will require attention to interpret the physical problem consid-
ered properly (Galeati and Gambolati 1989).

As given earlier, the reduced dimensional forms of these equations can be
deduced with relative ease. In these cases the definition of the sources and sinks
also change from volumetric source or sink to line source or sink as expected. In the
one dimensional form the source or sink terms cannot be defined. The description of
these reduced cases will be left as an exercise.

3.4 Reactions

We can now add the definitions of the reaction terms to the conservation of mass
equation given in Eq. (3.40). This will yield the final form of the conservation of
mass principle within the REV. The reaction terms in the conservation of mass
principle can be represented using the following general form,

dc pp dC*
Reaction = | — — 4
> Rrcaction ( d;) + (n dt) (3.48)

The first term in Eq. (3.48) represents the behavior of the solute over time within
the solution and C is the concentration of the chemical. This form of the reaction
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equation is commonly used to represent biological or chemical reactions of the
solute, which are identified as homogeneous reactions. Typically this type of reaction
is associated with the degradation or decay of the solute. The second term in
Eq. (3.48) is used to represent the behavior of the solute in the ambient environment,
that is the interaction of the solute with the ambient environment where pp is the
bulk density of the solid media and # is the porosity of the ambient environment. Here
the term C~ is the mass of chemical interacting with the ambient environment.
Depending on the type of the ambient environment considered in the REV these
type of reactions are commonly identified with processes such as sorption, desorp-
tion, precipitation, and transfer of solute from liquid phase to solid phase or vice
versa. Since only solute is considered in the first term, the reaction is identified as
homogeneous. Since the interaction of solute and the ambient environment are
considered in the second term, these reactions will be identified as heterogeneous
reactions. This categorization leads to six types of reactions as shown in Fig. 3.5
(Rubin 1983; Fetter 1993). The task now is to identify the proper mathematical forms
of these six reactions to represent them in the conservation of mass principle
(Eq. (3.40)).

The identifiers “sufficiently fast” and “insufficiently fast” used in Fig. 3.5 refer to
the reaction rate relative to the solute advection time frame within a REV. A chemical
reaction can be considered to be “sufficiently fast” if the rate of reaction is faster than
the velocity of particles moving within and through the REV. This reference time is

REACTION
“Sufficiently fast” “Insufficiently fast”
and and
Reversible Irreversible
Homogeneous Heterogeneous Homogeneous Heterogeneous
Surface reactions, ion Surface reactions, ion
N Precipitation, exchange, hydrophobic Precipitation,
exchange, hydrophobic N . W - : .
y - dissolution adsorbtion, desorbtion, dissolution
adsorbtion desorbtion . )
chemisorbtion
Type Type Type Type Type Type
| 1] 1] \% \ \

Fig. 3.5 Classification of chemical reactions (Modified from Rubin 1983)
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also associated with the residence time of the solute within the control volume. Thus
in this case the particles would experience the full reaction while in the REV.
Otherwise the reaction can be identified as “insufficiently fast”.

Homogeneous Reactions: Homogeneous reactions are reactions that are asso-
ciated with the chemical behavior of the constituent independent of the interaction
of the solute with the surroundings within the REV. In these reactions, which are
categorized as Type I and Type IV reactions in Fig. 3.5, the question is what model
is best to represent the first term on the right hand side of Eq. (3.48). If a reaction is
sufficiently fast and reversible (Type I), then equilibrium conditions would be
considered and the time derivative of concentration would be zero. If a reaction is
slow or irreversible (Type IV), local equilibrium conditions cannot be considered
and a kinetic process model will be used to describe the reaction. The general form
of this reaction can be given as,

dC
— = —K(C“ 3.49
I (3.49)

where K is the reaction rate constant and “a” is the reaction order. If the reaction is a
“zero” order reaction (a = 0), than the reaction is represented as,

dc
—=-K 3.50
dt (3.50)
This case is associated with a linear decay where the negative sign implies the
loss of substance due to decay. The solution to Eq. (3.50) can also be given as,

/dC: —/Kdt
(3.51)

CcC=C,—Kt

which indicates that the loss of substance is a linear function of time at a rate K, and
C, is the initial concentration.

A first order reaction (a¢ = 1) is a more common form of this reaction type (Type
IV). In this reaction, the rate of loss of a substance is proportional to the amount of
substance present in the REV, which can be given as:

oc
—=—KC 3.52
i (3.52)
where K is the first order reaction rate constant, C is the concentration and the
negative sign again implies the loss of the substance. This is a single phase reaction
and yields the most commonly used definition of decay in a chemical reaction
process. The solution of this differential equation can be given as,

C = C, exp(—K?) (3.53)
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Fig. 3.6 The solution of the first order reaction equation

where C, is the initial concentration in the REV. This is an exponential decay
function as shown in Fig. 3.6.

This solution can be used to define the half-life of a chemical, which is defined
as the time required for the chemical to reduce to half its original concentration.
Thus the half-life of a substance is Ty, as its concentration reaches (C,/2).
Accordingly, from Eq. (3.53) we can write,

Co
5= C,exp(—KT ) (3.54)
which implies,
In2
or,
In2
K=—— (3.56)
Ty

This gives us the definition of the decay constant in terms of the half-life of a
chemical, which is considered to be a standard property of chemicals under constant
temperature and pressure conditions.

In analogy to the discussion above it is also possible to define higher order
reactions where a > 1. For these cases the contaminant fate and transport equation
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becomes a nonlinear equation due to the presence of the power of concentration in
the reaction term.

A common form of a higher order reaction that is used to describe biological
reactions is the Monod kinetics form, in which the biodegradation rate is defined as:

dc C
= e (3.57)
in which g, is the maximum rate of increase and K, is the half saturation constant
which is also identified as the rate limiting constant. As the definition of the rate
constants indicates, this reaction is more commonly used in subsurface pathway
analysis (Cherry et al. 1984; Charbeneau 2000).

Using the two more common and simpler cases represented in Egs. (3.50) and
(3.52) the fate and transport equation given in Eq. (3.44) can be described as,

8_C+u8_C+V8_C+W8_C_2 D ¢ +2 D oc +2 D oc
o Toax oy Taz ox\UMax) Tay\TMay) T o\ oz

N
+ Z (Cs - C)Qw(s(xw»ymwzw) + Kl + KZC

w=1

(3.58)

where K; and K, are the rate constants for the zero and first order reactions
respectively.

Heterogeneous Reactions: Heterogeneous reactions are associated with the
chemical constituent behavior in interaction with its surroundings. These reactions
involve the interaction of the chemical constituent in the dissolved phase and the
solid phase that may exist in the REV such as granular soil particles in the
groundwater pathway, sediments in the surface water pathway or dust particles in
the air pathway. Sorption processes that belong to this category may include
adsorbtion, chemisorption, absorption and ion exchange. It is this type of heteroge-
neous reaction that leads to the definition of the retardation coefficient in the
advection-diffusion equation, as the reaction terms are interpreted mathematically
in terms of sorption desorption rates in groundwater pathway applications. Thus,
these types of reaction terms are more commonly used in subsurface pathway
analysis in the form of a retardation coefficient due to the presence of a soil granular
matrix where the adsorption and desorption is taking place, and a pore space where
the advective transport is occurring. We will review these reactions from the
subsurface pathway perspective, although these processes may also become impor-
tant in surface water applications where sediments are involved or air shed applica-
tions where dust particles are involved.

In these reactions, which are categorized as Types II, IIl and Types V, VI
reactions in Fig. 3.5, the question centers around what model is best to represent
the second term on the right hand side of Eq. (3.48). If a reaction is sufficiently fast
and reversible (Types II and III) than equilibrium conditions can be considered. If a
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reaction is slow or irreversible (Types V and VI) local equilibrium conditions cannot
be considered and a kinetic process model will be used to describe the reaction.

The kinetic processes used in these cases are based on laboratory batch experi-
ments conducted under constant temperatures. The simplest batch experiment can
be the placement of solute at a certain concentration in a container which contains
solid material or soil. Measurements are made over time to establish the amount of
concentration in the liquid phase C (mass per unit volume, mg/L), and the amount
of concentration in the solid phase, C* (mass per unit weight solids, mg/kg). Since
the batch experiment is done under constant temperature conditions the term
isotherm is commonly associated with the interpretation of the outcome. Depending
on the complexity of the relationship between C and C”, linear sorbtion, Freundlich
sorbtion and Langmuir sorbtion isotherms can be defined as shown in Fig. 3.7. The
difference between these isotherms is the rate limited nature of the final represen-
tation and of course the mathematical form of the relationship used to describe this
rate limited reaction. In the linear sorbtion isotherm the rate of sorbtion is not rate
limited. In this reaction it is assumed that as the concentration in the solution
increases the amount absorbed to the solid phase will increase indefinitely. Of
course, this unending growth is not a realistic condition since there is a limit to
the absorbtion that can take place given the amount of solid media in a mixture. The
other two isotherms are formulated to compensate for this physical impossibility. In
the Freundlich sorbtion isotherm the relationship between C and C “is nonlinear, but
the rate limited nature of the reaction is still not fully captured (Fig. 3.7). In the
Langmuir sorbtion isotherm the rate limited nature of the reaction is captured.

In the linear sorbtion isotherm it is assumed that the relationship between the
amount sorbed on to the soil and the concentration in the solution is linear,

Ccr=K,C
dc* (3.59)
dc . dC

dt dt

fou Langmuir isotherm pue

R i

v . 1 Freundlich isotherm

r,e Linear isotherm

Fig. 3.7 Linear, Freundlich and Langmuir isotherms
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where K is identified as the partition coefficient (volume per unit weight of solids,
L/kg). If the rate equation above is substituted into the second term of Eq. (3.48)
we get,

dc* K, dC
Rrea('tion = (973 7) = <an d E) (360)

When this reaction is used in Eq. (3.44) the following is the outcome:

8_C+u6_C+V8_C+W8_C_g D 8—C 4—2 D 8_C —l—2 D 6—C
or T ox | Oy 9z ox\"Mox) Tay\""ay) "o\ oz

pKa a£
n Ot

(3.61)

N
+ Z (Cs - C)Qw(s(xwwywazw) -

w=1

) ac\ o ac\ o aC N
=52 (Pu ) + 35 (o0 35) 43 (Pn ) + 2 €~ Ot

w=1
(3.62)

This leads to the definition of the dimensionless number identified as the
retardation coefficient that is commonly used in subsurface analysis.

R= (1 +pBK"> (3.63)

n

For the Freundlich isotherm the relationship between C and C is defined as,

c* = KCV }
(3.64)

InC*=InK+NInC
where the constants K and N can be interpreted from the batch experiment outcome

as shown in Fig. 3.8. If the rate equation above is substituted into the second term of
Eq. (3.48) we get,

pp dC” psKN ., dC
Rrea(? ion — | — = — C — 3.65
! < n dt ) ( n dt (3.65)
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InC”

In C

Fig. 3.8 Freundlich isotherm

When this reaction is used in Eq. (3.44) the following is the outcome which leads
to a nonlinear transformation and transport equation:

0, 0C0C 0C_0 () 9CY D () Y D () o
a " Max Ty "W T\ ax ) Tay\Th ey ) Ta \ T,

N
KN _,_,0C
+ Z (Cs - C)Qwé(-xW7yW7ZW) - an CN ! E
w=1
(3.66)

or

o Mo Vay TV

) aC ) ac\ o aC N
= (DHA a) +6_y (DH}, 8_y> +E (D > +W:1 (Cs = C) Qw6 (X, Y Zw)

(3.67)

<1+pBKNCN1>8C aoc - ac  ac
n

For the Langmuir isotherm the rate limited relationship between C and C” is
defined as,

c_1.¢
Ccr off B
. _apC
C =1C (3.68)
acr of
dC (14 aC)*
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r

In C/C*

In C

Fig. 3.9 Langmuir isotherm

where the constant o is the absorbtion constant related to the binding energy
(volume per unit mass) and f is the maximum amount of solute that can be absorbed
by the solid (mass per unit weight of solids). The experimental data in this case can
be interpreted as shown in Fig. 3.9. If the rate equation above is substituted into the
second term of Eq. (3.48) we get,

R . _ ppdC\ _ [ pgap dC (3.69)
reaction n dt n(] + ac)z dt .

When this reaction is used in Eq. (3.44) the following is the outcome which leads
to a nonlinear transformation and transport equation:

8—CJrua—CJrva—C+ oc 2 D a_c Jra Dy B—C +2D 8_C
o Tox oy oz ox\"™Mox) Tay\"™oay) moz\"" o2

N
d\
+37(Ce — €)Qud (i 20) — <p3°‘ﬂ C)

w=1
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o ac\ o I\ L
+ a— (DH}. a—y) + & (DH_,, E) + Z (C; - C)QW(S(XW,YWJW)

w=1

(3.71)
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In the discussion above we have introduced various standard forms for the
irreversible reactions that are commonly used in environmental analysis. In this
context it is also possible to define mathematical models for the reversible linear
and nonlinear reactions. These reactions will yield more complex forms of the
transformation and transport equation which will not be treated in this book. The
reader is referred to the following references where the treatment of these cases can
be found (Bear 1972; Rubin 1983; Schnoor 1996; Weber and DiGiano 1996;
Charbeneau 2000; Hemond and Fechner-Levy 2000).

3.5 Boundary and Initial Conditions

The advection—diffusion-reaction equation that is used in the analysis of contami-
nant migration in three environmental pathways is a second order parabolic partial
differential equation. In this equation the independent variables are (x,y, z, ¢). Thus
the concentration distribution in the solution domain is a function of these indepen-
dent variables C(x,y,z,f). For the closure of the models that utilize the general
Eq. (3.44), the boundary conditions at the boundaries of the solution domain and the
initial condition that describes the contaminant distribution in the solution domain
at the start of the solution are necessary.

The initial condition in the solution domain refers to the contaminant distribu-
tion at time zero C(x,y, z,0). Based on some boundary conditions the solution will
build on this initial distribution. Mathematically the initial condition is described as,

C(x,y,z,O) :Co(x;yaz) (3.72)

where C,(x,y,z) is a given function. If the solution is starting from an uncontami-
nated condition in the domain then C,(x,y,z) = 0.

The boundary conditions of the advection-diffusion-reaction equation are more
complex. Three different boundary conditions can be used to represent the physical
conditions that may exist at the boundaries of the solution domain. These are either
concentration based or flux based representations. Concentration based boundary
condition is identified as Dirichlet condition in the literature, which can be given as:

C(xp, 0,25, 1) = C1(Xp, V0,25, 1) (X5, Vb, 2) € Qpp; >0 (3.73)

where Q, p is the segment of the boundary on which a Dirichlet boundary condition
is defined. Here, (x5, yp,z5) are the x-, y-, z-coordinates of the Dirichlet boundary
segment, Cy(Xp, Vp, Zp, t) is a given function defined on this boundary segment. This
boundary condition is usually used to characterize the source term. For a constant
source at a point or a segment on the boundary the Cy (xp, y», 25, ) can be selected to
be a constant. This boundary condition can also be defined as a function of time
which may be used to define changing concentration values at the boundary.
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The concentration flux based boundary conditions can be used to model two
different physical conditions that may exist at the boundaries of the solution
domain. In either case the concentration flux is defined as the concentration flux
normal to the boundary. The first flux condition is usually identified as the Neuman
condition, for which the concentration flux at the boundary is defined in terms
of a given function. The mathematical model for this boundary condition can be
given as:

Dx;,(,l g—i = Cz(x;,,yb, Zp, Z) V(Xb,yb, Zb) S Qb,N; t>0 (374)
where Q,, y is the segment of the boundary on which a Neuman boundary condition
is defined, where (x5, yp,zp) are the x-, y-, z-coordinates of the Neuman boundary
segment, C(xp,¥p,2p,¢) is a given function on this boundary segment, Dy, is
the diffusion coefficient at the boundary and n is the normal direction to the
boundary. This boundary condition is usually used to characterize the boundaries
at which the diffusive escape or entry of the contaminant concentration is defined.
For a constant diffusive flux at a segment on the boundary, the Cy(xp, yp, zp, )
can be selected to be a constant. A special case of this condition occurs when
Ca(xp, Yb, 2p, 1) is selected as zero, which implies an impervious boundary through
which the concentration flux is zero. This condition may also be used on downstream
boundaries of the solution domain as a boundary condition for which the contaminant
concentration in the domain is not expected to reach the boundary. This boundary
condition can also be defined as a function of time which may be used to define time
dependent concentration flux values at the boundary.

The second flux boundary condition is identified as the Cauchy condition, for
which the advective—diffusive contaminant concentration flux at the boundary is
defined in terms of a given function which is also a function of the concentration at
the boundary. The mathematical model for this boundary condition can be given as:

oc

vaC — Dy, on

= C3(C,xp,Yp,2,1)  V(Xp,¥0,25) € Qpc; >0 (3.75)

where €, ¢ is the segment of the boundary on which a Neuman boundary condition
is defined, (xp, yp, z5) are the x-, y-, z-coordinates of the Cauchy boundary segment,
C3(C, xp, yp,2p, t) is a given function, v, is the advective velocity at the boundary and
n is the normal direction to the boundary. This boundary condition is usually used to
characterize the boundaries where the contaminant flux escaping or entering the
solution domain happens to be a function of the contaminant concentration at the
boundary. This boundary condition can also be defined as a function of time which
may be used to define changing concentration flux values at the boundary.

These three types of boundary conditions constitute the most common boundary
conditions employed in the solution of the advection—dispersion-reaction equation.
Specific forms of these boundary conditions will be employed throughout the
remainder of this book. Given the emphasis on analytical solutions in the three
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environmental pathways discussed in this book, the complex forms of the boundary
conditions defined above will be further simplified using the pathway specific
characteristics of the problem analyzed.

3.6 Multi-pathway and Inter-pathway Mass Transport

Environmental pathways are continuous systems. Contaminants in one pathway
are usually transferred from one pathway to the other through the interfaces of
the boundaries. The contaminants that start in one pathway may pass to the next
pathway and continue to migrate to the next pathways based on the advective
dispersive properties of the next pathway. Although it is a simpler process to
analyze the contaminant migration in any one pathway, it is a very difficult task
to link the pathways and analyze the contaminant migration in all linked pathways.
The fugacity analysis approach yields the simplest technique to solve multi-path-
way problems since fugacity, which is a measure of the escaping tendency of a
chemical from one medium to the other, is a constant at the interface. This property
of fugacity models makes the multi-pathway analysis much simpler. The examples
of transformation and transport applications that use this approach can be found
in (Mackay 2001; Kilic and Aral 2008, 2009), which are beyond the scope of
this book.

There are specific models that can be used in inter-pathway analysis, such as the
models that are used to describe water—air interface conditions. These cases will be
treated as specific models in various chapters of this book.

Short of using the fugacity approach, multi-pathway analysis using concentra-
tion as the unknown variable is very complex. This can only be achieved if the
solution obtained from one pathway can be used as the time dependent boundary
condition of the next pathway. A continuous solution obtained in this manner is the
proper solution of these types of problems. This solution can only be achieved in an
iterative manner. When analytical solutions are utilized for the solution of the
advection-dispersion-reaction equation, it is very difficult to accomplish iterative
solutions mainly due to the restrictions of the analytical models. For simpler cases
this can be accomplished relatively easily as will be discussed in the following
chapters. For more complicated multi-pathways analysis numerical methods need
to be used which provide a more flexible computational environment.
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Chapter 4
Air Pathway Analysis

You can never solve a problem at the level it was created.
Albert Einstein

As our societies become more centralized in and around large population centers
and as the demand for energy, food, water and technological need increases
proportional to an exponentially increasing population of the world, air pollution
and its adverse health effects outcome will continue to be an important concern.
Relatively speaking, the pollution of environmental media such as water, soil and
plants are not as critical as the pollution of air, which we need to breathe regularly.
This is because the other environmental media such as water, soil and plants can be
processed, remediated or treated before we come into contact with them. On the
other hand, air has to be clean anywhere and everywhere that we go, and it cannot
be isolated, other than probably indoor air, if it needs to be treated. Thus, source
control is the most effective remedy for the control of air pollution. In the United
States the regulatory branches of the government started addressing air pollution
problems during the early 1960s with the enactment of the Clean Air Act followed
by its subsequent amendments in 1963, 1966, 1970, 1977 and 1990. Early regula-
tions focused on point sources such as emissions from smoke stacks originating
from industrial, commercial or power plants. Later on these regulations were
extended to cover distributed sources originating from roads and highways and
indoor air pollution which could originate from natural diffusion of environmental
contaminants, uncirculated indoor conditions or circulation based dispersion of
contamination sources. Whatever is the source, indoor and outdoor air pollution
is a major health concern and we need to understand and evaluate contaminant
migration patterns in this environmental pathway.

In the United States the air quality standards and emission standards are regu-
lated by US EPA under the umbrella of National Ambient Air Quality Standard
(NAAQS) rules. Under this regulatory umbrella not only are the emissions from
industrial sources regulated but also the air we breathe is under regulatory control.
For toxic contaminants very low levels are allowed to be present in the air around
us. There are other contaminants which are not immediately harmful but which can

M.M. Aral, Environmental Modeling and Health Risk Analysis (ACTS/RISK), 95
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be harmful if their concentrations are high or if the exposure duration to these
contamination is long. The contaminants of the latter type are identified as “Criteria
Pollutants™ as they are characterized below.

Carbon monoxide (CO) is a colorless, odorless gas that is formed when carbon
in fuel is not burned completely. It is a component of motor vehicle exhaust,
which contributes about 56% of all CO emissions in the US. Carbon monoxide
poisoning is the most common type of fatal air poisoning in many countries. When
inhaled, it combines with hemoglobin to produce carboxyhemoglobin, which is
ineffective at delivering oxygen to bodily tissues. This condition is known as
anoxemia. The most common symptoms of carbon monoxide poisoning may
resemble other types of poisonings and infections (such as the flu), including
headache, nausea, vomiting, dizziness, lethargy and a feeling of weakness. Infants
may be irritable and feed poorly. Neurological signs include confusion, disorienta-
tion, visual disturbance, syncope and seizures.

Nitrogen oxides (NO,) is the generic term for a group of highly reactive gases,
all of which contain nitrogen and oxygen in varying amounts. Many of the nitrogen
oxides are colorless and odorless. However, the common pollutant, nitrogen dioxide
(NOy,) interacts with particles in the air, and can often be seen and recognized as a
reddish-brown layer over many urban areas. Nitrogen oxides form when fuel is
burned at high temperatures, as in a combustion process. The primary manmade
sources of NO, are motor vehicles, electric utilities, and other industrial, commer-
cial, and residential sources that burn fuels. NO, may also be formed naturally. NO,
react with volatile organic compounds in the presence of heat and sunlight to form
Ozone. Ozone may cause adverse effects such as damage to lung tissue and
reduction in lung function as described below. NO, (especially NO,) destroys the
ozone layer. This layer absorbs ultraviolet light, which is potentially damaging to
life on earth.

Sulfur dioxide (SO,) belongs to the family of sulfur oxide gases (SO,). These
gases dissolve easily in water. Sulfur is prevalent in all raw materials, including
crude oil, coal, and ore that contains common metals like aluminum, copper, zinc,
lead, and iron. SO, gases are formed when fuel containing sulfur, such as coal and
oil, is burned, and when gasoline is extracted from oil or metals are extracted from
ore. SO, dissolves in water vapor to form acid, and interacts with other gases and
particles in the air to form sulfates and other products that can be harmful to
people and also the environment. Inhaling sulfur dioxide is associated with
increased respiratory symptoms and disease, difficulty in breathing, and prema-
ture death.

Ozone (O3) is a gas composed of three oxygen atoms. It is not usually emitted
directly into the air, but at lower altitudes it is created by a chemical reaction
between oxides of nitrogen (NO,) and volatile organic compounds (VOC) in the
presence of sunlight. Ozone has the same chemical structure whether it occurs miles
above the earth or at ground-level and can be “good” or “bad” for the environment
depending on its location in the atmosphere. Ground level ozone is an air pollutant
with harmful effects on the respiratory systems. Although ozone was present at
ground level before the industrialization of societies, peak concentrations are now
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far higher than the pre-industrial levels. The ozone layer in the upper atmosphere
filters potentially damaging ultraviolet light from reaching the Earth’s surface,
which is a necessary and important function.

Lead (Pb) is a metal found naturally in the environment as well as in manufac-
tured products. The major sources of lead emissions have historically been motor
vehicles (such as cars and trucks) and industrial or commercial sources. As a result
of US EPA’s regulatory efforts to remove lead from gasoline, emissions of lead
from the transportation sector dramatically declined by 95% between 1980 and
1999. Parallel to this reduction, levels of lead in the air decreased by 94% between
1980 and 1999. Today, the highest levels of lead in air are usually found near lead
smelters. Other stationary sources are waste incinerators, utilities, and lead-acid
battery manufacturers. Lead is a poisonous metal that can damage nervous systems,
especially in young children and may cause blood and brain disorders. Long-term
exposure to lead or its salts, especially soluble salts or the strong oxidant PbO,, can
cause nephropathy, and colic-like abdominal pains. The effects of lead are the same
whether it enters the body through breathing or swallowing. Lead can affect almost
every organ and system in the body. However, the main target for lead toxicity is
the nervous system, both in adults and children. Lead exposure may also increase
blood pressure, particularly in middle-aged and older people and can cause anemia.
Exposure to high lead levels can severely damage the brain and kidneys in adults or
children and ultimately cause death. In pregnant women, high levels of exposure to
lead may cause miscarriage.

Particulate matter (PM) is a complex mixture of extremely small particles and
liquid droplets. Particulate pollution is made up of a number of components,
including acids (such as nitrates and sulfates), organic chemicals, metals, and
soil or dust particles. The size of particles is directly linked to their potential health
effects. The effects of inhaling particulate matter may lead to asthma, lung cancer,
cardiovascular issues, and premature death in humans. The size of the particle is
the main determinant of where in the respiratory tract the particle will come to rest
when inhaled. Depending on the size of the particle, it can penetrate the deepest
part of the lungs. Larger particles are generally filtered in the nose and throat, but
particulate matter smaller than about 10 um, referred to as PM;, can settle in the
bronchi and lungs and may cause health problems. The 10 pm size does not
represent a strict boundary between reparable and non-reparable particles, but
has been agreed upon for monitoring of airborne particulate matter by most
regulatory agencies. Similarly, particles smaller than 2.5 um, PM, s, tend to
penetrate into the gas-exchange regions of the lung, and the very small particles
(<100 nm) may pass through the lungs to affect other organs. US EPA is
concerned about particles that are in the range 10-2.5 pm in diameter or smaller
because those are the particles that generally pass through the throat and nose and
enter the lungs.

Exposure to these “Criteria Pollutants™ pollutants is associated with numerous
human health effects, including increased respiratory symptoms, hospitalization for
heart or lung diseases, and even premature death. Some of these health effects and
the regulatory levels are given in Table 4.1.
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Table 4.1 Air pollution standards for criteria pollutants and potential health effects

Pollutant Exposure duration NAAQS Health and environmental outcome
CO 1h 35 ppm Headaches, asphyxiation
8h 9 ppm Angina, pectoris
NO, 1 year 0.053 ppm Respiratory disease
SO, 3h 0.50 ppm Shortness of breath,
1 day 0.14 ppm Odor, acid precipitation
1 year 0.03 ppm
0O; 1h 0.12 ppm Eye irritation, breathing damage,
8h 0.075 ppm Bronchitis, heart attack
Pb 3 months 1.5 pg/m’ Blood poisoning
PM, s 24h 35 pg/m’ Lung damage
1 year 15 pg/m’
PM,o 24 h 150 ug/m3 Respiratory disease, visibility

4.1 Lapse Rate and Atmospheric Stability

To understand air diffusion and air circulation processes we need to have an
understanding of the processes that create or inhibit atmospheric circulation. The
concepts and definitions that are necessary in this analysis are the lapse rate and the
latent heat of condensation. Atmospheric stability conditions that are important in
the characterization of air circulation are described in terms of, or are tied to the
definitions of lapse rate and latent heat of condensation concepts. Lapse rate is
associated to the manner in which the temperature in an air packet changes with
altitude or elevation. A positive lapse rate implies a decrease in temperature with
increasing elevation. There are several definitions that can be used in the descrip-
tion of the lapse rate. First, there is the environmental lapse rate (ELR) which refers
to the actual variation of temperature with altitude at a certain geographic location
and time. This implies that ELR is not constant and may change over time and
with geographic location. The other lapse rate definition is the adiabatic lapse rate
(ALR). Here, the use of the term adiabatic implies that in this case it is assumed that
heat neither enters nor leaves the air pocket or the system under consideration.
Thus, heat transfer with the environment is not considered in this analysis. An
adiabatic process is in contrast to a diabatic process in which heat is added or
subtracted from the system, e.g., solar heating, radiation cooling. ALR is commonly
divided into two categories, the dry adiabatic lapse rate (DALR) and the saturated
adiabatic lapse rate (SALR). Dry adiabatic lapse rate refers to the rate at which a
non-saturated air parcel cools as it rises. This rate is 9.8°C/km. This rate is constant
until the ascending air parcel becomes saturated, that is until it reaches its dew point
temperature. Once the dew point is reached (water saturation) latent heat is released
as an outcome of condensation and the lapse rate drops. The SALR is variable since
it depends on how much latent heat is made available as the condensation occurs for
a saturated air parcel. At lower elevations SALR varies between 3.9°C/km and
7.2°C/km when the ambient temperatures are in the range of 26°C to —10°C.
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Stability or instability of the atmosphere can be defined in terms of the reaction
that a parcel of air has to initial vertical upward or downward displacement. It is a
parcel’s resistance to further movement or the enhancement of its movement in the
direction of initial displacement, or the tendency of the parcel to return to the
original position. The stability condition of the atmosphere determines the likeli-
hood of further convective activity, likelihood of atmospheric turbulence or even
the cloud types that may be formed due to the displacement process. Accordingly,
in analogy to mechanical instability conditions, we can define three stability criteria
(Fig. 4.1a). As shown in this figure, similar to the mechanical stability concepts, an
air parcel may behave in one of the following three stability cases. A displaced
parcel will change its temperature (if adiabatic) at the adiabatic lapse rate (ALR).
The case in Fig. 4.1b is for an atmosphere that is stable for a dry process with no
condensation. If the parcel of air is displaced upwards (or downwards) it will cool
(or warm) at the ALR. That is it will become cooler (warmer) than its surroundings
and therefore denser (lighter), and thus it will tend to return to its original position.
This condition would represent a stable atmosphere. However, if the ELR is greater

Stable Neutral Unstable
Three mechanical stability conditions [displacement — ; tendency ----- »]
b c
ZT P ln N ELR

Thermal stability condition Thermal instability condition

Fig. 4.1 Atmospheric stability conditions
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than the ALR, the displaced parcel will keep moving in the direction of the initial
displacement due to density effects. This condition would represent an unstable
atmosphere (Fig. 4.1¢) (Cole 1970; Dunnivant and Anders 2006; Hemond and
Fechner-Levy 2000).

Based on the definitions and the description given above, the following stability
conditions can be defined which will lead to the expectation of the conditions that
might occur after the initial vertical displacement of an air pocket.

Absolute instability occurs when the ELR is greater than the DALR. As we know
the DALR is 9.8°C/km, so we can conclude that absolute instability exists when
ELR is equal to or greater than 9.8°C/km. This condition is sometimes identified
as a “super-adiabatic lapse rate,” since the heat loss is very rapid.

Natural instability occurs when the ELR and DALR are equal. In this term the
word “natural” refers to the fact that thermal momentum is not going to be
accelerated or decelerated.

Conditional instability occurs when the ELR is less than the DALR but more
than the SALR. The SALR is usually considered to be in the range 3.9-7.2°C/km.
The use of the word “conditional” is associated with the criteria that instability is
expected to occur only when the thermal becomes saturated and not before.

Absolute stability occurs when the ELR is less than the SALR.

Potential instability occurs when air is moist at lower elevations but dry at
higher elevations. The potential for instability is only realized when the thermal
ascends and reaches saturation.

4.2 Principles of Atmospheric Stability

When compared to liquids, gases are more compressible. Thus, the common
simplifying incompressibility assumption that is made for most problems that
involve liquids cannot be made for the analysis of problems that involve gases.
This is also the case for atmospheric studies. In the analysis of atmospheric stability
principles one has to consider the change of pressure with elevation P(z), the change
of density with elevation p(z) and also the change of temperature with elevation
T'(z). To derive the governing equations of the stability conditions described above
we need to analyze the behavior of an air pocket as shown in Fig. 4.2 under the
effect of pressure and gravitational forces.

Using Newton’s second law, vertical and horizontal equilibrium between these
forces can be analyzed. The interest here is the equilibrium in the vertical direction
since the horizontal equilibrium outcome is trivial. In the z-direction,

Pi—P,—W=0 4.1)

where P;; i = 1,2, 3,4 are pressure forces and W is the weight of the air parcel in
the control volume. For an infinitesimal volume,
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Fig. 4.2 Forces acting on an 4 Pa
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p(z+dz) — p(z) = —pgdz (4.2)
or,
Z—IZ) =-—pg=-7 (4.3)

which is the hydrostatic condition, where p is the pressure [ML’IT’Z], is the
density [ML73], y is the specific weight [ML=2T~?] of air, g is the gravitational
acceleration [LT 2], W is the weight force [MLT 2] and z is the elevation [L]. As
expected from hydrostatic conditions, the change in pressure in the vertical direc-
tion is negatively proportional to the specific weight of the fluid within the control
volume.

In the case of gases the relationship between pressure, density and temperature
can be expressed in terms of the ideal gas law.

R

= pT (4.4)
i

p:

where R is the ideal gas constant, 8.314 J/mol K, ? is temperature measured in
terms of absolute temperature kelvin (°C + 273.15) and M is the molar mass. If we
assume that air is mostly composed of nitrogen and oxygen, although various
other gases are in the mixture, and if we assume that air can be treated as an ideal
gas Eq. (4.4) can be used to define the relationship between pressure, density and
temperature in which R = R/M = 287 J/kg K = 287 m?/s> K. Here we have
assumed that the molecular weight of air to be in between the molecular weights
of nitrogen and oxygen.

Equation (4.4) will also yield the differential relationship between these three
variables if we differentiate Eq. (4.4) with respect to elevation, z.
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d_p:Rd_p?+de_T (4.5)
dz dz dz

Given these two equations, if an air parcel moves from elevation z to (z + dz) its
pressure will decrease according to Eq. (4.3) and its density and temperature or both
will decrease according to Eq. (4.5). A decrease in density is associated with an
increase in volume if the number of molecules is kept constant within the air pocket.
The work done in _expanding the air pocket ( pd -IL) is balanced by the internal
energy loss (mCVdT). Thus,

vad? =—pd¥+ (4.6)

where m is the air pocket mass and C, is the specific heat capacity [J/mol K]|. Given
the mass, density and volume relationship, Eq. (4.6) can also be written as,

~ 1
CdT =—-pd [—j (4.7)
P
or considering the elevation change,

Cvd_T:%d_p (4.8)
dz p° dz

Equations (4.1), (4.5) and (4.8) are three independent equations which may be
used for the solution of the three gradient terms for pressure, temperature and

density d_p;d_T;d_p . This will yield the solution for the temperature gradient as,
dz dz dz
T
(c+R)T - ¢ (4.9)
/4

According to Eq. (4.9) the temperature decreases with elevation at a constant

rate,

d7

@ __ 5 (4.10)

dz C,
where C, = C, + R. The constant gradient (I' = g/C,) is the adiabatic lapse rate
(ALR) we have defined earlier. The adiabatic lapse rate is approximately 1° for
every 100 m. This outcome is consistent with the observations we make in nature; it
gets cold as we move up the mountain and the temperatures are freezing outside of
a plane at high altitudes.
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Now let’s reanalyze the stability conditions using these relationships. Consider
an air pocket at elevation z at temperature 7' (Z) which is slightly displaced upward
an incremental distance dz. At its new location it will be under lower pressure, thus
the air pocket will expand acquiring lower density and at the same time losing
temperature in doing so. The pressure drop is (dp = —ydz) and the temperature

drop is (d ?:—Fdz). If the atmosphere is not in a neutral state, the ambient
temperature (?a = ?(z+dz)) is not going to be equal to the new temperature of

the air pocket at its new position (?p = ?(z) +d ?) This is because the air parcel

moving upward has adjusted its temperature according to the adiabatic lapse rate
but that rate may not correspond to the rate of decrease in temperature as a function
of elevation change for ambient conditions. The difference between the two tem-
peratures can be calculated.

T. —?,, =?(z+dz)—?(z)+cidz

p

47 (4.11)
~| i E iz
dz C

P
Because of this temperature change the displaced air parcel will experience a net
buoyancy force that is not equal to its weight, which would result in a net upward
force.

E’tet = F;wuyancy - W
=pFg-p,H¥g
p p P (7 _ &
=l —=——= -ILg: =~\T,—Ta 'ILg 4.12
(RTH RTJ RTan< 1) (4.12)
(?p_?a)_IL
=P 78
Ty
Again using Newton’s second law:
T,-T. d?(d
Pa(ig)%g:pa% (2) (4.13)

) dr
Accordingly, the acceleration of the air pocket can be given as:

d*(dz) _ (?p;?a)gz_é{[ﬁJ +F]dz (4.14)
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As can be seen from Eq. (4.14) (d?/dz) is always negative and (F = g/Cp) is
always positive. Thus, the acceleration of the disturbed air pocket is a function of
the difference between ELR and ALR, and this difference can be positive or
negative depending on the magnitudes of these two lapse rates which gives rise to
the stability conditions defined earlier (Fig. 4.3).

Based on Eq. (4.14) the following stability conditions can now be defined in
reference to adiabatic condition. Let,

q>2:é[(d—TJ +FJ (4.15)
T,\\ dz ,

which is one form of the Richardson number that is used in meteorology. Then,

T
C;— >T = ®’<0 = Unstable atmosphere
z
dT )
— 117 I' = ® =0 = Neutral atmosphere (4.16)
z
dT )
ra <I' = ® >0 = Stable atmosphere
z

For very limited cases the stable atmospheric condition defined for the last case
in Eq. (4.16) can be split into two. As expected there is the possibility of.

T, .
,’ Inversion

- v

Fig. 4.3 Lapse rate and stability conditions
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ar <0 or ar >0  while ar <T (4.17)
dz dz dz

For this case, the condition (d T/dz) >0 is referred to as inversion and

attributed to very stable atmospheric conditions.

In summary, stability is the tendency to resist vertical motion or to suppress
existing turbulence, and the stability of air in the atmosphere depends on the
temperature of rising air relative to the ambient air temperature that it passes
through, which as discussed above varies from place to place and changes accord-
ing to atmospheric conditions. When a pocket of air near the Earth’s surface is
heated it rises, as it is lighter than the surrounding air. Whether or not this air packet
will continue to rise will depend on how the temperature in the ambient air changes
with elevation. The rising pocket of air will lose heat because it expands as
atmospheric pressure falls, and its temperature drops. If the temperature of the
surrounding air does not fall as quickly with increasing altitude as the ambient air
temperature, the air pocket will quickly become colder than the surrounding air and
lose its buoyancy, and will sink back to its original position. In this case the
atmosphere is said to be stable. If the temperature of the surrounding air falls
more quickly with increasing altitude, the pocket of air will continue to rise. The
atmosphere in this circumstance is said to be unstable. This tendency directly
influences the ability of the atmosphere to disperse pollutants emitted into it. As a
consequence, when the stability is low, vertical motion is not suppressed and
pollutants may be dispersed higher from the ground surface.

The stability conditions described above are going to be used extensively in the
air dispersion models included in the ACTS software. As we will discuss later in
this chapter, knowing the atmospheric stability, category is very important in
modeling plume dispersion in the atmosphere. If sufficient data is available for
the site under consideration, users of these models can compute the temperature
gradient and choose the stability category accurately. However, more often than not
these data are not available and the decisions on stability conditions must be made
based on observations. The most widely used procedure for this purpose is based on
the method developed by Pasquill, hence the name Pasquill Stability Criteria
(Pasquill 1961, 1976).

A simple approach to estimate some of the parameters of the atmospheric
dispersion models, which we will discuss later on, is the employment of atmo-
spheric stability categories based on meteorological conditions. The commonly
used Pasquill-Gifford stability categories are developed from correlations found
at a particular geographic location in Britain (Gifford 1976; Pasquill 1961, 1976).
In Table 4.2 the Pasquill-Gifford stability categories are given as a function of
insolation (solar heat input) and wind speed. In this table, category A corresponds to
conditions under which atmospheric mixing is augmented by instability during
periods of intense sunlight due to solar heating of the ground surface and overlying
air. Category D corresponds to an atmosphere of neutral stability, while categories
E and F correspond to increasingly stable conditions associated with atmospheric
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Table 4.2 Pasquill-Gifford stability categories

Surface wind Insolation Night
speed (m/s) Strong Moderate Slight Thinly overcast <3/8 Cloud
or >4/8 low cloud

<2 A A-B B - -

2-3 A-B B C E F

3-5 B B-C C D E

5-6 C C-D D D D

>6 C D D D D

For A-B, the average of values for A and B are taken, and similarly for other cases.

Strong insolation corresponds to sunny midday in midsummer in England; slight insolation to
similar conditions in midwinter.

Night refers to the period from 1 h before sunset to 1 h after sunrise.

The neutral category D should also be used, regardless of wind speed, for overcast conditions during
day or night and for any sky conditions during the hour preceding or following night as defined above.

inversion. There are significant limitations to using atmospheric stability cate-
gories. Errors may result if the user applies them to settings that differ in local
topography or climatic conditions (Cole 1970; Hemond and Fechner-Levy 2000).
The Pasquill-Gifford stability categories can be used to choose the appropriate
parameters for the Gaussian plume models as a function of downwind distance from
the source, as will be discussed later. As expected, at a given downwind distance,
the less stable categories will correspond to more mixing, with an increase of one or
more orders of magnitude in the actual vertical or horizontal width of the plume
(Cole 1970; Hemond and Fechner-Levy 2000).

The other meteorological factor affecting the concentration of air pollutants is
the wind speed and wind direction. Wind speed or wind velocity is influenced by
topography near the earth’s surface. Movement of air near the earth’s surface is
retarded by friction effects proportional to surface roughness. Thus the wind speed
effect will be greater farther from the ground surface, since it is expected that
friction will reduce the wind speed near the ground surface.

Stability and wind speed are related in that when air near the earth surface is
pushed down because of greater stability, the wind speed increases. The effects of
higher wind speed may at first seem counterintuitive; higher wind speeds, which
cause more atmospheric turbulence, shift the classification in the direction of higher
stability categories that would seem to result in less mixing. This occurs because the
Pasquill-Gifford stability categories are used to determine the width and height of a
pollutant plume at a particular downwind distance. They are not used to estimate a
Fickian mixing coefficient. Higher wind velocity may actually decrease the abso-
lute amount of spreading a pollutant plume may undergo before reaching a fixed
downwind distance. This may override the effects of more intense mixing, as there
is less time for mixing to occur, and therefore the latter effect may predominate
(Cole 1970; Hemond and Fechner-Levy 2000).

Based on these stability conditions, the plume dispersion coefficients for the
Gaussian models that are used in the ACTS software can be obtained from the
charts shown in Figs. 4.4 and 4.5. While using the ACTS software, the user does not
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Fig. 4.4 Lateral dispersion coefficients (NRC 1982; Turner 1994)

have to obtain these dispersion coefficients and insert them manually. The selection
of the appropriate stability conditions for the problem analyzed obtained from
Table 4.2 results in automatic selection and use of the appropriate dispersion
coefficients in the Gaussian models of the ACTS software. This process, which
uses Figs. 4.4 and 4.5, is transparent to the user.

4.3 Air Pathway Models

The models that are included in the air pathway module of the ACTS software
(Figs. 4.6 and 4.7) are based on chemical properties of the contaminants. For this
purpose, a chemical database is included to this module, which can be updated and
customized by the user. Based on this database, the models included in the air
pathway module are divided into two subgroups, the emission models and air dis-
persion models. Air pollution is always associated with an emission source. The
emission source may be an emission from a factory stack, which can be identified as
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Fig. 4.5 Vertical dispersion coefficients (NRC 1982; Turner 1994)

a point source or emissions from vehicles on a highway, which may be interpreted
as a line source, if one is interested in analyzing air pollution associated with
highways and roads. If indoor pollution is of concern emissions from soil entering
indoors through cracks in the foundation and crawl spaces must be considered.
Thus, the first step in air pollution analysis is the estimation of the emission rate.
The next step in the analysis is the evaluation of the spread of the emission source
indoors or outdoors as the case may be.

In the emission model subgroup, six models are considered: the Farmers emis-
sion model, the Thibodeaux-Hwang emission model, the Cowherd particulate
emission model, the Jury unsaturated zone emission model, the landfill gas emis-
sion model and the volatilization from water surfaces model. These models can be
used to estimate emissions from land and water based contaminant sources. The
theoretical background, the data entry and the output analysis procedures for these
models will be discussed in detail in this chapter. Emission rates are one of the
required input data for the air dispersion models. The emission models of the ACTS
software are dynamically linked to air dispersion models, which may be considered
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Fig. 4.7 Air pathway dispersion models

to be the second stage of analysis in air pollution. Thus, if the user selects to use
these emission rates as input data to air dispersion models, the emission rates
generated in the emission models module can be directly transferred to air
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dispersion models. If this direct transfer is not desired, the emission models and air
dispersion models can be used independently to analyze site-specific problems. In
that case the user should enter emission rates as an external input data in the air
dispersion models.

In the air dispersion module there are three models which can be used to evaluate
dispersion of contaminants in the air pathway. These are the Box air dispersion
model, Gaussian air dispersion models and the indoor air dispersion model. The
Gaussian air dispersion models include steady state and unsteady state models.
Each of the Gaussian models has several subcategory models, which can be used to
model various source and atmospheric conditions to provide further site specific
options to the user (Fig. 4.7).

Similar to emission models, the air dispersion models require chemical specific
databases. For this purpose, the air pathway module also includes one generic
and two editable chemical databases which contain chemical properties of several
contaminants. These databases can be directly linked to all models through the
“Preferences” menu button on the opening window of the ACTS software (see
Appendix 3). The generic chemical database identified as (CHEMICAL.MDB) is a
master reference chemical database file which cannot be edited. The purpose of this
uneditable database is to make a database available to the user which is error free
and shows all the proper data categories, which are necessary to run the models
included in the air pathway module. When the user selects a chemical to work with
from this database, the appropriate data categories available in this database will be
dynamically linked to all other models the user selects to use in a specific applica-
tion. The other two chemical databases (CHEM1.MDB and CHEM2.MDB) are
copies of the generic (CHEMICAL.MDB) database, which are editable. The User
may work with these files and develop his or her own databases to use in applica-
tions. Editing can be done after selecting one of the editable databases as the default
database in the preferences menu and opening this database from the “Chemicals!”
menu button in the air pathway module and selecting the “Chemicals” pull down
menu button. This button will be in in-active mode if the user has selected the
generic un-editable chemical database. If the default database selected is editable,
new chemical databases can be added, undesired chemical data can be deleted or
data entered for a chemical can be edited using the pull down menu options. It is
important to note that when a new chemical is entered all data categories with
proper units must be entered for the new chemical that is added to the database.
Otherwise, the user will observe errors as the air emission or air dispersion models
chosen by the user utilize these data internally, which is transparent to the user.
Given a selected model, the code will internally attempt to access the data necessary
for the chemical in question to run the model. If the data is not available, an error
message will appear. Using the editing option appropriately, the user may generate
custom databases for his or her specific purposes. After saving the edited database
as “.MDB” file the database will be available for use in all air emission and air
dispersion models.

The air emission and air dispersion models are also directly linked to the Monte
Carlo simulation package, which provides uncertainty analysis for most of the
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parameters used in these models. The generic graphics package developed for
the ACTS software is also available in this module for viewing the results of the
analysis or preparing report ready hard copy or standard computer file figures.
WINDOWS™ based file editors may be used to view the input and output data
using the menu options. Hard copy of the numerical results obtained may also be
printed using the file editor functions, or these files can be opened using other
software to perform the functions of that specific software.

All air pathway models used in the ACTS software are generic models. Thus,
their application in site-specific cases requires knowledge of the assumptions and
limitations inherent in these models. In this chapter, a review of the models used to
estimate the air emission from contaminated land and water based sources, and the
dispersion of these emissions in the air pathway are reviewed.

To start the air pathway module application from the opening ACTS
window, the user may select the air pathway icon or the “Air Path” option under
the “Pathways” pull down menu. The module will start with the window shown in
Fig. 4.8. In this window there are four options that are available to the user. The
“File” menu option allows the user to create a “New” model data file, “Open” an old
model data file, “Edit” an existing open data file, “Close” an open model data file
and “Exit” the air pathway module. When a new data entry option is selected, the
user has the option of starting an “Emissions Models” or “Dispersion Models” data
preparation option. When either of these two options is selected, the user is given
further options to go into the specific model type as described above (Figs. 4.6 and
4.7) (see Appendix 3). The “Chemicals!” menu option allows the user to select
chemicals for the site-specific application. In the air pathway module a chemical or
a set of chemicals must be selected before the “File” option is selected to start a new
project, since the computations in the air module will require chemical properties
data. Once a chemical or a set of chemicals is selected, this database will be

#%Air Contaminant Transpoit Model

Fig. 4.8 Opening window for the air pathway models
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automatically linked to the computational modules of all air pathway models
included in the software (Figs. 4.6 and 4.7). The selection of a chemical in this
window is done by pressing the “control” button and clicking the left mouse button
when the mouse pointer is on the selector column on the left of the table. When on
this column, the mouse pointer indicator turns to a solid right pointing arrow
symbol indicating that the mouse pointer is on the selection column. Using this
operation, the user may select several chemicals to be used in air pathway models.
Once they are selected, and the user moves on to other options in the air pathway
modules, the selected chemicals become a characteristic database selection for that
analysis. These options cannot be modified elsewhere in the module. During
another session, if the user opens the input data file prepared in an earlier session,
the chemical selections made in the data file will always be linked to the input data.
Chemicals can be unselected using the same operations. “Options” menu allows the
user to change the text editor, default chemical database, temporary directory paths,
and input data directory path preferences. The user must save the preferences
selected by clicking on the “Save Preferences” button for the selections to become
default options during the following round of sessions of the use of the ACTS
software. The “Help” menu accesses segments of this book as context and search
sensitive help. All menu operations follow the standard menu operation character-
istics of WINDOWS™ environment and can be easily mastered (see Appendix 3).

4.4 Air Emission Models

Air pollutants emitted from point and distributed sources are transported and
dispersed by meteorological and topographical conditions that characterize wind
speed and stability. The air pollution cycle is usually initiated with the emission of
the pollutants, followed by their transport and diffusion through the atmosphere.
The cycle is completed when the pollutants are deposited on vegetation, soil,
livestock, water surfaces, and on other objects. They can be also washed out of
the atmosphere by rain. In some cases the pollutants may be reinserted into the
atmosphere by the action of wind erosion or by evaporation from water surfaces.
During their path the airborne pollutants may undergo physical and chemical
transformation. The results of such transformations and transport can be harmful
or beneficial.

Emissions from various land and water based contaminant sources may contri-
bute to harmful exposures through a number of pathways, including exposure due to
inhalation, ingestion and dermal contact. Air emissions are considered to be the
source of these chemicals in the air pathway module. The source emissions are
affected by advection and diffusion processes in the atmosphere, which will diffuse
the effluent as the entire plume is transported downwind. We will identify the
combined influence of diffusion and advection as dispersion or air dispersion
in the air pathway module. In order to perform an air dispersion analysis, air
emission rates of chemicals from land or water surface sources must be known.
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These emission rates, calculated from emission models, may then be used as input
data for the air dispersion models to evaluate the dispersion of chemicals in the
air pathway. Alternatively, if field data are available, air emission rates can be
directly entered into air dispersion models as input data, bypassing the emission rate
calculation step.

This chapter provides an introduction to atmospheric emission and air disper-
sion models that are included in the ACTS software. The reader is recommended
to review the literature cited throughout the text for more detailed information on
these models. These references are referenced throughout this document to pro-
vide the users’ of the ACTS software the source of these technical documents. In
particular, the more important literature on which this section is based includes:
(Abdel-Magid et al. 1997; Bird et al. 2002; Briggs 1975; Carslaw and Jaeger 1959;
Clark 1996; Cole 1970; Cowherd 1983; Cowherd et al. 1985; Csanady 1973;
Domenico and Schwartz 1990; Draxler 1979a, b; Farmer et al. 1980, 1978;
Fletcher and Dotson 1971; Gifford 1976; Giinther 1961; Heinsohn and Kabel
1999; Hemond and Fechner-Levy 2000; Iman and Helton 1988; Kaiser 1979;
Louvar and Louvar 1998; Lyons and Scott 1990; Masters 1991; Milton and Stegun
1964; Nirmalakhandan 2002; NRC 1982; Pasquill 1961, 1976; Philp 1995; Schnelle
and Dey 2000; Schnoor 1996; Stern 1976; Stern et al. 1984; Thibodeaux 1979,
1982; Thibodeaux and Hwang 1982; Turner 1994; USEPA 1984, 1985, 1997;
Vesilind et al. 1994; Viegle and Head 1978; Weber and DiGiano 1996; Zheng
and Bennett 1995). This comprehensive reference list is included here to direct the
user of the ACTS software to the sources of the models that are included in this
software.

4.4.1 Farmer’s Model

The Farmer’s model can be used to estimate volatile emissions of a buried contam-
inant source below the soil surface. Figure 4.9 shows a schematic diagram for a
typical subsurface contaminant source placement scenario adopted in the Farmer’s
model (Farmer et al. 1978). As shown in Fig. 4.9, the contaminated soil source is

< Emiss;()ns {
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Fig. 4.9 Definition sketch of
the Farmer’s model
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located at a depth d; (m) measured from the ground surface. The volatile gases are
originating from this source.

In this model, vapor emission from the soil is treated as a diffusion-controlled
process. Based on the assumption that this diffusion process can be represented by
Fick’s law, the steady state emission rate at the soil surface can be estimated using
Eq. (4.18),

(Cvs - Ca)

1

E=AD, (10%) (4.18)

where E is the steady state emission rate of the gases (g/s), A is the surface area of
the contamination source in the soil (mz), D, is the effective diffusion coefficient of
the contaminant for air (cmz/s), C,s is the vapor phase concentration of the contam-
inant (g/cm3), C, is the air concentration of the contaminant at soil surface (g/cm3).
In this case the air concentration C|, is usually assumed to be equal to zero, d; is the
depth of soil cover (m) above the contaminant source and 102 is the conversion
factor from meters to centimeters for the parameters A and d;.

Given these definitions, the user should note that this model, as it is implemented
in the ACTS software uses metric units and that the input values for the parameters
used in this equation should be entered in the units given above for the conversion
factor that is used in the equation to be correct. This is typical of all air pathway
models, and it stems from the fact that the chemical properties used in these models
are all entered into the chemical database module in metric units that are linked to
all air emission and dispersion models in the ACTS software. Thus, when the user
updates the chemical database, the new data should always be entered in metric
units to maintain consistency between the data and the models used in this module.
The user should also note that the emission rate output is presented in the units of
kg/year in the output window grid. The conversion from g/s to kg/year is carried out
internally in the ACTS model.

In this model, the soil vapor concentration, C, (g/cm3) is given by,

C=H'C, (4.19)

where H' is the dimensionless Henry’s constant (mg/L)/(mg/L) and is defined as,

H
H=— (4.20)
RT
where H is the Henry’s law constant (atm-m>/mol), R is the universal gas constant
(8.21E-5 atm-m3/K) and T is the absolute temperature (K). The aqueous phase
concentration, C,, (g/cm3), is calculated by,

CT(ph + prw)

Cy=
(Or — 0,)H + 0, + p,Kqy

421
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where Cr is the contaminant concentration in the soil (g-contaminant/g-wet soil),
Or is the soil porosity (dimensionless), p,, is the soil bulk density (g-dry soil/cm’-
wet soil), p,, is the density of water (g/cm3), 0,, is the volumetric water content
(dimensionless) and K, is the soil-water partition coefficient, which is a chemical
and soil property dependent parameter ((g/g)/(g/cm’)), and can be given as,

K, = Kocfoc (422)

where K, is the organic carbon partition coefficient ((g/g)/(g/cm3)) and f,. is the
fractional organic carbon content of the soil. The user should note that in Eq. (4.21) the
soil porosity value entered should be less than the volumetric water content, 0,, < O7.

The effective diffusion coefficient D, is computed by the relationship given
below (Millington and Quirk 1961),

93‘33
D, = Dar (—2> (4.23)
HT

where D,;, is the diffusion coefficient for the chemical in air (cm3/s), 0, is the air
filled porosity of soil (cm*-air/cm® soil) and 07 is the total porosity of soil (cm’-
voids/cm>-soil). Again in Eq. (4.23) the air filled porosity should be less than the
total porosity of the soil, 0, < 0r.

In the emission rate calculations, when the Farmer’s model is used, a tempera-
ture correction is also made to the effective diffusion coefficient using the equation
below (Lyman et al. 1990),

1.75
D, =D, (sz (4.24)
T
where T is the air temperature at which the diffusion coefficient is known (K), Tis
the air temperature at which the diffusion coefficient is estimated (K) and D~ and
D~ are the diffusion coefficients of the chemical (cm /s) at temperatures T1 and Tz
respectlvely The sequence of calculations described above is automatically exe-
cuted in sequence when the user implements Farmer’s model, thus these steps are

all transparent to the user.

Farmer’s Model Menu Options: As is the case with all emission models included
in the ACTS software, all of the calculations given above are executed sequentially
once a site-specific data set is entered that characterizes the application. The output
from this model is the emission rate in kg/year for the contaminant in question at the
soil surface.

Using this model, the user has the option to calculate emission rates for several
contaminants. This may be accomplished by using the “Chemicals!” menu as
described in Appendix 3. Once the chemicals database window is entered, several
chemicals can be selected. This operation creates a list of chemicals to be linked to
the emission models. Once this is accomplished, this list will automatically appear
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in the Farmer’s model output window whenever Farmer’s model is selected. In the
calculation stage, it is assumed that the input data for soil properties and the
contaminant source depth data will be the same for all chemicals in the selected
list. If that is not the case, a separate input database has to be generated for each
chemical using the “New” menu option in the air pathway window, which creates a
new problem for each contaminant with different soil source characteristics. The
emission rate computation starts with the first chemical selected in the list. When
this calculation is completed, the user may go to the next chemical emission rate
calculation by clicking the chemical’s name in the output window of the Farmer’s
model. When the next chemical is selected, the user should note that the “Total Soil
Concentration, C7” input box for this chemical is empty, the chemical parameter(s)
are updated to the new chemical data automatically using the chemical database
assigned to the problem, and all other input boxes carry the previous site specific
data entered into the model. This allows the user to input another source concentra-
tion value for the new chemical as input to the model. Once this is accomplished,
clicking the “Calculate!” button yields the emission rate for the second chemical. In
this manner, emission rates for all chemicals in the list can be calculated. Once this
task is completed, the emission rates for all chemicals will be available for use in
the air dispersion module as input data.

The Monte Carlo analysis option is available for this model as it is available for
all models of the ACTS software. Using the “Monte Carlo” menu option on the
menu bar, the user may choose to conduct an uncertainty analysis for most of the
parameters of this model using the standard probability distributions imbedded into
the ACTS software and the Monte Carlo analysis procedures. A review of Monte
Carlo analysis is described in Chapter 7 and menu input operations are described in
Appendix 3.

A typical input window for Farmer’s model is shown in Fig. 4.10. The
menu options on this window are the same as the other emission model input
window options. The functions of these menus are described in more detail in
Appendix 3.

Assumptions and Limitations of Farmer’s Model: The following are the assump-
tions and limitations of Farmer’s model. The assumptions listed below tend to
overestimate the emission rate calculated.

i. In Farmer’s model it is assumed that the source concentration of contami-
nants does not decrease as the emissions occur. Also decay of the contami-
nant source is not considered. This implies that the amount of contaminant
mass in the soil is infinite.

ii. Adsorption of the chemical to the soil is considered.

iii. The location of the contaminant source is fixed at a depth d; below the
surface of the soil.

iv. Emissions from the soil originating from the contaminant source at depth d;
are in steady state.

v. The concentration of the chemical in air at the soil surface is negligible as
compared to the vapor concentration within the soil.
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4.4.2 Thibodeaux—Hwang Model

The Thibodeaux—Hwang model may be used to estimate time dependent emissions
of volatile contaminants that are buried below the soil surface. This model was
initially developed to estimate the time dependent emissions of volatile chemicals
from petroleum land farming operations based on the analysis described in
Thibodeaux and Hwang (1982). A modified version of this emission calculation
is also presented in the superfund exposure assessment manual (USEPA 1988). The
model may also be used for surface application of contaminants or it may be used in
cases of buried chemicals where the zone of contaminated soil is covered by a layer
of clean soil. A definition sketch of this model is illustrated in Fig. 4.11.
According to the Thibodeaux—Hwang model, instantaneous emissions originat-
ing from volatile chemical sources within the soil can be estimated using Eq. (4.25),

DECVS

E(I): 2D, At(dr—d,)C,
\/d]2+ e t(ni; 1)Cos

(4.25)

where E(t) is the volatile gas emission rate (g/cm2 s), D, is the effective diffusion
coefficient of the chemical in air (cm?/s), C,; is the vapor phase concentration of the
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chemical (g/cm3 ), A is the surface area of contaminated soil (cmz), d; is the depth to
the top of the contaminated soil layer (cm), d, is the depth to the bottom of the
contaminated soil layer (cm), ¢ is the time elapsed from the application of con-
taminants to the soil and m, is the initial mass of contaminant (g). In this model,
conversion factors are handled internally to yield the emission rates in (kg/year)
which is adopted as the consistent unit of emission rates in the ACTS software. The
initial mass of contaminant m, is computed using Eq. (4.26),

m, = (d2 - dl )AC;, (426)

where C, is the bulk contaminant concentration in the soil (g/cm®) and is com-
puted by,

Ch = Cr(py + pubi) (4.27)

where Cr is the soil contaminant concentration (g of chemical/g of wet soil), p, is the
bulk density of the soil (g of dry soil/cm® of wet soil), p,, is the density of water
(g/cm3), and 0,, is the volumetric water content (cm3 of water/em® of wet soil).
Parameters D, and C, are estimated using equations presented in Section 4.4.1.

Based on Eq. (4.25), the average emission rate can be computed by integrating
the instantaneous emission rate equation over a time period Az,

At
E'(AY) :i/o E(t)dt (4.28)

where, At is the averaging period and E’(A#)in g/s is the average emission rate of the
chemical over time At (s). Substituting E(¢) in the equation above one may obtain,

2D,C\;A

2D, Cysting 2
dy + |t -

E (tnax) = (4.29)
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where the maximum time #,,x is defined as the evaporation diffusion lifetime,
tmax = ?4. After the evaporation diffusion lifetime, it is assumed that the emission
rate is zero.

In the Thibodeaux—Hwang model (Thibodeaux and Hwang 1982) the evapora-
tion diffusion lifetime, 7;, of an initial mass of contaminants that is placed in the
subsurface is defined as the time it would take for the entire contaminant mass to
volatize. This volatilization time can be estimated as,

ty =

)
(da +diymy _ [dz "1]& (4.30)

2D,AC; 2D, | Cys

Therefore the average emission over depletion time can be given by
E (tmax = ta).

For risk assessment purposes, the average emission rate needs to be estimated for
the exposure period, z,, which may be longer than ¢,. For exposure duration 7, < #;
the average emission rate is E’'(z,). For an exposure duration where z, >¢,, the
average emission rate is estimated from,

E(t) ="E(z) (4.31)

e

where E'(t,) (g/s) is the average emission rate over the exposure duration ¢, (s) and
E'(t4) (g/s) is the average emission over the duration #; (s).

Thibodeaux—Hwang Model Menu Options: As is the case with all emission
models included into the ACTS software, all of the sequential calculations given
above are executed simultaneously once the site-specific data is entered for the
application. This model will produce three outputs. In the sequence they appear in
the output window grid of the Thibodeaux—Hwang model. These outputs are,
“average emission over exposure period (kg/year),” “average emission over deple-
tion time (kg/year),” and “instantaneous emission (kg/year)” for the chemical
selected. Any of these emission rates may be selected as the emission rate to be
used in the air dispersion models during the second stage of the air dispersion
analysis.

Similar to Farmer’s model, the user has the option of calculating emission rates for
several chemicals. This may be accomplished by following the procedure described
in Section 4.4.1. The Monte Carlo analysis option is also available to this model.
Using the “Monte Carlo” menu option on the menu bar, the user may choose to
conduct an uncertainty analysis for most of the parameters of this model using
standard probability distributions imbedded in the ACST software and the Monte
Carlo methods. A review of Monte Carlo analysis is described in Chapter 7 and the
description of menu operations of this module is given in Appendix 3. A typical input
window for the Thibodeaux—Hwang model is shown in Fig. 4.12. The menu options
on this window are the same as the other emission model input window options. The
functions of these menus are described in more detail in Appendix 3.
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Assumptions and Limitations of the Thibodeaux—Hwang Model: The following
lists the assumptions and limitations of the Thibodeaux—Hwang model:

I

ii.

iii.

iv.

Contaminant mass is distributed as a uniform concentration between the
depths d; and d, that define the zone of contaminant source below the soil
surface. The thickness of the contaminated zone is given as (d, — d).
Contaminant release occurs by molecular diffusion represented by Fick’s
law and the peeling away of successive layers from the top of the contami-
nated zone. In other words, the concentration within the contaminated layer
is assumed to remain constant, but the thickness of the layer decreases over
time. This assumption tends to underestimate the duration of the release, ¢,.
The concentration of the chemical in the air zone at the soil surface is
assumed to be zero or negligible relative to the soil vapor concentration
within the soil.

In the Thibodeaux—Hwang model it is assumed that the entire contaminant
mass is volatilized and that none leads to the water table or degrades. This
tends to overestimate the emission rate.

4.4.3 Cowherd Particulate Emission Model

The Cowherd particulate emission model estimates the emission rate of respirable
soil particles, i.e., those particles with a diameter of 10 pm or less. This model is
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adopted and described in the US EPA Rapid Assessment of Exposure to Particulate
Emissions from Surface Contaminated Sites manual (USEPA 1985) and referred to
as the Cowherd model. In the Cowherd model it is assumed that there is a limited
reservoir of soil available for erosion. The quantitative model was derived empiri-
cally based on wind tunnel experiments conducted for mining soils.

The emission rate using the Cowherd Particulate model is estimated by,

_ 0.83fAP(w)(1 — F)
(%)’

where Ej is the annual average emission rate of particles less than 10 pm in
diameter (PMyy) (mg/h), f is the frequency of disturbance per month (month ™),
A is the surface area of contaminated soil (mz), F is the fraction of vegetative cover
(dimensionless), and PE is the Thronthwaite’s precipitation evaporation index used
as a measure of soil moisture content (dimensionless). In this equation, P(u*)
(g/m?) is defined as P(u*) = 6.7(ut — u'), where u" is the fastest wind speed
(m/s) and u' is the erosion threshold wind speed at 7 m height (m/s). The fastest
wind speed may be obtained from the climatologic data station nearest to the site
under investigation. The erosion threshold wind speed is related to the soil particle
size distribution, which is a measure that quantifies the erosion potential and can be
obtained from references on soil erosion (USEPA 1985). Thus P(u*) is the erosion
potential, i.e., a measure of the quantity of particles present on the surface prior to
the onset of wind erosion that can be eroded after the application of the wind.
Thornthwaite’s PE index quantifies average surface soil moisture. A map showing
the distribution of this index in the US is given in Fig. 4.13. Estimation of various
parameters in Eq. (4.32) is discussed in greater detail in the USEPA manual
(USEPA 1985).

In this model, a disturbance is defined as an action which results in the exposure
of the soil surface material and occurs whenever soil material is added to the surface
or removed from the old surface. For example, breaking the crust of soil due to
vehicular traffic may expose erodible material and would be considered a distur-
bance in certain applications.

The emission rate of chemicals due to wind erosion is computed as the product of
the concentration of chemicals in the soil and the Eq soil particle emission rate as,

4.32)

= 3600 (4.33)
where E is the annual average emission rate of the chemical (mg/s), S is the
particulate contaminant concentration (mg/kg) and 3,600 is the conversion factor
from hours to seconds.

Cowherd Particulate Emissions Model Menu Options: As is the case with
all emission models that are included in the ACTS software, all of the above
calculations are executed sequentially once the site-specific data is entered for an
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application. Based on the equations given above, the Cowherd particulate emissions
model yields the particulate emission rate in (kg/year) in the output box for the
selected chemical or chemicals.

Using this model, the user has the option to calculate emission rates for
several chemicals. This may be accomplished by using the procedure described
in Section 4.4.1. The Monte Carlo analysis option is also available for this model.
Using the “Monte Carlo” menu option on the menu bar, the user may choose
to conduct an uncertainty analysis for most of the parameters of this model using
standard probability distributions imbedded in the ACTS software and the Monte
Carlo methods. The details of implementing this calculation sequence are described
in Chapter 7 and the menu operations are discussed in Appendix 3. The input
window for the Cowherd particulate emissions model is shown in Fig. 4.14. The
menu options on this window are the same as the other emission model input
window options. The functions of these menus are also described in Appendix 3.

The following lists the assumptions and limitations of the Cowherd Particulate
Emissions Model:

i. The Cowherd model can be used for estimating respirable particulate emis-
sions from soil surfaces due to wind erosion.

ii. The model assumes a limited soil reservoir surface, with surface erosion
potential restored after each disturbance.

Cowherd Particulate Emissions Model — FileName: SAMPLE CWH
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iii. The model was developed based on field measurements using a portable
wind tunnel, thus it is an empirical model.

iv. The model uses the Thornwaite precipitation—evaporation (PE) index as a
useful indicator of the average soil surface moisture.

4.4.4 Jury Unsaturated Zone Emission Model

The Jury model is a screening level model that can be used to estimate the gaseous
contaminants volatilizing from the soil and the time dependent concentration
profile resulting from this volatilization within the unsaturated zone. A definition
sketch of the soil profile used in the Jury model is shown in Fig. 4.15.

The Jury model is based on the analytical solution of the advection diffusion
Eq. (4.34) (see also Chapter 3) along with certain boundary and initial conditions as
discussed below (Jury et al. 1990),

2
%‘FVP%:DE%— ACT (434)
where Cr is the soil concentration, ¢ is the time (day), 4 is the first order decay rate,
Dpg is the effective diffusion coefficient, z is the depth from the soil surface
measured positive downward, v, is the pore Darcy velocity in z-direction.

The initial conditions for the contaminant source, which imply that the contami-
nant is uniformly distributed within the depth and the soil above the contaminant
zone is clean, are given as,

Cr(D<z<D +L,t=0) =C, (4.35)
Cr(z<D,t=0) =0 (4.36)

- W
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Fig. 4.15 Definition sketch of the Jury model
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For the case of a contaminant source buried under a clean fill, the solution is
obtained by superposition. This is the configuration shown in Fig. 4.15. The boundary
condition at the soil surface is given as:

aC
—DE31+W£T:—M£T at z=0 (4.37)
A

which represents a concentration dependent flux boundary condition. This model
can be used to simulate the volatilization of chemical vapor to the atmosphere
through a stagnant air boundary layer. Above the soil surface it is assumed that the
chemical concentration in air is zero. The lower boundary condition is,

Cr(z=00,1) =0 (4.38)

In the equations given above, C, is the initial contaminant concentration in the
soil, L is the depth of contaminated soil, and H is the mass transfer coefficient
through the stagnant boundary layer.

Jury Unsaturated Zone Emissions Model Menu Options: The input window for
the Jury model is shown in Fig. 4.16. The menu options on this window are the same
as the other emission model input window options. The functions of these menus
are described in Appendix 3.
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As is the case with all emission models that are included in the ACTS software, all
of the calculations described above are sequentially executed once the site-specific
data is entered for an application. Based on the equations given above, the Jury
emissions model yields the emission rate in (kg/year) in the output box for the selected
chemical or chemicals. Using this model, the user has the option to calculate emission
rates for several chemicals. This may be accomplished by using the procedure
described in Section 4.4.1. The Monte Carlo analysis option is also available for this
model. Using the “Monte Carlo” menu option on the menu bar, the user may choose to
conduct an uncertainty analysis for most of the parameters of this model using standard
probability distributions imbedded in the ACTS software and the Monte Carlo meth-
ods. Details of implementing this calculation sequence are described in Chapter 7. The
menu options on this window are the same as the other emission model input window
options. The functions of these menus are described in Appendix 3.

Assumptions and Limitations of the Jury model: The following are the assump-
tions and limitations of the Jury model.

i. The soil column is assumed to be homogeneous and isotropic.

ii. The infiltration rate is assumed to be uniform and steady.

iii. The contamination is initially incorporated uniformly from the top of the soil
column to a depth L (cm) below the surface. When the contaminant is incor-
porated below a depth D (cm), or when the contaminated soil is buried below
a clean layer of soil, the contaminant is analyzed using the principle of
superposition.

iv. Contaminant decay is assumed to follow a first order decay rate.

v. The partitioning of contaminant concentrations between the three phases,
i.e., the solid phase, the dissolved aqueous phase and the vapor phase is
assumed to be linear. Instantaneous equilibrium among phases is assumed at
all locations at all times.

vi. Similar to Farmer’s model, the effective diffusion of contaminant in the
vapor and liquid phase within the soil is based on the following relationships:

03.33

D, = Dg "02 (4.39)
!

D, = D =~ (4.40)

where D, is the effective vapor phase diffusion coefficient, D; is the effective
liquid phase diffusion coefficient, D} and Dj are the vapor phase and liquid
phase diffusion coefficients for the specific chemical, and 6,, 0,, and 6, are
the soil air content, soil water content and soil porosity, respectively. When
entering data for these parameters, one must recognize that the condition
0,, < 0, should always hold. It is not possible to quantify the effect of these
assumptions on the estimated emission rate or the concentration profile.
Depending on the degree of departure between the field conditions and the
assumptions given above, the Jury model may overestimate or, in some
cases, underestimate the emission rate.
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4.4.5 Landfill Gas Emissions Model

Municipal solid waste (MSW) landfills generate significant volumes of various
gases during their active life and for a period of time after their closure. As
such, they are considered to be the largest U.S. anthropogenic source of gases.
Worldwide, methane emissions from landfills and open dumps have been esti-
mated to produce approximately 30 teragrams (Tg) year ' or 6% of total global
methane emissions (Thorneloe et al. 1993, 1994). Most of the gas generated in
landfill emissions is methane and carbon dioxide with smaller amounts of volatile
organic compounds (VOCs). The gas is emitted into the atmosphere and can also
travel long distances in the porous space of the soil medium. Landfill gases,
VOC:s in particular, contribute to air pollution and are considered to be one of the
important sources of ground-level ozone. Methane is a colorless and odorless gas.
It is highly explosive at concentrations of 5-15% in air and can accumulate to
dangerous levels virtually undetected. Methane and other emissions from land-
fills are important contributors to environmental degradation and of concern for
their health effects consequences. Therefore, at MSW landfills it is necessary
to monitor the migration of methane gas to ensure the safety of both on-site and
off-site structures, and to ensure the safety and protection of personnel and
populations.

Air emissions from landfills come from landfill gas that is generated by the
decomposition of refuse in the landfill. The Landfill Gas Emissions module of the
ACTS Software is based on the USEPA model LandGEM (USEPA 1991, 1998).
In this model the landfill gas is assumed to be roughly half methane and half
carbon dioxide, with additional, relatively low concentrations of other air pollu-
tants. The estimation method used by the model is based on a simple first-order
decay equation and requires limited input data such as: (i) the design capacity of
the landfill; (ii) the amount of refuse in place in the landfill, or the annual refuse
acceptance rate for the landfill; (iii) the methane generation rate; (iv) the potential
methane generation capacity; (v) the concentration of total nonmethane organic
compounds (NMOC) and speciated NMOC found in the landfill gas; (vi) the years
the landfill has been in operation; and, (vii) whether the landfill has been used for
disposal of hazardous waste (co-disposal). Because the data available on the
quantity, age and composition of the refuse in the landfill are limited, using a
more sophisticated calculation method was not attempted in this model (USEPA
1991). The Landfill Gas Emissions Model estimates emissions of methane, carbon
dioxide, nonmethane organic compounds, and selected air pollutants. Information
on the assumptions used in this model can be found in the document (USEPA
1991).

The following mathematical model is used to estimate gas emissions if the actual
year-to-year solid waste acceptance rate to the landfill is known.

Mpyyoc =2 KLoMCnuoc (e ) (3.6 x 107°) (4.41)
i=1

i=
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where My oc is the total landfill NMOC emission rate, (Mg/year); k is the methane
generation rate constant, (year '); L, is the methane generation potential, (m>/Mg
of waste); M; is the mass of solid waste in the ith section of the landfill, (Mg); ¢; is
the age of the ith section, (years); Cnyoc is the concentration of NMOC, (parts per
million by volume as hexane) and the constant used in the equation is the conver-
sion factor to render the outcome in (Mg/year). The mass of non-degradable solid
waste may be subtracted from the total mass of solid waste in a particular section of
the landfill when calculating the value for M;, if documentation of the nature and
amount of such wastes is maintained.

The following mathematical model is used if the actual year-to-year solid waste
acceptance rate is unknown.

Muyyoc = 2RL,Cymoc (eik(i — e”") (36 X 1079) 4.42)

where, Myyoc; k; Loy Cyaoc have the same definitions as above and 7 is the age of
the landfill, (years); R is the average annual acceptance rate, (Mg/year) and c is the
time since closure, (years). For active landfills it is assumed that ¢ = 0.

In the equations given above, the methane generation rate constant, k, reflects the
rate of generation of methane for each submass of refuse in the landfill. The higher
the value of £, the faster the methane generation rate increases and then decays over
time. The value of k is a function of the following factors: (i) refuse moisture
content; (ii) availability of the nutrients for methanogens; (iii) pH; and, (iv) the
temperature. The & values obtained from the field data collected range from 0.003 to
0.21. The value for the potential methane generation capacity of refuse L, depends
only on the type of refuse present in the landfill. The higher the cellulose content of
the refuse, the higher the value of L,. The values of theoretical and field data for L,
range from 6.2 to 270 m*/Mg refuse. In Table 4.3 values of the methane generation
rate and methane generation capacity are given for typical landfill conditions
(USEPA 1991).

Landfill Gas Emissions Model Menu Options: A typical input window for the
Landfill Emissions model is shown in Fig. 4.17. The menu options on this window
are the same as the other emission model input window options. The functions of
these menus are described in Appendix 3. For this model, the user does not need to
select a chemical from the chemicals database to determine the emissions, as they
are only evaluated for the NMOC.

Table 4.3 Values for the methane generation rate, & and potential methane
generation capacity, L,

Emission type Landfill type k (year™") L, (m*/Mg)
CAA Conventional 0.05 (Default) 170 (Default)
CAA Arid area 0.02 170
Inventory Conventional 0.04 100
Inventory Arid area 0.02 100

Inventory Wet (bioreactor) 0.7 96
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Fig. 4.17 Landfill emissions model input window

As is the case with all emission models that are included in the ACTS software,
all of these calculations are sequentially executed once the site-specific data are
entered for an application. Based on the equations given above, the landfill emis-
sions model yields the emission rate in kg/year in the output box for the selected
chemical NMOC. Using this model, the user does not have the option to calculate
emission rates for several other chemicals. The Monte Carlo analysis option is also
available for this model. Using the “Monte Carlo” menu option on the menu bar, the
user may choose to conduct uncertainty analysis for most of the parameters of this
model using standard probability distributions imbedded in the ACTS software and
the Monte Carlo methods. Details of implementing this calculation sequence are
described in Chapter 7. The menu options on this window are the same as the other
emission model input window options. The functions of these menus are described
in Appendix 3.

Assumptions and Limitations of the Landfill Emissions model: The following
are the assumptions and limitations of the Landfill Emissions model.

i. The methane generation process is based on a first order decay mechanism.

ii. Parameters of the model are empirical variables.

iii. Some important physical conditions of a landfill which may affect the
methane generation are not considered, or these effects are incorporated
into the model based on empirical variables.

iv. These limitations may tend to underestimate or overestimate the methane
generation at a site.
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4.4.6 Volatilization from Water Bodies

The transfer of chemicals from liquid to gas or gas to liquid state is very important for
the analysis of migration of chemicals in the environment. In most applications for
which emission rates are needed, the gaseous medium is considered to be air. The
liquid medium, on the other hand, may be water, a pure liquid phase of a chemical
other than water, or a complex mixture of chemicals, e.g., gasoline or an oil spill.
Typical examples of where gas—liquid interaction may become important include: (i)
Partitioning of chemicals between water and air in unsaturated soil; (ii) volatilization
of gasoline constituents from groundwater to overlying soil gas; (iii) volatilization
of chemicals from groundwater to indoor air; (iv) washout of chemicals from the
atmosphere to rain droplets; (v) absorption of chemicals from the atmosphere to water
bodies, e.g., the Great Lakes case; (vi) absorption of chemicals from the deep lung
passages into human blood; and, (vii) evaporation of chemicals following spills to
soil or water (pure chemicals or oil etc.). In reference to the models used in the ACTS
software we will focus our attention on the interaction of chemicals between air and
dilute aqueous solutions. Thus, emissions from water surfaces are our main concern
as these emission rates will later be used in air dispersion models to evaluate the
spread of gaseous emissions from water bodies.

To understand this mass transfer process in terms of the basic principles of
thermodynamics a review of the equilibrium partitioning principle (Henry’s law)
and the kinetics of the gas-liquid mass transfer concept will be helpful.

Henry’s Law: The vapor phase of a substance can be defined as an air dispersion
of molecules of that substance which is a liquid or solid phase in its normal state
under standard temperature and pressure. The vapor pressure of a substance can
also be defined as the pressure characteristic of the substance at any given tempera-
ture of a vapor that is in equilibrium with its liquid or solid form. The vapor pressure
of a pure gas is 1 atm at standard temperature and pressure. Vapor density, on the
other hand, is the mass concentration of the substance in air, with the saturated
vapor density being equal to the vapor pressure, representing the maximum con-
centration of that substance in air.

When a liquid and a gas are in contact, the weight of the gas that dissolves in a
given quantity of liquid is proportional to the pressure of the gas which is formed
above the liquid. Henry’s law applies to chemicals dissolved in dilute aqueous
solutions that have reached equilibrium between the aqueous and adjacent vapor
phase. At equilibrium, for a fixed temperature and chemical, the ratio of the
chemical concentration in the vapor phase to the chemical concentration in water
or liquid phase is a constant. This proportionality is referred to as the Henry’s law
constant. At equilibrium, Henry’s law can be given as,

H=2e (4.43)

where C, is the concentration of the chemical in the air or vapor phase, C,, is the
concentration of the chemical in the aqueous phase and H is the Henry’s law
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constant. It is conventional to define H in terms of gas concentrations in atmo-
spheres and liquid concentrations in mol/m>. Thus, the most typical unit for H is
atm-m>/mol. The Henry’s law constant is an important parameter that is required
for estimating the equilibrium distribution of chemicals between the two phases and
it is also important in estimating the rate of gas—liquid mass transfer rates for the
chemical in question.

It is often easier to work with the “dimensionless” Henry’s law constant H’
which can be obtained by converting gas concentrations from atmospheres to mol/m®.
To do this we can use the ideal gas law:

n__ P
¥ RT

(4.44)

where 7 is the number of moles of gas, J~ is the volume of the gas, P is the absolute
pressure of the gas, T is the absolute temperature (K) and R is the universal gas
constant (8.314472 J mol™! K™! or 8.2 x 107> m? gas-atm/mol-K). From this
relationship we can conclude that the dimensionless Henry’s constant H' can be
given as:

H

H' == (4.45)
RT

Note that H’ really has units of mol/mgaSS/mol/mhq3 or mliq3/mgas3' We should
also acknowledge that the Henry’s law constant is a function of chemical structure
and the temperature.

Two Film Theory of Gas—Liquid Mass Transfer: Volatilization of chemicals
from water surfaces is commonly described by the two-film model (Bird et al.
2002). In this model we assume a uniformly mixed water and air phases that are
separated by two thin films of air and water through which mass transfer occurs
(Fig. 4.18). It is further assumed that this mass transfer is governed by molecular
diffusion only. Mass transfer coefficients are commonly identified as the liquid-film
and the gas-film coefficients.

Empirical evidence indicates that in the two-film model the relative importance
of the water and air resistances for the transfer of a specific volatile organic
compound to either phase depends on the Henry’s law constant. However, early

Fig. 4.18 Two-film theory
definition sketch and C,
concentration gradients
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Table 4.4 Processes affecting the mass transfer between phases

Chemical properties Water properties Atmospheric properties
Aqueous solubility Depth Wind speed

Vapor pressure Flow rate Turbulence

Henry’s law constant Turbulence Temperature
Diffusivity Temperature

Ionic strength

experimental work also indicates that water film resistance is very important. In any
case, both of these resistances play an important role in defining the mass transfer
rate between phases. In actuality the mass transfer rate process between phases is
very complex, non-linear and transient, and depends on the chemical and physical
properties of the chemical, the water body, and the atmosphere as given in Table 4.4.

Based on Fick’s law, the mass transfer flux between the two phases can be
given as,

Nzkg(Cg—Cgi) = ki(Cyi — Cy) (4.46)
In the equation above,

Dy D,

ke =——; k== (4.47)
Oy ‘

where J; and J, are the liquid and gas-phase film thickness and D, and D, are the
liquid and gas-phase diffusion coefficients, respectively; N is the mass transfer
flux; k, is the gas-phase exchange coefficient (cm/s); C, is the concentration in gas
phase at the outer edge of the film (g/cm’); C i 1s the concentration in gas phase at
the interface (g/cm?); k; is the liquid-phase exchange coefficient (cm/s); Cy; is the
concentration in the liquid phase at interface (g/cm®); and, C is the concentration in
the liquid phase at the outer edge of the film (g/cm®).

The concentrations of the diffusing material in the two phases immediately
adjacent to the interface are generally unequal, but are usually assumed to be
related to each other by the laws of thermodynamic equilibrium.

Experimental determination of the coefficients k; and k, is difficult. When the
Henry’s absorption isotherm is linear, over-all coefficients, which are more easily
determined by an experiment, can be used. Over-all coefficients can be defined
from the standpoint of either the liquid phase or the gas phase. Each coefficient is
based on a calculated over-all driving force, defined as the difference between the
bulk concentration of one phase and the equilibrium concentration corresponding to
the bulk concentration of the other phase. When the controlling resistance is in
the liquid phase, the over-all mass transfer coefficient K; is generally used. Then the
mass transfer flux equation can be given as,

N = ki(Cpi — Cy) = K(C; — Cp) (4.48)
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where C7 is the liquid concentration in equilibrium with the bulk gas concentration.
The non-dimensional Henry’s law constant H' relates the concentration of a
compound in the gas phase to its concentration in the liquid phase (g/cm?). Thus,

1 Cgi_C*G_Cg

- Cy C C

(4.49)

Using Eq. (4.49) the relationship between the overall mass transfer coefficient
K; and the gas-phase exchange coefficient k, and the liquid-phase exchange
coefficient k; can be obtained,

11 1
LI I 4.50
KL kg+kgH’ (4.50)
or
k
mz—%- 4.51)

Based on two-film theory, the overall mass transfer resistance can be concep-
tualized as the sum of the resistance on the liquid and gas sides of the air—water
interface. Note that the first term on the right-hand-side of Eq. (4.46) corresponds to
the gas-phase resistance to mass transfer while the second term corresponds
to liquid-phase resistance to mass transfer. Thus, the ratio of &, / ko to H' is impor-
tant in identifying the source of the major controlling resistance. When k, << k,H’
the liquid side resistance dominates and K; = k,. This is usually true for oxygen
transfer, but may not be true for volatilization of organic compounds. The overall
mass transfer coefficient K is defined and is valid for systems where k; = k,H'.
However, for this case the over-all mass transfer coefficient is no longer a function
of only the liquid phase parameters, but also of the gas phase parameters. For most
typical environmental systems in nature the ratio of &, to k, is greater than 10. Thus,
for chemicals with Henry’s law constants that are much lower than 0.1, the gas-
phase resistance to mass transfer can dominate the overall mass transfer process.
Conversely, for chemicals with large values of H’, the mass transfer is typically
dominated by the liquid phase and the second term on the right-hand side can be
neglected.

Volatilization from Water Surfaces Model Menu Options: As is the case with all
emission models that are included in the ACTS software, all of the calculations given
above are sequentially executed once the site-specific data are entered for an appli-
cation. Based on the model given above, the volatilization from water surfaces
module yields the emission rate in (kg/year) in the output box for the selected
chemical or chemicals. Using this model, the user has the option to calculate emission
rates for several chemicals. This may be accomplished by using the procedure
described in Section 4.4.1. The Monte Carlo analysis option is also available for
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Fig. 4.19 Volatilization from Water surfaces model input window

this model. Using the “Monte Carlo” menu option on the menu bar, the user may
choose to conduct uncertainty analysis for most of the parameters of this model using
standard probability distributions imbedded in the ACTS software and the Monte
Carlo methods. Details of Monte Carlo analysis are described in Chapter 7. The menu
options on this window are the same as the other emission model input window
options (Fig. 4.19). The functions of these menus are described in Appendix 3.

Assumptions and Limitations of the Volatilization from Water Surfaces Model:
The model is restricted to the two-film analogy which may underestimate the fluxes
between phases.

4.4.7 Air Dispersion Models

The purpose of air dispersion modeling is the evaluation of the impacts of the
emissions sources in the vicinity of the emission study area. Several factors impact
the fate and transport of emission sources in the atmosphere including meteorologi-
cal conditions, site configuration, emission release characteristics, and surrounding
terrain among others. In the air dispersion analysis of gaseous plumes the plume
source is most commonly associated with an emission source from landfills, con-
taminated soil or water bodies. Those emission sources that can be used in the air
dispersion models are discussed in the previous section. These emission calcula-
tions are included in the ACTS software as the first step of the analysis. After a
chemical or a set of chemicals are selected from the “Chemicals” data base and the
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emission rate is calculated using one of the methods described in the previous
section, the next step is the calculation of the transformation and dispersion of the
air plume generated. This step of the analysis can be based on simple mass balance
analysis or it can be based on the solution of the advection-diffusion equation. In the
ACTS software both of these approaches are used. In air dispersion models,
emissions from stacks are also considered in addition to the emission rate estimates
described in the previous section.

In the absence of transport with an average wind velocity, u [LT~'], a chemical
will be dispersed in air according to Fick’s second law,

2

oc =D, oc (4.52)
ot Ox?

where D, is the longitudinal diffusion coefficient [L*T~!], C is the concentration
[ML™3] (see also Chapter 3) and x and ¢ are the spatial and temporal coordinates.
This is an expression, which describes the rate of change of concentration over time
relative to the rate of change of the gradient of the concentration profile with respect
to distance. If in addition to dispersion, the concentration plume is advected with a
wind velocity u, the following transport equation also applies,

aoc  ac

Combination of Egs. (4.52) and (4.53) yields the well-known one-dimensional
advection—diffusion equation (see Chapter 3).

ocC ac 0*C

The advection—diffusion equation (4.54) has a solution that is based on the
equation of Gaussian normal distribution,

_ M —(x — ur)?
C(x,t) = (4ant)1/2 exp< D1 ) (4.55)

where M is the mass of contaminant released per unit area perpendicular to the air
flow direction. Taylor was the first to establish the basis for this one-dimensional
analytical solution (Taylor 1953). Similarly, two or three-dimensional forms of the
advection-diffusion equation with decay and a unidirectional velocity component
can be given as follows,

oc ~ oC o*C o*C o0*C

oC € _p OC 5 PC 5 TC e 4.56
o Moy TP T P T (4.56)
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where D, Dy, D are diffusion coefficients in the x-, y- and z-coordinate directions
respectively and A is the first order decay coefficient (see Chapter 3).

In this chapter we provide an introduction to atmospheric dispersion models that
are included in the ACTS software, which are either based on simplified mass
balance equations or analytical solutions of the advection—diffusion equations
given above. It is recommended that the reader review the literature cited through-
out the text and also Chapter 3 for more detailed information on the models and
boundary conditions used in these solutions.

4.4.8 Box Air Dispersion Model

The Box dispersion model can be used to estimate concentrations in the air near an
emission source and it is based on the mass balance principle. In this model, it is
assumed that the steady-state contaminant emissions originating from the source
are uniformly mixed within a fixed volume of air inside the selected “Box.” As
shown in Fig. 4.20, the “Box” is a bounded mixing zone above the soil surface, and
a steady flow of wind passes across this box. Emissions originating from a con-
taminated soil layer or other emission sources enter the box in a perpendicular
direction relative to the wind velocity direction. Concentrations are then assumed to
be proportional to the rate of source emission and inversely proportional to the
average residence time of air and the inversion height. Based on these assumptions,
the average air concentration of the chemical in the “Box” can be calculated by the
mass balance relationship,

_10°E

air — 4.57
vWH ( )

where C,;, is the concentration of chemical in air (mg/m3 ), E is the average volatile
chemical emission rate for the exposure period (g/s) which is calculated based on
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Fig. 4.20 Definition sketch of
the Box model
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the emission models discussed in the previous section, v is the mean annual wind
speed (m/s) in the predominant wind direction, W is the width of the box perpen-
dicular to the predominant wind direction (m), H is the height of the mixing zone
(m) and 10 is the conversion factor for grams to milligrams conversion (mg/g).

Box Dispersion Model Menu Options: A typical input window for the Box
model is shown in Fig. 4.21. Using this model, the user has the option to calculate
emission rates for several chemicals. These calculations may be made by using the
procedure described in Section 4.4.1. The Monte Carlo analysis option is also
available for this model. Using the “Monte Carlo” menu option on the menu bar,
the user may choose to conduct an uncertainty analysis for most of the parameters
of this model using standard probability distributions imbedded in the ACTS
software and the Monte Carlo methods. Details of implementing this calculation
sequence are described in Chapter 7. The menu options on this window are the same
as the other emission model input window options. The functions of these menus
are described in Appendix 3.

Assumptions and Limitations of the Box Dispersion Model: The following lists
the assumptions and limitations of the Box model:

i. The Box model does not account for the decrease in concentration with
distance in the wind direction or over the height from the soil surface. The
Box model is an equilibrium model and does not yield spatial distribution
of concentrations within the box. This model may be used as a screening
model, and best applications may be for onsite exposure analysis scenarios.
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ii. In the Box model, it is assumed that all of the volatile emissions enter the
box and none are blown in a direction away from the receptor.

iii. The Box model cannot be used for receptors located at large distances away
from the source of the air emission.

iv. These assumptions tend to overestimate concentration in the air.

4.4.9 Gaussian Air Dispersion Models

The Gaussian dispersion models module of the ACTS software incorporates both
steady state and unsteady state dispersion models. Although unsteady solutions are
provided in the ACTS software, Gaussian dispersion models are generally used to
estimate the steady-state concentration of chemicals downwind from the source.
A review of these models is given below.

4.4.9.1 Steady State Air Dispersion Models

The steady state models will focus on the emission patterns from stacks or other
sources during a short time period (hours and days), as opposed to global balances,
which may be averaged over several years. Estimation or predictions of the
atmospheric concentration of volatile chemicals resulting from emissions from
point sources is complicated and involves a great deal of uncertainty. The uncer-
tainty is mostly due to wide variations in geographical and meteorological condi-
tions that may change in a short period of time, such as terrain, wind speed,
turbulence, and temperature. In such cases, the Monte Carlo analysis mode of the
ACTS software may be used to quantify the uncertainty in the results.

The atmospheric conditions in the range of (0-1,000 m) above the ground
surface significantly affect the dispersion of emissions originating near the earth’s
surface. This effect can best be observed in the behavior of the emissions dischar-
ging from a smoke stack. Depending on the stability conditions near the surface a
plume may be dispersed in several different geometries as shown in Fig. 4.22.

If the atmosphere is in a neutral state (Fig. 4.22a) the plume will gradually
expand in the vertical direction both above and below the smoke stack exit eleva-
tion symmetrically. The plume will also expand in the lateral direction due to
transverse dispersion effects (Fig. 4.23). Since the plume expands in the shape of
a cone, this condition is identified as coning. If the atmosphere is stably stratified
near the elevation of the smoke stack exit elevation (Fig. 4.22b), the turbulence in
the atmosphere will be minimal. This would prevent the expansion of the plume in
vertical and lateral directions, which would result in a much narrower plume when
compared to the coning condition. The plume still expands as it is advected in the
downwind direction, but this expansion is very shallow. This condition of the plume
is identified as fanning. A combination of stable and unstable conditions is also
possible above or below the smoke stack exit elevation. This condition gives rise to
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Fig. 4.22 Most commonly observed plume configurations and associated stability conditions: (a)
neutral, coning; (b) stable, fanning; (c¢) natural below and stable above, fumigation; (d) stable
below and natural aloft, lofting; (e) unstable looping

the plume shapes shown in Figs. 4.22¢ and d. In this case the stable side of the
plume will not expand as much as the unstable side of the plume. These conditions
are identified as fumigation (Fig. 4.22¢) and lofting (Fig. 4.22d). Between these two
cases, the fumigation condition would be more critical since the plume will affect
the near surface exposure points more significantly than the lofting case in which
the plume will be carried away from the near surface exposure points. If the
atmosphere is unstable (Fig. 4.22¢) the active convective forces tend to push the
warmer air upward as the colder air sinks. This condition results in the formation of
a looping shape of the plume. This case is identified as the looping plume condition.

The plume that exits a smoke stack is also characterized by its initial rise. The
dynamic condition is characterized by buoyancy and exit momentum effects. The
buoyancy force and upward acceleration can be written in terms of Newton’s
second law as,

Fz#(ya—ys):msab (4.58)

where F is the buoyancy force [MLT 2], V is the air parcel volume [L%], 7, and y, are
the specific weight of the ambient atmosphere and the air parcel leaving the stack
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Fig. 4.23 The coordinate system of the Gaussian plume model (Adapted from Slade 1968)

respectively (7 = pg)[ML~2T~2], m, is the mass of air parcel exiting the smoke
stack [M] and a, is the buoyancy acceleration of the air parcel [LT~2]. Equation
(4.58) can be rearranged to yield the buoyancy acceleration in terms of densities of
the local atmosphere and the air parcel,

Py

a, =

At the stack exit elevation if we assume that the pressure of the air parcel exiting
the smoke stack is the same as the pressure of the local atmosphere the ideal gas
law, p= P/ R’f, can be introduced to define the buoyancy acceleration in terms of
temperature differences.

_M (4.60)

a

Thus, the initial upward plume acceleration is a function of the temperature
difference between the local atmospheric conditions at the stack elevation. In this
case higher air parcel temperatures will yield higher initial upward acceleration.
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As the air plume rise the plume temperature will decrease due to mixing with the
ambient atmosphere. After this initial buoyancy rise the plume spread in the
downwind direction will depend on the local stability conditions depicted
in Fig. 4.22.

Sutton was one of the first to derive the dispersion equation for estimating
concentrations of pollutants in air parcels (Sutton 1932). Later, Cramer derived a
diffusion equation which incorporated the standard deviation of the Gaussian
distributions in both vertical and horizontal directions to associate the plume spread
with the material in the plume (Cramer 1959). This appears to be the method of
choice, and most diffusion experiments are now being reported in terms of the
standard deviations of plume spread. For the equations that will be discussed in this
section, the work-book of (Turner 1994) will serve as the primary reference and can
be consulted if more detailed information is desired. The U.S. EPA publication
(USEPA 1987) serves as the basis of atmospheric stability classifications and the
calculation of relevant standard deviation parameters. The coordinate system used
in these calculations is shown in Fig. 4.23.

Based on the governing equations described earlier, the analytical solution for
the concentration of a chemical at a point (x, y, z) from a continuous point source
discharging from a stack with an effective plume height H (m) can be given as,

_ Yo, L\
C(xayvza H) - 27'EO'yO'zV exp <_§ (O__y) )
2 2
X {exp(—% (Z;H> ) —&—exp(—% <21_H> )} (4.61)

where C is the pollutant concentration (mg/l), Q; is the stack emission rate (g/s), v is
the wind velocity (m/s) at the stack elevation, oy,and o.(m) are the standard
deviations of the Gaussian distribution at location (x, y, z). In Eq. (4.61), ¥ is an
exponential decay term used to account for transformation and degradation of the
chemical.

¥ — exp(fi %‘) (4.62)

where A is a first order decay rate (s~ '). In this solution, it is assumed that the plume
has a Gaussian distribution in both the vertical and the horizontal directions with
standard deviations of ¢, and o.. Standard deviations of the plume are important
parameters that need to be evaluated. Obviously, they will vary greatly with the
intensity of turbulence of the wind. These parameters are calculated in the ACTS
software based on the stability criteria defined earlier (USEPA 1987) and in other
references as indicated in this chapter.

A simple approach for estimating ¢, and ¢, which requires no direct wind
variability measurements, is the employment of atmospheric stability categories
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based on meteorological conditions. The commonly used Pasquill-Gifford stability
categories (Gifford 1976) are developed from correlations found at a particular
geographic location in Britain. The Pasquill-Gifford stability categories are given
in Table 4.2 as a function of insolation (solar heat input) and wind speed. The
categories are related to the dispersion parameters ¢, and o, as a function of down-
wind distance and are incorporated in to the ACTS software. In this table, category
A corresponds to conditions under which atmospheric mixing is augmented by
instability during periods of intense sunlight due to solar heating of the ground
surface and overlying air. Category D corresponds to an atmosphere of neutral
stability, while categories E and F correspond to increasingly stable conditions
associated with atmospheric inversion. There are significant limitations to using
atmospheric stability categories. Errors may result if the user applies them to
settings that differ in local topography or climatic conditions, (Hemond and
Fechner-Levy 2000). The Pasquill-Gifford stability categories (Gifford 1976) can
be used to choose the appropriate ¢, and ¢ as a function of the downwind distance
from the source. As expected, at a given downwind distance x, the less stable
categories correspond to more mixing, with an increase of one or more orders of
magnitude in the actual vertical or horizontal width of the plume, (Hemond and
Fechner-Levy 2000; Stern 1976).

The effects of higher wind speed may at first seem counterintuitive; higher wind
speeds, which cause more atmospheric turbulence, shift the classification in the
direction of higher stability categories that would seem to result in less mixing. This
shift occurs because the Pasquill-Gifford stability categories are used to determine
the width and height of a pollutant plume at a particular downwind distance. They
are not used to estimate the Fickian mixing coefficient. Higher wind velocity may
actually decrease the absolute amount of spreading a pollutant plume may undergo
before reaching a fixed downwind distance. This spreading may override the effects
of more intense mixing, as there is less time for mixing to occur, and therefore the
latter effect may predominate, (Hemond and Fechner-Levy 2000; Stern et al. 1984).

To evaluate Eq. (4.61), the effective plume height H (m) first has to be calculated
where (H = h + Ah) and Ah is the plume rise. In the ACTS software, the effective
height of a source is considered to be the sum of the physical height of the stack
release point above the ground level plus any plume rise that might occur due to
buoyancy effects. The rise of plumes above their initial point of release is a
significant contributing factor to the reduction of ground level concentrations.
Under common atmospheric conditions, for typical stacks, the plume rise will
often be two or three times the physical height of the stack. Downwind ground
level concentrations from a typical stack are often a quarter to a tenth of what they
would be if there were no plume rise. The effective height can be associated with
either final effective rise or transitional rise while the plume is still rising. The
emphasis in the ACTS software is on the final rise and not the transition or partial
rise that may occur immediately after the plume leaves the stack.

Over the past several decades, numerous plume rise formulas have been pro-
posed. During the last decade, increased understanding of the physics of plume rise
and analyses of the data available from generally larger sources, have led to the
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acceptance of formulas proposed by Briggs (1975). For the most part these formulas
require only readily available input data and are used routinely in models approved
for regulatory use.

Plumes rise due to momentum and buoyancy, both as discussed above. Wind
velocity tends to bend the plume over in the downwind direction. Under calm, no
wind conditions plumes would rise vertically. Because of high elevation of such
plumes, the resulting ground level concentrations tend to be negligible. Rise under
such conditions is generally of little interest to air dispersion modelers. In general, it
is the shape and dimensions of bent over plumes that are of interest in air dispersion
modeling. For the most part this interest is in the final effective height, which is
largely empirical, as the resulting equations were developed based on observations.

Stack gases that are forcibly ejected vertically from a stack carry the momentum
imparted to these gases upward into the air, where this momentum is eventually
dissipated by friction and mixing with the ambient air. This vertical momentum is
destroyed if a small roof (rain hat) is placed over the outlet. Also, discharges that are
horizontal will not have any momentum plume rise. Further, if the density of the
effluent is less than that of the ambient air, then the plume will rise due to buoyancy
effects. As Eq. (4.60) indicates, excess temperature is almost always the cause of
buoyancy. Therefore, buoyancy flux is a function of the difference between stack
gas and ambient air temperature. Temperatures in excess of ambient on the order
of about 10°C will usually result in buoyant plume rise higher than that due to
momentum effects. The dissipation of buoyancy by the mixing of cooler ambient
air with the effluent will usually proceed at a slow rate. Thus, the effect of buoyancy
will persist on the order of 3—5 min for large power plant stacks when compared to
the momentum effect, which dissipates in considerably less time. The actual
dissipation of the temperature excess causing the buoyancy will depend upon the
ambient turbulence structure at plume level. Upon entering the atmosphere, the
buoyant plume will be acted upon by the wind, resulting in the plume’s bending
over eventuall to become horizontal, or nearly so. With stronger winds the bending
of the plume will be more pronounced and the final plume rise will be less.

Buoyancy Flux Effect Rise: Several empirical equations have been formulated
to determine the plume rise under buoyant conditions based on the analysis and
observation of plume data (Hanna 1989; Turner 1994). First, it is necessary to
determine the buoyancy flux based on Eq. (4.63),

o 80y 80T —T.) _ v d (T —Td)
! zC p,Ts T 4T

(4.63)

where F, is the buoyancy flux (m*/s%), g is the gravitational acceleration (9.81 m/s?),
Oy is the source heat release (Cal/s — 252 Cal = 1 BTU), C, is the specific heat
of air (0.24 Cal/g K), p,,, is the density of air (1,205 g/m3 at mean sea level), Oy is
the vglumetric flow rate at stack conditions (m3/s), T . is the ambient air temperature
(K), T is the stack gas temperature (K), v, is the stack gas exit velocity (m/s) and
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d, is the inside diameter of the stack exit (m). The form of the equation on the far
right is commonly used to determine buoyancy flux from stacks.

Defining (90/0z)as the potential temperature change with elevation, then
for unstable and neutral conditions, when (8@ / Bz) is zero or negative, Eq. (4.64)
gives the plume rise as a function of downwind distance, x. The potential tempera-
ture change can be approximated as follows (65/ 0z = (6? /6z) +T), that is the
change of temperature with elevation plus the adiabatic lapse rate. As discussed
earlier, the adiabatic lapse rate is 0.0098 K/m, usually rounded to 0.01 K/m. For
example, if(@T/@z is 0.014 K/m, then (6@/82) would be (0.014 + 0.01 = 0.024
K/m). This would indicate a stable atmosphere. The plume rise equation for
unstable and natural conditions is,

L6F,?33
B v

Ah (4.64)

where F, is the buoyancy flux, v is the wind speed at the top of the stack and x is the
final rise distance. The height of final rise and the distance where it occurs are also
of interest in making dispersion estimates. In many of the data sets used in
formulating plume rise equations, the pollutant plume still appears to be rising at
its farthest distance of measurement. Therefore, it has been difficult to estimate the
height of final rise and its distance. The two equations that are in use depend on the
value of the buoyancy flux.

For final rise and the distance to final rise under unstable conditions, the
following equation can be used,

For F, <55,
P4
H=h+21425-t— (4.65)
v
xp = 0.049F/8 (4.66)
For F, = 55
173/5
H=h+38.71 ”T (4.67)
xp = 0.119F" (4.68)

The coefficients 0.049 and 0.119 in Eqgs. (4.66) and (4.68) will give the distance
to final rise in km. For x, in meters, the coefficients are 49 and 119 respectively.

For stable conditions, positive (3@ / 82), the stability parameter, s must first be
evaluated. For this purpose the following equation may be used,
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s=g(00/6z)/T (4.69)

Then, the height of the final rise and the distance to final rise can be calculated
from,

1/3
H=h+26 (%) (4.70)
xp = 0.00207vs ™!/ 4.71)

In the equations above F}, is the buoyancy flux, 4 is the physical stack height (m), v
is the wind speed at the top of the stack, x; is the final rise distance (km or m as
indicated) and s is the stability parameter.

Momentum Flux Effect Rise: The momentum flux of a gas pocket exiting a stack
can be given as,

2.2
_ Qv _ 4y 4.72)

Fu
T 4

where F,, is the momentum flux (m*/s?), Q; is the volumetric flow rate (m’/s),
which can be calculated as (nd?v;/4), v, is the gas exit velocity (m/s) and dy is
the stack inside diameter of the top of the stack (m). This flux can be adjusted for
the density of the stack gases relative to ambient air, which can arise through
molecular weight or temperature differences,

2.2 2 27
_4vip, _d.ViTa

F -
4p, 4T,

m

(4.73)

where p,is the density of stack gas effluent, p,is the density of ambient air. Based on
these parameters, the final plume rise due to momentum flux, which is expected to
take place very quickly after the release, can be computed using Eqs. (4.74)
and (4.75),

For unstable conditions,

H=h+3d,~ (4.74)
v
For stable conditions,
£ o\1/3
H=h+15 (’“) s—1/0 (4.75)
v

Given the discussion above, we also need to identify conditions in which the
buoyancy flux or the momentum flux effects will be dominant in determining the
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effective stack height. This choice is a function of the stack plume temperature.
For any plume for a specified stability condition there is a critical temperature,
below which the plume rise is momentum flux dominated and above which it is
buoyancy flux dominated. If the stack temperature is close to the critical tempera-
ture, both momentum and buoyancy fluxes will affect the plume rise, although one
of the approaches discussed above will be used to calculate the plume rise. Thus, the
plume rise for discharges at or near this critical temperature will underestimate the
rise. The empirical formulas given above for the buoyancy flux plume rise are based
on observed stack plume temperatures in the range of 150-300 K above ambient
temperatures. Similarly, momentum flux plume rise formulas are based on plumes
at ambient temperature. As a general rule of thumb, it is agreed that if the stack gas
temperature is on the order of 10°C higher than the ambient temperature then the
buoyancy flux effects will dominate the plume rise.

In the analytical solution given by Eq. (4.61), it is assumed that the emissions
are at a uniform rate Q,, and that there is no deposition or reaction with the earth’s
surface conditions. As is pointed out in (Turner 1994), this equation is valid where
the diffusion effects in the x-direction can be neglected. This is appropriate if the
release is continuous or if the duration of the release is equal to or greater than the
travel time (x/v). Other forms of this equation, as used in the ACTS software, can be
given as follows:

For concentrations at ground level (z = 0), one may use,

v, 1 2 1 (H\?
C(x,y,0;H) = — %v exp (—5 (%) ) exp (_5 <0_—> ) (4.76)
yOz y z

If the concentration distribution is to be calculated along the centerline of the
plume(y = 0), one may use,

YO, 1 (HY
C(x,0,0;H) = - %v exp <—§ (G—) ) 4.77)
y0z z

For a ground level source with no effective plume rise (H = 0), Eq. (4.77) takes
the form,

C(x,0,0;0) = 25 @.78)

oy0,V

There are cases when the source of pollution can be described more appropri-
ately as a line source rather than a point source. For example, the time averaged
emissions over an hour from a roadway, or time averaged emissions over an hour
from all aircraft using a particular taxiway may be identified as such sources. Steady
state analytic solutions for infinite line and finite line source problems, in which the
wind is blowing perpendicular across the line can be given as,
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vy 1 (HY
C(x,0,0,H) = ﬁ exp| 5 (?) ) (4.79)

for the infinite line source, where ¢ is the source strength (g/s m) is different from
the point source, in that it is defined as mass per unit time per unit length of line
source. For the finite line source the Eq. (4.79) above can be integrated at the source
over a finite length to yield the solution for this case.

The analytical solutions discussed above are provided in the ACTS software as
the primary steady state models to evaluate concentration distributions in the air
pathway. The ACTS software uses a sector-averaged form of the Gaussian disper-
sion model described above, based on Hanna et al. (1982); Stern (1976).

4.4.9.2 Unsteady State Air Dispersion Models

Up to this point we have been considering only the continuous release cases. It is
possible to develop an equation that will allow us to estimate the concentration from
an instantaneous or puff release. Of course, one should understand that no source is
ever instantaneous. A release always takes some time, but for purposes of modeling,
releases that take place over two orders of magnitude shorter than plume migration
time can be considered to be instantaneous. For this case the analytical solution can
be given as,

Or 1 (xvt)2 1 (y)2
C=———exp|—= _2 (X
(27‘[)3/26'\»0'),0'2 2\ o 2 \oy

1(z—HY 1 HY
X < exp —3 <Z > +exp|l —= <Z+ ) (4.80)
g

where all parameters are as described earlier. In this case, instead of an emission
rate, one must use the mass of the total release, Qr, usually expressed in kilograms.
In the ACTS software, if the emission rate is transferred from emission models, then
O7 will be estimated as an emission over a short emission period of time. This
period will be calculated based on the maximum and minimum time limits specified
by the user. Otherwise, the user must enter Q7 in units of kilograms.

In the solution given above, the first exponential term accounts for how far
the downwind distance, x, is from the center of the puff source which is at a down-
wind distance, vt, at t seconds after the release. Obviously, maximum concentra-
tions occur at the center of the puff, that is when (x = vt). It is assumed that the
downwind spreading can be estimated by the normal distribution using the disper-
sion parameter oy.

Previously, we considered the time average concentrations from a continuously
emitted source and used dispersion parameters that would be used to simulate
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the spreading for that time average. These included some degree of horizontal
meander due to minute-to-minute wind direction changes. For a puff release,
minute-to-minute wind direction changes will not aid in dispersion but will only
change the direction of transport of the puff affecting the trajectory or path of travel
of the puff. Consequentially, the parameters we have been using are not appro-
priate for puff releases. For this case Slade (1968) suggested the use of a set of
parameters for short-term releases based on analysis of photographs of plume
segments released over 30 s. These are much more close to puff releases than the
time averaged measurements that form the basis for the Pasquill-Gifford disper-
sion parameters. In the ACTS software Slade parameters are used in the equation
given above.

4.4.10 Air Dispersion Model Assumptions and Limitations

Gaussian Dispersion Model Menu Options: Using this model, the user has the option
to calculate emission rates for several chemicals. This may be accomplished by
using the procedure described in Section 4.4.1. The Monte Carlo analysis option is
also available for this model. Using the “Monte Carlo” menu option on the menu bar,
the user may choose to conduct an uncertainty analysis for most of the parameters of
this model using standard probability distributions imbedded in the ACTS software
and the Monte Carlo methods. Details of implementing this calculation sequence are
described in Chapter 7. The menu options on this window are the same as the other
model input window options (Fig. 4.24). The functions of these menus are described
in Appendix 3.

Assumptions and Limitations: The following lists the assumptions and limita-
tions of the Gaussian-dispersion model employed in the ACTS software.

i. The chemical emissions at the source are steady and continuous except for
the puff source model.

ii. In the continuous source model, it is assumed that a point source emission
is present at the source, i.e. at a relatively small source area. Thus, the
continuous source Gaussian model is more appropriate when the distance
to the receptor is large relative to the size of the source.

iii. The distribution of chemicals within the plume is Gaussian in the vertical
and crosswind directions.

iv. Longitudinal (downwind) dispersion is negligible.

v. Wind speed is steady in a constant direction; short-term fluctuations in
wind are not accounted for.

vi. Atmospheric dispersion can be characterized by six stability classes that
are used to estimate the dispersivity values.

vii. No deposition of chemicals or particles occurs during transport.
viii. The model assumes a flat terrain.
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Fig. 4.24 Gaussian plume dispersion model input window

4.4.11 Indoor Air Dispersion Models

Volatilization from contaminated soil or from groundwater contaminant plumes
and the subsequent transport of these volatile vapors into building or family dwell-
ings constitute a potential inhalation exposure pathway. Considerable attention has
been paid to adverse health and safety effects from this potential indoor inhalation
exposure pathway since Johnson and Ettinger’s proposed heuristic model for esti-
mating the intrusion rate of subsurface contaminant vapor into buildings (Johnson
and Ettinger 1991). Based on recent research results and investigation into this
exposure pathway and its related health problems, EPA has developed spreadsheets
for evaluating subsurface vapor intrusion into buildings (USEPA 2003) using
Microsoft Excel. The spreadsheet may be used to estimate the concentrations in
building basements originating from subsurface contaminant vapor and to assess
the risk exposure to the contaminants.

The ACTS software incorporates the indoor vapor intrusion model in the
air pathway family of models and provides a user-friendly interface for using this
model to estimate the contaminant concentration from subsurface vapor intrusion
into the building, similar to the standard computational platform utilized for other
pathways. The ACTS software considers four types of contamination sources: (i)
soil contamination without the presence of a residual phase; (ii) soil contamination



150 4 Air Pathway Analysis

with residual phase; (iii) soil gas contamination; and, (iv) emissions from ground-
water contamination. In this module two types of intrusion possibility are consid-
ered as suggested by USEPA (2003): (i) crack/opening intrusion; and, (ii)
permeable wall intrusion. The model also considers two types of source conditions:
(i) infinite source solution (steady state); and, (ii) finite source solution (unsteady
state). The ACTS software also provides Monte Carlo simulation for analyzing the
parameter uncertainty of the model, again based on the standard modeling platform
that is similar to the other pathways of the ACTS software.

We assume that a contaminant vapor source is located below the foundation of
an enclosed commercial or residential dwelling constructed with a basement or with
a slab-on-grade type foundation. The source of contamination considered is either
the volatile contaminants originating from the contaminated soil zone or volatile
emissions from a contaminant that is in solution within the groundwater below the
groundwater table (Fig. 4.25).

The transport of volatile contaminants through a soil matrix can be described in
terms of Eq. (4.81),

8(2 SiCi>
iait + Z uVC; = Z VD, sV Ci + ZR,- (4.81)
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Fig. 4.25 Schematic for vapor pathway intrusion into a building due to soil contamination
(Adapted from USEPA 2003)
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This model is again based on the advection—diffusion equation that is described
in Chapter 3, where the subscript i is used to represent the phase under consider-
ation, ¢ is time, ¢; is the volume fraction of the phase i, C; is the concentration
of contaminant in phase i, u; is the Darcy velocity vector associated with phase
i, Dj . is the effective diffusion coefficient of the contaminant in phase i, and R; is
the reaction term in the subsurface in phase i.

Under steady state conditions the solution for the attenuation coefficient, o, for
vapor intrusion through foundation cracks or openings of a building is given by
(Johnson and Ettinger 1991),

eff
DY Ag exp OsoitLcrack
o = ObuitdingLT DcrackAcrack (4.82)

cff ff
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¢ p(Du'm'kA('m(k + ObuitdingLT + OsoilLT p DerackAcrack

where o is the steady-state attenuation coefficient (dimensionless), D;ﬁis the total
overall effective diffusion coefficient (cmz/s), Ap is area of the enclosed space
below grade (cmz), Opuilding 18 the building ventilation rate (cm3 /s), Ly is the source-
building separation (cm), Qy,,; is the volumetric flow rate of soil gas into the
enclosed space (cm®/s), Le,aex is the enclosed space foundation or slab thickness
(cm), Apraer is the estimated total area of the crack (cm?) and D, is the effective
diffusion coefficient through the cracks (cmz/s).

For vapor intrusion into the building through permeable below-grade walls,
Eq. (4.82) given above can be extended to,

D Ag ) (Qm/h)
o= (Q”“”"i”ﬂL" XP\ Dy (4.83)

OsoilLr D;ﬁAB DETffAB OsoitLr\ _
exp<DFAB) + (Qhui!dingLT + OuiLr ) \®*P\ Dy, 1

where Dy is the effective diffusion coefficient through the porous foundation floor
and walls (cm?/s) and Ly is the average foundation/wall thickness (cm).

Based on this attenuation factor, the steady state vapor concentration in the
building can be estimated by,

Cbuilding = aCsource (4 84)

where Cpyiiaing 15 the estimated concentration in the building (g/cm3—v) and Cs,,ce
is the source concentration in the soil (g/cm’-v). For a finite source duration a time
average solution is also provided (Johnson and Ettinger 1991). For this case the
time average solution for a finite duration source attenuation coefficient, o, is
given by,

p,CrAH Ap LY ) 1/2
=— || — 20 At — 4.85
a <Qbuildingcsour(reAt AHC ((ﬁ * é/ ) ﬁ) ( )
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where oy, is the time average finite source attenuation coefficient (dimensionless),
p, 1s the dry bulk soil density at the source zone of contamination (g/em?), Cg is the
initial soil concentration (g/g), AH, is the initial thickness of contamination (cm),
At is the exposure interval (s), LY is the source-building separation distance at time
zero (cm) and,

D ;ffAB ( ( Qsoichrack ))
= | — exp — witZerack ) ) 4 (4.86)
ﬁ (Lg)" Q.mil ) P D cra('kAcrack
D & Csource
(=—5" (4.87)
(L7)"PyCr

Then the time-averaged vapor concentration in the building is estimated by,
Cbuilding = aACsource (488)

If the time for source depletion is less than the exposure interval, then the time-
averaged building vapor concentration may be estimated by,

prRAHcAB
Chuilding = —————— 4.89
puilding Qhui/d[ngAt ( )
The time for source depletion is estimated by,
AH, /L0 + B)* — B2
Atp = (Af/Ly + B)” B (4.90)

2(

In the following sections, the computation of the parameters used in the equa-
tions above is described.

4.4.12 Vapor Concentration at the Contamination Source

In soil contamination without a residual phase, the vapor concentration at the
contamination source, C,,, .., may be estimated by,

H'r5Crp,,

491
0, + deh + H'750, ( )

Csom‘ce =

where C,,,,. 1S the vapor concentration at the source of contamination (g/cm3 -v),
Hl, is Henry’s law constant at the system temperature, which in this case is the soil
temperature (dimensionless), Cg is the initial soil concentration (g/g), p, is the dry
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soil bulk density (g/cm3), 0,, is the water-filled soil porosity (cm?/ecm?), K, is
the soil-water partition coefficient (cm?/g). This coefficient is obtained using the
organic carbon partition coefficient, i.e., K; = K,f,¢, 0, is the air-filled soil porosity
((:m3/cm3 ), K, is the soil organic carbon partition coefficient (cm3/g), foc 18 the soil
organic carbon weight fraction.

For the groundwater contamination case, the vapor concentration at the source of
contamination Cjy,,,,. is estimated by,

Cosource = H;"SCW 4.92)

where Hf is Henry’s law constant at the system temperature, which in this case is
the groundwater temperature (dimensionless), C,, is the groundwater contaminant
concentration (g/cm’-w). In both cases, Henry’s law constant at the system (soil/
groundwater) temperature is estimated by,

AH, (1 1
oo (LA ) ass

where AH, 15 is the enthalpy of vaporization at the system temperature (cal/mol),
T is the system temperature (K), T r1s the Henry’s law constant reference tempera-
ture (K), Hp is the Henry’s law constant at the reference temperature (atm-m” /mol)
R. is the engineering gas constant (R, = 1.9872 cal/mol - K) and R is the ideal gas
constant (R = 8.205 E~>arm m*/mol K).

The enthalpy of vaporization at the system temperature can be calculated by,

A-T./7y [
AH, . =AH, {;c) (4.94)

(1-T,/T,)

where AH‘ 5 is the enthalpy of Vaporlzatlon at the normal boiling temperature

(cal/mol), T is system temperature (K), T is the critical temperature (K), T is the
normal boiling point (K) and 7 is a constant (dimensionless) as can be determined
according to Table 4.5.

For the soil gas contamination, the vapor concentration at the source of contam-
ination Cy,,,.. may be directly estimated by a measurement of the soil gas concen-
tration beneath the building floor. Soil contamination with residual phase vapor
concentration at the source of contamination is more complicated as discussed in
Section 4.4.16.

Table 4.5 Values of ~
o o T,/T., N
ponent n used in Eq. (4.94) B'~C
given as a function of 7 /7. < 0.57 030
B77C0.57-0.71 0747, /T~ 0.116

>0.71 0.41
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4.4.13 Diffusion Through the Capillary Zone

For groundwater contamination, a saturated capillary zone above the water table
may exist whereby groundwater is held within the soil pores at less than atmo-
spheric pressures. The effective diffusion coefficient is calculated by lumping the
gas-entry and aqueous-phase together, and the water-filled soil porosity in the
capillary zone is estimated by,

gw.(‘z = 0,- +

0, — 0,
- (4.95)

(1 + (oc,h)N)

where 0, .. is the water-filled porosity in the capillary zone (cm3/cm3), 0, is the
residual soil water content (cm3/cm3), 0, is the saturated soil water content (cm3/
cm?), o is the point of inflection in the water retention curve where (d0,,/dh) is
maximum (cm ), & is the air-entry pressure head (cm), N is the van Genuchten shape
parameter (dimensionless), (M = 1 — (1/N)). These parameters for a specified soil
type can be found in Table 4.6.

The total effective diffusion coefficient across the capillary zone may then be
calculated by,

DI = Dy(073 /n2.) + (D /Hg) (033 /2, (4.96)
in which DY is the effective diffusion coefficient across the capillary zone (cm?/s),
D, is diffusivity in air (cm?/s), D,, is diffusivity in water (cm?/s), 04, s the soil air-
filled porosity in the capillary zone (cm’g/cm3 ), 0, is the soil water-filled porosity
in the capillary zone (cm3 /cm3) and n,; is the total soil porosity in the capillary zone
((:m3/cm3 ).

Table 4.6 van Genuchten soil water retention parameters

Soil type Saturated water Residual water Van Genuchten parameters
content 0g content O o (cm™") N M

Clay 0.459 0.098 0.01496 1.253 0.2019
Clay loam 0.442 0.079 0.01581 1.416 0.2938
Loam 0.399 0.061 0.01112 1.472 0.3207
Loamy sand 0.039 0.049 0.03475 1.746 0.4273
Silt 0.489 0.050 0.00658 1.679 0.4044
Silty loam 0.439 0.065 0.00506 1.663 0.3987
Silty clay 0.481 0.111 0.01622 1.321 0.2430
Silty clay loam 0.482 0.090 0.00839 1.521 0.3425
Sand 0.375 0.053 0.03524 3.177 0.6852
Sandy clay 0.385 0.117 0.03342 1.208 0.1722
Sandy clay loam 0.384 0.063 0.02109 1.330 0.2481

Sandy loam 0.387 0.039 0.02667 1.449 0.3099
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Table 4.7 Centroid compositions, mean particle diameters and dry bulk density of soils
Soil texture % Clay % Silt % Sand Arithmetic Dry bulk
mean particle density
diameter (cm) (g/cmS)
Clay 64.83 16.55 18.62 0.0092 1.43
Clay loam 33.50 34.00 32.50 0.016 1.48
Loam 18.83 41.01 40.16 0.020 1.59
Loamy sand 6.25 11.25 82.50 0.040 1.62
Silt 6.00 87.00 7.00 0.0046 1.35
Silty loam 12.57 65.69 21.74 0.011 1.49
Silty clay 46.67 46.67 6.66 0.0039 1.38
Silty clay loam 33.50 56.50 10.00 0.0056 1.63
Sand 333 5.00 91.67 0.044 1.66
Sandy clay 41.67 6.67 51.66 0.025 1.63
Sandy clay loam 26.73 12.56 60.71 0.029 1.63
Sandy loam 10.81 27.22 61.97 0.030 1.62
The mean rise of the capillary zone may be estimated by,
20pc08(A
L, = 2acos() 4.97)
P8 Rint

where L., is the mean rise of the capillary zone (cm), o is the surface tension
of water (g/s) (e = 73), A is the angle of the water meniscus within the capillary
tube in degrees and is assumed to be 0°, p,, is the density of water (g/cm”), g is the
gravitational acceleration (cm/sz), R;. is the mean interparticle pore radius (cm)
(Rine = 0.2D) and D is the mean particle diameter (cm).

If the groundwater temperature is between 5°C and 25°C, then the mean rise of
the capillary zone may be used as,

(4.98)

The mean particle diameter for specified soil types can be found in Table 4.7.

4.4.14 Diffusion Through the Unsaturated Zone

The effective diffusion coefficient within the layered unsaturated zone may be

estimated by,

D = Dy(0; 7 /17) + (D Hig) (0

i

333 /.2
w,i /ni )

(4.99)
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where D,‘-ff is the effective diffusion coefficient across soil layer i (cm?/s), D,, is the
diffusivity in air (cm?/s), D,, is the diffusivity in water (cm?/s), 0., is the air-filled
soil porosity of layer i (cm’/cm’), 0,.; is the water-filled soil porosity of layer
i (cm3/cm3) and n; is the total soil porosity of the layer i (cm3/cm3).

Given the definitions above, the overall effective diffusion coefficient for sys-
tems composed of n distinct soil layers between the source of contamination and the
enclosed foundation can be estimated as,

. L
p¥ -1 (4.100)

> Li/D{
i=1

where D;ﬁis the overall effective diffusion coefficient (cmz/s), L; is the thickness of
the soil layer i (cm), and Ly is the distance between the source of contamination and
the bottom of the foundation (cm) (Fig. 4.25).

4.4.15 Building Ventilation Rate and Volumetric Flow Rate

The building ventilation rate may be calculated by,

(LgWgHgER)

3600 (4.101)

Qbuilding =

where Lj is the length of the building (cm), Wp is the width of the building (cm), Hp
is the height of the building (cm) and Ey is the air exchange rate (hfl).

The volumetric flow rate of soil gas entering the building for vapor intrusion
from the foundation cracks and openings can be estimated by,

ZnAkaXcmck
H In (ZZL'rack / rcra(:k)

Qsoil = (4.102)

where AP is the pressure differential between the soil surface and the enclosed
space (g/cm—sz), k, is the soil vapor permeability (cmz), X rack 18 the floor-wall seam
perimeter (cm), u is the viscosity of air (g/cm-s), Z.,4« i the crack depth below
grade (cm), and 7,4 1S the equivalent crack radius (cm) as estimated by,

Terack = 1) (AB /Xcmck) (4 103)

and (n = Agack/Ap)Where (0<n<1). The volumetric flow rate of soil gas entering
the building for vapor intrusion from the permeable foundation and walls is specified
by users.
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4.4.16 Soil Contamination with a Residual Phase

A residual phase mixture occurs when the sorbed phase, aqueous phase and vapor
phase of each chemical reaches saturation in the soil , which results in residual
phase (or NAPL phase or solid). When a residual phase is present, the vapor
concentration is independent of the soil concentration but proportional to
the mole fraction of the individual component of the residual phase mixture. In
this case, the equilibrium vapor concentration must be calculated numerically for a
series of time steps. For each time-step, the mass of each constituent that is
volatilized is calculated using Raoult’s law and the appropriate mole fraction. At
the end of each time-step, the total mass lost is subtracted from the initial mass and
the mole fraction is recomputed for the next time-step. The computational steps
for this case can be given as follows

e [Initially the user-defined initial soil concentration of each component in the
mixture is checked to see if a residual phase is present using Eq. (4.104),

Mi
| B (T)0) I RTs+M™ /e, +(K,

ay;

(4.104)

5011

/o, MW ") S (M "0 )]

in which M, is the initial moles of component i in the soil (mol), P" (??) is the
vapor pressure of i at average soil temperature (atm), 0, is the air-filled soil
(cm3/cm3), V is the volume of contaminated soil (cm3), R is the ideal gas constant
(R =8.205E - 5 atm - m*/mol — K), Ts is the average soil temperature (K),
M"29 is the total moles of contaminant in the soil moisture in the dissolved phase
(mol), o; is the activity coefficient of the ith soil layer in water (dimensionless), K,;;
is the soil-water partition coefficient of i the (cm3/g) M, is the total mass of

contaminated soil (g), MW"29 is the molecular weight of water (18 g/mol) and,
1 if M9 >0
HZO _
oM™ = {0 if M0 (4.105)

If Z o;y; < 1, the mixture does not contain a residual phase and the models are

not apphcable Otherwise, the mole fraction of each component (x;) is deter-
mined by iteratively solving the following equations:

M,
ay, = = = :
[}3"(Ts)9aV /RTs + M" + M™ |, + (K, M.,/ o, MW"2)S(M"° )}
e (4.106)
=t (4.107)

Zx,- =1 (4.108)



158 4 Air Pathway Analysis

where M€ is the number of moles of component i in residual phase, M€ is the
number of moles of all components in residual phase.

At the initial time-step, the equilibrium vapor concentration at the source of
emission is calculated by Raoult’s law,

_ 5B (Ts)MW, (4.109)

source RTs

e At the beginning of each time-step, the number of moles of each chemical
remaining in the soil from the previous time-step is again checked to see if a
residual phase is present. When a residual phase is no longer present, the
equilibrium vapor concentration at the source of emission is calculated by

_ay B Ts)MW,

= (4.110)
RTs

source

e Ancillary calculations: The activity coefficient of component i in water for
compounds that are liquid or solid at average temperature is estimated by,

1
o = — = (55.55 mol/L)YMW; /S; 4.111)

Vi

in which S; is the solubility of the component i (g/L).
For gases at average room temperature, the activity coefficient can be esti-
mated by

o, = = (55.55moles | LMW (1atm)/ S,P"(Ts)) (4.112)
y.

i

The vapor pressure can be estimated by,

~ ~ T.T P'(Tr
E"(Ts)zP"(TR)exp (%][#—;)ln M (4.113)
Ts—Tr )\Ts Tr Py
in which P"(?s) is the vapor pressure at the desired temperature ,715 (atm),
P"|Tr | is the vapor pressure at the reference temperature 7' (atm), 7's is the
boiling point temperature (K), T’z is the vapor pressure reference temperature
(K), Ts is the desired temperature (K), and Pp is the normal boiling point
pressure at 1 atm.
e Based on these equations, the steady-state attenuation coefficient « is calculated
using Eq. (4.82) or (4.83) and the building concentration for each component in
the mixture can estimated by Eq. (4.84).
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4.4.17 Parameter Uncertainty Analysis

The parameters used in these models have significant uncertainty which results in
uncertainty of the building vapor concentration estimates obtained from the models
given above. A Monte Carlo simulation may be used to analyze the effect of
parameter uncertainty on the building concentration. A Monte Carlo simulation
randomly generates a series of data based on a specified interval and probability
distribution of the parameters and calculates the building concentration using the
above model for each set of parameter values. It then completes statistics analysis to
obtain the statistics for the building vapor concentration, calculating values such as
its mean, variance and probability distribution. Comparing these statistics with the
statistics of the parameters, it may be seen how the uncertainty of the parameters
propagates to the building vapor concentration through the soil pathway. The
practical ranges and default values for some of the parameters that are used in the
equations above are given in Table 4.8.

Indoor Vapor Intrusion Model Menu Options: For the case without a residual
phase, the indoor vapor intrusion window is shown in Fig. 4.26, which includes
three folders for model parameters: (i) Contaminant Source parameter folder; (ii)
Soil parameter folder; and (iii) Crack and Building parameter folder. For the soil
contamination with residual phase, the indoor vapor intrusion window is shown in
Fig. 4.27, which includes four model parameter folders: (i) Contaminant Source
parameter folder; (ii) Soil parameter folder; (iii) Crack and Building parameter
folder; and, (iv) the Results folder in which the results of the calculation are given.

Indoor Vapor Intrusion Model Assumptions and Limitations: The Johnson—
Ettinger Model (JEM) was developed for use as a screening level model and is
consequently based on a number of simplifying assumptions regarding contaminant
distribution and occurrence, subsurface characteristics, transport mechanisms, and
building construction. The assumptions of the JEM as implemented in EPA’s
spreadsheet version are listed in Table G-1 along with the implications of and
limitations posed by these assumptions. Also provided in the table is an assessment
of the likelihood that the assumptions can be verified through field evaluation.

Table 4.8 Estimations of parameters used in indoor vapor intrusion model

Parameter Practical range of values Default value
Soil water-filled porosity (6,,) 0.02-0.43 cm®/cm? 0.3 cm®/cm?®
Soil vapor permeability (k,) 107°-10""2 cm 10~% cm
Soil-building pressure difference (AP) 0-20 P, 4P,
Floor-wall seam gap (w) 0.05-1.0 cm 0.1 cm

Soil organic carbon fraction (f,.) 0.001-0.006 0.002

Soil total porosity (1) 0.34-0.54 cm3/cm3 0.43 cm3/cm3
Soil dry bulk density (p,) 1.25-1.75 g/ cm® 1.5 g/em®
Building footprint area 80-200 + m> 100 m?
Building mixing height — basement scenario 2.44-4.88 m 3.66 m
Building mixing height — slab-on-grade scenario 2.13-3.15m 244 m

Indoor air exchange rate (Eg) 0.18-1.26 h™! 025h7!
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Fig. 4.26 Input window for indoor vapor intrusion model without residual phase

The JEM assumptions are typical of most simplified models of subsurface contami-
nant transport, with the addition of a few assumptions regarding vapor flux entry
conditions into buildings.

The JEM as implemented by the US EPA assumes that the subsurface is
characterized by homogeneous soil layers with isotropic properties. The first tier
spreadsheet versions accommodate only one layer; the advanced spreadsheet ver-
sions accommodate up to three layers. Sources of contaminants that can be modeled
include dissolved, sorbed, or vapor sources where the concentrations are below the
aqueous solubility limit, the soil saturation concentration, and/or the pure compo-
nent vapor concentration. The contaminants are assumed to be homogeneously
distributed at the source. All but one of the spreadsheets assumes an infinite source.
The exception is the advanced model for a bulk soil source, which allows for a finite
source. For the groundwater and bulk soil models, the vapor concentration at the
source is calculated assuming equilibrium partitioning. Vapor from the source is
assumed to diffuse directly upward (one-dimensional transport) through uncontam-
inated soil (including an uncontaminated capillary fringe if groundwater is the
vapor source) to the base of a building foundation, where convection carries the
vapor through cracks and openings in the foundation into the building. Both
diffusive and convective transport processes are assumed to be at steady state.
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Fig. 4.27 Input window for indoor vapor intrusion model with residual phase

Neither sorption nor biodegradation is accounted for in the transport of vapor from
the source to the base of the building.

The assumptions described above and the data given in Table 4.8 suggest a
number of conditions that, under most scenarios, would preclude the application of
the JEM as implemented by the US EPA. These include:

i.

il.

1ii.

iv.

The presence or suspected presence of residual or free-product nonaqueous
phase liquids (LNAPL, DNAPL, fuels, solvents, etc) in the subsurface.
The presence of heterogeneous geologic materials (other than the three
layers in the advanced spreadsheets) between the vapor source and building.
The JEM does not apply to geologic materials that are fractured, contain
macropores or other preferential pathways, or are composed of karst.

Site conditions where significant lateral flow of vapors occurs. These can
include geologic layers that deflect contaminants from a strictly upward
motion and buried pipelines or conduits that form preferential paths.
Permeability contrasts between layers greater than 1,000 times also are
likely to cause lateral flow of vapors. The model assumes that the source of
contaminants is directly below the potential receptors.

Very shallow groundwater where the building foundation is wetted by the
groundwater.
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v. Very small building air exchange rates (e.g., <0.25h™")

vi. Buildings with crawlspace structures or other significant openings to the
subsurface (e.g. earthen floors, stone buildings, etc.). The EPA spreadsheet
only accommodates either slab on grade or basement construction.

vii. Contaminated groundwater sites with large fluctuations in the water table
elevation. In these cases, the capillary fringe is likely to be contaminated,
whereas in the groundwater source spreadsheets, the capillary fringe is
assumed to be uncontaminated.

viii. Sites with transient flow rates and/or sites where non-conservative contam-
inant concentrations are observed.

In theory, the above limitations are readily conceptualized, but in practice the
presence of these limiting conditions may be difficult to verify even when extensive
site characterization data are available. Conditions that are particularly difficult to
verify in the field include the presence of residual NAPLs in the unsaturated zone
and the presence and influence of macropores, fractures and other preferential
pathways in the subsurface. Additionally, in the initial stages of evaluation, espe-
cially at the screening level, information about building construction and water
table fluctuations may not be available. Even the conceptually simple assumptions
(e.g., one-dimensional flow, lack of preferential pathways) may be difficult to
assess when there are limited site data available.

4.5 “Chemicals” Database

The air pathway models discussed in this chapter may require several chemical
properties that need to be entered as input data. In some cases this input may be
overwhelming, especially when the reader is not fully aware of the intermediate
steps involved in adjusting some of the parameters used in the analysis to the
current conditions specified in the problem such as the conditions of temperature
and pressure. To minimize this task a “Chemicals” database is prepared and
included in the ACTS software such that when a chemical is selected from the
database all the necessary parameters are properly used in the model during the
intermediate computation steps. This process which is transparent to the user
simplifies the data entry effort considerably, (see Appendix 3). The “Chemicals”
database is provided in triplicate form. One of these is the master database and
cannot be modified by the user. The other two are editable and can be customized
by the user by adding chemicals to the list. When these are added, is important for
the user to enter all the properties of the chemical in proper units, as it is identified
in the column headings. While editing the databases data for existing chemicals
may also be revised if necessary. Another feature of the use of this database is the
possibility of choosing multiple chemicals and performing the analysis for each
chemical separately for the same problem, (see Appendix 3).
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4.6 Applications

The environmental pathway models discussed in this chapter cover a wide range
of air emission and air pathway transformation and transport models. Providing
applications for each of these cases would be an almost impossible task due to the
multitude of cases that can be covered using these models. In this section, several
applications are selected, and their solutions are provided to demonstrate the use of
important features of the ACTS software. As the reader gets familiar with the ACTS
software, they will recognize that the features and procedures discussed below are
standardized for all other pathway applications of the ACTS software. These
procedures can be repeated in other studies that involve other environmental path-
ways to extend the analysis to a more sophisticated level. Thus, the purpose here is
to introduce the reader to some applications in air pathway transformation and
transport analysis using ACTS software and in doing so help familiarize the reader
with important features of the software.

Example 1: Soil contaminated with benzene was buried underground. The area
is now considered for residential development. Thus potential exposure analysis
based on air emissions of benzene contamination needs to be analyzed. The surface
area of the burial region is about 200 m* and the contaminated soil was covered
with 400 m of clean soil. Background air concentration of benzene at the soil
surface can be assumed to be zero, and the total benzene concentration in the soil is
determined to be 100 mg/kg of soil based on field studies. Field studies also indicate
that the porosity of the soil is 0.4, the soil water content is 15%, the organic carbon
content of the soil is 0.1% and the soil density is 1.8 g/m>. The ambient temperature
in the region is about 20°C.

To complete an exposure and health effects study, the air emission of benzene
and the concentration of benzene vapor at the soil surface need to be known. Based
on these estimates, exposure risk through inhalation can be studied later on. It is
also anticipated that some of the field parameter values given above, which are
based on field studies, are approximate. For example, the benzene concentration in
the buried soil is not known precisely but is estimated to be in the range of 10-150
mg/kg, while the soil porosity in the area may also vary in the range of 0.25-0.45.
Under these conditions, what will the variability of the emissions in the soil surface
be based on the variability of these two parameters? Further, if the average wind
speed in the area is approximately 5 m/s what would the concentrations at the soil
surface be in a nearby region? The wind speed is also given as an estimate and may
vary in the range of 1 m/s to 18 m/s. Given this information and the information on
uncertain parameters, provide a deterministic solution to the problem and an
uncertainty based analysis of the problem using simple air pathway models and
assumptions.

Solution: In this case, assuming that a simple analysis will be sufficient, the
“Farmer” model will be used to estimate the benzene emission at the soil surface
and the “Box” air dispersion model will be used to estimate the concentrations in
the area of interest. The solution will start with the selection of the chemical
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Fig. 4.28 Selection of benzene from “Chemicals” database window

benzene from the chemical database as shown above (Fig. 4.28). This step will
ensure that the appropriate properties of benzene are automatically transferred to
the models that will be used in this study. The user may refer to Appendix 3 to get
familiar with the procedures used in making these selections.

This step is followed by the selection of the Farmer model and the entering of the
appropriate data necessary to calculate the Farmer model based on emission rates.
When the Farmer data entry window is opened one will notice that the air diffusion
coefficient box is already populated. This data is automatically entered by the
software when the chemical benzene is selected from the chemical database: At
the top of this window the word Benzene appears indicating the chemical selection
made. Using the data given in the problem description, the data entry boxes in this
window can be populated as seen in Fig. 4.29. Based on the data entered in this
window benzene emissions at the soil surface can be calculated by clicking on the
calculate button. This will result in the deterministic estimate of benzene emission
rates at the soil surface, which is calculated as 1.2064 kg/year.

The next step of this analysis will be the use of the emission rate calculated in a
dispersion model to calculate the benzene concentrations at the soil surface. Again,
if providing a quick and simple answer to the problem is the goal, then one may use
the Box model to estimate the benzene concentrations at the soil surface. Before
initiating this step, the emission rate calculated in the first step will be saved in a file
by selecting the “Save as” option under the file menu. We have saved this solution
under the file name “EXAMPLE 1_1.FRM.” Notice that the extension FRM is
standard and automatically selected by the ACTS software since the model used
in this application is the Farmer model. The next step is the opening of the “Box”
model window (Fig. 4.30).
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When the “Box” model input window is opened one will notice that the
“Emission Rate” box is initially empty. At this stage it is possible to enter an
emission rate into this box externally if it is calculated earlier or is known based on
some field data. However, one may also choose to link the emission rate data entry
box to a previously calculated value obtained from an emission model. In this case
the emission model used earlier is the Farmer model. It may seem that this is an
unnecessary step, since only one number needs to be entered here and we already
know its value, as it was obtained from the Farmer model earlier. However, this is a
very important feature of the ACTS software as it will become apparent when the
Monte Carlo analysis is performed. Linking air dispersion models to air emission
models is done through the “Select” pull down menu on the menu bar of the air
dispersion model. When the “Chemical/Model” option is selected at this step, what
appears next is the emission model selection window shown in Fig. 4.31.

In this window all emission model output files that are available for use during
the current use of the ACTS application will be active, and the remaining listed
models will be inactive. This implies that if several emission models are used to
calculate the emission rates during the first step discussed above and the results are
saved, then one can continue with the air dispersion analysis by selecting any of
these models at this stage. In this manner, the effect of different air emission rates
obtained from various air emission models can be compared if such a comparison is
needed. In this example we only have one file saved in our folder. That is why only
the Farmer model air emission estimate option is active. We can now link this file to
our “Box” model input window by clicking the radio button to the left of the Farmer
model option and also by clicking on the “Use Emission from Emission Model”
option at the bottom of the window (Fig. 4.31). We can now close the emission
model selection window by clicking on the “OK” button and return to the Box
model input window for further data entry. When this operation is completed, the
Farmer emission model outcome will be linked to the Box model input window and
the emission rate calculated from the Farmer model in the previous step (1.2064 kg/
year) will automatically appear in the air emission rate input box of the Box model
as shown in Fig. 4.31.

We can now enter the other input data for the Box model, which is the data for
the wind speed and the box size we want to work with. We may consider the box
width perpendicular to the wind direction to be 200 m which may be a good choice
given that it is related to the size of the surface area of the contaminated soil region
in the problem. The height of the box can be selected to be 2 m, which is the
approximate height of a person. After entering this data, (Fig. 4.32) we are ready to
make a deterministic calculation by clicking on the calculate button. The result is
shown in Fig. 4.32. The calculated concentration of the chemical in air in the box
selected is 1.9127 10~ mg/m>. This is the deterministic estimate of the concentra-
tion for this problem and will be our first answer.

The problem statement also indicates that there are some uncertainties in the
data provided. Thus the analysis of this problem cannot be as simple as it is
represented in the calculation given above. We have to reevaluate the solution
based on the uncertainties described in the problem using the Monte Carlo analysis
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Mean Annual Wind Speed |:| mis
‘Width of Box Perpendicular to YWind Direction m

Height of Mixing Zone (Top of the Box)

[

Results
Concentration of Chemical in Air 19127e-5 mg/m?* |
Regular
Farmers Data from the emission model can be selected by choosing the Emission from the Select menu

Fig. 4.32 Box model output
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procedures. For this analysis, we need to start from the estimation of the air
emissions based on the uncertainty associated with the parameters of the air
emission model we have selected. Saving and closing all current windows, we
can go back and open the file we have saved as “EXAMPLE 1_1.FRM” (Fig. 4.29).
Now we would like to recalculate the air emissions rates based on the uncertainty
the soil concentration, given in the problem as a range 10-150 mg/kg, and the soil
porosity, which has a range of 0.25-0.45. To start this analysis we click on the
Monte Carlo button on the menu bar, and the Monte Carlo input window appears.

In this window we select the two uncertain parameters in the first column. These
are the total soil concentration and the soil porosity parameters. When these are
selected, the values of the parameters we have used in the deterministic calculation
will automatically appear in the mean value column next to the parameter
(Fig. 4.33). This is standard for a Monte Carlo analysis in all ACTS applications,
and is based on the assumption that the original value used in the deterministic
analysis is representative of the mean value of the parameter. However, if desired
this can be changed at this stage. Next we need to input the parameter ranges and the
statistical characteristics of the probability density function we would like to work
with. In this case, for simplicity, we will assume that these two parameters are
normally distributed within the rages given in the problem description, and that the
statistical characteristics are as shown in Fig. 4.34. Similar data entry procedures
should also be followed for the porosity parameter. After the appropriate data is
entered, we click on the generate button to generate the two normal distributions

Total Soil Concentration 100

» Soil Forosity 04

Select Exitfrom File menu to use the selected values in the model

Fig. 4.33 Initial Monte Carlo input window
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Fle Generatel Opfions Hep

Benzene

| Total Soil Concentraion | 100 0 150 o0 5000 Narmal

N Soil Porasity 04 | 025 045 0000 5000 Normal -]

3956:7 1000 B64.0616 135 862 10,0795
Soil Porosity 0.39397 0.39984 039983 0.36467 0.43708 00108

Totul Soil Concentration | 100,106

Select Exitfrom File menu to use the selected values in the model

Fig. 4.34 Monte Carlo window after calculations are performed

that represent these two parameters (Fig. 4.35). Characteristics of the generated
probability density function will also appear in the output box below, which are the
arithmetic mean, geometric mean, median, minimum and maximum of the gener-
ated probability density functions (PDF). At this stage there are two options
available to the user: (i) perform a single stage Monte Carlo analysis; or,
(ii) perform a two stage Monte Carlo analysis. The difference between these two
options is associated with the choice of just using the arithmetic mean, geometric
mean, median, minimum or maximum of the distributions generated to represent
the values of the two uncertain parameters of soil concentration and porosity used in
Farmer’s model (option i) or using all of the random soil concentration and porosity
values generated in Farmer model (option ii). This selection will be done by double
clicking the option we want to work with, in the output window of the Monte Carlo
analysis. In this case, we would like to work with a two stage Monte Carlo analysis,
so we will double click on the parameter name to make that selection rather than on
the other representative value boxes. When this is done, the parameter name box
turns red, indicating the selected option (note this selection is not shown in
Fig. 4.34). For example, if one would like to work with the arithmetic mean, double
clicking on the arithmetic mean box would turn the box to red, indicating the
selection. If the arithmetic mean was the selection, the arithmetic means of the
two PDFs would have been automatically transferred to the Farmer model window
as the soil concentration and porosity input value.

At this stage we may also want to see and evaluate the distributions generated
by the software for these two parameters. This evaluation is a good idea, since we
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Total Soil Concentration (CT)
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Fig. 4.35 Frequency plots of the normal distributions generated for the two parameters

need to confirm the appropriate selection of the statistical parameters used in the
probability density function generation, such as 100 for the variance of the soil
concentration parameter, 0.0001 for the variance of the soil porosity parameter and
5,000 for the total number of random variates used in the analysis. The graphs of
the two distributions can be obtained by making the “Graph” selection under the
“Option” pull down menu in the Monte Carlo window (see Appendix 3). The
frequency plots of the normal distributions generated for these two parameters are
shown in Fig. 4.35. There are other options to plot these distributions as well, such
as PDF plots, cumulative PDF plots or complementary cumulative PDF plots. The
user may try these different options as he or she becomes familiar with the
software. At this stage it is also possible to change the title and other features of
these plots. The reader is referred to Appendix 3 for further details of these
operations.

Now that we have decided to perform a two stage Monte Carlo analysis by
selecting the two parameters in the Monte Carlo window, we are ready to exit the
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Monte Carlo data generation window. We will simply close the Monte Carlo
window to proceed. When we exit and return to the Farmer’s emission model
window we notice that the boxes for the soil concentration and the soil porosity
no longer contains a numerical value, but instead these two boxes are replaced with
the words “Monte Carlo,” indicating that the 5,000 random numbers generated for
these two parameters are now ready to be used as data entries in the emission
calculations for a two stage Monte Carlo analysis. Now we can click on the cal-
culate button again and recalculate emissions based on these 5,000 random entries
of the two uncertain parameters. The outcome will also be a probability density
function which is indicated by the words “Monte Carlo” that will appear in the
results box (Fig. 4.36). The first thing we may want to do is to see the distribution
obtained for the emission rates. The graph of this distribution can be obtained by
selecting the “Graph” option in the “Results” pull down menu (Fig. 4.36).

As can be seen from Fig. 4.37, rather than a single deterministic outcome as we
obtained before (1.2064 kg/year), we now have a probability density function for
emission rates which looks to be a normal distribution in the range of 0.7-1.82 kg/
year. This distribution gives us information on the variability of the emission rate
outcome based on the variability of the two parameters we have selected. Now we
can save this outcome and continue to use the box dispersion model with the air
emission PDF distribution we have just calculated. It is appropriate to save this file
under a different file name since we may want to keep our first deterministic
calculation intact for future reference. We choose to identify this new file as

E‘i Farmer Volatile Emissions Model -- FileName: EXAMPLE 1_1.FRM
Fle Calcudatel Resuts Monte Cado  Special Hep

Benzene
Contaminated Surface Area (4) 200 m* Soil Porosity iMo.—-'-e Carlo | cm?fem?
Clean Soil Thickness (d1) |4uo | m Soail Water Content ]m 5 | cmifon?®

Background Air Concentration D gfem® | Soil Carbon Content %
Total Soil Concentration (CT) ilﬂon'.e Caro | mg/kg | Air Diffusion Coet in 088 cm?/sec

Soil Density i1 ] gfem® | Air Temperature 293 *
Anahytical Calculahon Results
Chemical | Emission
| (kafy)

Benzens

Monte
Carlo

Ermission Model: Farmers

Fig. 4.36 Monte Carlo output for emission calculations
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Benzene Emissions

Frequency

Fig. 4.37 Benzene emissions output

“EXAMPLE 1_2 MC.FRM”. The emission calculation window can now be closed
and the Box dispersion model window can be opened.

Opening the box dispersion model window and pulling the Monte Carlo based
emission file into the Box dispersion model as input follows the procedures
described earlier. Now the user should recognize the importance of linking the
emission outcome to the dispersion analysis process because we need to transfer
5,000 data points to the Box model as air emission rates. We again have two options
at this stage: (i) using the emission PDF distribution with a constant wind velocity,
of 5 m/s; or, (ii) using the emission PDF distribution along with a PDF distribution
for wind velocity, since this parameter is also given as an uncertain parameter in
the statement of the problem. Let’s start with the first option (Fig. 4.38). Entering
the wind velocity, the width and the height of the box as before and clicking on the
calculate button, we get the PDF distribution output for the benzene concentrations
in the box. This outcome can again be viewed using the “Results” and “Graph”
options on the menu bar. These results are shown in Fig. 4.39, which looks like a
normal distribution with the range of concentrations in between 1.2 10™°-2.8 107>
mg/m>. These results, when compared to the deterministic outcome that was
obtained before (1.9127 107> mg/m?), indicate that the uncertainty in the soil
porosity and the soil concentration parameters have a significant effect on the
expected concentration outcome in the Box model output. When considered from
the perspective of exposure analysis, these results may imply important shifts in the
overall exposure and health risk calculations.

We can now save this file under a different file name and return back to the
second option of introducing the wind velocity as an uncertain parameter with a
range of 1-18 m/s. Starting with the window shown in Fig. 4.38, we select the
Monte Carlo option on the menu bar, this time to generate distributions for the
uncertain parameters of the Box model. When we enter the Monte Carlo window,
we will select only the wind velocity as an uncertain parameter and generate a
lognormal distribution for the wind velocity parameter. The database used for this
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EE Box Model @'M

File Calculatel Results Monte Carlo Select Specid Help
Benzene

Emission

Emission File Name: CAGT_ATSDR\ACTS\AIR\SAMPLDAT\EXAMPLE 1_2_MCFRM

Model Parameters

Mean Annual Wind Speed _ m{s
Width of Box Perpendicular to Wind Direction foo Im
Height of Mixing Zone (Top of the Box) L ]m

I

I

Results
Concentration of Chemical in Air Monte Carlo mg/m® |
Monte
Carlo
Farmers Data from the emission model can be selected by choosing the Emission from the Select menu.

Fig. 4.38 Benzene concentration calculation with constant wind velocity and emission rates
entered as a PDF distribution

Benzene Concentrations

Frequency

6 G i 5 %
1285 14e5 1.6e-5 1.8e-5 2e-5 2.2e-5
Range of Concentration Values (mg/m?

2406 2605 2665 365
Fig. 4.39 Benzene concentration frequency distribution with constant wind velocity and emission
rates entered as a PDF distribution

generation is shown in Fig. 4.40 and the resulting lognormal distribution for the
wind velocity is shown in Fig. 4.41. Notice that one has to choose 5,000 random
numbers at this step since the emissions file used has 5,000 random numbers in its
database. The two random number sets must match.
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?gMonte Carlo Simulation (Box Model)
Fle Gererate! Optiors Help

Benzene

Input Parameters

Mean Annual Wind

49756 4793 47803 20257 126796 1.3939

Select Exit from File menu to use the selected values in the model.

Fig. 4.40 Monte Carlo distribution generation window for wind velocity

Mean Annual Wind Speed
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Fig. 4.41 Lognormal wind velocity distribution obtained from Monte Carlo window

Now we are ready to transfer the data generated for the wind velocity into the
Box model. This is accomplished by selecting the wind velocity parameter name
in the Monte Carlo window by double clicking on the name box and closing the
Monte Carlo window. One should also remember that we could have selected the
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arithmetic mean or the geometric mean as discussed earlier for a one stage Monte
Carlo analysis. When we exit the Monte Carlo window and return to the Box model
data input window, we recognize that the wind velocity box is now replaced with
the word Monte Carlo, indicating that the PDF for wind velocity is successfully
transferred to the Box model window. We can now click on the calculate button to
evaluate the concentration distribution in the box we have selected, which treats the
wind velocity and the emission rates as uncertain parameters. The resulting PDF for
the concentrations is shown in Fig. 4.42.

As can be seen from the comparison of Figs. 4.37 and 4.42, the results for
benzene concentrations are significantly different. This analysis, which can be done
very quickly using the ACTS software, may provide important outcomes when
uncertainty based health risk studies are performed. Eventually the benzene con-
centration obtained from the ACTS software will be linked to the RISK software to
evaluate the health risk of inhalation exposure to benzene vapor at the contaminated
site we are studying. This preliminary example provides an insight into the way the
problems may be analyzed using the ACTS software.

The problem solved above using the box model may also be analyzed using the
Gaussian line source model. In this case we may be interested in obtaining the
concentration distribution in an area or a region that assumes the source emissions
calculated earlier to be a line source at the boundary of the box region we used
before. Obviously this would be a different problem, since in this case the source is
not an aerial source but a line source. Nevertheless, for demonstration purposes we
will investigate the outcome of this case. For this example we will only conduct
a deterministic analysis although a Monte Carlo analysis is also possible using
the uncertainty involved with the parameters of the problem as described above.
That analysis will be left as an exercise.

Opening the Gaussian line source input window and linking the emission rate file
to this window, we may start entering the other data that is necessary for the line
source Gaussian model.

Benzene Concentrations with Wind Velocity Selected as PDF
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Fig. 4.42 Benzene concentrations obtained from the Box model when wind velocity and emission
rates are introduced as a PDF
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@g Gaussian Air Model

Fle Calculate! Resuts Monte Carlo Select Special Help
Benzene
Source Type and Coordinates Characteristic Parameters
Dispersion Source Type Emission
" Copfinuous Point Source -
C Infinite Line Source Emission Rate 1.2064 kgyr
@ Finite Line Source Emission File:CAGT_ATSDRAACTSVAIR\SAMPLDAT\EXAMPLE 1_1 FRM
' Instantaneous (Puff) Source
Coordinates
¥ (meter) Y (meter) Z (meter)
Minimum | [20 | lo | [o |
Meximum | [200 | [eoo | [ |
interval | [5 I | E ] | [o5 |
Results
Effective Stack Height (He) 0im
Distance to Final Plume Rise (<J): Om Regular
‘elocity at Effiective Stack Height (U): 5m
Farmers Diata from the emission model can be selectad by choosing the Emission from the Select menu.

Fig. 4.43 Gaussian line source input window for coordinates and emission rate

As can be seen from Figs. 4.43 and 4.44, the data input necessary for Gaussian
models is more complicated than for Box models. This is to be expected, based on
the discussion provided earlier in this chapter. It is also important to recognize that
although Gaussian models are described in reference to stack emission originating
from industrial sources, these models can also be used in the analysis of other
problems, such as the line source assumption we have made for the ground level
source that may be associated with benzene emissions from a buried soil contami-
nation. Again, we emphasize that this final step in the analysis is included here for
demonstration purposes. After making the appropriate selections and entering the
appropriate data into the Gaussian line source models we are now ready to make the
deterministic analysis of this problem by clicking on the calculate button.

After the completion of this step, the results again can be viewed either
numerically or graphically using the “Results” pull down menu on the menu
bar. Since the analysis is done in a three dimensional domain described within
the confines of the x-, y-, z-coordinates given in Fig. 4.43, they can be viewed in
many different ways, such as the (X-Y), (X-Z) and (Y-Z) cross-section contour
plots or normal concentration plots in one coordinate direction. Two of the cases
are shown below for demonstration. In Fig. 4.45, the concentration profile is
shown in the x-axis direction at the centerline of the contaminant plume, as the
plume originates from an emission source on the left as a line source. For this case
concentration magnitudes at different elevations in the z-direction are plotted at
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?: Gaussian Air Model

Fle Calculate! Resuts Monte Carlo Select Specid Help

Benzene
Source Type and Coordinates [ Characteristic P |
‘Wind Properties
Wind Velocity at a Heightof 10 m 5 mfs
Wind Turbulence Day Time Insolation Night Time Insolation Location
C Measured ®Stong € Mogerate ) > 3/8 Cloud Cover C Urban
@ Estimated © Slight O Qvercast € < 3/8 Cloud Cover @ Fural

Line Source Properties

Effective Release Height 0.1 | m Line Source - Wind Vector Angle |5D i =

Length of Line Source 200 m Center of Line Source 100 m

Chemical Properties

I First Order Decay Rate [0 | /s |

Other Properties Regular ‘

Averaging Time for Concentration (Default 60 minutes): minutes |

Farmers Data from the emission model can be selected by choosing the Emission from the Select menu.

Fig. 4.44 Gaussian line source input window for atmospheric conditions and other parameters

Gaussian Line Source Model Centeline Output for Different Elevations
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Fig. 4.45 Gaussian line source concentration output obtained in x-direction at various elevations

the centerline of the plume. In Fig. 4.46 concentration contours are shown again
along the x-axis at the centerline of the contaminant plume in the (X-Z) plane of
the solution domain.
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Gaussian Line Source Model (X-Z) Plane Concentration Profiles
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Fig. 4.46 Gaussian line source concentration contour lines obtained in X—Z plane at various
elevations

The results shown in these two figures give a more detailed description of the
problem discussed above. Accordingly the concentration exposure points are now
defined at various mesh points selected by the user. This outcome is a completely
different representation of the solution of the problem discussed above. The choice
depends on the user and the detailed outcome that is necessary to analyze the
problem. As stated earlier, a Monte Carlo analysis could also have been conducted
to solve this problem by using the Gaussian line source model. That analysis is left
to the user as an exercise.

Example 2: Mercury emissions originating from a stack height of 100 m are of
concern for an urban community. Estimates of mercury contamination at ground
level or average human height level are necessary to perform inhalation exposure
study for the community. The following information is available for the stack
emission and atmospheric conditions. The emission rate is estimated to be 1.49
10° kg/year, the exhaust stack velocity is 13 m/s, the exhaust stack temperature is
395 K, the exhaust inner stack diameter is 3.0 m, the ambient air temperature is 291
K, the ambient air temperature gradient is 0.01 K/m, the mixing height is 3,000 m,
the first order decay rate can be neglected and the day time insolation can be
estimated based on rural and moderate insolation conditions.

Solution: The solution will start with the selection of the chemical mercury from
the chemical database. The stack emission source can be assumed to be a continu-
ous point source and the Gaussian model will be used to analyze this problem. After
selecting this model, the data given in the problem description can be entered
directly into the input data entry boxes. The outcome of this data entry process is
shown in Fig. 4.47.

Once the data is input, the calculations can be done by clicking on the cal-
culate button in the menu bar. After this step, the results at any point on the
selected computational grid (Fig. 4.47) can be analyzed or plotted. In Figs. 4.48
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#% Gaussian Air Model -- Filename: EXAMPLE_2_CONSTANTSOURCE. GAS
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Fle Calcuate! Resuts MonteCarlo Select Speca Hep
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Uszer Defined  Data from the emission model can be selected by choosing the Emission from the Select menu.

?; Gaussian Air Model -- Filename: EXAMPLE_2_CONSTANTSOURCE.GAS
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Lser Defined  Data from the emission model can be selected by choosing the Emission from the Select menu.

Fig. 4.47 Gaussian continuous point source input data windows for Example 2
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Gaussian Constant Source Adr Dispersion Model Output: Concentration Profiles in x-divection
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Fig. 4.48 Gaussian continuous point source concentration distribution output in x-direction for
Example 2
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Fig. 4.49 Gaussian continuous point source concentration contour plots in (x,y) plane for
Example 2

and 4.49, we provide several plots of mercury concentration distributions at the site.
The first figure (Fig. 4.48) shows the mercury concentration distribution in the
x-direction at four different points on the computation grid, selected as (0, 0), (0, 20),
(0, 50) and (0, 100) where the first and second coordinates represent the y- and
z-coordinates respectively. The vertical axis is the (C/Ciax) ratio where the concen-
tration Cppex = 3.78 mg/m? is computed internally to scale the results obtained.

In Fig. 4.49 contour plots for the concentration distribution in the (x,y) plane of
the region at ground elevation (z = 0 m) are shown.

A surface plot of the concentration distribution in the (x, y) plane at z = 0 m is
shown in Fig. 4.50.
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Gaussian Constant Source Air Dispersion Model a Surface Plot Representation of the Output
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Fig. 4.50 Gaussian continuous point source concentration contour plots in (x,y) plane for
Example 2

This problem may also be analyzed in a Monte Carlo analysis mode if some of
the parameters of the problem are selected as uncertain parameters. That mode of
analysis will be left as an exercise for the reader to explore.

Example 3: A methanol spill in a lake resulted in the contamination of the lake
waters. It is estimated that the methanol level in the lake water is about 100 g/cm’
with an estimated range of 10-200 g/cm?>, and the ambient air concentration level is
about 1 g/cm® with an estimated range of 0.5-4.0 g/cm®. The ambient temperature
is 20°C and the wind speed is about 2 cm/s at the lake surface with an estimated
range of 0.5-10 cm/s. What are the deterministic and probabilistic results for the
volatilization of methanol from the water surface for this pollution source?

Solution: The solution will start with the selection of the chemical methanol
from the chemical database followed by the selection of volatilization from the
water surfaces model under the emission models option. The data entry outcome of
the input window for this problem is shown in Fig. 4.51. After the data entry,
clicking the calculate button will yield the deterministic result for this problem,
which is 4,677.7 kg/year. As indicated in the description of the problem, there are
some uncertainties in the data for the concentration levels and the wind velocity. A
Monte Carlo analysis can be performed to evaluate the effects of these uncertain
parameters on the solution. By clicking on the Monte Carlo button in the model
window we enter the Monte Carlo mode of analysis. We can generate the PDF for
these three parameters (Fig. 4.52) by selecting the three parameters in the first
column of the Monte Carlo window and assigning the characteristic parameters of
the probability density function to be generated. We return to the volatilization
model input window by clicking on the name boxes for these parameters. We again
recognize that the three parameter input boxes for the two concentrations and the
velocity are identified as Monte Carlo input. The probability density distributions
obtained for the three parameters are shown in Figs. 4.53-4.55 for gas, liquid and
velocity parameters respectively.
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#% volatilization from Water -- Filename: EXAMPLE_3.VOL
File Calculate! Results Monte Carlo Select Special Help

Methanol
Characteristic Parameters

Concentration in Gas Phase at Outer Edge of the Film (Cg) gfcm®
Concentration in Liquid Phase at Outer Edge of the Film (Cf) ~ [100

Embient Air Temperature (T) K
Wind Speed in Embient Air (Vw) 2 | cmis

Results
Volatilization of Volatile Contaminant from Water (N): 4677 735 kafyear
Gas Phase Exchange Coefficient (ka): 014833 cmjs
Liquid Phase Exchange Coefficient (ki): 1.0007e-4 cmys Regular
Status: ready

Fig. 4.51 Volatilization from water surfaces input window

?; Monte Carlo Simulation (Velatilization)
Fle Generatel Options Help

Methanol

Concentration in Gas . ) 10000 Lognormal
p | Concentration in Liquid 100 10 200 50 10000 MNormal ﬂ
Wind Speed in Embient 2 05 10 1 10000 Lognomal

ConcentrationinGas | 1 0426 097176 094997 050012 3.8796 042111

Concentration in Liquid 99 9497 996932 999448 720996 126534 71364
Wind Speedin Embient 1 ggg3 1.7938 1.7963 050396 9.269 0.98657

Select Exit from File menu to use the selected values in the model.

Fig. 4.52 Monte Carlo analysis input and output window
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Fig. 4.53 Probability density function generated for gas phase concentration
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Fig. 4.54 Probability density function generated for liquid phase concentration
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Fig. 4.55 Probability density function generated for wind speed in Ambient air
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Methanol Volatilization
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Fig. 4.56 Probability density distribution of methanol volatilization

With the random inputs for the three parameters, we can calculate the probability
density function output for volatilization estimates. The results are shown in
Fig. 4.56.

Other possible ways to analyze this problem using additional uncertain parameter
data is left as an exercise.
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Chapter 5
Groundwater Pathway Analysis

Just because you do not see it everyday,
it does not mean that it is not there.

Transport of contaminants through soil is affected by several transformation and
transport processes which include advection, diffusion, dispersion and chemical
reactions. These processes simultaneously influence the migration pattern of con-
taminants in the subsurface. The physical and mathematical definitions of these
transformation and transport processes are covered in detail in Chapters 2 and 3 of
this book using conservation principles as they apply to air, surface water and
groundwater pathways. The mathematical definitions of these models and their
associated initial and boundary conditions that may be used for the closure of these
models have also been covered in technical publications in the literature. In this
chapter we will use the mathematical definitions of these physical, chemical and
biologic processes to describe several analytical models that are frequently used for
dissolved phase contaminant transport analysis in the groundwater pathway. The
goal is to bring this vast amount of literature together in a cohesive manner and to
discuss the limitations and applications of these models while providing a user
friendly computational platform to implement these models both in deterministic
and stochastic analysis mode. Thus, as is the case for all other environmental
pathway models covered in this book, all groundwater pathway models that are
discussed in this chapter are included in the ACTS software for use in both
deterministic and stochastic (Monte Carlo) based applications.

5.1 Definitions and Governing Principles

The aquifer systems that occur in the subsurface are composed of geologic formations
which are deposited in geologic time scales through geologic formation mechanisms. In
groundwater hydrology terminology these multilayered unconsolidated, sedimentary
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and rock formations are categorized as: (i) aquifers, to identify those layers which
contain and also transmit water under normal drainage conditions; (ii) aquicludes, to
identify those layers which contain but do not transmit water; (iii) aquitards, to identify
layers which contain water and transmit water at low rates relative to the transmission
rate of aquifers; and, (iv) aquifuge layers, to identify layers that neither contain nor
transmit water. Based on its layering order, an aquifer may also be identified as a
confined aquifer if it is enveloped between an upper and lower aquiclude or aquifuge
layers. Aquifers are identified as a semi-confined aquifer if they are bounded by an
aquitard layer from above or below or both. Aquifers which are unbounded with either
an impervious or a semi-pervious layer from above are identified as unconfined
aquifers. In this case the upper boundary of the unconfined aquifer is the water table
below which the pressure distribution is considered to be hydrostatic and positive. The
pressure at the water table is commonly assumed to be zero gauge pressure or atmo-
spheric pressure. A layered aquifer system can further be characterized as having an
unsaturated and a saturated zone based on the presence of an air—water mixture in the
pore space of the aquifer. The unsaturated zone most commonly occurs in the upper
regions of unconfined aquifers where the pore space is partially occupied by water and
partially by air above the water table. Saturated zones are observed in deeper confined or
semi-confined aquifers, or below the water table in unconfined aquifers where the pore
space is assumed to be completely filled by water. In terms of these definitions a layered
aquifer system and the expected moisture distribution in the pore space can be char-
acterized as shown in Fig. 5.1.

As shown in Fig. 5.1, the unsaturated zone can be further divided into three
zones. The soil water zone represents upper regions of the unsaturated zone where
the moisture conditions are affected by the conditions above ground surface and
also by plant root uptake. The lower region of the unsaturated zone is characterized
as the capillary zone where the moisture conditions are a function of the capillary
rise in the soil, Table 5.1. The zone in between these two regions is characterized as

2 Moisture
e £y

Intermediate Zone{

Unsaturated zone wWater table\

Saturated zone . *
___________ Capillary zone

[

Unconfined Aquifer
100% |
Semi-Confined Aquifer

-

T % -

Semi-confined aquifer piezometric head Content
0=n

Fig. 5.1 Definition sketch for a layered aquifer system
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Table 5.1 Typical capillary rise expected as a function of grain size

Material Grain size (mm) Capillary rise (cm)
Fine gravel 2-5 2.5

Very coarse sand 1-2 6.5

Coarse sand 0.5-1.0 13.5

Medium sand 0.2-0.5 24.6

Fine sand 0.1-0.2 42.8

Silt 0.05-0.1 105.5

Fine silt 0.02-0.05 200

the intermediate zone where the moisture gradually changes from the capillary zone
level to the soil water zone level. In aquifers the pressure distribution is assumed to
be hydrostatic. Pressures are greater than the atmospheric pressure below the water
table and less than the atmospheric pressure above the water table due to suction
created by capillary forces.

The pore space volume within the soil matrix is mainly a function of the particle
size distribution of the soil and is associated with the arrangement of the granular
particles within the soil matrix. Accordingly, the soil matrix in aquifers may be
classified in terms of the particle size as shown in Table 5.2. The porosity of the soil
matrix, # is defined as the ratio of the volume of pores within the control volume to
the bulk soil volume,

_ Volume of pores in the control volume -,

. - (5.1)
Bulk soil control volume 5

If the pore space in the soil matrix is partially occupied by air pockets, then the
effective porosity should be used, which is defined as the ratio of the pore volume
filled by water to the bulk soil volume of the control volume,

_ Water filled pore volume 4%,

(5.2)

e

* Bulk soil control volume  +45

In the equations given above, the symbol J~ is used for volume to distinguish
this letter from the velocity symbol which may be used elsewhere in the text.
Similar to the definition of porosity given above, is the definition of moisture
content, 0 and water saturation, S,, are given as.

_ Volume of water in the control volume -,

; (5.3)
Bulk soil control volume 5

_ Volume of water in the control volume -,

(5.4)

w

~ Volume of pores in the control volume B ¥,

Since these properties are defined in terms of volume ratios, they are dimension-
less. Based on the definitions of (n,6,S,,) the relationship between porosity,
moisture content and water saturation can be given as follows,
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Table 5.2 Particle size classification of soil matrix

Soil matrix Diameter (mm)
Gravel >2

Sand 0.05-2

Very coarse 12

Coarse 0.5-1

Medium 0.25-0.5

Fine 0.1-0.25

Very fine 0.05-0.1

Silt 0.002-0.05
Clay <0.002

7 A
1 1
— 1 1 -
1
I 1
[ 1
¢ . > gl
Specific yield 1 Field capacity
1 1
Soil Moisture Profile 1 :
1

1 1
1 1
Capillary X X
Height <1000/ . Aturats 1 1

i 99% water saturation /Water _table
i + +

0=n [« | 0 axis
. 6=0
S, =1« ] S,, axis
Sw =0
Fig. 5.2 Moisture profile in a soil column
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9 = = d = Swn (55)
¥ ¥, Fs

Accordingly, the soil moisture profile or water saturation distribution between
the soil surface and water table in a soil column can be characterized as shown in
Fig. 5.2, in which the aquifer zone at the water table and below are characterized as
100% saturated. The soil moisture in the aquifer decreases as the point of reference
moves towards the soil surface indicating a reduction in moisture.

The specific yield, as shown in Fig. 5.2, is used to define the drainable porosity of
the soil column, while the field capacity refers to the amount of moisture remaining
in the soil column after gravitational drainage.

In groundwater hydrology terminology, the momentum equation is defined in
terms of the effective average linear velocity of water in the saturated zone, i.e. the
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Darcy law. Darcy velocity, which is the outcome of the Darcy law, is defined as the
ratio of the volumetric flow rate of water, Q [L3T~!] to the total (gross) cross-
section area of the aquifer through which the volumetric discharge is occurring.
According to the Darcy law, the Darcy velocity is proportional to the hydraulic
conductivity of the soil times the gradient of the piezometric head in the aquifer in
the flow direction. In the x-direction, the Darcy law can be given as,

_Q_ L on
G =~ = —Kuz- (5.6)

where h = (P/y +z) [L] is the piezometric head, P [ML ~'T~2] is the pressure
and y [ML™2T~?] is the specific weight of water, K,, [LT"!] is the hydraulic
conductivity of the aquifer in the x-direction and z is the elevation in the vertical
direction (gravitational direction). The effective average linear velocity, which is
also referred to as the pore velocity, is defined as the ratio of the Darcy velocity to
the porosity or the effective porosity depending on the definition of the water
occupancy conditions of the pore volume as described earlier. In the x-direction
the pore velocity can be given as,

_ Q0 _KuOh
EIAT T Ox .7)

The hydraulic conductivity term used in Egs. (5.6) and (5.7) is defined as
a function of the properties of the soil matrix, such as particle packing and
particle size, as well as the properties of the fluid in the medium, such as viscosity
and density. In the definition of the hydraulic conductivity parameter, the rela-
tionship between the properties of these two media can be defined as shown in
Eq. (5.8),

Ky = K<%> (5.8)
I

where x [L?] is the intrinsic permeability of the soil, p [ML ~3] and u [ML ~'T~!]
are the density and viscosity of the fluid in the pore space, and g [LT~?] is the
gravitational acceleration. With this definition the intrinsic permeability becomes a
soil property while the hydraulic conductivity is still a function of the soil and fluid
properties. Typical hydraulic conductivity values for various soil media are given in
Table 5.3. The hydraulic conductivity values given in Table 5.3 are based on the
assumption that the fluid in the soil matrix is water, which can be calculated from
Eq. (5.8) given intrinsic permeability.

The directional Darcy velocity definition given in Eqgs. (5.6) and (5.7) indicates
that this definition is more complicated when one considers the anisotropy of the
geologic formations. In fact for an anisotropic medium the Darcy velocity is
defined in terms of directional values of hydraulic conductivities as well as
directional values of hydraulic gradients in each coordinate direction. Based on
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Table 5.3 Typical hydraulic conductivity values for various subsurface media

Material K (cm/s) K (m/day)
Unconsolidated material

Gravel 1071-10" 10%-10*
Sand 107%-10° 107'-10°
Silt 10771073 1074-10°
Clay and glacial till 107''-1076 1078-107°
Sedimentary rock

Sandstone 10781073 1075-10°
Limestone, dolomite 107 7-107" 1074107
Karst limestone 1074-10° 107 1-10°
Shale 107107 1078-1073
Crystalline rock

Basalt 107°-107° 107%-1072
Fractured basalt 107°-10° 1072-10°
Dense crystalline rock 107'%-107® 107°-107°
Fractured crystalline rock 1075-1072 1073-10"

this concept, the three dimensional Darcy velocity in an anisotropic medium can
be given as,

Oh Oh Oh
qx = _K\'xa; qy = _K)')'a_y; q: = _KZZE (5.9)

where K, Ky, K. are the hydraulic conductivities in the x-, y-, z-coordinate
directions respectively. In more complicated cases, for example in an anisotropic
soil matrix with principal hydraulic conductivity directions not matching with the
principal x-, y-, z-coordinate directions selected in the domain, the three dimen-
sional Darcy equation will be defined using a matrix, Eq. (5.10).

qx Kvx ny sz 3h/8x
gy ¢ =—| Ky Ky K| Oh/Oy (5.10)
q: sz sz Kzz 8h/62

In this notation, for example, the hydraulic conductivity K, represents the value
of hydraulic conductivity in the x-direction relative to piezometric head gradient in
the y-direction and so forth. A more detailed analysis and discussion of these
concepts can be found in Bear (1972, 1979); Charbeneau (2000).

The contaminant transport models which are used to simulate dissolved phase
contaminant migration in aquifers are characterized by advection—dispersion equa-
tion. Advection-dispersion is a generic term, so one should also include the
transformation processes within this characterization for it to be complete as it is
used in the context of groundwater pathway analysis. The transformation term is
associated with the biologic or chemical reactions that may take place in the
subsurface as the contaminants migrate through the pores of the soil due to
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advection and dispersion processes. The derivation of the advection—dispersion-
reaction equation is based on the conservation of mass principles covered in
Chapter 3 (Bear 1972, 1979). In three-dimensions this equation can be given as:

8—C+v8—C+vB—C—i—va—c—2 DB—C +2 DB_C +Q D8_C
ot “ox YOy 0z Oox\ “ox ay \"? Oy 0z\ "0z

N
+ Z (Cs - C)Qwé(xwaywv Zw) + ZRz‘eaction

w=1

(5.11)

In Eq. (5.11), vy, vy, V. [LT~!] are the pore velocities as defined earlier and
Dy, Dy,D. [L>T~'] are the hydrodynamic dispersion coefficients in the x-, y-, z-
directions respectively, Q,, [L*T~!] is the source and sink strength in the solution
domain, C, [ML™3] is the source concentration, C [ML™3] is the dissolved phase
contaminant concentration in the aquifer pore space and R,.,csion [ML‘3T‘1] repre-
sent various reactions that may affect the migration of the solute in the subsurface as
described in Chapter 3.

The hydrodynamic dispersion terms in Eq. (5.11) represent a combination of
processes, namely the mechanical dispersion and molecular diffusion processes as
given below,

Dx = oyVy + Dm
D, = oyv, + D, (5.12)
D, =uav,+D,

where D,,, [L>T~"] is the molecular diffusion term for the chemical in the soil water
and the terms (ouvy, oyvy, oovy) [L*T!'] are the dispersion terms. The mixing
that may occur due to the channeling property of the aquifer pore space is identified
in terms of dispersivity, which is characterized as (ocx, oy, ocz) [L]. As shown in
Fig. 5.3, mechanical mixing due to the channeling effect of the pore space arrange-
ment contributes to the overall mixing process. In some cases, assuming that the
primary groundwater flow direction is in the x-axis direction, the dispersivity in
the primary groundwater flow direction «, is also identified as the longitudinal

Fig. 5.3 Dispersion effects in
a pore space
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dispersivity term, oy, while for dispersivities in transverse directions, i.e. the y- and
z-directions, the dispersivity terms (ocy, acz) may also be identified as the transverse
dispersivity terms (ocTy, ocTZ). The rule of thumb to estimate the dispersivity terms
can be given as,

o =0.1L and ory = o, = 0.10y (5.13)

where L is the length of the solution domain or the contaminant transport distance
that is analyzed in the longitudinal direction. The longitudinal dispersion term may
also be estimated using the following empirical equations (Bear 1979; Charbeneau
2000),

o, = 0.831(logL)**"*  for L>100m

153 (5.14)
o = 0.01691(logL)" for L<100m

As is the case with the hydraulic conductivity definition for an anisotropic media
the longitudinal and transverse dispersion terms may need to be defined in terms of
a matrix for an anisotropic media as given below,

D,x ny D,
Dy = |D, D, D, (5.15)
D., Dzy D..

The mathematical definitions of the hydrodynamic dispersion terms of the matrix
above take the form given below in terms of longitudinal and transverse dispersivities
and the pore velocities in three dimensions (Bear 1979; Charbeneau 2000).

(och% + och§ + ocrvf) (acrvi + ochi + ochf)
- D, =
yy

Dxx = 5
(v% + v}z, + vz) (V% + vg + vz)

(5.16)
(och)% + OCTV% + ochf)
D, = - i Dy =Dy, =

(v% + v% + vf) (v)% + v§ + v2)

(OCL — OCT) (vay)

Equation (5.11) represents the most general form of the advection—dispersion-
reaction equation. The solution of this parabolic partial differential equation, which
may be used to represent problems in complex heterogeneous domains, can only be
obtained using numerical procedures, excluding some special cases. In general, this
mathematical model cannot be used in analytical modeling studies, since the
solution of this parabolic partial differential equation is not possible when analyti-
cal methods are used, again excluding some special cases. On the other hand, the
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analytical solution of this three dimensional equation can be easily obtained when
we make some simplifying assumptions, such as the assumption that the ground-
water flow in the aquifer is unidirectional, the aquifer domain is homogeneous and
that there are no sources or sinks in the aquifer. With these assumptions Eq. (5.11)
can be written as,

oc oc 0*C o9*C 0*C Z R
reaction

9 L p T p T p dC 1
o " Vax T e tygp tPipa T (5.17)

Notice that, although we are only considering the longitudinal velocity in
Eq. (5.17), this equation is still a three dimensional partial differential equation
with respect to dispersion effects.

Most analytical solutions of the advection—dispersion-reaction equation that are
reported in the literature are based on either the full form or a reduced form of
Eq. (5.17) as described in Chapter 3. Equation (5.17) is a second order parabolic
partial differential equation, thus it is also necessary to describe the initial and
boundary conditions for this mathematical model for closure (see Chapter 3). These
initial and boundary conditions can be given as:

C =Co(x,y,2,0) Y (x,y,2); Initial Condition (I. C.)
C= Cl(x;,,y;,,z;,, t) N (X/,,yb,Zb); Dirichlet B. C.

ocC

Dx’ﬁ_ = Co(xp, Vb, Zpyt)  Xi = X,¥,2;V (Xp,¥p,25);  Neuman B. C.

Xi

ocC

inC - Dxi 87 = C3(xb7yb; Zp, t) Xi = x,y,z;v (Xbaybazb); CaUChy B. C.

Xi

(5.18)

where (X, V5, zp) are the coordinates of the boundaries of the solution domain and
(C,,C1,C,,C3) are known functions which define the boundary condition value for
the concentration at the respective boundaries of the solution domain. When the
reduced or the complete form of Eq. (5.17) is considered with various combinations
of the boundary and initial conditions given in Eq. (5.18) the outcome is several
mathematical models that can be used in the definition of contaminant transport
problems in the groundwater pathway which are of significant practical importance
in engineering applications.

In these applications, at least for certain two-dimensional cases, it may be
necessary to describe the upstream boundary condition as a probability density
function in the transverse direction instead of as a constant Dirichlet boundary
condition at a point or within a finite length in the transverse direction, as given in
Eq. (5.18). For these cases, where it is assumed that the lateral extent of the source is
not known precisely, the contaminant source concentration can be defined as a
Gaussian distribution in the transverse direction, and this distribution is assumed to
be uniform over the vertical mixing depth or the source penetration depth H [L] of
the aquifer. Mathematically, this boundary condition can be given as:
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Coexp|~(y=)*/(26")] —so<y<+oci0<z<H

C(0,y,2,0) = (5.19)

0 —o00<y<+o00; H<z<B

In Eq. (5.19), Co (ML ’3] is the maximum dissolved phase contaminant con-
centration of the solute at the source and occurs at the center of the Gaussian
distribution. The standard deviation ¢ is a measure of the width of the source in the
transverse y-coordinate direction, where the concentration values are assumed to be
variable. A typical physical case for which the Gaussian distribution based
upstream boundary condition can be used is shown in Fig. 5.4, in which the solute
concentration at the upstream boundary is known through the observations made at
several monitoring wells and the data is approximately represented as a Gaussian
distribution. For these cases the standard deviation of the distribution can be
determined from the field data as given in Eq. (5.20) or it can be estimated based
on the observation of the width of the source concentration in the aquifer,

o= 2 (5.20)
—21n(C/Co)

where C is the concentration observed at the boundary at a distance (y — y.) away
from the point of maximum concentration. This boundary condition is included in
the ACTS software for two dimensional applications and turns out to be a very
useful boundary condition as demonstrated in an Agency for Toxic Substances and
Disease Registry (ATSDR) study (Anderson et al. 2007), in which historical
contamination analysis of a pesticide contamination event at a site in Georgia
was analyzed using the ACTS software.

In some other applications it may also be necessary to introduce a time depen-
dent Dirichlet boundary condition for the dissolved contaminant concentration
value, Cy as an upstream boundary condition. This case may be modeled using
the superposition method, which can be accessed through the “Boundary Condi-
tion” folder in the ACTS software for groundwater pathway models. For example,

Contaminant

Monitoring wells
Source .

Contaminant plume
Gaussian source

Fig. 5.4 Gaussian source upstream boundary condition
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using the superposition method, the upstream boundary condition Cy can be
selected to be constant for all times (continuous release):

C(0,y,z,6)=Co t>0 (5.21)
or it can be selected as a finite pulse upstream source which can be described as:

C(Omyvzvt):CO OSISTA
(5.22)
C(07y727 t) =0 t>T,

in which T represents the source concentration duration. This concept can also be
extended to define a time dependent Dirichlet boundary condition value C,; which
changes over several periods, Eq. (5.23).

C(O,y,Z,t):C070 OStStl
C0a7at :C ISISZ‘
( Y,z ) 0,1 1 2 (523)
C(an7z7 t) = CO,Z Hh<t<tn
C(O,y,Z,Z):O l‘3§[§TS

All of the cases given above can be analyzed using the superposition method,
which is an option that is included in all groundwater pathway models of the ACTS
software.

The superposition method may be applied to the solution of linear differential
equations, which is the case in saturated groundwater contaminant transport models
that are implemented in the ACTS software. Mathematically, the superposition
method can be defined as the addition of time lapse solutions of the advection—
dispersion-reaction equation,

C(x7y727 t) = CO,O S(%}’ﬂﬂ) + (CO,I - CO,O) S(X7Y>Z> [t - tl]) (524)

in which Cy is the initial solute concentration at the boundary, #; is the time at
which solute concentration changes at the boundary, C ; is the solute concentration
at the boundary after (1 = ¢;), and S(x, y, z, t) is the analytical solution of the model
selected in which the concentration is defined as a function of space and time.
Although a one time superposition index is given in Eq. (5.24), the superposition
interval can be selected to be more than one as given in Eq. (5.23). ACTS software
allows the user to implement several superposition calculations as can be seen on
the boundary condition input window of each module.

A simple example may provide further insight to the superposition method
(Wexler 1989). Let’s assume that the solute is passing through a 100 cm long soil
column for a period of 10 h with flow velocity equal to 0.5 cm/h, hydrodynamic
dispersion coefficient is equal to 0.05 cm?/h, and C 0.0 eéqual to 100 mg/L. At the end
of the 10 h period, the concentration of the influent is increased to Cy ;, which is
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equal to 300 mg/L. Of interest is the concentration at 10 cm from the entrance
section at the end of a total elapsed time of 20 h.

The analytical solution for the transport of a conservative solute in a semi-
infinite column with a Dirichlet boundary condition in which the downstream
boundary effects are negligible can be given as,

S(x,1) = (erfc L \/_} n xp[ X]erfc[;;l;_:ﬂ) (5.25)

Here the “erfc” is the complementary error function. Based on Eq. (5.24), the
superposition solution can be given as,

C(10cm, 20h) = 100mg/L x S(10cm, 20h)

+ (300mg/L — 100mg/L) x S(10cm, [20 — 10]h) (526)

The superposition approach described above can be extended to include addi-

tional time steps and contaminant concentration levels at these time steps. Using

this data, which is entered by the user in the boundary condition input window of

the ACTS software, the superposition calculations are automatically calculated
internally in all linear analytical models that are included in the software.

5.2 Groundwater Pathway Models

Biologic and chemical transformation has various effects on contaminant concen-
tration as the contaminants migrate through the soil media. One of these effects is
the decay property of a chemical, which is discussed in Chapter 3. The other
property is the possibility of the formation of daughter by-products. Accordingly,
the groundwater pathway models can be classified as multispecies or single species
models depending on whether one includes or excludes the formation of daughter
by-products of the chemicals studied in the analysis. Multispecies analysis occurs
when the daughter by-product formation is considered and single species analysis
occurs when the daughter by-product generation is ignored. In the ACTS software
there is the option of modeling both cases for all models that are included in the
software.

From the opening window of the ACTS software, when the user selects the
groundwater pathway icon on the menu bar to access the saturated groundwater
pathway models, or if the “Groundwater Path” option is selected under the “Path-
ways” pull down menu, the groundwater pathway module starts with the window
shown in Fig. 5.5. In this window there are three options that are available to the
user. The “File” menu option allows the user to create a “New” application data file,
“Open” an old application data file, “Edit” an existing data file that is open, “Close”
an open application data file or “Exit” the groundwater pathway module. When the



5.2 Groundwater Pathway Models 199

@‘1‘ Ground Water Contaminant Transport Model with Constant Disp... [__
File ©Options Help

Fig. 5.5 Groundwater pathway opening window

New Ground Water Model (Constant Dispersion Coefficients)

Help
Chemicals
@ Single-Species Models ' Multiple-Species Models
 Model Type Aquifer Type Contaminant
(® One Dimensional @ Finite
C Two Dimensional O Semilnfinds C Cauchy

' Three Dimensional

0K l | Cancel

Fig. 5.6 Constant dispersion groundwater pathway model selection window

new file option is selected, the user is given further options to enter into the specific
model types as shown in Fig. 5.6. As can be seen on this window (Fig. 5.6) in the
groundwater pathway models there is an option of working with single species or
multi-species models. This option is not similar to the multiple chemicals option
we have used in the air pathway models in Chapter 4. In air pathway models, the
selection of multiple chemicals from a chemical database implied that the selected
air pathway model would be executed for all chemicals selected using their
chemical properties, which are directly obtained from the chemical database. In
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the groundwater pathway module the “multi-species” option refers to the analysis
of applications in which degradation by-products are of concern. For example
if PCE is the source contaminant its degradation by-products are expected to be
TCE, DCE, VC and ethane. The formation of these by-products and the analysis of
the migration of these by-products can also be performed by the selection of the
multi-species option in the groundwater pathway models. In that case the next data
entry window will have an additional folder when compared to the single species
case. In this data entry folder, the user will enter the degradation rates of the
chemical sequences that will be considered in the analysis. This is an important and
very powerful option by which all single species analytical solutions are extended to
the analysis of the degradation by-product cases. This procedure is available for all
one-, two- and three-dimensional models. The mathematical procedures used in
these calculations are described in Section 5.4 since these processes are generic to all
of the saturated constant dispersion models which will be discussed first.

Models that are included in the groundwater pathway of the ACTS software are
based on a specific set of assumptions, boundary conditions and parameters which
form the basis of the input database required to execute the selected model. For
example, the groundwater pathway module consists of saturated constant disper-
sivity models, saturated variable dispersivity models and unsaturated constant
dispersivity models. These classifications are further subdivided into sub-category
models, identified as one-, two- and three-dimensional models which can be run for
single or multi-species applications (Fig. 5.7). Under each group, there are still
further subdivisions that categorize the models based on the boundary conditions
and aquifer type used, such as finite domain or infinite domain aquifers with
Dirichlet, Neuman or Cauchy boundary conditions. For the case of saturated
variable dispersivity models, only one-, and two-dimensional applications are
considered. For this case only single species analysis can be performed. Variable
dispersivity models are further categorized based on the definition of the dispersiv-
ity model used, namely, constant dispersion, linear dispersion, asymptotic disper-
sion and exponential dispersion models (Fig. 5.7). For the unsaturated zone
simulations only one-dimensional models are included, since the z-direction is the
dominant flow direction in these models. These models are identified as the Marino
and Jury model (Fig. 5.7). These selections also have their subcategory groupings
which are again associated with the boundary conditions used in them. Overall,
these combinations yield a significant collection of groundwater pathway transfor-
mation and transport models that can be used in the analysis of various applications
(Fig. 5.7).

Monte Carlo simulations can also be used on a number of parameters for each of
these models. The ACTS graphics package included in the software provides a user
friendly interface to review the results of the computations. Alternatively, numeri-
cal results can be accessed and viewed through the use of a text editor available to
the user on his or her computer. A number of sample data files are provided to
enhance the interpretation of different functions of the groundwater module. All
groundwater pathway models used in the ACTS software are generic models which
are reported in the literature. Thus, their application in site-specific cases requires
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knowledge of the assumptions and limitations that are inherent in these models. In
this chapter, a description of the models included in the groundwater pathway
module is given in sufficient detail to help users to understand the limitations of
these models and the procedures that are necessary to follow to implement them
in specific applications. The user may supplement the information provided here
with the discussion provided in other groundwater modeling reference books or
technical publications such as Anderson (1984), Bear (1972, 1979), Charbeneau
(2000), Dagan (1986), Fetter (1999), Freeze and Cherry (1979), Huyakorn et al.
(1987), Maslia and Aral (2004), Schnoor (1996) and Wexler (1989).

5.3 Saturated Constant Dispersion Coefficient Contaminant
Transport Models

Saturated constant dispersion models refer to a category of models in which the
dispersion coefficient is assumed to be a constant throughout the solution domain of
the problem. As it is reported in the literature, in groundwater pathway analysis this
assumption usually does not hold (Bear 1972; Dagan 1986). For this purpose
another class of models are developed and included in the ACTS software , through
which the dispersion coefficient can be chosen to be a variable within the solution
domain. A review of these models is given in Section 5.5, but we will first start with
areview of the constant dispersion models. The use and application of these models
are more common in the groundwater pathway analysis literature. The saturated
constant dispersion models are further categorized into one-, two- and three-dimen-
sional models as discussed below (Figs. 5.6 and 5.7). Also, as described earlier
degradation byproduct analysis can be performed for all these models if the multi-
species option is selected in the window shown in Fig. 5.6.

5.3.1 One-Dimensional Contaminant Transport Models
with Constant Dispersion Coefficient

One-dimensional contaminant transport models may be used in cases where the
aquifer is relatively shallow such that the contaminants in the aquifer can be
assumed to be uniformly mixed in the vertical direction. In this case the transverse
concentration gradients are also considered to be negligible. For this case two types
of aquifers can be analyzed, namely a finite length aquifer and a semi-infinite
aquifer. Either selection allows the user to implement two types of boundary
conditions, a Cauchy boundary condition and a Dirichlet boundary condition
Eq. (5.18), as shown in Fig. 5.8. In these applications and throughout the rest of
this chapter the following definitions are used.
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Fig. 5.8 Definition sketch for a one-dimensional groundwater pathway model

Finite Length Aquifer: In a finite length aquifer system, the downstream bound-
ary is assumed to be close to the upstream contaminant source boundary, such that
the conditions specified on the downstream boundary will have an effect on the
magnitude and distribution of concentrations in the solution domain of interest
within the solution time period. If this effect is not desired, then a semi-infinite
domain aquifer option can be used for the solution. Accordingly, another interpre-
tation of this condition can be associated with the solution time period used. If the
solution period is selected to be large, then the contaminant front may migrate close
to the downstream boundary within this period and the downstream boundary effect
may again become important. If this is not a desired condition, then a semi-infinite
domain aquifer should be selected to analyze the problem.

Semi-infinite Aquifer: In a semi-infinite aquifer system, the downstream bound-
ary is assumed to be far away from the upstream contaminant source, such that the
downstream boundary condition will have a negligible effect on the concentration
distribution in the solution domain within the solution time period. To give another
frame of reference, a semi-infinite aquifer system can be used when the number of
displaced pore volumes in the aquifer is less than 0.25.

Infinite Aquifer: An infinite aquifer refers to the case where both the upstream
and downstream boundaries are considered to be far away from the source concen-
tration, such that the effect of the boundary conditions at these boundaries does not
affect the solution in the solution domain. Here it is assumed that the boundary
condition is placed somewhere in the middle of the solution domain.

Depending on the aquifer type and boundary conditions selected, the user may
analyze one of the following four problems, which utilize the analytical solutions
given in Sections 5.3.1.1 through 5.3.1.4. All four analytical solutions discussed in
these sections are based on the reduced form of the three-dimensional differential
equation (5.17) given below,

ocC ocC o*C
R+ vep= =D s +RIC =0 (5.27)
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in which v, and D, are the pore velocity and the hydrodynamic dispersion coeffi-
cients in the longitudinal direction and C is the solute concentration. The ground-
water pore velocity in the longitudinal direction is calculated internally in
the ACTS software given the Darcy velocity in the longitudinal direction and the
porosity, R is the retardation coefficient which is defined in Eq. (5.28) and 4 is the
first order decay coefficient, which is defined in Eq. (5.29). In this case the solution
domain may be characterized as shown in Fig. 5.8.
The retardation coefficient is defined as (see also Chapter 3),

K
R=1+ % (5.28)
and the effective decay coefficient is defined as,
n+ ;szbKd
A=——""T 1] 5.29
n+ p,Ky b ( )

In Egs. (5.28) and (5.29) p;, [ML 3] is the bulk density of the porous media and
K, [L’M~1] is the distribution coefficient of the contaminant in the solid and liquid
phases. In Eq. (5.29), 4; [T~!] is the first-order decay constant for the dissolved
phase; 4, [T~'] is the first-order decay constant for the sorbed phase, Ay, [T~!] is the
first-order lumped biodegradation rate in the saturated zone, and n is the aquifer
porosity as defined earlier. The reader should also recognize that in Fig. 5.8, an
unconfined aquifer is shown. In this case, since the water table is characterized as
a parabolic surface, the Darcy velocity cannot be constant in the aquifer. Thus, the
constant longitudinal velocity used for these applications is an approximation. This
is an assumption which may hold for most field applications in which the aquifer is
shallow. For a constant thickness confined aquifer case this assumption and approx-
imation is not necessary since the longitudinal velocity will be constant.

Given Eq. (5.27) and the solution domain shown in Fig. 5.8, the following
boundary conditions can be used to describe a one-dimensional application.

Dirichlet Boundary Condition: This type of boundary condition is commonly
used at the inflow boundaries, where the concentration value is known. Mathemati-
cally this condition can be given as,

C=0Cy at x=0; t>0 (5.30)

This boundary condition is sometimes referred to as the “first-type” boundary
condition as well, Eq. (5.18).

Cauchy Boundary Condition: This boundary condition is also identified as the
“mixed” or “third-type” boundary condition. For example, this boundary condition
can be used in applications in which an aquifer is in contact with the contaminant
source over a relatively thin semi-pervious confining layer through which seepage
is occurring. An example of this could be the case of a contaminated river or a lake,
where the bottom sediments or deposits act as the semi-pervious layer and the
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leakage through the semi-pervious region controls the influx of contaminants into
the aquifer. Mathematically this condition can be described as,

VxC*ng—i:CO at x=0,L or x=+o00; t>0 (5.31)

Neuman Boundary Condition: The Cauchy boundary condition given above may
be simplified to a special case referred to as a Neuman boundary condition, which is
most commonly used to define a downstream boundary condition,

8—C:0 at x=L or x=+4o00; t>0 (5.32)
Ox

This boundary condition is also identified as the “second-type” boundary condi-
tion in the groundwater contaminant transport analysis literature. This boundary
condition implies zero contaminant flux through the boundary on which it is defined.

Based on these boundary conditions and the finite and semi-infinite aquifer
domain options that can be selected, the user may select one of the four applications
described below. Further, in these applications, as described earlier, the superposi-
tion method can also be used to change the concentration magnitudes at the source
boundary for single or multiple chemical options over several periods when a
Dirichlet boundary condition is used.

The analytical solutions of these applications are included in the ACTS software
as modules, which can be accessed through the menus of the ACTS software. The
use of these models will provide the user with numerical results of a deterministic
solution to the problem in spatial and temporal dimensions, i.e., all parameters of
the problem are defined as deterministic values in the input window of each model.
Each of these cases may also be analyzed in a Monte Carlo sense, which implies
that a certain set of parameters or all parameters of the problem can be represented
in terms of probability distributions. For these cases, the user is given the option to
select from six probability distributions imbedded in the ACTS software. The user
may generate as many random variables as desired, based on the specified mean,
variance and the range of an input parameter. This option will provide the user with
the ability to perform sensitivity and uncertainty analysis on certain variants of the
selected model. A detailed description of the theory behind the Monte Carlo
analysis can be found in Chapter 7 of this book. Numerical results obtained for
each of these cases can either be viewed using a text editor available in the
WINDOWS™ environment, or these results may be viewed through the graphics
module of the ACTS software in a graphical format. In the case of deterministic
solutions, the user may select to view contour plots or breakthrough curves in the
spatial and time domains. In the case of Monte Carlo analysis, numerical results
may be viewed in terms of probability distributions at a selected point in space and
time. A more detailed description of the use of the graphics package can be found in
Appendix 3.
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Assumptions and Limitations: The more important assumptions and limitations
of the one-dimensional saturated zone transformation and transport models are as
follows:

i. The flow field within the saturated zone is at steady state and unidirectional.

ii. The seepage velocity and other model parameters (e.g., the diffusion coeffi-
cient, partition coefficient) are uniform and constant (i.e., the aquifer is
homogeneous and isotropic).

iii. Transport is assumed to be strictly one-dimensional. Lateral and transverse
advection and diffusion or dispersion is neglected.

iv. Decay of the solute may be described by a first-order decay constant. The
daughter products of chemicals are neglected.

v. Heterogeneous reactions considered are first order and are represented by the
retardation coefficient.

vi. The solution domain considered is either of finite length or of semi-infinite
length.

5.3.1.1 Finite Aquifer with a Dirichlet Boundary Condition

The governing equation and the boundary conditions of this problem are given as:
Governing equation,

oC aC 8*C
v Do iC=0 (5.33)

Boundary conditions,
C=Cyp atx=0; t>0

(5.34)
8—C:0 atx=L; t>0
Ox

and the initial condition,

C=0 at0O<x<L; t=0 (5.35)

Given the one-dimensional model in Eq. (5.27), one should notice that velocity v
[LT~!] and hydrodynamic dispersion coefficient D [L>T~!] in Eq. (5.33) are defined as,

v=—; D=2 (5.36)

in which v, is the pore velocity in the x-direction, which is calculated internally
using the porosity and the Darcy velocity values entered Eq. (5.7), D, is the
hydrodynamic dispersion coefficient in the x-direction and R is the retardation
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coefficient. The analytical solution of this problem is given as (Bear 1972; Wexler
1989),

exp|“35"] + {5 exp [ —
[+ b e[ 41])

_ v ()52 e[ 2]
2o 4D];[ﬁ,-2+(5—L) )] B2+ 6+ ()]

C(x, t) =Cy

L
in which U = \/v? +41D and f, are the roots of the equation (/3 cotff + ;—D = O)

(5.37)

One should also notice that this solution can be used to model a conservative
contaminant by assuming a zero decay coefficient. In that case U = v in Eq. (5.37)
and the solution given above is still valid. One should also notice that in the ACTS
input the half-life of the contaminant is entered to calculate the decay rate, which is
an internal calculation in ACTS. Thus, a conservative contaminant is characterized
as a contaminant which has a very large half-life. The same argument is also valid
for the definition of the retardation coefficient. A retardation coefficient of R = 1
implies an application without a heterogeneous reaction, and R > 1 will imply the
case in which a heterogeneous reaction is considered. Both of these cases can be
solved using the Eq. (5.37) since only the definitions of the advection, dispersion
and reaction terms of the above solution are changing, Eq. (5.36). This will always
be the case for all models considered in this chapter, and the reader should keep
these variations in mind when different applications are considered.

5.3.1.2 Finite Aquifer with a Cauchy Boundary Condition

The governing equation and the boundary conditions of this problem are given as:
Governing equation,

oc  oc _9C .
o Ve Dgn HAC=0 (5.38)

Boundary conditions,

vC — Dg—c—vCo atx=0; t>0
5£:0 atx=L; t>0
Ox

(5.39)
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Initial condition,
C=0 atO<x<L; t=0 (5.40)

Given the one-dimensional equation (5.27), one should again notice that the
longitudinal pore velocity v and the longitudinal dispersion coefficient D in
Eq. (5.38) are defined as shown in Eq. (5.36). The analytical solution of this
problem is given as (Bear 1979; Cherry et al. 1984; Wexler 1989),

exp |55 Hipewp g

v U—v)? _
[+ 7 exp 44|

vL {vx , v2t] x B [,B,-cos (%) + (3p) sin (ﬁTXﬂ exp [_%}
DB ] & Ty Gy e ] [+ e+ )

C(x,1)=Cy

D VL
inwhich U= +/v2+4/D and f; are the roots of the equation (/3 cotff — /V—L—f—;—D = 0)
(5.41)

The application and the use of the decay coefficient or the retardation coefficient
are the same as the previous model given in Section 5.3.1.1.

5.3.1.3 Semi-infinite Aquifer with a Dirichlet Boundary Condition

The governing equation and the boundary conditions of this problem are given as:
Governing equation,

oc  oC o*C

Boundary conditions,
C=0Cy at x=0; t>0
ocC (5.43)
0

Initial condition,

C =0; O<x<oo;, t=0 (5.44)
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Again, the parameters v and D in Eq. (5.42) are defined as shown in Eq. (5.36).
The analytical solution of this problem is given in Bear (1979), Wexler (1989) as,

- o] ot )
where U= \/m (5.45)

The definition of the decay coefficient or the retardation coefficient in equation
above is the same as in the previous models given in Section 5.3.1.1 or 5.3.1.2.

5.3.1.4 Semi-infinite Aquifer with a Cauchy Boundary Condition

The governing equation and the boundary conditions of this problem are given as:
The governing equation,

oc  oC 0*C

Boundary conditions,

ocC
vVC+D—=vCy atx=0; t>0
Ox

ac 5.47)
— =0 atx = o0; t>0
ox
The initial condition,
C=0; 0<x<oo; t=0 (5.48)

Given the form of the one-dimensional equation (5.27), one should again notice
that v and D in Eq. (5.46) are defined as shown in Eq. (5.36). The analytical solution
of this problem is given as (Bear 1979; Wexler 1989),

Cov? uil (U U
Clx,1) = 4AOVD {2 exp [% - lt} erfc B—\F/Et} + (V - 1) exp [X(VJJ)}

o) (o]

in which U=+V?+4.D. (5.49)
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The definition of the decay coefficient or the retardation coefficient is similar to
those in the previous models discussed above. These definitions will not be repeated.

5.3.2 Two-Dimensional Contaminant Transport Models
with Constant Dispersion Coefficient

As is the case for one-dimensional models, several analytical solutions can be
defined for the two-dimensional advection—diffusion-reaction equation. Two-
dimensional contaminant transport models may be used in cases where the aquifer
is relatively shallow, the effect of vertical dispersion of contaminants is minimal
and the solute is well mixed within the shallow aquifer in the vertical direction.
In these applications the transverse dispersion effect in the y-direction is not
ignored. Similar to one-dimensional models, the analytical models used in
the ACTS module are given for finite and infinite aquifer domains. In these cases,
boundary conditions such as continuous point source, finite line source and Gaussian
source cases can be analyzed. The differences between the one-dimensional and two-
dimensional cases are that in the two-dimensional case, the boundary conditions are
defined on a two-dimensional domain (x,y) and are assumed to be vertically
uniform in the aquifer. Further, the dispersive expansion of the contaminant
plume is not ignored in the transverse y-axis direction. Since the definitions of the
general boundary conditions used in these models were given earlier, they will not
be repeated here. For the two-dimensional case the parabolic partial differential
equation governing the transformation and transport of a dissolved phase contami-
nant can be given as,

ac  ac 82C 82C 4C
R— w—=Dw— + Dyy— — RAC — R—
ot i Ox Ox? t Py Oy? Bn

(5.50)

As can be seen from the equation above, the advective transport of the contami-
nant is represented using the longitudinal velocity component in the x-axis direction
and the dispersion terms are defined in the x- and y-axis directions. In this case, an
areal extent of the aquifer is considered in the plan view, and the dilution effects
may also be considered if there is infiltration into the aquifer. This is represented by
the last term in Eq. (5.50), in which ¢ is the vertical infiltration rate, » is the aquifer
porosity and B is the effective aquifer thickness. Also, as described below, for each
model considered, the first order reaction term will be replaced by an effective
degradation term, which will combine the effect of dilution terms due to infiltration
and the first order decay term defined earlier. The calculation of the effective
degradation term will be handled internally in the ACTS software based on the
input data provided by the user for the parameters A, ¢, B and n. In this case the
source width, Wy in the transverse direction is also one of the input parameters for
the models considered (Fig. 5.9).
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Fig. 5.9 Definition sketch for two-dimensional semi-infinite aquifer of finite width with a finite
line source

Based on this general two-dimensional definition, the ACTS software has
special modules for the specific scenarios given below. The use of these models
will provide the user with a deterministic solution of the problem selected in spatial
and temporal dimensions. In all cases the user may also choose to perform a Monte
Carlo analysis on all or a selected set of model parameters. This option will provide
the user with the ability to perform a sensitivity analysis on the parameters of the
model. Numerical results obtained for either case can be viewed using a text editor
that may be available in the WINDOWS™ environment, or these results can be
viewed through the graphics module that is compatible with all modules included in
the ACTS software. In the case of deterministic solutions, the user may select to
view contour and breakthrough plots in the spatial or time domain. In the case of
Monte Carlo analysis, the numerical results may be viewed in terms of probability
density function plots at a point in space and time. A more detailed description of
the use of the graphics package can be found in Appendix 3.
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Assumptions and Limitations: The more important assumptions and limitations
of the two-dimensional saturated zone transformation and transport models are as
follows:

L.
ii.

iii.

iv.

Vi.

Vii.

The flow field within the saturated zone is at steady state and unidirectional.
The seepage velocity and other model parameters (e.g., the diffusion coef-
ficient, partition coefficient) are uniform and constant (i.e., the aquifer is
homogeneous and isotropic).

Advective transport is assumed to be strictly one-dimensional in the longi-
tudinal direction. The transverse diffusion or dispersion in the y-direction is
not neglected.

Solute in the aquifer is well mixed in the vertical direction, thus the solution
is two-dimensional in the (x,y) domain.

Decay of the solute may be described by a first-order decay constant. The
daughter products of chemicals are neglected.

Heterogeneous reactions considered are first order and are represented by
the retardation coefficient.

The solution domain considered is either finite length or infinite length.

5.3.2.1 Finite Width Source in Finite and Infinite Aquifers

In a finite aquifer system the boundaries parallel to the flow direction are considered
to be close to the contaminant source so that they have an effect on the magnitude
and distribution of contaminant concentrations within the aquifer. For an infinite
aquifer the boundary effects are considered to be negligible in the transverse
direction. For this type of aquifer we will consider a finite patch source with a
finite width.

First we will discuss the finite width aquifer case. In this case the parabolic
partial differential equation governing the two-dimensional fate and transport
process can be given as:

oc  oC 0*C o*Cc -

Boundary conditions for this model can be given as,

W, Wi
C=0Cyp; x=0 andy('_7<y<yc+_

2
g—izo; X = 00
aﬁ:o; o (5.52)
dy
%0 y-w

o
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The initial condition is defined as,
C=0; 0O<x<oo; O<y<W; t=0 (5.53)

G_iven the two-dimensional equation (5.50), one should notice that v, D,, D,
and 4 given in Eq. (5.51) above are defined as,

v=-=; D,=—"; D,=-3; E:)Hr%

(5.54)

The analytical solution of this problem is given by Wexler (1989). It should be
recognized that the analytical solution given in Eq. (5.55) for the mathematical
model given in Eq. (5.51) may also be used with either D, or J. equal to zero, or
the retardation coefficient equal to one, which would imply negligible diffusion
effects in the y-axis direction, a conservative solute with no dilution due to infiltra-
tion effects and no adsorption processes, respectively. Using this solution, the
temporal variations in source concentration may also be evaluated using the method
of superposition described earlier. Based on these variations, the mathematical
model described above can be used to solve several different cases representing
different applications in a two-dimensional domain. In Fig. 5.9 a definition sketch
of the solution domain is shown.

Clx,y,1) = Co ZLnPn cos(n y)
n=0

Lol o] ool o o i

1
-, n=0
in which L,=¢ 2
1, n>0
)’2—)’1’ —0
w
Pr = sinny) = sin(y )
Sin —
ny2 nyi ’ n>0
nm
Wi
)’1:)’0—7
)’2:}’(:4—75
nm
=— =0,1,2,3,...
TI W’ n P Bl B |

p=1/v*+4D.(n* Dy + 2) (5.53)
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An aquifer system, which is infinite in the y-axis direction can also be analyzed.
In this case, the inflow and outflow boundaries are considered to be far away from
the source, so they will not have an effect on the magnitude and distribution of
contaminant concentrations in the solution domain within the time period selected
for the solution. Based on this assumption, one may describe the mathematical
model using the partial differential equation as given in Eq. (5.51),

ocC oC 9*C o*C -
— —=D,—+D,——-AC 5.56
ot Y Ox Ox? + 5 0y? (5-56)
The boundary conditions for this case are defined as,

W, %4
C=Cyp; x=0 andy(;—73<y<yc+—s

2
oC
—=0; x=>o00 (5.57)
ox
a—C:O; y = Fo00
dy

The initial condition is defined as,
C=0; 0<x<oo; —oo<y<oo; t=0 (5.58)

Similar to the case discussed above, one should notice that v, D,, D, and J. given
in Eq. (5.56) are defined as shown in Eq. (5.54). The analytical solution of this
problem is given as (Wexler 1989).

Cox VX
Clx,y,1) = 4D, exXp [E}

=t s v2 - .X2
-2 — A _
[t

(5.59)

yi—Y Y2ty
X < erfc — erfc dt
{ f 24/Dyt i’ 24/Dyt }
where y; = y. — TY and y; =y.+ TY

The definition sketch for this problem is shown in Fig. 5.10.

5.3.2.2 Infinite Aquifer with a Gaussian Boundary Condition

For a contaminant source that exhibits a Gaussian concentration distribution along
the inflow boundary, the Gaussian source boundary condition option should be
selected. In this case the governing equation for the problem is defined as follows,
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Fig. 5.10 Definition sketch for a two-dimensional infinite aquifer and a finite line source

oc  oC 0*C 0*C
o P TP g

which is the same partial differential equation given in Eq. (5.51). The boundary
conditions for this problem are different and are given below,

2
CZCQ@XP[M]; x=0

202
0_C =0; x= o0 (5.61)
Ox ’
oc
=0; y=*oo

a_y_
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Fig. 5.11 Definition sketch for a two-dimensional infinite aquifer with a Gaussian contaminant
source

Initial conditions,
C=0 at0<x<oo; —oo<y<oo; t=0 (5.62)

in which the maximum concentration at the center of Gaussian plume source is C,
Y. is the y-coordinate of the center of the solute source (x. = 0), and o is the
standard deviation of the Gaussian distribution which can be determined using
Eq. (5.20). Given the two-dimensional equation (5.50), one should again notice
that v, D,, D, and 7 given in Eq. (5.60) are defined as shown in Eq. (5.54).
The analytical solution of this problem is given in Eq. (5.63) (Wexler 1989). The
definition sketch of this model is shown in Fig. 5.11.

X2 (y*yu)z
1 €Xp {—Br b e } dt
Clx,y1) = 7 exp[ = } / o)
T

/81D, 2D.| J.—o o /Dyt + %2 (5.63)
v
. h. h — 1
in whic p D, + A

5.3.2.3 Infinite Aquifer with a Point Source Boundary Condition

A contaminant which originates from a point source may be modeled using the
“Continuous Point” source model included in the ACTS software. A definition
sketch for a continuous point source problem domain is shown in Fig. 5.12. In this
case the problem is defined in terms of the mathematical model,

ac | ,oc _

o ox
PCc PC (5.64)
JE— 7_7 _ _ _ /

Dz + Dy gz = A0+ 0 Codlx —xe )3y = ye)olt — ()t
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Fig. 5.12 Definition sketch for a two-dimensional infinite aquifer with a continuous point source

in which the boundary conditions are given as,

ocC
e 0; x=x£x
aé (5.65)
—=0; y=xx
dy
The initial condition is defined as,
C=0; —oco<x<oo; —oco<y<oo; t=0 (5.66)

where x. and y. are the x- and y-coordinates of the point source, Q is the fluid
injection rate per unit thickness of the aquifer, d¢ is the time interval of the release,
d(e) is the Dirac delta function (Gunduz and Aral 2005), and 7 is the time at which
the point source boundary condition is initiated, which may be assumed to be equal
to zero in most cases. A definition sketch for this problem is given in Fig. 5.12. The
reader should notice that the contaminant source is not introduced to the model as a
boundary condition but rather is defined as an injection rate in the aquifer domain.
This type of application may be used in leaking underground storage tank problems,
which are common in aquifer pollution.

The analytical solution for a continuous point source case can be derived by first
solving the solute transport equation for an instantaneous point source and then by
integrating the solution over time. The following equation, modified from Bear
(1979), represents the analytical solution for an instantaneous point source
integrated with respect to time (Wexler 1989).
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C(x,y,1)

G0 ex [v(x—x(.)]
~4nD.D, P 2D,

‘L':[l 2 _ _ 02 _ (.2
o/ ;exp —(V —|—i>r—(x xe) —(y ye) dt
=0

4D, 4D .t 4Dyt
Given the two-dimensional Eq. (5.64), one should again notice that v, D, D, and 2
given in Eq. (5.67) are defined as shown in Eq. (5.54), and that the retardation
coefficient definition may be used in a similar manner. The principle of superposition
can also be used in this model to simulate variable boundary concentration values.

(5.67)

5.3.3 Three-Dimensional Contaminant Transport Models
with Constant Dispersion Coefficient

Relatively few analytical solutions are available for the three-dimensional form of
the solute transport equation given in Eq. (5.11). A three-dimensional contaminant
transport model may be used in cases where the aquifer is relatively deep and the
transverse diffusion effects in both the y- and z-directions cannot be ignored. For the
three-dimensional models two types of aquifers are considered, i.e. a finite aquifer
and an infinite aquifer. For a finite aquifer a line source is the only available option
for the boundary condition, which gives a “finite/line source” model. For an infinite
aquifer, two types of boundary conditions can be considered, i.e. a continuous point
source and a finite/line source boundary condition. For these cases the general fate
and transport equation can be given as,

oC oC o9*C 9*C o*C
R— v_:Dn’— Dyy—— DZZ—_)LR
o TV oy~ P TP g TP T ARC (5.68)

+QRC,(x —x.)0(y — y:)0(z — z0)o(t — {') dt

In the first solution discussed below, the aquifer is assumed to be of infinite
extent along all three coordinate directions. Fluid is injected into the aquifer
through a point source at a constant rate C,. In the second model, the aquifer is
assumed to be semi-infinite with the solute source located along the inflow
upstream boundary. The physical domain of a semi-infinite aquifer can be either
finite in both width and depth, extending from y = 0 to y = W and from z = 0 to
z = H, or it can be considered to be of infinite width and depth. A definition sketch
for the idealized three-dimensional aquifer domain for semi-infinite and finite width
and height cases is shown in Fig. 5.13.
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Fig. 5.13 Definition sketch for a three-dimensional infinite aquifer with a continuous point source

Assumptions and Limitations: The more important assumptions and limitations
of the three-dimensional saturated zone transformation and transport models are as

follows:

i. The flow field within the saturated zone is at steady state and unidirectional.
ii. The seepage velocity and other model parameters (e.g., the diffusion coef-
ficient, partition coefficient) are uniform and constant (i.e., the aquifer is

homogeneous and isotropic).

iii. Advective transport is assumed to be strictly one-dimensional in the longi-
tudinal direction. The transverse diffusion or dispersion in the y- and

z-directions is not neglected.
iv. The solution is three-dimensional in the (x,y,z) domain.
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v. Decay of the solute may be described by a first-order decay constant. The
daughter products of chemicals are neglected.
vi. Heterogeneous reactions considered are first order and are represented by
the retardation coefficient.
vii. The solution domain considered is either finite length or infinite length.

5.3.3.1 Infinite Aquifer with a Point Source Boundary Condition

A contaminant which originates from a point source, may be modeled using
the continuous point source model. The definition sketch of a continuous point
source model is shown in Fig. 5.13. In this case the problem is defined as given in
Eq. (5.69),

87C+V87C*D 827(:4, 827C+D azic_zc
ot ox T ox2 7 0y? 2 922 (5.69)

+0C,0(x —x.)0(y — y)0(z — z.)0(t — /') dt

The boundary conditions of this model are defined as,

ocC
—=0; x=+x
ox
oc
%€ _0; y=+oo (5.70)
dy
oC
—=0; z= 4+
0z
The initial condition is given as,
C=0; —-oo<x<oo; —oo<y<oo; t=0 (5.71)

in which x., y. and z.. are the x-, y- and z-coordinates of the point source, Q is the
volumetric injection rate, dr is the time interval of the source release, J(e) is the
Dirac delta (impulse) function (Gunduz and Aral 2005), and ¢ is the time at which
the point source boundary condition is initiated, which can be assumed to be equal
to zero. In Fig. 5.13 a definition sketch of the solution domain is shown. One should
also notice that v, D, Dy, D, and 7 given in Eq. (5.69) are defined similar to the
previous definitions as shown in Eq. (5.54). The principle of superposition may also
be used in this model to simulate variable boundary concentration values.

The analytical solution of the continuous point source problem is given in
Eq. (5.72) (Wexler 1989).
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Clx,y,z,1) =

CDQ ex |:V(X—X(-):|
8ny\/D,D, P 2D,

oo e ol e )

2D
Dx(y B yc)2 + Dx(Z B Zc)2
D, D.

in which y = [(x —x) +

B= [ +4D.7]"
(5.72)

5.3.3.2 Finite Aquifer with a Finite Patch Contaminant Source
Boundary Condition

For a contaminant source of a finite width and height, the Finite/Patch model can be
used. An example of a finite/patch source is an effluent leaking from a buried source
as shown in Fig. 5.14. In this case the governing differential equation of the
problem is given as shown in Eq. (5.73),

ac  ac _PC _PC  PC
— —=D,—+D,—+D,—
o Vax TP TP o TP 2

—iC (5.73)
The boundary conditions of the problem are defined as,

s .

N

W, H
C=Cp; x=0; yo——<y<yc+ Ze—— <z<z.+

2 2’ 2 2
acC
520; X = 00
oC (5.74)
By 7Y 7y
acC
E:o; z=0; z=H

The initial condition is given as,
C=0; 0<x<oo; O<y<W; 0<z<H; t=0 (5.75)

in which y. and z,. are the coordinates of the center of the source at x, = 0, H, is the
height of the source, W; is the width of the source, H is the depth of the aquifer and
W is the width of the aquifer. In Fig. 5.14 a definition sketch of the solution domain
is provided. The solution to Eq. (5.73) can be given as shown in Eq. (5.76) (Wexler
1989).
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C(x7y7za t) = Co Z ZLmn Om Pn COS(C Z) COS(’]? y)
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c=mn/H ; m=0,1,23,..
n=nn /W ; n=0,1,23, ..

B=1\/V> +4D,(5°D, + ¢* D. +7)
(5.77)

This solution may also be used to simulate cases where D,, D, or ] are equal to
zero, which implies that transverse dispersion and decay effects are ignored. The
principle of superposition may also be used in this model to simulate variable
boundary concentration values.

5.3.3.3 Infinite Aquifer with a Finite Patch Contaminant Source Boundary
Condition

For a contaminant of a finite width and height in an infinite aquifer, the finite/patch
and infinite aquifer model should be used. An example of a finite/patch source is
effluent flow from a leaking landfill as shown in Fig. 5.15. In this case the governing
differential equation of the problem is defined as shown in Eq. (5.78),
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Fig. 5.14 Definition sketch for a three-dimensional finite aquifer with a finite area continuous

source

ac  ac _PC PC ¢
v =p 24 p, 2> p. 2>
o VVox TP T TP

—aC

The boundary conditions for this problem are given as,

N N

w. W, H H
C=Coi x=0; y—2<y<yetf Z—7 <i<z+

27 2 2

C{)—C—O' X = 00

ox

oC

—=0; y=+x

dy

ocC

—=0; z=>+x

0z

The initial condition of this problem is given as,

C=0; 0<x<oo; —oo<y< +o0; —o0o<z< +o0; t=0

(5.78)

(5.79)

(5.80)
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Fig. 5.15 Definition sketch for a three-dimensional infinite aquifer with a finite area continuous source

where y. and z,. are the center of the solute source at x, = 0, H, is the height of the
solute source and W is the width of the solute source. The solution of the analytical
model given in Eq. (5.80) is as shown in Eq. (5.81) (Wexler 1989).

Cyx exp {%} ro 2o 2
=——— 2 - AT —
C(x,y,z,1) 8D /0 T 2exp[ (4Dx+ )r 4Dxr]

o derte (1 +) —erfe (2 -y
24/Dyt 2,/Dyt
X < erfc (z1 4 2) — erfc (2 —2) dt
2v/D,t 2v/D,t
W (5.81)
in which y; =y, — 7S
Y2 =Y+ 7s
H;
Z1 = Ze — 7
Z =z, +—

2
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One should also notice that v, D,, Dy, D, and 7 given in Eq. (5.78) are defined
similar to the previous definitions as shown in Eq. (5.54). The principle of superpo-
sition may also be used in this model to simulate time dependent boundary
concentration values.

5.4 Multi-species Biodegradation By-Product Models

In Section 5.3 we have discussed one-, two- and three-dimensional groundwater
advection—dispersion-reaction models for contaminants that may undergo degrada-
tion (decay) or adsorption as the contaminant plume evolves in the subsurface. It is
also important to recognize that biodegradation processes that may occur in the
subsurface may trigger other reactions that would yield daughter chemical bypro-
ducts of the parent chemical which may need to be traced as a separate contaminant
plume in addition to the parent contaminant plume. In these cases the daughter
by-products may not be in the system as an original contaminant source, but they
may appear due to a biodegradation process. An example of this parent—daughter
by-product sequence can be seen for tetrachloroethylene (PCE), where the biodegra-
dation process may yield the PCE (tetrachloroethylene) — TCE (trichloroethylene)
— DCE (dichloroethylene) — VC (vinyl chloride) — ethane sequence (Fig. 5.16).

More recently, various parent daughter byproduct models and their simultaneous
analytical and numerical solutions have been proposed in the literature for the
analysis of multi-species plumes (Clement 2001; Sun et al. 2007). Using some of
the procedures described in these studies it is possible to develop restricted analyti-
cal solutions for all constant dispersion models that are discussed in the previous
sections of this chapter. These multi-species analytical models are identified as the
“Multi-species Models” in the ACTS software and can be accessed from the first
input window of the constant dispersion models (Fig. 5.6). In this section we review
the analytical solution procedures that are used for these multispecies models as
they are implemented in the ACTS software. Applications for the multispecies
problems are given in Section 5.7.

Multi-species reactive transport equations in porous media, in analogy to
Eq. (5.17), can be given as,

oc, oc, 8C 9°C PC ,
o T ax = Dige TDr g t D TRAC:

=1,2,3,...N (5.82)

R

in which C; [ML™?] is the concentration of ith chemical species; 7 is time [T]; v,
[LT~!] is the groundwater pore velocity in the longitudinal direction; (DX; D,; D)
[L>T~!] are the dispersion coefficients in the x-, y-, z- coordinate directions; f;(C;) is
the gain or loss of the ith species due to reactions; R is the retardation factor which is
species dependent but must be considered to be the same for all species due to
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Fig. 5.16 Reductive dehalogenation of tetrachloroethylene

restrictions of the analytical solution process used, or one may assume that the
adsorption desorption process can be ignored by selecting (R = 1); and N is the
total number of species in the system. The reaction terms of Eq. (5.82) can be
written as (Clement 2001),

i—1 N
FC) =D Yy KCi—KiCi+ Y YyKCii i=1,2,3,..,N (5.83)
J=1 j=i+1

in which Y;; [MM™'] is the effective yield factor which describes the mass of
species i produced from mass of species j, and K; [T '] is the first order destruction
rate constant of species j. For a sequential degradation case, as described for the
chemical PCE above, Eq. (5.82) can be given as,
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ac,  oc,  oC, . 9C . PC;
X o Dx D DZ RY,‘K,', C,’,
oV ox a2 T gp TP G (5.8

—RK:C;i;i=1,2,3,..,N

R

where Y; is the amount of species i produced from the parent species (i — 1) for
which the values of K, will be assumed to be equal to zero, which implies no
production term for the first species in the decay chain. Eq. (5.82) or (5.84) can be
written in matrix notation as follows,

ocC ocC 8*C PC 92C
R{ar} ”x{ax} ‘DX{axz} ‘D-v{ayz} _Dz{azz} =K{C} (585

in which R and K are the retardation and reaction matrices as described in
Egs. (5.82)—(5.84) above. For example, for a sequential by-product generation of
PCE case Eq. (5.85) can be written as,

R0 0 o01([3Ci o aC, /Ox 0°Cy fox
0 R O 0] aC/or dC,/0x b PCy /o
+ vy = Dx
0 0 R O] acs/or 9C3/0x *C3/0x
000 R ae,/00 OC4/0x 9°Cy /O
9°C, /0y 9*C, /o7 kKL 0 0 0 C
82C2/8y2 82C2/822 Y.K, —-K, 0 0 C
+ D, +D. +R
9*Cs /0y *Cs /07 0 YK, K3 O Cs
8°Ca /0y 8°Cy /02 e O

(5.86)

in which (Cy,C,,C3,Cy) refer to (PCE, TCE, DCE, VC) concentrations in the
aquifer. Equation (5.86) is a coupled simultaneous partial differential equation
which can be solved for four components or in the case of Eq. (5.85), for N
components. Using matrix transformation techniques, the simultaneous equations
(5.85) or (5.86) can be uncoupled and solved for individual species concentration in
the transformed domain. These solutions can then be transformed back to the
physical domain, and the solution can be obtained as described below.

In linear algebra, two n-by-n matrices A and B are called similar if,

B =P AP (5.87)
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for some invertible (non-singular) n-by-n matrix P. Similar matrices represent
the same linear transformation under two different bases, with P defined as the
change of basis matrix. The operation defined in Eq. (5.87) that involves the
definition of the matrix P is called a similarity transformation. Further, if the
similarity transformation yields a diagonal matrix, i.e. if the matrix B is a diagonal
matrix,

A0 0

. 0 A .. O
B=P 'AP=| . . . . (5.88)

0O 0 /on

This implies that P must be a matrix whose columns constitute n linearly
independent eigenvectors of A, and B must be a diagonal matrix whose diagonal
entries are the corresponding eigenvalues. It is straightforward to reverse the above
argument i.e., if there exists a linearly independent set of n eigenvectors that are
used as columns to build a nonsingular matrix P, and if B is the diagonal matrix
whose diagonal entries are the corresponding eigenvalues, then PBP~! = A.

Some properties of similar matrices are the following. The determinant of the
similarity transformation of a matrix is equal to the determinant of the original
matrix.

B| = [P'AP| = [P ||A||P| = |A| (5.89)

The determinant of a similarity transformation minus a multiple of the unit
matrix is given by:

B —I| = |P'AP — JI| = [P"'AP — P 'JIP|
= [P7'(A = 2DP| = [P7'||(A — AD)||P| = |(A — D)
(5.90)

If A is an antisymmetric matrix (a,-j = —aj,) and P is an orthogonal matrix
(p; I — pﬁ>, then the matrix for the similarity transformation B is antisymmetric,
ie.B=-B".

Using the matrix operation principles given above, the simultaneous partial
differential equation (5.85) or the special case given in Eq. (5.86) can be decoupled.
Let’s assume that there is an arbitrary matrix P, and we use its inverse in Eq. (5.85)
in the transformation {C ¢ =P~'{C} or P{C } = {C}. Similarly the following
transformations can also be performed,
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aC _, [oc

(5} ()
aC ac
—~\_plZ=

{ Ox } { O0x }

@ —p! 82_C . i@ —p! 82_C iCA —p! 82_C
Ox? ox? |’ 0y? oy |’ 022 0z2

(5.91)

Substituting the inverse of these transformations into Eq. (5.85) we obtain the

following,
ac ac #?C 9C
RP<{ — PS{—>—-—DP{—73—DPL—

A (5.92)
o-C
- DAP{W} ~ KP{C}
Multiplying Eq. (5.92) by the inverse of P we obtain,
ac ac 8°C 0*C 8°C
P 'RP{ — R —p—D{——=p—D{—>—D.{—
- P*IKP{CA} (5.93)

If we select the matrix P as composed of the eigenvectors of the matrix K, in
accordance to the definitions given in Egs. (5.87) and (5.88) (i.e. K = A), then the
resultant matrix P~'KP in Eq. (5.93) will be diagonal, which will yield the
decoupled form of Eq. (5.85). For the decoupling process of the simultaneous
system given in Eq. (5.85) to be complete we need to check the conditions that
are necessary for P~'RP to remain as the original matrix R. For this condition to
hold, the following must be true,

P 'R =RP! (5.94)
such that,
P 'RP=RP'P=R (5.95)

The condition given in Eq. (5.94) requires that the matrix R be a diagonal matrix
with all entries on the diagonal being equal. This is an important restriction for the
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decoupling of the simultaneous Egs. (5.85). Nevertheless the procedure described
above yields an effective analytical process to analyze multi-species contaminant
transport problems for cases where the adsorption-desorption processes are not
going to be important. In these cases, the matrix R is an identity matrix and satisfies
the conditions described in Egs. (5.94) and (5.95).

After the orthogonalization of the matrix K, each differential equation in
Eq. (5.93) is independent of other partial differential equations of the transforma-
tion and transport equation. Thus, temporal analytical solutions for the advec-
tion—diffusion-reaction equations can be obtained in the transformed domain
(Clement 2001; Sun et al. 2007). After these solutions are obtained in the trans-
formed domain the results can be transformed back to the physical domain using
the transformation given by PJC ¢t = {C}. Considering reaction sequences
that are sequential and first order, the multi-species transport equations can now
be solved analytically in spatial and temporal dimensions by extending the analyt-
ical methods discussed in the previous sections of this chapter to multi-species
analysis.

The analytical procedures discussed above are included for all one-, two- and
three-dimensional constant dispersivity models discussed in the previous sections
of this chapter. The multi-species option for these models can be directly accessed
by choosing the “Multi-species Models” option in the data entry window as shown
in Fig. 5.6. The difference between these applications and the previous applications
is that the user will now have to enter the necessary by-product reaction constants
for the sequence considered in a specific application. The other parameters of the
problem, the boundary conditions used, and the required inputs for the coordinate
system and its discretization will remain the same.

Assumptions and Limitations: The more important assumptions and limitations
of the two-dimensional saturated zone transformation and transport models are as
follows:

i. The flow field within the saturated zone is at steady state and unidirectional.

ii. The seepage velocity and other model parameters (e.g., the diffusion coef-
ficient, partition coefficient) are uniform and constant (i.e., the aquifer is
homogeneous and isotropic).

iii. Advective transport is assumed to be strictly one-dimensional in the longi-
tudinal direction.

iv. All analytical solutions discussed in the previous section can be analyzed
using the multi-species analysis approach discussed in this section. Thus
their limitations apply to this case as well.

v. Decay of the solute may be described by a first-order decay constant. The
daughter products of chemicals are not neglected.

vi. Heterogeneous reactions considered are first order and are represented by the
retardation coefficient. However, all species generated must use the same
retardation coefficient. Otherwise the retardation effects must be neglected.

vii. The solution domain considered are similar to the cases discussed in the
previous section.
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5.5 Saturated Variable Dispersion Coefficient Groundwater
Pathway Models

Analytical solutions to the advection—diffusion-reaction equation are of interest
since they represent benchmark solutions to various problems in geohydrology,
chemical engineering and also fluid mechanics. As described in this chapter, the
migration of dissolved phase contaminants in the subsurface is also modeled by the
advection— diffusion-reaction equation. As we have seen in the previous chapters,
when analytical methods are used in the solution of these models some simplifying
assumptions are usually made. For example, in these solutions the hydrodynamic
dispersion coefficients are usually assumed to be constant with respect to space and
time, and only the longitudinal velocity component in the flow field is used to
represent the dominant advection component in the aquifer. However, field and
laboratory experiments indicate that the hydrodynamic dispersion coefficient is not
a constant, but rather is a field parameter which may change as a function distance
from the contaminant source, both in the longitudinal and transverse directions. The
apparent spatial variability of the hydrodynamic dispersion coefficient is identified
in the literature as the scale effect, (Fried 1975). Stochastic analyses have shown
that variable hydrodynamic dispersion coefficients may also be represented as a
function of travel time in association with the longitudinal velocity and that they
may increase until they reach an asymptotic value, (Gelhar et al. 1979). In this
approach, since the velocity is a function of time and space, the representation of
the hydrodynamic dispersion coefficient in terms of travel time would provide a
characteristic distribution for the spatial variation of the dispersion coefficients as
well. These applications are analyzed in the literature for some restricted cases
where the analytical solutions of the advection— dispersion-reaction equation with
time-dependent hydrodynamic dispersion coefficient were solved. In these applica-
tions the temporal variations in the dispersion coefficient are tied to spatial variations
based on the constant velocity patterns used in the analysis (Barry and Sposito 1989;
Pickens and Grisak 1981, 1987; Yates 1992).

More recently, analytical solution for one-dimensional contaminant transport
equation with time dependent dispersion coefficients in an infinite domain aquifer
has been given (Basha and Elhabel 1993). In their study the authors describe one-
dimensional analytical solutions for the advection—diffusion-reaction equation
using four different time dependent functions that describe the hydrodynamic
dispersion coefficient. These four functions yield different spatial distributions for
the hydrodynamic dispersion coefficient in an aquifer for a constant velocity field
in the longitudinal direction. In this section, parallel to the analysis given in that
study (Basha and Elhabel 1993), solutions for a general two-dimensional advec-
tion— diffusion-reaction model are given. It is also shown that the two-dimensional
solutions discussed below yield the one-dimensional solutions given by Basha and
Elhabel as special cases of the general two-dimensional solution.

The analytical solutions discussed below can be used to model the transforma-
tion and transport of contaminants that are characterized by hydrodynamic
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dispersion coefficients that may vary as a function of travel time from the contami-
nant source. As stated earlier, for a constant longitudinal velocity, these time
dependent functions also represent a spatial variation for the dispersion coefficient
in a constant velocity field. In the models studied here, as discussed in the litera-
ture (Basha and Elhabel 1993), analytical solutions of the transport equations for
instantaneous and continuous point and line source boundary conditions are con-
sidered. In this analysis dispersion coefficients are defined using four standard
functions, i.e. constant, linear, asymptotic and exponential functions. The flow
field is assumed to be steady and uniform. Using this approach, the analytical
solutions referenced in the earlier sections of this chapter are extended to variable
dispersion coefficient cases for these models. Further, by using these models,
particular analytical solutions may also be developed. This is true in cases where
the injection rate of the contaminant in an aquifer is zero with the initial concentra-
tion distribution in the aquifer domain different than zero; in cases concerning the
discharge of a contaminant in an aquifer; and in cases with an initially contaminated
aquifer condition. Using these solutions, superposition principles may also be
employed to arrive at the analytical solutions of more complex cases as discussed
before. Using these procedures, the analytical solutions included in the ACTS
software may be used as practical tools in evaluating contaminant transport pro-
blems with scale dependent dispersion coefficients. The analytical solutions dis-
cussed in this section are included in the ACTS software under the variable
dispersion model category.

Assumptions and Limitations: The more important assumptions and limitations
of the saturated zone transformation and transport models with variable hydrody-
namic diffusion coefficients are as follows:

i. The flow field within the saturated zone is at steady state and can be two-
dimensional.

ii. The seepage velocity is constant but the diffusion coefficients are variable.
This variation is represented in terms of four different functions which are
functions of time.

iii. Decay of the solute may be described by a first-order decay constant. The
daughter products of chemicals are neglected.

iv. Heterogeneous reactions considered are first order and are represented by the
retardation coefficient.

v. The solution domain considered is of infinite length.

5.5.1 Mathematical Models for Variable Dispersion Coefficients

The advection—dispersion-reaction equation analyzed in this case takes the form
given in Eq. (5.96) for a steady state two-dimensional velocity field with a first
order decay coefficient and time dependent dispersion coefficients. For a two-
dimensional infinite aquifer, this equation was also discussed earlier in Chapter 3:
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oc _oCc _oc —_ 0*C —, L 0C -~ - o _ __
Rﬁ—i—vxg—i—vya—y:Dx(t)?—l—Dy(t)a—)_)z—;tRC—i—q(x,y,t)
C(x,y,0) =f(x,y) —00<(X,¥) < + 00 (5.96)

in which R is the retardation coefficient (dimensionless), (V,,7,) are the compo-
nents of the steady state velocity vector in the (X,y) coordinate direction respec-
tively, (5\,,5},) are the longitudinal and transverse dispersion coefficients which
are functions of time 7, C is the solute concentration, g (¥,,7) is the mass injection
rate in the aquifer, that is g = % with units [ML’3T’1], . is the first order decay
coefficient and f(%,¥) is a function representing the initial concentration distribu-
tion in the infinite domain aquifer. In order to simplify the algebra involved we can
work with the non-dimensional form of Eq. (5.96) using the transformations given

below:

x 'y .. . C D.(1) Dy  _ L

X—Ly}’—L,f—f 2aC_C)7Dx(t)_ Dr 7Dv(t)_ Dr avX_vxD’7
L . e 12 &5
b= =T G ) =G ) s Sy =L

(5.97)

in which L is a reference distance, C, is a reference concentration and D, is a
reference hydrodynamic dispersion coefficient. Using the non-dimensional system
defined above, Eq. (5.96) takes the form,

ac  ac  aC e o*’C .
RE+vxa+vya—y —DX(I)W+Dy(f)a—yz— IRC + q (x,,1) 598

C(x,y,0) =f(x,y) —00< (x,y) < + 00

If we assume that there is a constant of proportionality between the longitudinal
and transverse hydrodynamic dispersion coefficient as given below,

D.(t) = a*Dy(t) (5.99)

in which a is a constant of proportionality. Substituting Eq. (5.99) into Eq. (5.98)
along with the substitutions (¥ = x); (Y = ay) and (V/y = avy), Eq. (5.98) can be
given as,
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o, 0., 0 PCc PC y
R—+ Vx + D“(I)(W—i_W)_ARC—’_q(/a f)

/ !
C(x’,y,O) f(x’,y> oo<<'y><+oo
a a a

Dividing both sides of Eq. (5.100) by the retardation coefficient we can write,

(5.100)

oc oCc _oC o*c 9 C q (x@ i f)
_— _— _— = D — ) —_—
5 +U8x’+vay’ (;)( ) AC +

ox* oy? R
(5.101)
y y y
C(x’,—70> zf(x’7—> —oo<<x’,—)<+oo
a a a
in which,
D(I):DX(I)/R, U:VX/R7 V:v;/R:avy/R (5]02)

Equation (5.101) may now be simplified utilizing a series of transformations.
If we let,

C=Cexp(—it); X=x—-Ut, Y=y —Vt (5.103)
we obtain,
aC ?C  PC\  q(X+ U, = 1) exp(ir) Y + Vi
E_D(Z)<@+W>+ R C(X+U P ,0)

Y+ Vi Y + Vi
f<X+Ut,+T) oo<<X+Ut, : ><+oo

(5.104)

Utilizing the following transformation for the time variable,

T=u(t) = / D(¢)df (5.105)
0

Equation (5.104) can be reduced to the non-homogeneous equation given below.
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oC [&*C 0*C\
= (W + W) 10 (5.106)

where

o (O + U (1), (B0, (0 (1)) explia (1))
€= RD (o1 (T))

(5.107)

The analytical solution of Eq. (5.106) can be obtained utilizing the superposition
principle (Haberman 1987).

// / Qém (—(X_i)(;t(j)_ny)dédndr

X -+ —n)’ o
taT / / eXp <_ 4T >d5d’7
Substituting the definition of é given in Eq. (5.107) we obtain,
% (&4 Ua!(2), 20 1 (1) ) exp(2 ! (7))
/ / / 4nR(T — 1)D(o (7))
X exp <— (X i)(T _(f) —n) )dfdndr (5.109)

2 2
i Ao 5 Y

or

/ I /ooq (6+vo (@), 220 1 (1)) exp(— ! (7))

4nR(T — 1)D (2! (7))

X exp <— (X - i)(T (r) ) )didndr

2 2
+exp / / exp(—(x_é) :;(Y—U) )dfdr]

(5.110)
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The analytical solution given in Eq. (5.109) or (5.110) is the generalized
solution of the two-dimensional advection diffusion equation for which the one-
dimensional Basha and Elhabel solutions are the special cases (Basha and Elhabel
1993). Based on these analytical solutions particular solutions to the advection—
dispersion-reaction equation can be given.

5.5.2 Solution for Instantaneous Point Injection of a
Contaminant into an Initially Uncontaminated Aquifer

In this case C(x,y,0) = f(x,y) = 0, and the instantaneous non-dimensional injec-
tion of a contaminant is given by,

. M
q(x,y,1) =;5(xa,ymt0) (5.111)

where M is the non-dimensional mass injected, n is the porosity, and J(e) is the
Dirac delta function (Gunduz and Aral 2005). Utilizing the initial condition and
Eq. (5.110), the analytical solution can be given as,

2 2
(x — U1 +(ay—Vt)> 5112)

aM
C‘(.X',y7 t) = m exXp (-)»f — 40((1‘)

where C(#) is a function of D(¢) through the definition of a(#), which is given in
Eq. (5.105). Equation (5.112) is an analytical expression which can now be used to
describe solutions using several dispersion coefficient functions for a particular
time dependent dispersion coefficient variation. The four special cases of the
hydrodynamic dispersion coefficient considered here are given below.

Constant Dispersion Coefficient: A constant non-dimensional dispersion coeffi-
cient can be defined as,

D(t) =D, + D, (5.113)
Given Eq. (5.113), a(#) can be obtained from Eq. (5.105) as,

:D0+Dmt

o(t) R (5.114)

For this case C(x,y, ) can be given as follows,

w2 2y W2
C(x,y, 1) Lfexp(—/lt—k'(x i) Tl M) (5.115)

" 47n(D, + Dy)
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Linear Dispersion Coefficient: The non-dimensional dispersion coefficient
which varies linearly with respect to time can be defined as,

t

D) :Do(k

) 4D, (5.116)

in which £ is an arbitrary constant that is different from zero. Given Eq. (5.116), a(¢)
can be obtained from Eq. (5.105) as,

r+—t (5.117)

Utilizing Eq. (5.117), Eq. (5.112) can be given as,

YT TY
aM 1) +d*(y ét)) (5.118)

Cl,y,t)=————exp| -t —R
(%,3,1) 4nn(?—,§t2+Dn1t) p(

Asymptotic Dispersion Coefficient: An asymptotically varying non-dimensional
hydrodynamic dispersion coefficient can be defined as,

t

D(t) =Dy
=Por s

+D, (5.119)

Given Eq. (5.119) a(¢) can be obtained from Eq. (5.105) as,

alt) = (D"JI;D’“>r —D];’k ln<1 +£) (5.120)

Utilizing Eq. (5.120), Eq. (5.112) can be given as,

- aM
~ dnn((D, + D)t — Dok In(1 + t/k))

—u? 2y — )
( Rt) +a (y Rt) ) (5121)
4((D, + D)t — Dok In(1 4 t/k))

C(x,y,1)

X exp (—it —R

Exponential Dispersion Coefficient: The non-dimensional hydrodynamic dis-
persion coefficient which varies exponentially as a function of time may be repre-
sented as,

D(1) :Do(l —exp(—é)) D, (5.122)
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Given Eq. (5.122) a(f) can be obtained as,

a(t) = (@)HDI;’]‘ (exp(f %) - 1) (5.123)

For this case, the solution for C(x, y, ) can then be given as,

aM

COoy 1) = Dy £ D)t - Dok(exp(—1/k) — 1)

(x_%t)Z —|—a2(y—%t)2
X exp <_)J — R4((Do +Dm)f — Dok(exp(_t/k) _ 1)) (5124)

In this manner four different analytical solutions can be defined for four different
representations of the time dependent dispersion coefficient of an instantaneous
point injection of a contaminant source into an aquifer that is initially considered to
be clean. These solutions are included to the ACTS software as variable dispersion
coefficient solutions for this case of boundary and initial conditions.

5.5.3 Solution for a Continuous Point Source in an Initially
Uncontaminated Aquifer

A continuous non-dimensional point source at (x = 0; y = 0) can be represented as,

7 (,,1) = Cod(X0, o) (5.125)

Substituting f(x, y) = 0 and Eq. (5.125) in Eq. (5.110), the analytical solution of
this problem can be given as,
! aC,
Clx,yt)= | —————
630 = | 5oy o)

X exp (—}t(t —-1) —

(x—UG=0) +(ay - V(=1
4o (1) = ()

(5.126)

The equation given above describes the general solution to this problem, in
which o(¢) is again defined by Eq. (5.105). Particular cases of this solution for the
four dispersion coefficient functions defined earlier are given below.

Constant Dispersion Coefficient: For a constant non-dimensional dispersion
coefficient, a(r) is given by Eq. (5.114). For this case the solution of C(x,y, ) can
be given as,
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t aC,
Clx,y,1) = /0 4n(D, — D)(t — 1)

(—%c—0)+@( -3’
X exp (—i(t —7) R 4D, +Dy)(t — 1) &

(5.127)

or,

e N s 2N
= —=2  _exp|—ir— K )d
C(x,,1) /04E(D0_Dm)rexl’< ! 4(Dy + Dyt ‘

(5.128)

Linear Dispersion Coefficient: For a linear non-dimensional dispersion coeffi-
cient, o(f) is given by Eq. (5.117). Substituting Eq. (5.117) in Eq. (5.126) the
solution for C(x, y,t) can be written as,

t aC,
C(x,y,t) = /0 47_5(?_]? (2 —12) + D, (t — ‘L'))

(k=%(—-1) +(y-%(-1)
X exp <)~(t —17)—R :(% @) —|—Dm(tR— ) dt

(5.129)

or it may be written as,

! aC,
Clx,y,t =/
(®,3,1) o 4n(5p (20—

I 5k +a(—ﬁﬂ2
T)+Dm)rexp< AT—R 4(% ) dt
(5.130)

Asymptotic Dispersion Coefficient: For the asymptotic non-dimensional hydro-
dynamic dispersion coefficient, a(f) is given by Eq. (5.120). Substituting
Eq. (5.120) in Eq. (5.126), C(x,y,t) can be defined as,

¢ aC,
C(x’y’t):/o 4n((DO+D )t —1) - D“kln(Ht))

k+t

N (131
(=%(-0) '+ (y-%(—1) )dr
4((Do+Dm)(f*T) Dkl“(ﬁi))

X eXp (—i(t —-1)—R
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Using the integral variable transformation, Eq. (5.131) can be given as shown
below.

‘ aC,
C(x7y,t) :/0 47I((Do +Dm)1;_D,,/€1n< k4t ))

k+t—1

S SR 5 A W
4<(D0+Dm) Dkln( kit ))

(5.132)

xexp| —At —R

Exponential Dispersion Coefficient: For this case the function a(#) takes the form
given in Eq. (5.123). Substituting Eq. (5.123) into Eq. (5.126) one may obtain,

B t aC,
Cloy) */o 47((Dy+Dy) (1= 1)+ Dok (exp(— ) —exp(—)))
(x—v—*‘( )) ( __)(t ))
><eXp<_)v(t_r)_R4((D[,+D,,1)R(t—v: +D, k(exp(fi) exp(—‘)))>dr
(5.133)

Equation (5.133) may also be written as Eq. (5.134) by using the method of
integral variable transformation.

! aC,
Cloy,0) = /0 47((Dy + D)t + Dok (exp(= 1) — exp(= )
ool e (r=%0)" +a(y—%7)’ ;
p( ’ R4((Do+Dm)f+Dok(eXP( P —exp(—=59)) ¢
(5.134)

5.5.4 Initial Point Concentration Distribution in an Aquifer
Without Injection

In this case, the injection rate is assumed to be zero ((.] (x,y,1) = 0). It is further
assumed that the initial non-dimensional concentration distribution in the aquifer is
zero except at the point (x = 0; y = 0). This condition may be represented as,

= gé(x,y) (5.135)

floy) =4
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Substituting Eq. (5.135) and c.](x, v,t) = 0in Eq. (5.109) one may obtain,

2 2
Cle,y 1) = aC, exp (—it (=0 + (ay — Vi) > (5.136)

47Ro(t) 4a(t)

This solution is the same as Eq. (5.111) derived earlier, only with (M/n) replaced
by C,. Thus, solutions for point initial distribution with different dispersion coeffi-
cient functions can be derived as described in Section 5.5.2 which will not be
repeated here.

5.5.5 Line Initial Concentration Distribution Without Injection

In this case, the initial non-dimensional distribution of the solute concentration in
the aquifer is given as,

flx,y) = %5()() (5.137)

This distribution implies that the initial non-dimensional concentration is differ-
ent than zero only along the y-axis. Substituting Eq. (5.136) and ¢ (x,y,7) = 0 into
Eq. (5.110), one may obtain,

C(x,y,t):%i(_t;t)/mexp<— (x— U1) ;iz‘ly)_w_”) )dn (5.138)

—00

This solution can be given as,

Co exp(_)\.l‘ - (\4_“?;))2> o0 (ay _ Vt _ 77)2
_ _mr o 1
C(x,y,1) 4R (1) /_OO exp 4o(0) dn  (5.139)

Let,

Wy — (ay =Vi—n) (5.140)
4o(t)

then Eq. (5.139) can be written as,

A/ _ 2 0
Clx,y, 1) = m exp (—)Lt — (x%((lt])t)> [ exp(‘Pz)d‘P (5.141)

oo
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Since,

/ h exp(V?)d¥ = n (5.142)

Equation (5.141) can be written as,

C, (x — Ur)?
C = - — 5.143

It is clear from Eq. (5.143) that this solution is independent of the y coordinate.
Eq. (5.143) is similar to the solution given in the literature (Basha and Elhabel
1993) for a one-dimensional, time-dependent advection dispersion equation with an
initial point pulse at (x = 0) without injection of a contaminant source into the
aquifer. The following particular solutions can now be given for the four time
dependent dispersion coefficient functions which were defined earlier.

Constant Dispersion Coefficient: Utilizing Eq. (5.114) one may obtain,

C, (x — ﬁt)z
exp| At —R— B2 _ (5.144)
4n(D, + Dp)tR 4Dy + D)t

Linear Dispersion Coefficient: Utilizing Eq. (5.117) one may obtain,

C (x—ﬁt)2
° exp| —At—R——8 - (5.145)
4 (21 + D) iR 4(5¢1+ Do)t

Clx,y, 1) =

Clx,y, 1) =

Asymptotic Dispersion Coefficient: Utilizing Eq. (5.120) one may obtain,

C(x,y,t C
’ \/4nR Dy)t + DoklIn(1 + 1))
(r—%1)
X exp( At R4((D,, +Dm)t+D0kln(1 +ﬁ)) (5.146)

Exponential Dispersion Coefficient: Utilizing Eq. (5.123) one may obtain,
G
VATR((Dy + D)t + Dok(exp(—4) — 1))

o=
xexp<—/1t—R4((D + Dy)t 4 Dok (exp(—1£) — ))) (5.147)
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5.5.6 Analytical Solutions for an Instantaneous Line Injection
into an Initially Uncontaminated Aquifer

In this case we assume that C(x,y,0) = f(x,y) = 0. We further assume that the
injection of a contaminant into the aquifer is along a line in the y-axis direction. Then
the instantaneous non-dimensional injection of a contaminant can be defined by,

q(x,y,1) = %5(%, 1) (5.148)

where M is the non-dimensional mass injected, n is the porosity, and d(e) is the
Dirac delta function. Substituting f(x,y) =0 and Eq. (5.148) into Eq. (5.110),
C(x,y,t) can be given as,

Clx,y, 1) =

* Mexp(—71) (_(X—Ut)2+(ay—Vt—77>2

dnRo(r) Ja(t) )d” (5.149)

—00

or Eq. (5.149) can be written as,

Mexp( it +1550) (ay = Vi—n)’
C(x,y, 1) = / exp| —————|dn  (5.150)

4mnRo(t)

oo

Let,

Y — M (5.151)
4o(t)

then Eq. (5.149) takes the form,

C(x,y,t) = [ZITLT;((:)) exp (—/lt — %) /jc exp(—P?)d¥  (5.152)

Utilizing Eq. (5.142), Eq. (5.152) can be written as,

M o (x—Ur)?
Clx,y,t) =———=exp| At ————— (5.153)
(v.3,1) nR+/4ma () p( 4or(1) )

This equation is similar to Eq. (5.143) if C, is replaced by (M/n). From this
equation, we can see that C(x, y, t) is also independent of the y coordinate. Actually,
this equation is also the solution for a one-dimensional time-dependent advection—
dispersion equation with a point pulse injection at x = 0 concentration distribution
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in an initially clean aquifer (Basha and Elhabel 1993). For this case, for the four
time dependent dispersion coefficient functions defined earlier, the concentration

distribution of the solute in the aquifer can be described as given in Section 5.5.5
which will not be repeated here.

5.5.7 Analytical Solutions for a Continuous Line Source
Jor an Initially Uncontaminated Aquifer

In this case we assume that the continuous non-dimensional line source is located
on the y-axis. This condition can be represented as,

q(x,y,1) = Cod(x,) (5.154)
Substituting f(x,y) = 0 and the equation above into Eq. (5.109), we get,
Coexp(—A(t — 1))
Cl.1) / / 47R (1) — (7))
5.155
% exp _(x—U(t—r))2+(ay—Vt—77)2 dnds ( )
4(a(t) — (1))

This solution can be written as,

C(x,y,1) /r Co eXp<7/1(t —U- %)
Xyt =
g 0 47R(a(t) — a(7))

(5.156)
RN GG et/ I
8 /;oo P ( 4(a(t) — oc(ﬂ))dnd
Let,

v _ M (5.157)
4o(t) — a(7)

then Eq. (5.156) can be written as,

tC, exp(—i(r —1) — 51( R E)») 0o ,
v f) = ol — . (5.158)
C(x,y,1) /0 R —a0) /_ exp(—¥?)d¥d

Substituting Eq. (5.142) into Eq. (5.158), C(x,y, ) can be given as,
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o C, exol nt— o - EZUE=OF)
C(x7y’t)_/R An(o(r) — (7)) p( e 4(‘“([)‘“(0))61

(5.159)

In this case C(x, y, ) is also independent of the y coordinate. The equation given
above is also the solution for a one-dimensional problem with a continuous
injection of concentration C, at point x = 0. Special cases of this solution can be
given as shown below.

Constant Dispersion Coefficient: Utilizing Eq. (5.114) one may obtain,

! Co R(x — Ur)?
= —t—————d .1
Clot) / R/37(D, + D) JR) ( i 4(D()+Dm)r> T4

Linear Dispersion Coefficient: Utilizing Eq. (5.117) one may obtain,

Co
C(x,y,1) =/
Ry /4m (2 2) 4 D,,(t—1))/R
V(G (2~ (t=0)/ (5.161)
R(x—U(t—1))

X exp <_;L(t - T) - 4(12)_]/: (2 — ‘52) + Dy (1 — T))>dr

Asymptotic Dispersion Coefficient: Utilizing Eq. (5.120) one may obtain,

G,

Cluyn= [
" /" R\/4n((D0 + D)t — 1) —Dukln(ﬂ))/ie

k+t

R(x—U(t—1))?

4((Do + D)t = %) = DokIn (1)) "

xexp| —A(t—1) —

(5.162)

Exponential Dispersion Coefficient: Utilizing Eq. (5.123) one may obtain,

t C
Clry0) = 0
Y /0 R\/47T<(Do +Dm)(t - T) - D(Ik(exp(_ %) - exp(— %)))/R
xexp| —A(t —1) — R(x_U(t—r))2 T
p( A 40, + D)= 1)~ Dok(exp(— P —exp<—%>>>>d

(5.163)



246 5 Groundwater Pathway Analysis

5.5.8 Numerical Examples for Variable Dispersion Coefficient
Models

In the discussion above, a catalog of analytical solutions to a large class
of contaminant transports problems was described. Due to space limitations
numerical examples for all these cases cannot be discussed here. Thus, in order
to evaluate contaminant migration patterns for the asymptotically varying dis-
persion coefficient case, a selected set of analytical solutions for the instanta-
neous point source problem will be discussed. In this example, the parameters
(R; A; Dy Do My vy vy) are defined as follows (1;0;0;1;0.25;0.25;0.25;0) respec-
tively. Numerical results shown in Figs. 5.17-5.19 correspond to the case of an
instantaneous point source in an initially uncontaminated aquifer for (a*> = 1),
Eq. (5.121). In Fig. 5.17, numerical results obtained for y = 0 are summarized. In
this solution & = 0 corresponds to a constant non-dimensional dispersion coeffi-
cient. Similarly, results obtained for (y = 2) and (y = 5) are given in Figs. 5.18 and
5.19 respectively. For the parameters considered above, analytical results obtained
for (@* = 1) indicate that for small values of time (t = 10), as "k" increases from

0 to 20, peak concentration magnitudes increase approximately fivefold in the

longitudinal direction (y =0) and about sixfold in the transverse direction

(y =2). Again for small times (+ = 10), for k = 50 this increase may reach up to

a level of tenfold in the longitudinal direction (y = 0) and fivefold in the transverse
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Fig. 5.17 Dimensionless concentration profiles as a function of time and x-coordinate at y = O for
an instantaneous point source (a2 =1)
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Fig. 5.18 Dimensionless concentration profiles as a function of time and x-coordinate at y = 2 for
an instantaneous point source @=1
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Fig. 5.19 Dimensionless concentration profiles as a function of time and x-coordinate at y = 5 for
an instantaneous point source @=1
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direction (y = 2). For (y = 2), the peak concentration for the case of k = 50 is less
than the peak concentration for k = 20. The results summarized in Fig. 5.19
indicate that, relative to the k = O solution, the concentration magnitudes do not
increase in the transverse direction for (y = 5). For both k = 20 and k = 50, the
peak concentrations are less than the results obtained for £ = 0. For large distances
or large time (# = 50), the increase in concentration levels is not as large in the
longitudinal direction (y = 0). In the transverse direction (y =2) and (y =5),
however, five- and threefold increases are observed, respectively.

Thus, for early times and for the case of an asymptotically varying dispersion
coefficient (k = 0 to k = 50), significant concentration increases are expected in
the longitudinal direction, whereas when the dispersion coefficient does not asymp-
totically vary, concentration magnitudes do not show as much of an increase, or can
even be reduced as the results in the transverse direction indicate. On the other
hand, for large times over the same variation range in the dispersion coefficient, the
increase in concentration magnitudes in the longitudinal direction is not significant,
whereas the increase in the transverse direction becomes significant. The reversal of
the increase in peak concentrations in the transverse direction, for large k values and
for small times, and the increase of transverse concentration for large times are
trends which have been observed repeatedly for other solutions as well. In all cases,
for (a> = 1), the travel distance of the peak concentration was not altered.

100
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10

0.1

0.01

Peak Concentration (C)

0.001

0.0001

0.00001 4 + ——t———++} + $———+——++++ —
1 10 100 1000
Dimensionless Time (t)

Fig. 5.20 Variation of peak dimensionless concentration profiles as a function of time and k at
y = 0 for an instantaneous point source (a*> = 1)
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This observation is illustrated in Figs. 5.20-5.22 in which the peak concentration
is plotted as a function of dimensionless time for (y = 0; y =2 and y = 5). From
Fig. 5.20 one can observe that peak concentrations are higher for early times in the
longitudinal direction and that as the solution time increases for all “k” values the
peak concentration asymptotically reduces to the level of peak concentration of
case k = 0. In the transverse direction, the variation of peak concentration with time
shows a different trend. The arrival of higher peak concentrations in the transverse
direction, such as those at (y =2 and y = 5), does not necessarily occur at early
times but may occur at much later stages of the advective—dispersive transport
period. The other observation that is evident in Figs. 5.20-5.22 is that, for the case
considered here, the time dependent nature of the dispersion coefficient does not
affect the concentration distribution solution at very large times.

Similarly, numerical results obtained for the case (a*> =6) are given in
Figs. 5.23-5.28. Conclusions derived for this case follow the same pattern dis-
cussed above. From these results it can be seen that the relation between time
dependent dispersivity values and contaminant distribution in the longitudinal and
transverse directions is complex. The general trend observed is the reversal of the
advective—dispersive expansion patterns as k or y increases as a function of time.
For an asymptotically varying dispersion coefficient, the general pattern is that
concentration magnitudes increase in the longitudinal direction during early times.
However, similar increases are expected in the transverse direction only in later
solution periods and thus at large distances.
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Fig. 5.23 Dimensionless concentration profiles as a function of time and x-coordinate at y = 0 for
an instantaneous point source @ =6)
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Fig. 5.24 Dimensionless concentration profiles as a function of time and x-coordinate at y = 2 for
an instantaneous point source (a2 =0)

0.002

0.0018

0.0016 +

0.0014
0.0012 4
0.001 4

0.0008 -

Concentration (C)

0.0006

0.0004 +

0.0002

PR

100

x-axis (dimensionless)

Fig. 5.25 Dimensionless concentration profiles as a function of time and x-coordinate at y = 5 for
an instantaneous point source @ =6)



5 Groundwater Pathway Analysis

252
100
. D, () =tt+k)
10
g 1
c
S
2
E
s 0.1
o
(-3
o
(3]
-
3
& 001
0.001
0.0001 4

Dimensionless Time (t)

Fig. 5.26 Variation of peak dimensionless concentration profiles as a function of time and k at
y = 0 for an instantaneous point source (a> = 6)
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Fig. 5.27 Variation of peak dimensionless concentration profiles as a function of time and & at
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Fig. 5.28 Variation of peak dimensionless concentration profiles as a function of time and k at
y = 5 for an instantaneous point source (a’ = 6)

The numerical results for an instantaneous point source problem, based on the
exponentially varying dispersivity coefficient, showed similar trends in our analy-
sis. These results are not included here due to space limitations. Results for other
problems may be obtained in a similar manner using the analytical solutions given
above, which are included in the ACTS software.

In this section, general analytical solutions for the two-dimensional advection—
dispersion equation with time dependent dispersion coefficients are developed.
These solutions can be employed to obtain particular solutions for several time
dependent dispersion coefficient functions, and also for various injection and initial
concentration distributions in an aquifer. It is analytically shown that the point pulse
initial distribution solution and the instantaneous point injection case tend to similar
solutions. As special situations, analytical solutions for instantaneous line injection
and continuous line injection cases are also given. It is shown that both of these
cases yield solutions similar to a one-dimensional problem with instantaneous point
injection and continuous point injection as expected. For these cases, it is shown
that the analytical solutions presented for the four special dispersion coefficient
functions yield the same solutions as those given by Basha and Elhabel (1993).

In the experimental and analytical work conducted by researchers it has been
shown that there are two important scales in the analysis of the effects of dispersion:
(i) the smaller time scale in which the dispersivity grows with time and distance;
and, (ii) the larger time scales in which the dispersion coefficient becomes constant.
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These studies also indicate that both the longitudinal and transverse dispersions
of contaminants will be influenced during small time scales in which the variability
of dispersivity is significant, and that the asymptotic behavior of the dispersion
coefficient can be reached only for unrealistically large time or distances, and thus
the so-called “pre-asymptotic” period is important in most practical applications.

Based on the results of the case studies discussed above, for the “pre-asymptotic”
period, it can be concluded that the effect of the time dependent dispersion coeffi-
cient on the contaminant dispersion problem is not the same in both the longitudinal
and transverse directions. As time dependent dispersion coefficients increase,
the concentration magnitudes in the longitudinal direction in the *“pre-asymptotic”
period increase. Similar increases are not observed in the transverse direction
during the same periods. Instead, comparable increases in concentration levels in
the transverse direction occur at much larger times. Thus, scale dependence effects
on contaminant dispersion in longitudinal and transverse directions do not follow
the same pattern. Again, for the case studies discussed above, for very large times,
the analytical solutions indicate that the time dependent nature of the dispersion
does not significantly influence the contaminant migration pattern in both longitu-
dinal and transverse directions.

The analytical solutions discussed here are benchmark solutions for scale
dependent dispersivity problems for contaminant transport analysis in two-
dimensional domains. These solutions may be used to analyze problems in which
scale dependence is of concern. These solutions may also be used to provide tools
to evaluate field data in which scale dependence of the dispersion coefficient is
expected to influence contaminant migration patterns in an aquifer.

5.6 Unsaturated Groundwater Pathway Models

When contaminants are released to the soil surface or near the soil surface above the
water table, the contaminant plume may migrate through the unsaturated zone and
reach the saturated water table aquifer (unconfined aquifer). In such situations it is
important to include the unsaturated zone in the analysis of contaminant transfor-
mation and transport. A schematic diagram of the contaminant migration in the
unsaturated zone is shown in Fig. 5.29.

5.6.1 Marino Model

The first model included to the ACTS software which deals with the unsaturated
zone is identified as the Marino model (Marino 1974). In this model the transport
of contaminants in the unsaturated zone is treated as a one-dimensional problem.
Similar to the saturated zone analysis, important transformation and transport
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Fig. 5.29 Definition sketch for an unsaturated aquifer

mechanisms that may be considered in the analytical model include advection and
dispersion in the vertical direction, linear adsorption, and first-order decay of the
contaminant. With these components, the transport equation can be given as,

oC oC 0*C
Rt =Pvga

— LR,C (5.164)
in which C is the dissolved phase contaminant concentration in the unsaturated zone
[ML=3]; D, is the hydrodynamic dispersion coefficient in the vertical direction in
the unsaturated zone [L?T~!]; 4, is the first-order degradation rate within the
unsaturated zone [T~!]; R, is the unsaturated zone retardation factor [dimension-
less]; V, is the steady-state unsaturated zone seepage velocity [LT!]; ¢ is time; z is
the vertical coordinate, which is selected to be positive downwards. In the unsatu-
rated advection—dispersion-reaction models the retardation factor in Eq. (5.164) is
computed using Eq. (5.165):

PuKa
A

R, =1+ (5.165)

in which p,, is the bulk density of the unsaturated zone soil [ML73]; K, is the
distribution coefficient for the unsaturated zone [L*M~!]; 0 is the porosity of the
unsaturated zone [dimensionless]; S,, is the water saturation within the unsaturated
zone [dimensionless]. The overall first-order degradation rate A,, which is calcu-
lated using Eq. (5.29), includes the effects of both biodegradation and chemical
hydrolysis reactions.

The solution of the above differential equation requires two boundary condi-
tions. The first boundary condition describes the source concentration and may be
given as:
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C(0,t) =G, (5.166)

or
C(0,1) = C,exp(—At) (5.167)
in which A is the decay rate of the source concentration [T~ ] C, is the initial (or

steady-state) concentration at the top of the unsaturated zone [ML~%]. Note that
Eq. (5.166) represents a constant source concentration condition and Eq. (5.167)
represents an exponentially decaying source boundary concentration. The second
boundary condition, applied at a large distance from the source in the downstream
direction (z-axis) may be given as,

C(00,1) =0 (5.168)

The background concentration of the contaminant in the unsaturated zone is
assumed to be negligible. Therefore, the initial condition is defined as,

C(z,0) =0 (5.169)

The analytical solution for the above system of equations is given by various
authors including Marino (1974). Using the constant concentration boundary con-
dition, Eq. (5.166), the solution can be expressed as:

c 1 (vy =Tz I't
c_[,_ie"p{ 2D, ]elfc[Zw/DR}

+lex & £ 1)z erfc Ryz + 1t
2 P17 op, 2VDiRot

(5.170)

Using the exponentially decaying concentration boundary condition, the solu-
tion to Eq. (5.164) can be given as,

E-fencfo 52l

C, 2V/DiR,
(5.171)
tex (VV -+ F])Z erfe R.z+ 1Tt
P17, 2D.Rot

where I" and I'; are given by,

I =(+4D,,) (5.172)
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I = (v2+4D,(/, — AR))} (5.173)

Assumptions and Limitations: The more important assumptions on which the
unsaturated zone transport model is based are:

i. The flow field within the unsaturated zone is at steady state.

ii. The seepage velocity and other model parameters (e.g., the diffusion coeffi-
cient, partition coefficient) are uniform and constant (i.e., the unconfined
aquifer is homogeneous and isotropic).

iii. Transport is assumed to be strictly one-dimensional. Lateral and transverse
advection and diffusion are neglected.

iv. Decay of the solute may be described by a first-order decay constant. The
daughter products of chemicals are neglected.

5.6.2 Jury Model

The second unsaturated zone model included in the ACTS software is the Jury
model. This model may be used in vapor and solute transport analysis in the
unsaturated zone and has been discussed in Chapter 4. The reader is referred to
that section for further details of this application. The Jury model (Jury et al. 1990),
is an unsaturated zone model that may be used to estimate both volatilization from
soil and time dependent concentration profiles within the unsaturated zone. The
mathematical model used in this case is similar to that used in other applications in
this chapter and is repeated below,

gc oc  &C
R 4, %= p, 28
o Ve T ez

— LR,C (5.174)

The parameters of this model are as defined in the Marino model. In this case,
although the solution domain is infinite the soil contamination zone is finite
(0 <z <L) and the z-axis is oriented as positive downward from the soil surface.
The initial and boundary conditions are defined as given in Eq. (5.175).

C=C,; 0<z<L;t=0
C=0; z>L;t=0
ocC (5.175)
Dva——&-vvC:HeC; z=0;t>0
Z

C=0; z=o00;1t>0

The first equation above implies that, as an initial condition, the contaminant is
uniformly incorporated in the soil to a depth L. The second equation above implies



258 5 Groundwater Pathway Analysis

that the contaminant concentration below depth L is zero, or that the soil is clean
(see Fig. 4.15). The third equation above defines the upper boundary condition,
which indicates that the contaminant vapor is released to the atmosphere into a
stagnant air boundary layer, in which the contaminant concentration of the air is
assumed to be zero. This release reduces the contaminant concentration in the soil
gradually. Here H, is the mass transfer coefficient, estimated as,

hH
He =0 K+ 0, + 0.0) (5-176)

in which A[LT~'] is a boundary layer transfer coefficient estimated as (h = Dg/ d2 ,
Dy [L*T~"] is a chemical specific gaseous diffusion coefficient in air, d [L] is the
stagnant air boundary layer thickness, H is the dimensionless Henry’s law constant,
0,, is the volumetric water content, 0,, is the air porosity, K, is the chemical specific
soil-water partition coefficient (K; = K,.f,.) and pj, is the bulk density of soil. The
lower boundary condition of the infinite domain is assumed to be zero as shown in
the last equation above.

In Eq. (5.174), the total soil concentration C is assumed to be distributed
between the solid, aqueous and vapor phases. It is estimated using,

C=p,Cs+0,C +0,Cq (5.177)
in which (Cs; Ci; Cg) are the adsorbed phase soil concentration, aqueous phase

concentration and gas phase concentration respectively. The three concentrations
are related to each other by the partition coefficients as follows,

Cs = KyCy
(5.178)
C, =HC,
The effective diffusion coefficient in Eq. (5.174) is estimated as,
[(02DzH + 0,7 Dy) /6]
D, = (5.179)

[0 focKoe + 0y + 0,H]

in which 0 is the soil porosity, D}’ is the chemical specific liquid diffusion coeffi-
cient in water and f,. is the fraction of organic carbon content. The effective
contaminant velocity in the soil is estimated by,

Jw
[pbfocKoc + Qw + gaH}

(5.180)

Vy =

in which J,, [LT~!] is the volumetric soil-water flux, or the percolation rate when
J,, 1s positive.
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The analytical solution to this model is given as (Jury et al. 1990),

(z—L—vvt)] ~erfe }

(4D,1)'/?
vy VyZ (z+wi)
+ {1+ A exp R erfc — erfc

E+Ltw)
(4D,1)"/?
(2422 onp(elte o (e =)
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1
C ==C,exp(—Ait)] erfc -
2 ( ){ (4Dgt)l/2

|

(z+ L+ (2H, + v,)t)
(4D,1)'/?

(4D,1)'/?
e DC

H,L
— exp (D—> erfc

Equation (5.181) represents the time dependent solution of the concentration in
the soil which is included in the ACTS software.

(z+ (2H, + v,)1)
(4D,1)"/?

° [erfc

|

(5.181)

5.7 Applications

The environmental pathway models discussed in this chapter cover a wide range of
saturated and unsaturated groundwater pathway transformation and transport mod-
els. Providing applications for each of these cases would be an almost impossible
task due to the multitude of cases that can be covered using these models. In this
section, several applications are selected and solved to demonstrate the use of the
important features of the ACTS software. As the reader becomes familiar with the
ACTS software, he or she will recognize that the features and procedures discussed
below are standardized for all other pathway applications within the ACTS soft-
ware. These procedures can be repeated in other studies that involve other environ-
mental pathways to extend the analysis to a more sophisticated level. Thus, the
purpose here is to introduce the reader to some applications in groundwater path-
way transformation and transport analysis using ACTS software, and in so doing
help familiarize the reader with the important features of this software. In these
applications we will be using the original version of the graphics package as
opposed to the new version that was utilized in the applications discussed in
Chapter 4. This selection can be done using the “Options” pull down menu when
the ACTS software is started (see Appendix 3).

Example 1: Contamination of an aquifer has occurred due to a spill of 2,4-
dinitrotoluene over an area of 50 m” (10 m by 5 m) at a concentration of 1,000 mg/L.
The aquifer has a porosity of 35% and a bulk soil density of 1.6 g/cm®. The effective
aquifer thickness is 10 m and the infiltration rate is 0.0005 m/day. It is estimated
that the Darcy velocity in the aquifer is about 0.8 m/day with an estimated range in
between 0.2 and 1.95 m/day, and that the longitudinal dispersion coefficient is
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about 1.6 m*/day with an estimated range between 0.8 and 2.50 m?/day. The
distribution coefficient of 2,4-dinitrotoluene for this aquifer has been measured
to be 2.5 mL/g, 2,4-dinitrotoluene biodegrades through a first-order reaction rate,
and has a half life of 40 days. After one year (360 days) of extensive soil exca-
vation efforts, the contaminant source area is completely removed from the aquifer.
Estimate the extent of the contaminant plume in the aquifer remaining and analyze
the migration pattern.

Solution: In this case we will use a two-dimensional aquifer model (Fig. 5.6).
All of the data given in the problem above are defined as deterministic values,
except for the Darcy velocity and the dispersion coefficients. We will perform
uncertainty analysis on those variables later on to evaluate the effects of the
uncertainty on the results. First let’s solve the problem using a deterministic
analysis. Selecting the two-dimensional model we want to work with, we enter
the necessary data using the three folders available for this model (Figs. 5.30-5.32.
As seen in Fig. 5.30, the solution domain needs to be identified by entering the
minimum and maximum (x, y) coordinates and the discretization step size. In this
case the longitudinal aquifer length is chosen as (0 < x < 200 m), and the compu-
tational step length in the x-direction is selected as 10 m. In the y-direction the
aquifer length is selected as 50 m, and the computation step length in the y-direction
is selected as 5 m. The maximum simulation time is selected as 700 days with a time
step of 10 days. All of these selections will be made by the user and can be changed
if too small or too large values are selected initially. In Fig. 5.31 the boundary

:ﬂ; Ground Water Model (Saturated) -- FileName: Chapter_5_Example_1.two |L[E”Z
Fie Calculate!l Results Units Monte Carlo Help

Two Dimensional TITLE: |Exumple 1 |

Aquifer: Finite AUTHOR: [M M. Aral |

Contaminant Finite / Line COMMENT: |ACTS Chapter 5 Problem 1 |
Coordinates Boundary Conditions Figld and Chemical Constants

Minimum : Maximum : StepSize : Constant

X Coordinetes () [0:200:10100 m

\¢ Coordinates {y) [0:505:25 =

Time Renge )  [0:70010:365 ] dey
Computed at

* Coordinate m Y Coordinate | 1 m

TimeValue [15  |day [ Concentration (C/Co): 2.1987e-4

Reqular

Flease press Calculate before viewing the Results.

Fig. 5.30 Example 1 coordinate data entry folder



5.7 Applications

?; Ground Water Model (Saturated) -- FileName: Chapter_5_Example_1.two
File Calculate! Results Units Monte Carlo Help

| Width of Contarinant Source (Ws) m

Superposition Index |2 |

360 0

{Two Dimensional TITLE: |Emmp|'3 1
|Aquier. Finite AUTHOR: [M M. Aral
|Contarninant Finite / Line COMMENT: |.ACTS Chapter 5 Problem 1
Coordinates [ Boundary Conditions || Figld and Chemical Constants
Center of Contaminant Source in ' Direction (¥c) 25 | m

I

Flease press Calculate befare wawmg the Results.

Fig. 5.31 Example 1: Boundary condition data entry folder

?; Ground Water Model (Saturated) -- FileName: Chapter_5_Example_1.two
Fle Calculate! Resuts Units Monte Carlo Help

Please press Calculate before viewing the Results.

:Two Dimensional TITLE: |Emmplta 1
Aquifer Finite AUTHOR: MM Arel
EConlaminant Finite f Line COMMEMNT: |AC'I'S Chapter 5 Problem 1
Coordinates Boundary Conditi | [ Field and Chemical Cc
Ground Water Darcy Velocity (V) |IJ.8 m/day
Longitudinel Dispersion Coefficient (Dx) méjday
| Lateral Dispersion Coefficient (Dy) 0.16 m/dey
| Contaminant Hel-Life [0 day
 Aquifer Porosity (n) 0.35 ]
NetRecherge (q) et |midey
_Egec_w: A;E;ﬁd&nass (B) 10 _m _
Retardation Coefiicient (R) NI

Reqular

Fig. 5.32 Example 1: Aquifer parameter data entry folder
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262 5 Groundwater Pathway Analysis

condition data is shown. The contaminant source center is selected as 25 m, which
is the center of the y-directional aquifer domain extent chosen. The length of the
source is selected as 10 m as stated in the problem. The problem also states that the
aquifer source is cleaned after 360 days. This cleanup is represented by the two step
superposition data entered. At the start of the simulation the source concentration
is 1,000 mg/L but after 360 days the source concentration becomes zero and the
superposition index for this change is chosen as 2. The third data entry window
shown in Fig. 5.32 is in reference to the field parameters given in the problem. For
this data one needs to calculate the retardation coefficient and estimate the longitu-
dinal and transverse hydrodynamic dispersion coefficients as shown below,

3
R—1 +pbKd 14 (1.6 g/cm?)(2.5 mL/g) _ 1943
n 0.35
D, = 0.1Lv, = 0.1(200)(0.8) = 1.6 m*/day (5.182)

D, = 0.1D, = 0.16 m*/day

After entering these data in the three folders shown previously (Figs. 5.30-5.32)
one may click on the calculate button to solve the problem in the deterministic
mode. When the execution of the model run is completed, which will be indicated
by the red bar at the bottom of the data entry folders, the results may be analyzed.

The numerical results obtained can be viewed in graphical, text or spreadsheet
formats. Numerous types of outputs can be viewed by selecting the graphical
option. In Figs. 5.33 and 5.34, two plots are given which show the contaminant
plume distribution in the aquifer at two different solution times, i.e. t = 200 and
500 days.

The numerical results may also be viewed as a concentration profile at a certain
point in the aquifer as shown in Fig. 5.35. In this figure, the numerical results at
(y = 25 m) are shown as a function of (x, 7).

Chapter 5, Example 1: Contaminant Plume at t = 200 days

Distance Y Direction (m)

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 1