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## Introduction

Over the last fifteen years or so, there has emerged a satisfactory and coherent theory of orthogonal polynomials in several variables, attached to root systems, and depending on two or more parameters. At the present stage of its development, it appears that an appropriate framework for its study is provided by the notion of an affine root system: to each irreducible affine root system $S$ there are associated several families of orthogonal polynomials (denoted by $E_{\lambda}, P_{\lambda}, Q_{\lambda}$, $P_{\lambda}^{(\varepsilon)}$ in this book). For example, when $S$ is the non-reduced affine root system of rank 1 denoted here by $\left(C_{1}^{\vee}, C_{1}\right)$, the polynomials $P_{\lambda}$ are the Askey-Wilson polynomials [A2] which, as is well-known, include as special or limiting cases all the classical families of orthogonal polynomials in one variable.

I have surveyed elsewhere [M8] the various antecedents of this theory: symmetric functions, especially Schur functions and their generalizations such as zonal polynomials and Hall-Littlewood functions [M6]; zonal spherical functions on $p$-adic Lie groups [M1]; the Jacobi polynomials of Heckman and Opdam attached to root systems [H2]; and the constant term conjectures of Dyson, Andrews et al. ([D1], [A1], [M4], [M10]). The lectures of Kirillov [K2] also provide valuable background and form an excellent introduction to the subject.

The title of this monograph is the same as that of the lecture [M7]. That report, for obvious reasons of time and space, gave only a cursory and incomplete overview of the theory. The modest aim of the present volume is to fill in the gaps in that report and to provide a unified foundation for the theory in its present state.

The decision to treat all affine root systems, reduced or not, simultaneously on the same footing has resulted in an unavoidably complex system of notation. In order to formulate results uniformly it is necessary to associate to each affine root system $S$ another affine root system $S^{\prime}$ (which may or may not coincide with $S$ ), and to each labelling (§1.5) of $S$ a dual labelling of $S^{\prime}$.

The prospective reader is expected to be familiar with the algebra and geometry of (crystallographic) root systems and Weyl groups, as expounded for example by Bourbaki in [B1]. Beyond that, the book is pretty well self-contained.

We shall now survey briefly the various chapters and their contents. The first four chapters are preparatory to Chapter 5, which contains all the main results. Chapter 1 covers the basic properties of affine root systems and their classification. Chapter 2 is devoted to the extended affine Weyl group, and collects various notions and results that will be needed later.

Chapter 3 introduces the (Artin) braid group of an extended affine Weyl group, and the double braid group. The main result of this chapter is the duality theorem (3.5.1); although it is fundamental to the theory, there is at this time of writing no complete proof in the literature. I have to confess that the proof given here of the duality theorem is the least satisfactory feature of the book, since it consists in checking, in rather tedious detail, the necessary relations between the generators. Fortunately, B. Ion [I1] has recently given a more conceptual proof which avoids these calculations.

The subject of Chapter 4 is the affine Hecke algebra $\mathfrak{H}$, which is a deformation of the group algebra of the extended affine Weyl group. We construct the basic representation of $\mathfrak{G}$ in $\S 4.3$ and develop its properties in the subsequent sections. Finally, in $\S 4.7$ we introduce the double affine Hecke algebra $\tilde{\mathfrak{F}}$, and show that the duality theorem for the double braid group gives rise to a duality theorem for $\tilde{\mathfrak{H}}$.

As stated above, Chapter 5, on orthogonal polynomials, is the heart of the book. The scalar products are introduced in $\S 5.1$, the orthogonal polynomials $E_{\lambda}$ in $\S 5.2$, the symmetric orthogonal polynomials $P_{\lambda}$ in $\S 5.3$, and their variants $Q_{\lambda}$ and $P_{\lambda}^{(\varepsilon)}$ in $\S 5.7$. The main results of the chapter are the symmetry theorems (5.2.4) and (5.3.5); the specialization theorems (5.2.14) and (5.3.12); and the norm formulas (5.8.17) and (5.8.19), which include as special cases almost all the constant term conjectures referred to earlier.

The final Chapter 6 deals with the case where the affine root system $S$ has rank 1 . Here everything can be made completely explicit. When $S$ is of type $A_{1}$, the polynomials $P_{\lambda}$ are the continuous $q$-ultraspherical (or Rogers) polynomials, and when $S$ is of type $\left(C_{1}^{\vee}, C_{1}\right)$ they are the Askey-Wilson polynomials, as mentioned above.

The subject of this monograph has many connections with other parts of mathematics and theoretical physics, such as (in no particular order) algebraic combinatorics, harmonic analysis, integrable quantum systems, quantum groups and symmetric spaces, quantum statistical mechanics, deformed

Virasoro algebras, and string theory. I have made no attempt to survey these various applications, partly from lack of competence, but also because an adequate account would require a book of its own.

Finally, references to the history and the literature will be found in the Notes and References at the end of each chapter.

## Affine root systems

### 1.1 Notation and terminology

Let $E$ be an affine space over a field $K$ : that is to say, $E$ is a set on which a $K$-vector space $V$ acts faithfully and transitively. The elements of $V$ are called translations of $E$, and the effect of a translation $v \in V$ on $x \in E$ is written $x+v$. If $y=x+v$ we write $v=y-x$.

Let $E^{\prime}$ be another affine space over $K$, and let $V^{\prime}$ be its vector space of translations. A mapping $f: E \rightarrow E^{\prime}$ is said to be affine-linear if there exists a $K$-linear mapping $D f: V \rightarrow V^{\prime}$, called the derivative of $f$, such that

$$
\begin{equation*}
f(x+v)=f(x)+(D f)(v) . \tag{1.1.1}
\end{equation*}
$$

for all $x \in E$ and $v \in V$. In particular, a function $f: E \rightarrow K$ is affine-linear if and only if there exists a linear form $D f: V \rightarrow K$ such that (1.1.1) holds.

If $f, g: E \rightarrow K$ are affine-linear and $\lambda, \mu \in K$, the function $h=\lambda f+$ $\mu g: x \mapsto \lambda f(x)+\mu g(x)$ is affine-linear, with derivative $D h=\lambda D f+\mu D g$. Hence the set $F$ of all affine-linear functions $f: E \rightarrow K$ is a $K$-vector space, and $D$ is a $K$-linear mapping of $F$ onto the dual $V^{*}$ of the vector space $V$. The kernel of $D$ is the 1 -dimensional subspace $F^{0}$ of $F$ consisting of the constant functions.

Let $F^{*}$ be the dual of the vector space $F$. For each $x \in E$, the evaluation $\operatorname{map} \varepsilon_{x}: f \mapsto f(x)$ belongs to $F^{*}$, and the mapping $x \mapsto \varepsilon_{x}$ embeds $E$ in $F^{*}$ as an affine hyperplane. Likewise, for each $v \in V$ let $\varepsilon_{v} \in F^{*}$ be the mapping $f \mapsto(D f)(v)$. If $v=y-x$, where $x, y \in E$, we have $\varepsilon_{v}=\varepsilon_{y}-\varepsilon_{x}$ by (1.1.1), and the mapping $v \mapsto \varepsilon_{v}$ embeds $V$ in $F^{*}$ as the hyperplane through the origin parallel to $E$.

From now on, $K$ will be the field $\mathbb{R}$ of real numbers, and $V$ will be a real vector space of finite dimension $n>0$, equipped with a positive definite symmetric
scalar product $\langle u, v\rangle$. We shall write

$$
|v|=\langle v, v\rangle^{1 / 2}
$$

for the length of a vector $v \in V$. Then $E$ is a Euclidean space of dimension $n$, and is a metric space for the distance function $d(x, y)=|x-y|$.

We shall identify $V$ with its dual space $V^{*}$ by means of the scalar product $<u, v>$. For any affine-linear function $f: E \rightarrow \mathbb{R}$, (1.1.1) now takes the form

$$
\begin{equation*}
f(x+v)=f(x)+<D f, v> \tag{1.1.2}
\end{equation*}
$$

and $D f$ is the gradient of $f$, in the usual sense of calculus.
We define a scalar product on the space $F$ as follows:

$$
\begin{equation*}
<f, g>=<D f, D g> \tag{1.1.3}
\end{equation*}
$$

This scalar product is positive semidefinite, with radical the one-dimensional space $F^{0}$ of constant functions.

For each $v \neq 0$ in $V$ let

$$
v^{\vee}=2 v /|v|^{2}
$$

and for each non-constant $f \in F$ let

$$
f^{\vee}=2 f /|f|^{2}
$$

Also let

$$
H_{f}=f^{-1}(0)
$$

which is an affine hyperplane in $E$. The reflection in this hyperplane is the isometry $s_{f}: E \rightarrow E$ given by the formula

$$
\begin{equation*}
s_{f}(x)=x-f^{\vee}(x) D f=x-f(x) D f^{\vee} \tag{1.1.4}
\end{equation*}
$$

By transposition, $s_{f}$ acts on $F: s_{f}(g)=g \circ s_{f}^{-1}=g \circ s_{f}$. Explicitly, we have

$$
\begin{equation*}
s_{f}(g)=g-<f^{\vee}, g>f=g-<f, g>f^{\vee} \tag{1.1.5}
\end{equation*}
$$

for $g \in F$.
For each $u \neq 0$ in $V$, let $s_{u}: V \rightarrow V$ denote the reflection in the hyperplane orthogonal to $u$, so that

$$
\begin{equation*}
s_{u}(v)=v-<u, v>u^{\vee} . \tag{1.1.6}
\end{equation*}
$$

Then it is easily checked that

$$
\begin{equation*}
D s_{f}=s_{D f} \tag{1.1.7}
\end{equation*}
$$

for any non constant $f \in F$.
Let $w: E \rightarrow E$ be an isometry. Then $w$ is affine-linear (because it preserves parallelograms) and its derivative $D w$ is a linear isometry of $V$, i.e., we have $\langle(D w) u,(D w) v\rangle=\langle u, v>$ for all $u, v \in V$. The mapping $w$ acts by transposition on $F:(w f)(x)=f\left(w^{-1} x\right)$ for $x \in V$, and we have

$$
\begin{equation*}
D(w f)=(D w)(D f) \tag{1.1.8}
\end{equation*}
$$

For each $v \in V$ we shall denote by $t(v): E \rightarrow E$ the translation by $v$, so that $t(v) x=x+v$. The translations are the isometries of $E$ whose derivative is the identity mapping of $V$. On $F, t(v)$ acts as follows:

$$
\begin{equation*}
t(v) f=f-<D f, v>c \tag{1.1.9}
\end{equation*}
$$

where $c$ is the constant function equal to 1 . For if $x \in E$ we have

$$
(t(v) f)(x)=f(x-v)=f(x)-<D f, v>.
$$

Let $w: E \rightarrow E$ be an isometry and let $v \in V$. Then

$$
\begin{equation*}
w t(v) w^{-1}=t((D w) v) \tag{1.1.10}
\end{equation*}
$$

For if $x \in E$ we have

$$
\left(w t(v) w^{-1}\right)(x)=w\left(w^{-1} x+v\right)=x+(D w) v
$$

### 1.2 Affine root systems

As in $\S 1.1$ let $E$ be a real Euclidean space of dimension $n>0$, and let $V$ be its vector space of translations. We give $E$ the usual topology, defined by the metric $d(x, y)=|x-y|$, so that $E$ is locally compact. As before, let $F$ denote the space (of dimension $n+1$ ) of affine-linear functions on $E$.

An affine root system on $E$ [M2] is a subset $S$ of $F$ satisfying the following axioms (AR1)-(AR4):
(AR 1) $S$ spans $F$, and the elements of $S$ are non-constant functions.
(AR 2) $s_{a}(b) \in S$ for all $a, b \in S$.
(AR 3) $<a^{\vee}, b>\in \mathbb{Z}$ for all $a, b \in S$.

The elements of $S$ are called affine roots, or just roots. Let $W_{S}$ be the group of isometries of $E$ generated by the reflections $s_{a}$ for all $a \in S$. This group $W_{S}$ is the Weyl group of $S$. The fourth axiom is now
(AR 4) $W_{S}$ (as a discrete group) acts properly on $E$.
In other words, if $K_{1}$ and $K_{2}$ are compact subsets of $E$, the set of $w \in W_{S}$ such that $w K_{1} \cap K_{2} \neq \emptyset$ is finite.

From (AR3) it follows, just as in the case of a finite root system, that if $a$ and $\lambda a$ are proportional affine roots, then $\lambda$ is one of the numbers $\pm \frac{1}{2}, \pm 1, \pm 2$. If $a \in S$ and $\frac{1}{2} a \notin S$, the root $a$ is said to be indivisible. If each $a \in S$ is indivisible, i.e., if the only roots proportional to $a \in S$ are $\pm a$, the root system $S$ is said to be reduced.

If $S$ is an affine root system on $E$, then

$$
S^{\vee}=\left\{a^{\vee}: a \in S\right\}
$$

is also an affine root system on $E$, called the dual of $S$. Clearly $S$ and $S^{\vee}$ have the same Weyl group, and $S^{\vee \vee}=S$.

The rank of $S$ is defined to be the dimension $n$ of $E$ (or $V$ ). If $S^{\prime}$ is another affine root system on a Euclidean space $E^{\prime}$, an isomorphism of $S$ onto $S^{\prime}$ is a bijection of $S$ onto $S^{\prime}$ that is induced by an isometry of $E$ onto $E^{\prime}$. If $S^{\prime}$ is isomorphic to $\lambda S$ for some nonzero $\lambda \in \mathbb{R}$, we say that $S$ and $S^{\prime}$ are similar.

We shall assume throughout that $S$ is irreducible, i.e. that there exists no partition of $S$ into two non-empty subsets $S_{1}, S_{2}$ such that $\left\langle a_{1}, a_{2}\right\rangle=0$ for all $a_{1} \in S_{1}$ and $a_{2} \in S_{2}$.

The following proposition ([M2], p. 98) provides examples of affine root systems:
(1.2.1) Let $R$ be an irreducible finite root system spanning a real finitedimensional vector space $V$, and let $\langle u, v\rangle$ be a positive-definite symmetric bilinear form on $V$, invariant under the Weyl group of $R$. For each $\alpha \in R$ and $r \in \mathbb{Z}$ let $a_{\alpha, r}$ denote the affine-linear function on $V$ defined by

$$
a_{\alpha, r}(x)=<\alpha, x>+r
$$

Then the set $S(R)$ of functions $a_{\alpha, r}$, where $\alpha \in R$ and $r$ is any integer if $\frac{1}{2} \alpha \notin R$ (resp. any odd integer if $\frac{1}{2} \alpha \in R$ ) is a reduced irreducible affine root system on $V$.

Moreover, every reduced irreducible affine root system is similar to either $S(R)$ or $S(R)^{\vee}$, where $R$ is a finite (but not necessarily reduced) irreducible root system ([M2], §6).

Let $S$ be an irreducible affine root system on a Euclidean space $E$. The set $\left\{H_{a}: a \in S\right\}$ of affine hyperplanes in $E$ on which the affine roots vanish is locally finite ([M2], §4). Hence the set $E-\bigcup_{a \in S} H_{a}$ is open in $E$, and therefore so also are the connected components of this set, since $E$ is locally connected. These components are called the alcoves of $S$, or of $W_{S}$, and it is a basic fact (loc. cit.) that the Weyl group $W_{S}$ acts faithfully and transitively on the set of alcoves. Each alcove is an open rectilinear $n$-simplex, where $n$ is the rank of $S$.

Choose an alcove $C$ once and for all. Let $x_{i}(i \in I)$ be the vertices of $C$, so that $C$ is the set of all points $x=\sum \lambda_{i} x_{i}$ such that $\sum \lambda_{i}=1$ and each $\lambda_{i}$ is a positive real number. Let $B=B(C)$ be the set of indivisible affine roots $a \in S$ such that (i) $H_{a}$ is a wall of $C$, and (ii) $a(x)>0$ for all $x \in C$. Then $B$ consists of $n+1$ roots, one for each wall of $C$, and $B$ is a basis of the space $F$ of affine-linear functions on $E$. The set $B$ is called a basis of $S$.

The elements of $B$ will be denoted by $a_{i}(i \in I)$, the notation being chosen so that $a_{i}\left(x_{j}\right)=0$ if $i \neq j$. Since $x_{i}$ is in the closure of $C$, we have $a_{i}\left(x_{i}\right)>0$. Moreover, $<a_{i}, a_{j}>\leq 0$ whenever $i \neq j$.

The alcove $C$ having been chosen, an affine root $a \in S$ is said to be positive (resp. negative) if $a(x)>0$ (resp. $a(x)<0$ ) for $x \in C$. Let $S^{+}$(resp. $S^{-}$) denote the set of positive (resp. negative) affine roots; then $S=S^{+} \cup S^{-}$and $S^{-}=-S^{+}$. Moreover, each $a \in S^{+}$is a linear combination of the $a_{i}$ with nonnegative integer coefficients, just as in the finite case ([M2], §4).

Let $\alpha_{i}=D a_{i}(i \in I)$. The $n+1$ vectors $\alpha_{i} \in V$ are linearly dependent, since $\operatorname{dim} V=n$. There is a unique linear relation of the form

$$
\sum_{i \in I} m_{i} \alpha_{i}=0
$$

where the $m_{i}$ are positive integers with no common factor, and at least one of the $m_{i}$ is equal to 1 . Hence the function

$$
\begin{equation*}
c=\sum_{i \in I} m_{i} a_{i} \tag{1.2.2}
\end{equation*}
$$

is constant on $E$ (because its derivative is zero) and positive (because it is positive on $C$ ).

Let

$$
\Sigma=\{D a: a \in S\}
$$

Then $\Sigma$ is an irreducible (finite) root system in $V$. A vertex $x_{i}$ of the alcove $C$ is said to be special for $S$ if (i) $m_{i}=1$ and (ii) the vectors $\alpha_{j}(j \in I, j \neq i)$ form a basis of $\Sigma$. For each affine root system $S$ there is at least one special vertex (see the tables in §1.3). We shall choose a special vertex once and for all, and denote it by $x_{0}$ (so that 0 is a distinguished element of the index set $I$ ). Thus $m_{0}=1$ in (1.2.2), and if we take $x_{0}$ as origin in $E$, thereby identifying $E$ with $V$, the affine root $a_{i}(i \neq 0)$ is identified with $\alpha_{i}$.

The Cartan matrix and the Dynkin diagram of an irreducible affine root system $S$ are defined exactly as in the finite case. The Cartan matrix of $S$ is the matrix $N=\left(n_{i j}\right)_{i, j \in I}$ where $n_{i j}=\left\langle a_{i}^{\vee}, a_{j}\right\rangle$. It has $n+1$ rows and columns, and its rank is $n$. Its diagonal entries are all equal to 2 , and its off-diagonal entries are integers $\leq 0$. If $m=\left(m_{i}\right)_{i \in I}$ is the column vector formed by the coefficients in (1.2.2), we have $N m=0$.

The Dynkin diagram of $S$ is the graph with vertex set $I$, in which each pair of distinct vertices $i, j$ is joined by $d_{i j}$ edges, where $d_{i j}=\max \left(\left|n_{i j}\right|,\left|n_{j i}\right|\right)$. We have $d_{i j} \leq 4$ in all cases. For each pair of vertices $i, j$ such that $d_{i j}>0$ and $\left|a_{i}\right|>\left|a_{j}\right|$, we insert an arrowhead (or inequality sign) pointing towards the vertex $j$ corresponding to the shorter root.

If $S$ is reduced, the Dynkin diagram of $S^{\vee}$ is obtained from that of $S$ by reversing all arrowheads. If $S=S(R)$ as in (1.2.1), where $R$ is irreducible and reduced, the Dynkin diagram of $S$ is the 'completed Dynkin diagram' of $R([\mathrm{~B} 1], \mathrm{ch} .6)$.

If $S$ is reduced, the Cartan matrix and the Dynkin diagram each determine $S$ up to similarity. If $S$ is not reduced, the Dynkin diagram still determines $S$, provided that the vertices $i \in I$ such that $2 a_{i} \in S$ are marked (e.g. with an asterisk).

### 1.3 Classification of affine root systems

Let $S$ be an irreducible affine root system. If $S$ is reduced, then $S$ is similar to either $S(R)$ or $S(R)^{\vee}$ (1.2.1), where $R$ is an irreducible root system. If $R$ is of type $X$, where $X$ is one of the symbols $A_{n}, B_{n}, C_{n}, D_{n}, B C_{n}, E_{6}, E_{7}, E_{8}, F_{4}, G_{2}$, we say that $S(R)$ (resp. $\left.S(R)^{\vee}\right)$ is of type $X\left(\right.$ resp. $\left.X^{\vee}\right)$.

If $S$ is not reduced, it determines two reduced affine root systems

$$
S_{1}=\left\{a \in S: \frac{1}{2} a \notin S\right\}, \quad S_{2}=\{a \in S: 2 a \notin S\}
$$

with the same affine Weyl group, and $S=S_{1} \cup S_{2}$. We say that $S$ is of type $(X, Y)$ where $X, Y$ are the types of $S_{1}, S_{2}$ respectively.

The reduced and non-reduced irreducible affine root systems are listed below ((1.3.1)-(1.3.18)). In this list, $\varepsilon_{1}, \varepsilon_{2}, \ldots$ is a sequence of orthonormal vectors in a real Hilbert space.

For each type we shall exhibit
(a) an affine root system $S$ of that type;
(b) a basis of $S$;
(c) the Dynkin diagram of $S$. Here the numbers attached to the vertices of the diagram are the coefficients $m_{i}$ in (1.2.2).

We shall first list the reduced systems ((1.3.1)-(1.3.14)) and then the nonreduced systems ((1.3.15)-(1.3.18)).
(1.3.1) Type $A_{n}(n \geq 1)$.
(a) $\pm\left(\varepsilon_{i}-\varepsilon_{j}\right)+r(1 \leq i<j \leq n+1 ; r \in \mathbb{Z})$.
(b) $a_{0}=-\varepsilon_{1}+\varepsilon_{n+1}+1, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n)$.
(c)


$$
(n=1) \quad(n \geqslant 2)
$$

(1.3.2) Type $B_{n}(n \geq 3)$.
(a) $\pm \varepsilon_{i}+r(1 \leq i \leq n ; r \in \mathbb{Z}) ; \quad \pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})$.
(b) $a_{0}=-\varepsilon_{1}-\varepsilon_{2}+1, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n-1), \quad a_{n}=\varepsilon_{n}$.
(c)

(1.3.3) Type $B_{n}^{\vee}(n \geq 3)$.
(a) $\pm 2 \varepsilon_{i}+2 r(1 \leq i \leq n ; r \in \mathbb{Z}) ; \quad \pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})$.
(b) $a_{0}=-\varepsilon_{1}-\varepsilon_{2}+1, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n-1), \quad a_{n}=2 \varepsilon_{n}$.
(c)

(1.3.4) Type $C_{n}(n \geq 2)$.
(a) $\pm 2 \varepsilon_{i}+r(1 \leq i \leq n ; r \in \mathbb{Z}) ; \quad \pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})$.
(b) $a_{0}=-2 \varepsilon_{1}+1, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n-1), \quad a_{n}=2 \varepsilon_{n}$.
(c)

(1.3.5) Type $C_{n}^{\vee}(n \geq 2)$.
(a) $\pm \varepsilon_{i}+\frac{1}{2} r(1 \leq i \leq n ; r \in \mathbb{Z}) ; \quad \pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})$.
(b) $a_{0}=-\varepsilon_{1}+\frac{1}{2}, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n-1), \quad a_{n}=\varepsilon_{n}$.
(c)

(1.3.6) Type $B C_{n}(n \geq 1)$.
(a) $\pm \varepsilon_{i}+r(1 \leq i \leq n ; r \in \mathbb{Z}) ; \quad \pm 2 \varepsilon_{i}+2 r+1(1 \leq i \leq n ; r \in \mathbb{Z})$;

$$
\pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})
$$

(b) $a_{0}=-2 \varepsilon_{1}+1, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n-1), \quad a_{n}=\varepsilon_{n}$.
(c)


$$
(n=1) \quad(n \geqslant 2)
$$

(1.3.7) Type $D_{n}(n \geq 4)$.
(a) $\pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})$
(b) $a_{0}=-\varepsilon_{1}-\varepsilon_{2}+1, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n-1), \quad a_{n}=\varepsilon_{n-1}+\varepsilon_{n}$.


These are the "classical" reduced affine root systems. The next seven types ((1.3.8)-(1.3.14)) are the "exceptional" reduced affine root systems. In (1.3.8)(1.3.10) let

$$
\omega_{i}=\varepsilon_{i}-\frac{1}{9}\left(\varepsilon_{1}+\cdots+\varepsilon_{9}\right) \quad(1 \leq i \leq 9)
$$

(1.3.8) Type $E_{6}$.
(a) $\pm\left(\omega_{i}-\omega_{j}\right)+r(1 \leq i<j \leq 6 ; r \in \mathbb{Z})$;
$\pm\left(\omega_{i}+\omega_{j}+\omega_{k}\right)+r(1 \leq i<j<k \leq 6 ; r \in \mathbb{Z}) ;$
$\pm\left(\omega_{i}+\omega_{2}+\cdots+\omega_{6}\right)+r(r \in \mathbb{Z})$.
(b) $a_{0}=-\left(\omega_{1}+\cdots+\omega_{6}\right)+1, \quad a_{i}=\omega_{i}-\omega_{i+1}(1 \leq i \leq 5)$,
$a_{6}=\omega_{4}+\omega_{5}+\omega_{6}$.
(c)

(1.3.9) Type $E_{7}$.
(a) $\pm\left(\omega_{i}-\omega_{j}\right)+r(1 \leq i<j \leq 7 ; r \in \mathbb{Z})$;
$\pm\left(\omega_{i}+\omega_{j}+\omega_{k}\right)+r(1 \leq i<j<k \leq 7 ; r \in \mathbb{Z})$;
$\pm\left(\omega_{1}+\cdots+\hat{\omega}_{i}+\cdots+\omega_{7}\right)+r(1 \leq i \leq 7 ; r \in \mathbb{Z})$.
(b) $a_{0}=-\left(\omega_{1}+\cdots+\omega_{6}\right)+1, \quad a_{i}=\omega_{i}-\omega_{i+1}(1 \leq i \leq 6)$, $a_{7}=\omega_{5}+\omega_{6}+\omega_{7}$.
(c)

(1.3.10) Type $E_{8}$.
(a) $\pm\left(\omega_{i}-\omega_{j}\right)+r(1 \leq i<j \leq 9 ; r \in \mathbb{Z})$;
$\pm\left(\omega_{i}+\omega_{j}+\omega_{k}\right)+r(1 \leq i<j<k \leq 9 ; r \in \mathbb{Z})$.
(b) $a_{0}=\omega_{1}-\omega_{2}+1, \quad a_{i}=\omega_{i+1}-\omega_{i+2}(1 \leq i \leq 7)$,
$a_{8}=\omega_{7}+\omega_{8}+\omega_{9}$.
(c)

(1.3.11) Type $F_{4}$.
(a) $\pm \varepsilon_{i}+r(1 \leq i \leq 4 ; r \in \mathbb{Z}) ; ~ \pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq 4 ; r \in \mathbb{Z})$; $\frac{1}{2}\left( \pm \varepsilon_{1} \pm \varepsilon_{2} \pm \varepsilon_{3} \pm \varepsilon_{4}\right)+r(r \in \mathbb{Z})$.
(b) $a_{0}=-\varepsilon_{1}-\varepsilon_{2}+1, \quad a_{1}=\varepsilon_{2}-\varepsilon_{3}, \quad a_{2}=\varepsilon_{3}-\varepsilon_{4}, \quad a_{3}=\varepsilon_{4}$, $a_{4}=\frac{1}{2}\left(\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}-\varepsilon_{4}\right)$.
(c)

(1.3.12) Type $F_{4}^{\vee}$.
(a) $\pm 2 \varepsilon_{i}+2 r(1 \leq i \leq 4 ; r \in \mathbb{Z}) ; ~ \pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq 4 ; r \in \mathbb{Z})$; $\pm \varepsilon_{1} \pm \varepsilon_{2} \pm \varepsilon_{3} \pm \varepsilon_{4}+2 r(r \in \mathbb{Z})$.
(b) $a_{0}=-\varepsilon_{1}-\varepsilon_{2}+1, \quad a_{1}=\varepsilon_{2}-\varepsilon_{3}, \quad a_{2}=\varepsilon_{3}-\varepsilon_{4}, \quad a_{3}=2 \varepsilon_{4}$, $a_{4}=\varepsilon_{1}-\varepsilon_{2}-\varepsilon_{3}-\varepsilon_{4}$.
(c)

(1.3.13) Type $G_{2}$.
(a) $\pm\left(\varepsilon_{i}-\frac{1}{3}\left(\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}\right)\right)+r(1 \leq i \leq 3 ; r \in \mathbb{Z})$; $\pm\left(\varepsilon_{i}-\varepsilon_{j}\right)+r(1 \leq i<j \leq 3 ; r \in \mathbb{Z})$.
(b) $a_{0}=\varepsilon_{1}-\varepsilon_{2}+1, \quad a_{1}=\varepsilon_{2}-\varepsilon_{3}, \quad a_{2}=\varepsilon_{3}-\frac{1}{3}\left(\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}\right)$.
(c) $\stackrel{1}{0}{ }^{2} \rightleftharpoons{ }^{2}$
(1.3.14) Type $G_{2}^{\vee}$.
(a) $\pm\left(3 \varepsilon_{i}-\left(\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}\right)\right)+3 r(1 \leq i \leq 3 ; r \in \mathbb{Z})$; $\pm\left(\varepsilon_{i}-\varepsilon_{j}\right)+r(1 \leq i<j \leq 3 ; r \in \mathbb{Z})$.
(b) $a_{0}=\varepsilon_{1}-\varepsilon_{2}+1, \quad a_{1}=\varepsilon_{2}-\varepsilon_{3}, \quad a_{2}=3 \varepsilon_{3}-\left(\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}\right)$.
(c)


We come now to the non-reduced affine root systems. In the Dynkin diagrams below, an asterisk placed over a vertex indicates that if $a_{i}$ is the affine root corresponding to that vertex in a basis of $S$, then $2 a_{i} \in S$.
(1.3.15) Type $\left(B C_{n}, C_{n}\right)(n \geq 1)$.
(a) $\pm \varepsilon_{i}+r, \quad \pm 2 \varepsilon_{i}+r(1 \leq i \leq n, r \in \mathbb{Z})$; $\pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})$.
(b) $a_{0}=-2 \varepsilon_{1}+1, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n-1), \quad a_{n}=\varepsilon_{n}$.
(c)

$(n=1) \quad(n \geqslant 2)$
(1.3.16) Type $\left(C_{n}^{\vee}, B C_{n}\right)(n \geq 1)$.
(a) $\pm \varepsilon_{i}+\frac{1}{2} r, \quad \pm 2 \varepsilon_{i}+2 r(1 \leq i \leq n ; r \in \mathbb{Z})$;
$\pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})$.
(b) $a_{0}=-\varepsilon_{1}+\frac{1}{2}, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}, \quad a_{n}=\varepsilon_{n}$.
(c)

$(n=1) \quad(n \geqslant 2)$
(1.3.17) Type $\left(C_{2}, C_{2}^{\vee}\right),\left(B_{n}, B_{n}^{\vee}\right)(n \geq 3)$.
(a) $\pm \varepsilon_{i}+r, \quad \pm 2 \varepsilon_{i}+2 r(1 \leq i \leq n ; r \in \mathbb{Z})$;
$\pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})$.
(b) $a_{0}=-\varepsilon_{1}-\varepsilon_{2}+1, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n-1) ; \quad a_{n}=\varepsilon_{n}$.
(c)


$$
(n=2)
$$

$$
(n \geqslant 3)
$$

(1.3.18) Type $\left(C_{n}^{\vee}, C_{n}\right)(n \geq 1)$.
(a) $\pm \varepsilon_{i}+\frac{1}{2} r, \quad \pm 2 \varepsilon_{i}+r(1 \leq i \leq n ; r \in \mathbb{Z})$;
$\pm \varepsilon_{i} \pm \varepsilon_{j}+r(1 \leq i<j \leq n ; r \in \mathbb{Z})$.
(b) $a_{0}=-\varepsilon_{1}+\frac{1}{2}, \quad a_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq n-1), \quad a_{n}=\varepsilon_{n}$.
(c)


$$
(n=1) \quad(n \geqslant 2)
$$

For each irreducible affine root system $S$, let $o(S)$ denote the number of $W_{S}$ orbits in $S$. If $S$ is reduced, the list above shows that $o(S) \leq 3$, and that $o(S)=3$
only when $S$ is of type $C_{n}, C_{n}^{\vee}$ or $B C_{n}(n \geq 2)$. If $S$ is not reduced, the maximum value of $o(S)$ is 5 , and is attained only when $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)(n \geq 2)$. The five orbits are $O_{1}, \ldots, O_{5}$ where, in the notation of (1.3.18) above,

$$
\begin{aligned}
& O_{1}=\left\{ \pm \varepsilon_{i}+r: 1 \leq i \leq n, r \in \mathbb{Z}\right\}, \quad O_{2}=2 O_{1}, \quad O_{3}=O_{1}+\frac{1}{2} \\
& O_{4}=2 O_{3}=O_{2}+1, \quad O_{5}=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j}+r: 1 \leq i<j \leq n, r \in \mathbb{Z}\right\}
\end{aligned}
$$

Finally, the list above shows that all the non-reduced irreducible affine root systems of rank $n$ are subsystems of (1.3.18), obtained by deleting one or more of the $W_{S}$-orbits; and so are the "classical" root systems (1.3.2)-(1.3.7).

### 1.4 Duality

In later chapters, in order to formulate conveniently certain dualities, we shall need to consider not one but a pair ( $S, S^{\prime}$ ) of irreducible affine root systems, together with a pair ( $R, R^{\prime}$ ) of finite root systems and a pair $\left(L, L^{\prime}\right)$ of lattices in $V$.

Let $R$ be a reduced finite irreducible root system in $V$, and let $P$ (resp. $P^{\vee}$ ) denote the weight lattice of $R$ (resp. $R^{\vee}$ ), and $Q$ (resp. $Q^{\vee}$ ) the root lattice of $R$ (resp. $R^{\vee}$ ). Fix a basis $\left(\alpha_{i}\right)_{i \in I_{0}}$ of $R$, and let $\varphi$ be the highest root of $R$ relative to this basis. In (1.4.1) and (1.4.2) below we shall assume that the scalar product on $V$ is normalized so that $|\varphi|^{2}=2$ and therefore $\varphi^{\vee}=\varphi$. (This conflicts with standard usage, as in $\S 1.3$, only when $R$ is of type $C_{n}$ (1.3.4).)

The pairs $\left(S, S^{\prime}\right),\left(R, R^{\prime}\right),\left(L, L^{\prime}\right)$ to be considered are the following:

$$
\begin{equation*}
S=S(R), \quad S^{\prime}=S\left(R^{\vee}\right) ; \quad R^{\prime}=R^{\vee} ; \quad L=P, \quad L^{\prime}=P^{\vee} \tag{1.4.1}
\end{equation*}
$$

Then $S$ (resp. $\left.S^{\prime}\right)$ has a basis $\left(a_{i}\right)_{i \in I}\left(\operatorname{resp} .\left(a_{i}^{\prime}\right)_{i \in I}\right)$ where $a_{i}=\alpha_{i}(i \neq 0), a_{0}=$ $-\varphi+c ; a_{i}^{\prime}=\alpha_{i}^{\vee}(i \neq 0), a_{0}^{\prime}=-\psi^{\vee}+c$, where $\psi$ is the highest short root of $R$.

$$
\begin{equation*}
S=S^{\prime}=S(R)^{\vee} ; \quad R^{\prime}=R ; \quad L=L^{\prime}=P^{\vee} \tag{1.4.2}
\end{equation*}
$$

Then $S=S^{\prime}$ has a basis $\left(a_{i}\right)_{i \in I}=\left(a_{i}^{\prime}\right)_{i \in I}$, where $a_{i}=a_{i}^{\prime}=\alpha_{i}^{\vee}$ if $i \neq 0$, and $a_{0}=a_{0}^{\prime}=-\varphi+c$.
(1.4.3) $S=S^{\prime}$ is of type $\left(C_{n}^{\vee}, C_{n}\right) ; R=R^{\prime}$ is of type $C_{n} ; L=L^{\prime}=Q^{\vee}$. We shall assume that $S$ is as given in (1.3.18), so that $a_{i}=\alpha_{i}=\varepsilon_{i}-\varepsilon_{i+1}(1 \leq i \leq$ $n-1)$ and $\alpha_{n}=2 a_{n}=2 \varepsilon_{n}$, and $L=\mathbb{Z}^{n}$.

For each $\alpha \in R$, let $\alpha^{\prime}\left(=\alpha\right.$ or $\left.\alpha^{\vee}\right)$ be the corresponding element of $R^{\prime}$. Then $<\lambda^{\prime}, \alpha>$ and $<\lambda, \alpha^{\prime}>$ are integers, for all $\lambda \in L, \lambda^{\prime} \in L^{\prime}$ and $\alpha \in R$.

In each case let

$$
\begin{equation*}
\Omega^{\prime}=L^{\prime} / Q^{\vee} \tag{1.4.4}
\end{equation*}
$$

a finite abelian group. Also let

$$
<L, L^{\prime}>=\left\{<\lambda, \lambda^{\prime}>: \lambda \in L, \lambda^{\prime} \in L^{\prime}\right\}
$$

Then we have

$$
\begin{equation*}
<L, L^{\prime}>=e^{-1} \mathbb{Z} \tag{1.4.5}
\end{equation*}
$$

where $e$ is the exponent of $\Omega^{\prime}$, except in case (1.4.2) when $R$ is of type $B_{n}$ or $C_{2 n}$, in which case $e=1$.

Anticipating Chapter 2, let $W=W\left(R, L^{\prime}\right)$ be the group of displacements of $V$ generated by the Weyl group $W_{0}$ of $R$ and the translations $t\left(\lambda^{\prime}\right), \lambda^{\prime} \in L^{\prime}$, so that $W$ is the semidirect product of $W_{0}$ and $t\left(L^{\prime}\right)$ :

$$
\begin{equation*}
W=W\left(R, L^{\prime}\right)=W_{0} \ltimes t\left(L^{\prime}\right) \tag{1.4.6}
\end{equation*}
$$

Dually, let

$$
\begin{equation*}
W^{\prime}=W\left(R^{\prime}, L\right)=W_{0} \ltimes t(L) \tag{1.4.6'}
\end{equation*}
$$

By transposition, both $W$ and $W^{\prime}$ act on $F$.
(1.4.7) $\quad W$ permutes $S$ and $W^{\prime}$ permutes $S^{\prime}$.

This follows from the fact, remarked above, that $<\lambda^{\prime}, \alpha>$ and $<\lambda, \alpha^{\prime}>$ are integers, for all $\lambda \in L, \lambda^{\prime} \in L^{\prime}$ and $\alpha \in R$.

Now let

$$
\begin{equation*}
\Lambda=L \oplus \mathbb{Z} c_{0} \tag{1.4.8}
\end{equation*}
$$

where $c_{0}=e^{-1} c$. We shall regard elements of $\Lambda$ as functions on $V$ : if $f \in \Lambda$, say $f=\lambda+r c_{0}$ where $\lambda \in L$ and $r \in \mathbb{Z}$, then

$$
f(x)=<\lambda, x>+e^{-1} r
$$

for $x \in V$. Then $\Lambda$ is a lattice in $F$.
(1.4.9) $\quad \Lambda$ is stable under the action of $W$.

Proof Let $w \in W$, say $w=v t\left(\lambda^{\prime}\right)$ where $v \in W_{0}$ and $\lambda^{\prime} \in L^{\prime}$. If $f=$ $\lambda+r c_{0} \in \Lambda$ and $x \in V$, we have

$$
\begin{aligned}
w f(x) & =f\left(w^{-1} x\right)=f\left(v^{-1} x-\lambda^{\prime}\right) \\
& =<\lambda, v^{-1} x-\lambda^{\prime}>+e^{-1} r \\
& =<v \lambda, x>+e^{-1} r-<\lambda, \lambda^{\prime}>
\end{aligned}
$$

so that

$$
w f=v \lambda+\left(r-e<\lambda, \lambda^{\prime}>\right) c_{0}
$$

is in $\Lambda$, since $e<\lambda, \lambda^{\prime}>\in \mathbb{Z}$ by (1.4.5).

### 1.5 Labels

Let $S$ be an irreducible affine root system as in $\S 1.4$ and let $W=W\left(R, L^{\prime}\right)$. A $W$-labelling $k$ of $S$ is a mapping $k: S \rightarrow \mathbb{R}$ such that $k(a)=k(b)$ if $a, b$ are in the same $W$-orbit in $S$.

If $S=S(R)$ where $R$ is simply-laced (types $A, D, E)$, all the labels $k(a)$ are equal. If $S=S(R)$ or $S(R)^{\vee}$ where $R \neq R^{\vee}$, there are at most two labels, one for short roots and one for long roots. Finally, if $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)$ as in (1.4.3), there are five $W$-orbits $O_{1}, \ldots, O_{5}$ in $S$, as observed in $\S 1.3$, and correspondingly five labels $k_{1}, \ldots, k_{5}$, where $k_{i}=k(a)$ for $a \in O_{i}$.

Given a labelling $k$ of $S$ as above, we define a dual labelling $k^{\prime}$ of $S^{\prime}$, as follows:
(a) if $S=S(R), S^{\prime}=S\left(R^{\vee}\right)(1.4 .1)$ and $a^{\prime}=\alpha^{\vee}+r c \in S^{\prime}$, then $k^{\prime}\left(a^{\prime}\right)=k(\alpha+r c)$.
(b) If $S=S^{\prime}=S(R)^{\vee}$ (1.4.2), then $k^{\prime}=k$.
(c) If $S=S^{\prime}$ is of type $\left(C_{n}^{\vee}, C_{n}\right)(1.4 .3)$, the dual labels $k_{i}^{\prime}(1 \leq i \leq 5)$ are defined by

$$
\begin{align*}
k_{1}^{\prime} & =\frac{1}{2}\left(k_{1}+k_{2}+k_{3}+k_{4}\right), \\
k_{2}^{\prime} & =\frac{1}{2}\left(k_{1}+k_{2}-k_{3}-k_{4}\right), \\
k_{3}^{\prime} & =\frac{1}{2}\left(k_{1}-k_{2}+k_{3}-k_{4}\right),  \tag{1.5.1}\\
k_{4}^{\prime} & =\frac{1}{2}\left(k_{1}-k_{2}-k_{3}+k_{4}\right), \\
k_{5}^{\prime} & =k_{5},
\end{align*}
$$

and $k^{\prime}(a)=k_{i}^{\prime}$ if $a \in O_{i}$.

In all cases let

$$
\rho_{k^{\prime}}=\frac{1}{2} \sum_{\alpha \in R^{+}} k^{\prime}\left(\alpha^{\vee}\right) \alpha
$$

$$
\begin{equation*}
\rho_{k}^{\prime}=\frac{1}{2} \sum_{\alpha \in R^{+}} k\left(\alpha^{\prime \vee}\right) \alpha^{\prime} . \tag{1.5.2}
\end{equation*}
$$

where $R^{+}$is the set of positive roots of $R$ determined by the basis $\left(\alpha_{i}\right)$. Explicitly, when $S=S(R)$ (1.4.1) we have

$$
\begin{aligned}
\rho_{k^{\prime}} & =\frac{1}{2} \sum_{\alpha \in R^{+}} k(\alpha) \alpha, \\
\rho_{k}^{\prime} & =\frac{1}{2} \sum_{\alpha \in R^{+}} k(\alpha) \alpha^{\vee}
\end{aligned}
$$

when $S=S(R)^{\vee}$ (1.4.2) we have

$$
\rho_{k^{\prime}}=\rho_{k}^{\prime}=\frac{1}{2} \sum_{\alpha \in R^{+}} k\left(\alpha^{\vee}\right) \alpha ;
$$

and when $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)(1.4 .3)$, so that $R$ is of type $C_{n}$,

$$
\begin{aligned}
\rho_{k^{\prime}} & =\sum_{i=1}^{n}\left(k_{1}^{\prime}+(n-i) k_{5}\right) \varepsilon_{i} \\
\rho_{k}^{\prime} & =\sum_{i=1}^{n}\left(k_{1}+(n-i) k_{5}\right) \varepsilon_{i}
\end{aligned}
$$

For each $w \in W_{0}$, we have

$$
\begin{align*}
& w^{-1} \rho_{k}^{\prime}=\frac{1}{2} \sum_{\alpha \in R^{+}} \sigma(w \alpha) k\left(\alpha^{\wedge}\right) \alpha^{\prime} \\
& w^{-1} \rho_{k^{\prime}}=\frac{1}{2} \sum_{\alpha \in R^{+}} \sigma(w \alpha) k^{\prime}\left(\alpha^{\vee}\right) \alpha \tag{1.5.3}
\end{align*}
$$

where $\sigma(w \alpha)=+1$ or -1 according as $w \alpha \in R^{+}$or $R^{-}$. In particular, if $i \in I$, $i \neq 0$ we have

$$
\begin{align*}
& s_{i} \rho_{k}^{\prime}=\rho_{k}^{\prime}-k\left(\alpha_{i}^{\prime \vee}\right) \alpha_{i}^{\prime} \\
& s_{i} \rho_{k^{\prime}}=\rho_{k^{\prime}}-k^{\prime}\left(\alpha_{i}^{\vee}\right) \alpha_{i} \tag{1.5.4}
\end{align*}
$$

(1.5.5) If the labels $k\left(\alpha_{i}^{\prime \vee}\right), k^{\prime}\left(\alpha_{i}^{\vee}\right)$ are all nonzero, then $\rho_{k}^{\prime}$ and $\rho_{k^{\prime}}$ are fixed only by the identity element of $W_{0}$.

## Notes and references

Affine root systems were introduced in [M2], which contains an account of their basic properties and their classification. The list of Dynkin diagrams in $\S 1.3$ will also be found in the article of Bruhat and Tits [B3] (except that both [M2] and [B3] omit the diagram (1.3.17) when $n=2$ ). The reduced affine root systems (1.3.1)-(1.3.14) are in one-one correspondence with the irreducible affine (or Euclidean) Kac-Moody Lie algebras, and correspondingly their diagrams appear in Moody's paper [M9] and Kac's book [K1].

## 2

## The extended affine Weyl group

### 2.1 Definition and basic properties

Let $S$ be an irreducible affine root system, and let $\left(a_{i}\right)_{i \in I}$ be a basis of $S$, as in $\S 1.2$. For each $i \in I$ let $s_{i}=s_{a_{i}}$ be the reflection in the hyperplane $H_{a_{i}}$ on which $a_{i}$ vanishes. These reflections generate the Weyl group $W_{S}$ of $S$, subject to the relations $s_{i}{ }^{2}=1$ and

$$
\left(s_{i} s_{j}\right)^{m_{i j}}=1
$$

for $i, j \in I$ such that $i \neq j$, whenever $s_{i} s_{j}$ has finite order $m_{i j}$. In other words, $W_{S}$ is a Coxeter group on the generators $s_{i}, i \in I[\mathrm{~B} 1]$.
Since $W_{S}$ rather than $S$ is the present object of study, we may assume that $S$ is reduced, and indeed that $S=S(R)$ where $R$ is a reduced irreducible finite root system spanning a real vector space $V$ of dimension $n$, as in (1.2.1). We shall say that $W_{S}$ is of type $R$.
Let $\langle u, v\rangle$ be a positive-definite symmetric scalar product on $V$, invariant under the Weyl group of $R$. We shall regard each root $\alpha \in R$ as a linear function on $V$, by the rule $\alpha(x)=\langle\alpha, x\rangle$ for $x \in V$. Then the elements of $S$ are the affine-linear functions $a=\alpha+r c$, where $\alpha \in R$ and $r \in \mathbb{Z}$, and $c$ is the constant function equal to 1 .
Let $\left(\alpha_{i}\right)_{i \in I_{0}}$ be a basis (or set of simple roots) of $R$, and let $R^{+}$(resp. $R^{-}$) denote the set of positive (resp. negative) roots of $R$ determined by this basis. Each $\alpha \in R^{+}$is a linear combination of the $\alpha_{i}$ with non-negative integer coefficients, and there is a unique $\varphi \in R^{+}$(the highest root), say

$$
\varphi=\sum_{i \in I_{0}} m_{i} \alpha_{i}
$$

for which the sum of the coefficients attains its maximum value. The affine
roots $a_{i}=\alpha_{i}\left(i \in I_{0}\right)$ and $a_{0}=-\varphi+c$ then form a basis of $S=S(R)$, and we have

$$
\begin{equation*}
\sum_{i \in I} m_{i} a_{i}=c \tag{2.1.1}
\end{equation*}
$$

in conformity with (1.2.2), where $I=I_{0} \cup\{0\}$, and $m_{0}=1$.
The alcove $C$ consists of the points $x \in V$ such that $<x, \alpha_{i} \gg 0$ for all $i \neq 0$, and $\langle x, \varphi><1$. It follows that

$$
\begin{equation*}
S^{+}=\{\alpha+r c: \alpha \in R, r \geq \chi(\alpha)\} \tag{2.1.2}
\end{equation*}
$$

where $\chi$ is the characteristic function of $R^{-}$, i.e.,

$$
\chi(\alpha)= \begin{cases}0 & \text { if } \alpha \in R^{+}  \tag{2.1.3}\\ 1 & \text { if } \alpha \in R^{-}\end{cases}
$$

For any $\lambda \in V$, let $t(\lambda): x \mapsto x+\lambda$ denote translation by $\lambda$. In particular, if $\alpha \in R$ we have

$$
t\left(\alpha^{\vee}\right)=s_{\alpha} \cdot s_{\alpha+c} \in W_{S}
$$

where $\alpha^{\vee}=2 \alpha /|\alpha|^{2}$. It follows that $W_{S}$ contains a group of translations isomorphic to the lattice $Q^{\vee}$ spanned by $R^{\vee}$, and in fact $W_{S}$ is the semi direct product

$$
W_{S}=W_{0} \ltimes t\left(Q^{\vee}\right)
$$

where $W_{0}$ is the Weyl group of $R$, and is the subgroup of $W_{S}$ that fixes the origin in $V$.

As in $\S 1.4$, let $P^{\vee}$ be the weight lattice of $R^{\vee}$ and let $L^{\prime}$ be either $P^{\vee}$ as in (1.4.1) and (1.4.2), or $Q^{\vee}$ if $R$ is of type $C_{n}$, as in (1.4.3). The group

$$
\begin{equation*}
W=W\left(R, L^{\prime}\right)=W_{0} \ltimes t\left(L^{\prime}\right) \tag{2.1.4}
\end{equation*}
$$

is called the extended affine Weyl group. It coincides with $W_{S}$ when $R$ is of type $E_{8}, F_{4}$ or $G_{2}$, and in the situation of (1.4.3); in all other cases $W$ is larger than $W_{S}$. It contains $W_{S}$ as a normal subgroup, and the quotient $W / W_{S} \cong L^{\prime} / Q^{\vee}=\Omega^{\prime}$ (1.4.4) is a finite abelian group.

Dually we may define

$$
\begin{equation*}
W^{\prime}=W\left(R^{\prime}, L\right)=W_{0} \ltimes t(L) \tag{2.1.4'}
\end{equation*}
$$

and everything in this chapter relating to $W$ applies equally to $W^{\prime}$.
Each $w \in W$ is of the form $w=v t\left(\lambda^{\prime}\right)$, where $\lambda^{\prime} \in L^{\prime}$ and $v \in W_{0}$. If $a=\alpha+r c \in S$ we have

$$
\begin{aligned}
(w a)(x) & =a\left(w^{-1} x\right)=a\left(v^{-1} x-\lambda^{\prime}\right)=<\alpha, v^{-1} x-\lambda^{\prime}>+r \\
& =<v \alpha, x>+r-<\lambda^{\prime}, \alpha>
\end{aligned}
$$

for $x \in V$, so that

$$
\begin{equation*}
v t\left(\lambda^{\prime}\right)(a)=v(a)-<\lambda^{\prime}, \alpha>c \tag{2.1.5}
\end{equation*}
$$

which lies in $S$ because $<\lambda^{\prime}, \alpha>\in \mathbb{Z}$. It follows that $W$ permutes $S$.

For each $i \in I, i \neq 0$, let

$$
<L^{\prime}, \alpha_{i}>=\left\{<\lambda^{\prime}, \alpha_{i}>: \lambda^{\prime} \in L^{\prime}\right\}
$$

a subgroup of $\mathbb{Z}$. Since $\alpha_{i}^{\vee} \in L^{\prime}$ it follows that $2 \in<L^{\prime}, \alpha_{i}>$, and hence that $<L^{\prime}, \alpha_{i}>=\mathbb{Z}$ or $2 \mathbb{Z}$. If $<L^{\prime}, \alpha_{i}>=2 \mathbb{Z}$ then $<\alpha_{j}^{\vee}, \alpha_{i}>$ is an even integer for all $j \neq 0$, and a consideration of Dynkin diagrams shows that
(2.1.6) We have $<L^{\prime}, \alpha_{i}>=2 \mathbb{Z}$ only in the following situation: $R$ is of type $C_{n}, L^{\prime}=Q^{\vee}$, and $\alpha_{i}$ is the unique long simple root of $R$ (i.e., $\alpha_{i}=2 \varepsilon_{n}$ in the notation of (1.3.4)). In all other cases, $\left\langle L^{\prime}, \alpha_{i}\right\rangle=\mathbb{Z}$.

### 2.2 The length function on $W$

For each $w \in W$ let

$$
\begin{equation*}
S(w)=S^{+} \cap w^{-1} S^{-} \tag{2.2.1}
\end{equation*}
$$

so that $a \in S(w)$ if and only if $a(x)>0$ and $a\left(w^{-1} x\right)<0$ for $x \in C$, that is to say if and only if the hyperplane $H_{a}$ separates the alcoves $C$ and $w^{-1} C$. It follows that $S(w)$ is a finite set, and we define the length of $w \in W$ to be

$$
l(w)=\operatorname{Card} S(w)
$$

From (2.2.1) it follows that

$$
\begin{equation*}
S\left(w^{-1}\right)=-w S(w) \tag{2.2.2}
\end{equation*}
$$

and hence that $l\left(w^{-1}\right)=l(w)$.
In particular, we have

$$
\begin{equation*}
S\left(s_{i}\right)=\left\{a_{i}\right\} \tag{2.2.3}
\end{equation*}
$$

for all $i \in I$, and hence $l\left(s_{i}\right)=1$.
Since $W$ permutes $S$, it permutes the hyperplanes $H_{a}(a \in S)$ and hence also the alcoves. Hence for each $w \in W$ there is a unique $v \in W_{S}$ such that $w c=v c$, and therefore $u=v^{-1} w$ stabilizes $C$ and so permutes the $a_{i}(i \in I)$. We have $l(w)=l(v)$ and $l(u)=0$.

Let

$$
\Omega=\{u \in W: l(u)=0\} .
$$

From above it follows that $W=W_{S} \rtimes \Omega$, so that (1.4.4)

$$
\Omega \cong W / W_{S} \cong L^{\prime} / Q^{\vee}=\Omega^{\prime}
$$

is a finite obelian group. Later ( $\S 2.5$ ) we shall determine the elements of $\Omega$ explicitly.
(2.2.4) Let $v, w \in W$. Then

$$
l(v w) \leq l(v)+l(w)
$$

and the following conditions are equivalent:
(i) $l(v)+l(w)=l(v w)$,
(ii) $S(v w)=w^{-1} S(v) \cup S(w)$,
(iii) $w^{-1} S(v) \subset S^{+}$,
(iv) $S(w) \subset S(v w)$,
(v) $w^{-1} S(v) \subset S(v w)$.

Proof Let

$$
\begin{aligned}
X & =S^{+} \cap w^{-1} S^{+} \cap w^{-1} v^{-1} S^{-} \\
Y & =S^{+} \cap w^{-1} S^{-} \cap w^{-1} v^{-1} S^{+} \\
Z & =S^{+} \cap w^{-1} S^{-} \cap w^{-1} v^{-1} S^{-}
\end{aligned}
$$

The four sets $X, Y,-Y$ and $Z$ are pairwise disjoint. (For example, $X$ is contained in $w^{-1} S^{+}$and $Y$ in $w^{-1} S^{-}$.) We have

$$
w^{-1} S(v)=X \cup-Y, \quad S(w)=Y \cup Z, \quad S(v w)=X \cup Z .
$$

Hence

$$
l(v)+l(w)-l(v w)=2 \operatorname{Card} Y \geq 0
$$

and each of the conditions (i)-(v) is equivalent to $Y=\emptyset$.

From (2.2.4) it follows in particular that

$$
\begin{equation*}
S(u w)=S(w), \quad S(w u)=u^{-1} S(w) \tag{2.2.5}
\end{equation*}
$$

if $w \in W$ and $u \in \Omega$.
(2.2.6) Let $v, w \in W$. Then $S(v)=S(w)$ if and only if $v w^{-1} \in \Omega$.

Proof If $v w^{-1} \in \Omega$, (2.2.5) shows that $S(v)=S(w)$. Conversely, replacing $w$ by $w^{-1}$, we have to show that $S(v)=S\left(w^{-1}\right)$ implies $v w \in \Omega$. From the proof of (2.2.4) we have

$$
X \cup-Y=w^{-1} S\left(w^{-1}\right)=-S(w)=-Y \cup-Z
$$

so that $X=-Z$ and therefore $X=Z=\emptyset$, since both $X$ and $Z$ are subsets of $S^{+}$. Hence $S(v w)=\emptyset$, i.e., $v w \in \Omega$.

For $a \in S$, let

$$
\sigma(a)= \begin{cases}+1 & \text { if } a \in S^{+}  \tag{2.2.7}\\ -1 & \text { if } a \in S^{-}\end{cases}
$$

(2.2.8) Let $w \in W, i \in I$. Then
(i) $l\left(s_{i} w\right)=l(w)+\sigma\left(w^{-1} a_{i}\right)$,
(ii) $l\left(w s_{i}\right)=l(w)+\sigma\left(w a_{i}\right)$.

Proof (i) From (2.2.4) with $v=s_{i}$ we have $l\left(s_{i} w\right)=l(w)+1$ if and only if $w^{-1} S\left(s_{i}\right) \subset S^{+}$, i.e. if and only if $\sigma\left(w^{-1} a_{i}\right)=1$. By replacing $w$ by $s_{i} w$, it follows that $l(w)=l\left(s_{i} w\right)$ if and only if $\sigma\left(w^{-1} a_{i}\right)=-1$.
(ii) Since $l\left(w s_{i}\right)=l\left(s_{i} w^{-1}\right)$ and $l(w)=l\left(w^{-1}\right)$, this follows from (i).

Let $l(w)=p>0$. Then $w \notin \Omega$, hence $w a_{i} \in S^{-}$for some $i \in I$. By (2.2.8) we have $l\left(w s_{i}\right)=p-1$. By induction on $p$ it follows that $w$ may be written in the form

$$
w=u s_{i_{1}} \cdots s_{i_{p}}
$$

where $i_{1}, \ldots, i_{p} \in I$ and $u \in \Omega$. Such an expression (with $p=l(w)$ ) is called a reduced expression for $w$.
(2.2.9) For $w$ as above,

$$
S(w)=\left\{b_{1}, \ldots, b_{p}\right\}
$$

where

$$
b_{r}=s_{i_{p}} \cdots s_{i_{r+1}}\left(a_{i_{r}}\right) \quad(1 \leq r \leq p)
$$

Proof If $p=0$, then $w \in \Omega$ and $S(w)$ is empty. If $p \geq 1$ let $v=w s_{i_{p}}$, then as above $l(v)=p-1$ and therefore

$$
S(w)=s_{i_{p}} S(v) \cup\left\{a_{i_{p}}\right\}
$$

by (2.2.4). Hence the result follows by induction on $p$.

### 2.3 The Bruhat order on $W$

Since $W_{S}$ is a Coxeter group it possesses a Bruhat ordering, denoted by $v \leq w$ (see e.g. [B1] ch.5) We extend this partial ordering to the extended affine Weyl group $W$ as follows. If $w=u v$ and $w^{\prime}=u^{\prime} v^{\prime}$ are elements of $W$, where $u, u^{\prime} \in \Omega$ and $v^{\prime}, v^{\prime} \in W_{S}$, then we define
(2.3.1) $w \leq w^{\prime}$ if and only if $u=u^{\prime}$ and $v \leq v^{\prime}$.

Thus the distinct cosets of $W_{S}$ in $W$ are incomparable for this ordering.
From standard properties of the Bruhat ordering on a Coxeter group (loc. cit.) it follows that
(2.3.2) Let $v, w \in W$ and let $w=u s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression for $w$ (so that $u \in \Omega$ and $p=l(w)$ ). Then the following conditions are equivalent:
(a) $v \leq w ;$
(b) there exists a subsequence $\left(j_{1}, \ldots, j_{q}\right)$ of the sequence $\left(i_{1}, \ldots, i_{p}\right)$ such that $v=u s_{j_{1}} \cdots s_{j_{q}}$;
(c) there exists a subsequence $\left(j_{1}, \ldots, j_{q}\right)$ of the sequence $\left(i_{1}, \ldots, i_{p}\right)$ such that $v=u s_{j_{1}} \cdots s_{j_{q}}$ is a reduced expression for $v$.
(2.3.3) Let $w \in W, a \in S^{+}$. Then the following are equivalent:
(a) $a \in S(w)$;
(b) $l\left(w s_{a}\right)<l(w)$;
(c) $w s_{a}<w$.

Proof Let $w=u s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression. If $w a \in S^{-}$, then $a=b_{r}$ for some $r$, in the notation of (2.2.9), so that $s_{a}=s_{i_{p}} \cdots s_{i_{r+1}} s_{i_{r}} s_{i_{r+1}} \cdots s_{i_{p}}$, and therefore

$$
w s_{a}=u s_{i_{1}} \cdots s_{i_{r-1}} s_{i_{r+1}} \cdots s_{i_{p}}<w .
$$

It follows that $(\mathrm{a}) \Rightarrow(\mathrm{c}) \Rightarrow(\mathrm{b})$. Conversely, if $w a \in S^{+}$then $\left(w s_{a}\right) a=-w a \in$ $S^{-}$, and hence $l(w)<l\left(w s_{a}\right)$ by the previous argument applied to $w s_{a}$. Hence (b) $\Rightarrow$ (a).

### 2.4 The elements $u\left(\lambda^{\prime}\right), v\left(\lambda^{\prime}\right)$

We shall first compute the length of an arbitrary element of $W$. As before (2.1.3), let $\chi$ be the characteristic function of $R^{-}$.
(2.4.1) Let $\lambda^{\prime} \in L^{\prime}, w \in W_{0}$. Then
(i) $l\left(w t\left(\lambda^{\prime}\right)\right)=\sum_{\alpha \in R^{+}}\left|<\lambda^{\prime}, \alpha>+\chi(w \alpha)\right|$,
(ii) $l\left(t\left(\lambda^{\prime}\right) w\right)=\sum_{\alpha \in R^{+}}\left|<\lambda^{\prime}, \alpha>-\chi\left(w^{-1} \alpha\right)\right|$,

Proof (i) Let $a=\alpha+r c \in S$. From (2.1.5) we have

$$
w t\left(\lambda^{\prime}\right)(a)=w \alpha+\left(r-<\lambda^{\prime}, \alpha>\right) c
$$

so that by (2.1.2) $a \in S\left(w t\left(\lambda^{\prime}\right)\right)$ if and only if

$$
\begin{equation*}
\chi(\alpha) \leq r<\chi(w \alpha)+<\lambda^{\prime}, \alpha>. \tag{1}
\end{equation*}
$$

For each $\alpha \in R$, let

$$
f(\alpha)=<\lambda^{\prime}, \alpha>+\chi(w \alpha)-\chi(\alpha)
$$

Then it follows from (1) that the number of roots $a \in S\left(w t\left(\lambda^{\prime}\right)\right)$ with gradient $\alpha$ is equal to $f(\alpha)$ if $f(\alpha) \geq 0$, and is zero otherwise. Since $f(\alpha)+f(-\alpha)=0$, we have

$$
\begin{aligned}
l\left(w t\left(\lambda^{\prime}\right)\right) & =\frac{1}{2} \sum_{\alpha \in R}|f(\alpha)|=\sum_{\alpha \in R^{+}}|f(\alpha)| \\
& =\sum_{\alpha \in R^{+}}\left|<\lambda^{\prime}, \alpha>+\chi(w \alpha)\right| .
\end{aligned}
$$

(ii) This follows from (i), since $l\left(t\left(\lambda^{\prime}\right) w\right)=l\left(w^{-1} t\left(-\lambda^{\prime}\right)\right)$ by (2.2.2).

For each $\lambda^{\prime} \in L^{\prime}$, let $\lambda_{+}^{\prime}$ denote the unique dominant weight in the orbit $W_{0} \lambda^{\prime}$. Then it follows from (2.4.1) that

$$
\begin{equation*}
l\left(t\left(\lambda^{\prime}\right)\right)=l\left(t\left(\lambda_{+}^{\prime}\right)\right)=\sum_{\alpha \in R^{+}}<\lambda_{+}^{\prime}, \alpha> \tag{2.4.2}
\end{equation*}
$$

Let $w_{0}$ be the longest element of $W_{0}$, and let $\lambda_{-}^{\prime}=w_{0} \lambda_{+}^{\prime}$ be the antidominant weight in the orbit $W_{0} \lambda^{\prime}$. Let $v\left(\lambda^{\prime}\right)$ be the shortest element of $W_{0}$ such that $v\left(\lambda^{\prime}\right) \lambda^{\prime}=\lambda_{-}^{\prime}$, and define $u\left(\lambda^{\prime}\right) \in W$ by $u\left(\lambda^{\prime}\right)=t\left(\lambda^{\prime}\right) v\left(\lambda^{\prime}\right)^{-1}$. Thus we have

$$
\begin{equation*}
t\left(\lambda^{\prime}\right)=u\left(\lambda^{\prime}\right) v\left(\lambda^{\prime}\right), \quad t\left(\lambda_{-}^{\prime}\right)=v\left(\lambda^{\prime}\right) t\left(\lambda^{\prime}\right) v\left(\lambda^{\prime}\right)^{-1}=v\left(\lambda^{\prime}\right) u\left(\lambda^{\prime}\right) \tag{2.4.3}
\end{equation*}
$$

We have

$$
\begin{equation*}
S\left(v\left(\lambda^{\prime}\right)\right)=\left\{\alpha \in R^{+}:<\lambda^{\prime}, \alpha \gg 0\right\} \tag{2.4.4}
\end{equation*}
$$

Proof Let $v\left(\lambda^{\prime}\right)=s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression. By (2.2.9), $S\left(v\left(\lambda^{\prime}\right)\right)=$ $\left\{\beta_{1}, \ldots, \beta_{p}\right\}$, where $\beta_{r}=s_{i_{p}} \cdots s_{i_{r+1}}\left(\alpha_{i_{r}}\right)$ for $1 \leq r \leq p$. Let

$$
\lambda_{r}^{\prime}=s_{i_{r+1}} \cdots s_{i_{p}} \lambda^{\prime}=s_{i_{r}} \cdots s_{i_{1}} \lambda_{-}^{\prime}
$$

for $0 \leq r \leq p$, so that $\lambda_{0}^{\prime}=\lambda_{-}^{\prime}$ and $\lambda_{p}^{\prime}=\lambda^{\prime}$.
Suppose that $\lambda_{r-1}^{\prime}=\lambda_{r}^{\prime}$ for some $r$. Then

$$
\lambda_{-}^{\prime}=s_{i_{1}} \cdots s_{i_{r-1}} \lambda_{r-1}^{\prime}=s_{i_{1}} \cdots s_{i_{r-1}} \lambda_{r}^{\prime}=w \lambda^{\prime}
$$

where $w=s_{i_{1}} \cdots s_{i_{r-1}} s_{i_{r+1}} \cdots s_{i_{p}}$ is shorter than $v\left(\lambda^{\prime}\right)$. It follows that $\lambda_{r}^{\prime} \neq$ $\lambda_{r-1}^{\prime}=s_{i_{r}} \lambda_{r}^{\prime}$, so that $<\lambda_{r}^{\prime}, \alpha_{i_{r}}>\neq 0$. But

$$
<\lambda_{r}^{\prime}, \alpha_{i_{r}}>=<\lambda^{\prime}, s_{i_{p}} \cdots s_{i_{r+1}} \alpha_{i_{r}}>=<\lambda^{\prime}, \beta_{r}>
$$

and $\left.<\lambda^{\prime}, \beta_{r}\right\rangle=<\lambda_{-}^{\prime}, v\left(\lambda^{\prime}\right) \beta_{r}>$ is $\geq 0$, because $v\left(\lambda^{\prime}\right) \beta_{r} \in R^{-}$. Hence $<\lambda^{\prime}, \beta_{r} \gg 0$ for $1 \leq r \leq p$.

Conversely, if $\beta \in R^{+}$and $<\lambda^{\prime}, \beta \gg 0$, we have $<\lambda_{-}^{\prime}, v\left(\lambda^{\prime}\right) \beta \gg 0$ and therefore $v\left(\lambda^{\prime}\right) \beta \in R^{-}$, i.e., $\beta \in s\left(v\left(\lambda^{\prime}\right)\right)$.
(2.4.5) $u\left(\lambda^{\prime}\right)$ is the shortest element of the coset $t\left(\lambda^{\prime}\right) W_{0}$, and

$$
l\left(t\left(\lambda^{\prime}\right)\right)=l\left(u\left(\lambda^{\prime}\right)\right)+l\left(v\left(\lambda^{\prime}\right)\right)
$$

for all $\lambda^{\prime} \in L^{\prime}$.

Proof It follows from (2.4.1) (ii) that, for fixed $\lambda^{\prime} \in L^{\prime}$ and varying $w \in W_{0}$, the length of $t\left(\lambda^{\prime}\right) w^{-1}$ will be least if, for each $\alpha \in R^{+}, \chi(w \alpha)=1$ if and only if $\left\langle\lambda^{\prime}, \alpha\right\rangle>0$, i.e. (by (2.4.4)) if and only if $S(w)=S\left(v\left(\lambda^{\prime}\right)\right.$ ). By (2.2.6), this forces $w=v\left(\lambda^{\prime}\right)$ and proves the first statement. It now follows from (2.4.1) (ii) and (2.4.4) that

$$
\begin{aligned}
l\left(u\left(\lambda^{\prime}\right)\right) & =l\left(t\left(\lambda^{\prime}\right) v\left(\lambda^{\prime}\right)^{-1}\right)=\sum_{\alpha \in R^{+}}\left|<\lambda^{\prime}, \alpha>-\chi\left(v\left(\lambda^{\prime}\right) \alpha\right)\right| \\
& =l\left(t\left(\lambda^{\prime}\right)\right)-l\left(v\left(\lambda^{\prime}\right)\right) .
\end{aligned}
$$

From (2.4.4) it follows that, for all $\alpha \in R$
(2.4.6) $\quad \chi\left(v\left(\lambda^{\prime}\right) \alpha\right)=1$ if and only if $\chi(\alpha)+<\lambda^{\prime}, \alpha \gg 0$.
(2.4.7) Let $\alpha \in R, \beta=v\left(\lambda^{\prime}\right)^{-1} \alpha, r \in \mathbb{Z}$. Then
(i) $\alpha+r c \in S\left(u\left(\lambda^{\prime}\right)\right)$ if and only if $\alpha \in R^{-}$and $1 \leq r<\chi(\beta)+<\lambda^{\prime}, \beta>$.
(ii) $\alpha+r c \in S\left(u\left(\lambda^{\prime}\right)^{-1}\right)$ if and only if $\chi(\alpha) \leq r<-<\lambda^{\prime}, \alpha>$.

Proof (i) Since $u\left(\lambda^{\prime}\right)=v\left(\lambda^{\prime}\right)^{-1} t\left(\lambda_{-}^{\prime}\right)$ (2.4.3), it follows from (2.1.5) that $\alpha+r c \in S\left(u\left(\lambda^{\prime}\right)\right)$ if and only if

$$
\chi(\alpha) \leq r<\chi(\beta)+<\lambda^{\prime}, \beta>
$$

since $<\lambda_{-}^{\prime}, \alpha>=<\lambda^{\prime}, \beta>$. Hence $\chi(\beta)+<\lambda^{\prime}, \beta \gg 0$ and therefore $\chi(\alpha)=$ 1 by (2.4.6).
(ii) We have $u\left(\lambda^{\prime}\right)^{-1}=v\left(\lambda^{\prime}\right) t\left(-\lambda^{\prime}\right)$, hence $\alpha+r c \in S\left(u\left(\lambda^{\prime}\right)^{-1}\right)$ if and only if

$$
\chi(\alpha) \leq r<\chi\left(v\left(\lambda^{\prime}\right) \alpha\right)-<\lambda^{\prime}, \alpha>
$$

Hence $\chi(\alpha)+<\lambda^{\prime}, \alpha>\leq 0$ and therefore $\chi\left(v\left(\lambda^{\prime}\right) \alpha\right)=0$ by (2.4.6).
(2.4.8) Let $a \in S^{+}$. Then $a \in S\left(u\left(\lambda^{\prime}\right)^{-1}\right)$ if and only if $a\left(\lambda^{\prime}\right)<0$.

This is a restatement of (2.4.7) (ii).
(2.4.9) Let $w \in W_{0}, \lambda^{\prime} \in L^{\prime}$. Then

$$
l\left(u\left(\lambda^{\prime}\right) w\right)=l\left(u\left(\lambda^{\prime}\right)\right)+l(w)
$$

Proof By (2.2.4) it is enough to show that $w^{-1} S\left(u\left(\lambda^{\prime}\right)\right) \subset S^{+}$, and this follows from (2.4.7) (i).
(2.4.10) Let $w \in W, w(0)=\lambda^{\prime}$. Then $w \geq u\left(\lambda^{\prime}\right)$.

Proof We have $u\left(\lambda^{\prime}\right)(0)=\lambda^{\prime}$, hence $w \geq u\left(\lambda^{\prime}\right) v$ for some $v \in W_{0}$. Now apply (2.4.9).
(2.4.11) Let $\varphi$ be the highest root of $R$. Then $u\left(\varphi^{\vee}\right)=s_{0}$, and $v\left(\varphi^{\vee}\right)=s_{\varphi}$.

Proof We have $t\left(\varphi^{\vee}\right)=s_{0} s_{\varphi}$, and $l\left(s_{0}\right)=1$. Hence $s_{0}$ is the shortest element of the coset $t\left(\varphi^{\vee}\right) W_{0}$, hence is equal to $u\left(\varphi^{\vee}\right)$ by (2.4.5). It then follows that $v\left(\varphi^{\vee}\right)=s_{\varphi}$.
(2.4.12) Let $\lambda^{\prime} \in L^{\prime}, v \in \Omega, \mu^{\prime}=v \lambda^{\prime}$. Then $u\left(\mu^{\prime}\right)=v u\left(\lambda^{\prime}\right)$.

Proof Since $v u\left(\lambda^{\prime}\right)(0)=\mu^{\prime}$ we have $u\left(\mu^{\prime}\right) \leq v u\left(\lambda^{\prime}\right)$ by (2.4.10), hence $l\left(u\left(\mu^{\prime}\right)\right) \leq l\left(u\left(\lambda^{\prime}\right)\right)$ Replacing $\left(\lambda^{\prime}, v\right)$ by $\left(\mu^{\prime}, v^{-1}\right)$ gives the reverse inequality $l\left(u\left(\lambda^{\prime}\right)\right) \leq l\left(u\left(\mu^{\prime}\right)\right)$. Hence $u\left(\mu^{\prime}\right)=v u\left(\lambda^{\prime}\right)$.
(2.4.13) Let $w \in W$. Then $S(w) \cap R=\emptyset$ if and only if $w=u\left(\lambda^{\prime}\right)$, where $\lambda^{\prime}=w(0)$.

Proof We have $w=u\left(\lambda^{\prime}\right) v$ with $v \in w_{0}$. From (2.4.9) and (2.2.4) it follows that $S(w)=v^{-1} S\left(u\left(\lambda^{\prime}\right)\right) \cup S(v)$. By (2.4.7) (i), $S\left(u\left(\lambda^{\prime}\right)\right) \cap R=\emptyset$; hence $S(w) \cap R=\emptyset$ if and only if $S(v)=\emptyset$, i.e., $v=1$.
(2.4.14) Let $\lambda^{\prime} \in L^{\prime}, i \in I, \mu^{\prime}=s_{i} \lambda^{\prime}$.
(i) If $a_{i}\left(\lambda^{\prime}\right) \neq 0$, then $u\left(\mu^{\prime}\right)=s_{i} u\left(\lambda^{\prime}\right)$ and $v\left(\mu^{\prime}\right)=v\left(\lambda^{\prime}\right) s_{\alpha_{i}}$.
(ii) If $a_{i}\left(\lambda^{\prime}\right)<0$, then $u\left(\lambda^{\prime}\right)>u\left(\mu^{\prime}\right)$, and $v\left(\lambda^{\prime}\right)<v\left(\mu^{\prime}\right)$ if $i \neq 0$.
(iii) If $a_{i}\left(\lambda^{\prime}\right)=0$, then $s_{i} u\left(\lambda^{\prime}\right)=u\left(\lambda^{\prime}\right) s_{j}$ for some $j \neq 0$, and $v\left(\lambda^{\prime}\right) \alpha_{i}=\alpha_{j}$.

Proof (i) By interchanging $\lambda^{\prime}$ and $\mu^{\prime}$ if necessary, we may assume that $a_{i}\left(\lambda^{\prime}\right)<$ 0 , so that $u\left(\lambda^{\prime}\right)^{-1} a_{i} \in S^{-}$by (2.4.8). If $w=s_{i} u\left(\lambda^{\prime}\right)$ we have $l(w)=l\left(u\left(\lambda^{\prime}\right)\right)-1$, hence $l\left(u\left(\lambda^{\prime}\right)^{-1}\right)=l\left(w^{-1}\right)+l\left(s_{i}\right)$ and therefore $s_{i} S\left(w^{-1}\right) \subset S\left(u\left(\lambda^{\prime}\right)^{-1}\right)$ by (2.2.4) (v). It follows that for each $b \in S\left(w^{-1}\right)$ we have $\left(s_{i} b\right)\left(\lambda^{\prime}\right)<0$ by (2.4.8), that is to say $b\left(\mu^{\prime}\right)<0$ and therefore $b \in S\left(u\left(\mu^{\prime}\right)^{-1}\right)$. Hence $S\left(w^{-1}\right) \subset$ $S\left(u\left(\mu^{\prime}\right)^{-1}\right)$ and therefore $l(w) \leq l\left(u\left(\mu^{\prime}\right)\right)$. But $w(0)=s_{i} \lambda^{\prime}=\mu^{\prime}$, so that $w=u\left(\mu^{\prime}\right)$ by (2.4.5), i.e. $u\left(\mu^{\prime}\right)=s_{i} u\left(\lambda^{\prime}\right)$. Consequently

$$
\begin{aligned}
v\left(\mu^{\prime}\right) & =u\left(\mu^{\prime}\right)^{-1} t\left(\mu^{\prime}\right)=u\left(\mu^{\prime}\right)^{-1} s_{i} t\left(\lambda^{\prime}\right) s_{\alpha_{i}} \\
& =u\left(\lambda^{\prime}\right)^{-1} t\left(\lambda^{\prime}\right) s_{\alpha_{i}}=v\left(\lambda^{\prime}\right) s_{\alpha_{i}} .
\end{aligned}
$$

(ii) From above we have $u\left(\lambda^{\prime}\right)=s_{i} u\left(\mu^{\prime}\right)$ and $l\left(u\left(\lambda^{\prime}\right)\right)=l\left(u\left(\mu^{\prime}\right)\right)+1$, so that $u\left(\lambda^{\prime}\right)>u\left(\mu^{\prime}\right)$. If $i \neq 0, l\left(t\left(\mu^{\prime}\right)\right)=l\left(t\left(\lambda^{\prime}\right)\right)$ by (2.4.2), so that $l\left(v\left(\lambda^{\prime}\right)\right)=$ $l\left(v\left(\mu^{\prime}\right)\right)-1$ and therefore $v\left(\lambda^{\prime}\right)<v\left(\mu^{\prime}\right)$.
(iii) If $a_{i}\left(\lambda^{\prime}\right)=0$ then $s_{i} u\left(\lambda^{\prime}\right)(0)=s_{i} \lambda^{\prime}=\lambda^{\prime}$, and therefore $s_{i} u\left(\lambda^{\prime}\right)=$ $u\left(\lambda^{\prime}\right) w$ for some $w \in W_{0}$. By (2.4.9), $l\left(s_{i} u\left(\lambda^{\prime}\right)\right)=l\left(u\left(\lambda^{\prime}\right)\right)+l(w)$, hence $l(w)=1$ and therefore $w=s_{j}$ for some $j \in I, j \neq 0$. It follows that $s_{i} t\left(\lambda^{\prime}\right) v\left(\lambda^{\prime}\right)^{-1}=t\left(\lambda^{\prime}\right) v\left(\lambda^{\prime}\right)^{-1} s_{j}$. Now $s_{i} t\left(\lambda^{\prime}\right) s_{\alpha_{i}}=t\left(s_{i} \lambda^{\prime}\right)=t\left(\lambda^{\prime}\right)$, and hence $s_{\alpha_{i}} v\left(\lambda^{\prime}\right)^{-1}=v\left(\lambda^{\prime}\right)^{-1} s_{j}$, so that $v\left(\lambda^{\prime}\right) \alpha_{i}= \pm \alpha_{j}$. But $v\left(\lambda^{\prime}\right) \alpha_{i} \in R^{+}$by (2.4.4), hence $v\left(\lambda^{\prime}\right) \alpha_{i}=\alpha_{j}$.

### 2.5 The group $\Omega$

We shall now determine the elements of the finite group

$$
\Omega=\{w \in W: l(w)=0\} .
$$

For this purpose let $\pi_{i}^{\prime}\left(i \in I_{0}\right)$ be the fundamental weights of $R^{\vee}$, defined by the relations

$$
\begin{equation*}
<\pi_{i}^{\prime}, \alpha_{j}>=\delta_{i j} \tag{2.5.1}
\end{equation*}
$$

for $i, j \in I_{0}$; also, to complete the notation, let $\pi_{0}^{\prime}=0$. We define

$$
\begin{equation*}
u_{i}=u\left(\pi_{i}^{\prime}\right), v_{i}=v\left(\pi_{i}^{\prime}\right) \tag{2.5.2}
\end{equation*}
$$

(so that in particular $u_{0}=v_{0}=1$ ). Next, let $J$ be the subset of $I$ defined by

$$
\begin{equation*}
j \in J \text { if and only if } \pi_{j}^{\prime} \in L^{\prime} \text { and } m_{j}=1, \tag{2.5.3}
\end{equation*}
$$

where the positive integers $m_{j}$ are those defined in (2.1.1), so that $m_{0}=1$ and $m_{j}=<\pi_{j}^{\prime}, \varphi>$ for $j \neq 0$, where $\varphi$ is the highest root of $R$. We have $0 \in J$ in all cases.

With this notation established, we have

$$
\begin{equation*}
\Omega=\left\{u_{j}: j \in J\right\} \tag{2.5.4}
\end{equation*}
$$

Proof Let $u \in \Omega$. Clearly $u$ is the shortest element of its coset $u W_{0}$, so that $u=u\left(\lambda^{\prime}\right)$ where $\lambda^{\prime}=u(0)$. Hence $u=t\left(\lambda^{\prime}\right) v\left(\lambda^{\prime}\right)^{-1}$ and it follows from (2.4.1) (ii) that $<\lambda^{\prime}, \alpha>=\chi\left(v\left(\lambda^{\prime}\right) \alpha\right)$ for each $\alpha \in R^{+}$. Hence $\lambda^{\prime}$ is dominant and of the form $\lambda^{\prime}=\sum_{i \neq 0} c_{i} \pi_{i}^{\prime}$, where the coefficients $c_{i}$ are integers $\geq 0$. Hence

$$
\begin{equation*}
<\lambda^{\prime}, \varphi>=\sum_{i \neq 0} c_{i} m_{i} \tag{1}
\end{equation*}
$$

On the other hand, $\left\langle\lambda^{\prime}, \varphi\right\rangle=\chi\left(v\left(\lambda^{\prime}\right) \varphi\right)=0$ or 1 . If $\left\langle\lambda^{\prime}, \varphi\right\rangle=0$ it follows from (1) that each $c_{i}=0$, hence $\lambda^{\prime}=0$ and $u=1$; if $\left\langle\lambda^{\prime}, \varphi\right\rangle=1$ it follows that $\lambda^{\prime}=\pi_{j}^{\prime}$ for some $j \neq 0$ such that $m_{j}=1$. Hence $u=u_{j}$ for some $j \in J$.

Conversely, let us show that $u_{j} \in \Omega$ for each $j \in J$. Each root $\alpha \in R^{+}$is of the form

$$
\alpha=\sum_{i \neq 0} m_{i}^{\prime} \alpha_{i}
$$

where $0 \leq m_{i}^{\prime} \leq m_{i}$. Hence $0 \leq<\pi_{i}^{\prime}, \alpha>\leq<\pi_{i}^{\prime}, \varphi>$. In particular, if $j \in J$ (and $j \neq 0$ ) we have $<\pi_{j}^{\prime}, \alpha>=0$ or 1 for each $\alpha \in R^{+}$, and from (2.4.6) it
follows that $<\pi_{j}^{\prime}, \alpha>=\chi\left(v_{j} \alpha\right)$ for each $\alpha \in R^{+}$. Hence by (2.4.1) (ii)

$$
l\left(u_{j}\right)=l\left(t\left(\pi_{j}^{\prime}\right) v_{j}^{-1}\right)=\sum_{\alpha \in R^{+}}\left|<\pi_{j}^{\prime}, \alpha>-\chi\left(v_{j} \alpha\right)\right|=0
$$

and therefore $u_{j} \in \Omega$.
(2.5.5) Let $j \in J$. Then $u_{j}\left(a_{0}\right)=a_{j}$.

Proof Since $u_{j}$ has length zero, it permutes the simple affine roots $a_{i}$. Hence $u_{j}\left(a_{0}\right)=a_{r}$ for some $r \in I$, and therefore

$$
\begin{equation*}
v_{j}^{-1} a_{0}=t\left(\pi_{j}^{\prime}\right)^{-1} a_{r}=a_{r}+<\pi_{j}^{\prime}, \alpha_{r}>c \tag{1}
\end{equation*}
$$

(where $\alpha_{0}=-\varphi$ if $r=0$ ).
Evaluating both sides of (1) at the origin gives

$$
a_{r}(0)+<\pi_{j}^{\prime}, \alpha_{r}>=1
$$

If $r \neq 0$ we have $<\pi_{j}^{\prime}, \alpha_{r}>=1$ and hence $r=j$. If $r=0$ we obtain $<\pi_{j}^{\prime}, \alpha_{0}>=0$, hence $j=0$.

For $j, k \in J$ we define $j+k$ and $-j$ by requiring that

$$
\begin{equation*}
u_{j+k}=u_{j} u_{k}, \quad u_{-j}=u_{j}^{-1} \tag{2.5.6}
\end{equation*}
$$

thereby making $J$ an abelian group with neutral element 0 , isomorphic to $\Omega$. Likewise, for $i \in I$ and $j \in J$ we define $i+j \in I$ by requiring that

$$
\begin{equation*}
u_{j}\left(a_{i}\right)=a_{i+j} . \tag{2.5.7}
\end{equation*}
$$

(If $i \in J$, the two definitions agree, by virtue of (2.5.5).) Thus $J$ acts on $I$ as a group of permutations.
(2.5.8) Let $i \in I, j \in J$. Then $v_{j} \alpha_{i}=\alpha_{i-j}$.

Proof We have

$$
u_{j} v_{j} a_{i}=t\left(\pi_{j}^{\prime}\right) a_{i}=a_{i}-<\alpha_{i}, \pi_{j}^{\prime}>c
$$

by (2.1.5). Hence

$$
\begin{aligned}
v_{j} a_{i} & =u_{-j} a_{i}-<\alpha_{i}, \pi_{j}^{\prime}>c \\
& =a_{i-j}-<\alpha_{i}, \pi_{j}^{\prime}>c
\end{aligned}
$$

so that $D\left(v_{j} a_{i}\right)=D\left(a_{i-j}\right)$, i.e. $v_{j} \alpha_{i}=\alpha_{i-j}$.

From (2.5.6) it follows that if $j, k \in J$

$$
\begin{aligned}
t\left(\pi_{j+k}^{\prime}\right) v_{j+k}^{-1} & =t\left(\pi_{j}^{\prime}\right) v_{j}^{-1} t\left(\pi_{k}^{\prime}\right) v_{k}^{-1} \\
& =t\left(\pi_{j}^{\prime}+v_{j}^{-1} \pi_{k}^{\prime}\right) v_{j}^{-1} v_{k}^{-1}
\end{aligned}
$$

and therefore

$$
\begin{gather*}
\pi_{j+k}^{\prime}=\pi_{j}^{\prime}+v_{j}^{-1} \pi_{k}^{\prime}=\pi_{k}^{\prime}+v_{k}^{-1} \pi_{j}^{\prime}  \tag{2.5.9}\\
v_{j+k}=v_{j} v_{k}=v_{k} v_{j}, v_{-j}=v_{j}^{-1} \tag{2.5.10}
\end{gather*}
$$

More generally, if $i \in I$ and $j \in J$ we have

$$
\begin{equation*}
\pi_{i+j}^{\prime}=m_{i} \pi_{j}^{\prime}+v_{j}^{-1} \pi_{i}^{\prime} \tag{2.5.11}
\end{equation*}
$$

Proof This is clear if $i=0$ or $j=0$, so we may assume that $i \neq 0$ and $j \neq 0$. Let $k \in I, k \neq 0$. From (2.5.8) we have $v_{j} \alpha_{k}=\alpha_{k-j}$, so that

$$
<v_{j}^{-1} \pi_{i}^{\prime}, \alpha_{k}>=<\pi_{i}^{\prime}, v_{j} \alpha_{k}>=<\pi_{i}^{\prime}, \alpha_{k-j}>
$$

is zero unless $k=j$ or $k=i+j$. If $k=i+j$ it is equal to 1 , and if $k=j$ it is equal to $<\pi_{i}^{\prime}, \alpha_{0}>=-m_{i}$. Hence

$$
v_{j}^{-1} \pi_{i}^{\prime}=\pi_{i+j}^{\prime}-m_{i} \pi_{j}^{\prime} .
$$

Finally, let $w_{0}$ be the longest element of $W_{0}$, and for each $j \in J$ let $w_{0 j}$ be the longest element of the isotropy subgroup $W_{0 j}$ of $\pi_{j}^{\prime}$ in $W_{0}$. Then we have

$$
\begin{equation*}
v_{j}=w_{0} w_{0 j} \tag{2.5.12}
\end{equation*}
$$

For $w_{0} w_{0 j}$ is the shortest element of $W_{0}$ that takes $\pi_{j}^{\prime}$ to $w_{0} \pi_{j}^{\prime}$.

### 2.6 Convexity

Let

$$
Q_{+}^{\vee}=\sum_{i \neq 0} \mathbb{N} \alpha_{i}^{\vee}
$$

denote the cone in $Q^{\vee}$ spanned by the simple coroots $\alpha_{i}^{\vee}$, and let $L_{++}^{\prime}$ denote the set of dominant weights $\lambda^{\prime} \in L^{\prime}$, satisfying $<\lambda^{\prime}, \alpha_{i}>\geq 0$ for $i \neq 0$. As in $\S 2.4$, for each $\lambda^{\prime} \in L^{\prime}$ let $\lambda_{+}^{\prime}$ denote the unique dominant weight in the orbit $W_{0} \lambda^{\prime}$.

A subset $X$ of $L^{\prime}$ is said to be saturated if for each $\lambda^{\prime} \in X$ and each $\alpha \in R$ we have $\lambda^{\prime}-r \alpha^{\vee} \in X$ for all integers $r$ between 0 and $<\lambda^{\prime}, \alpha>$ (inclusive). In
other words, the segment $\left[\lambda^{\prime}, s_{\alpha} \lambda^{\prime}\right] \cap\left(\lambda^{\prime}+Q^{\vee}\right)$ is contained in $X$. In particular, $s_{\alpha} \lambda^{\prime} \in X$, so that a saturated set is $W_{0}$-stable.

The intersection of any family of saturated sets is saturated. In particular, given any subset of $L^{\prime}$, there is a smallest saturated set containing it.
(2.6.1) Let $X$ be a saturated subset of $L^{\prime}$, and let $\lambda^{\prime} \in X$. If $\mu^{\prime} \in L_{++}^{\prime}$ is such that $\lambda^{\prime}-\mu^{\prime} \in Q_{+}^{\vee}$, then $\mu^{\prime} \in X$.

Proof Let $\nu^{\prime}=\lambda^{\prime}-\mu^{\prime}=\sum r_{i} \alpha_{i}^{\vee}$. We proceed by induction on $r=r\left(v^{\prime}\right)=$ $\sum r_{i}$. If $r=0$, then $\lambda^{\prime}=\mu^{\prime}$ and there is nothing to prove. Let $r \geq 1$, then $v^{\prime} \neq 0$ and therefore $\sum r_{i}<\nu^{\prime}, \alpha_{i}^{\vee}>=\left|v^{\prime}\right|^{2}>0$. Hence for some $i \neq 0$ we have $r_{i} \geq 1$ and $<\nu^{\prime}, \alpha_{i}>\geq 1$. Since $<\mu^{\prime}, \alpha_{i}>\geq 0$ it follows that $<\lambda^{\prime}, \alpha_{i}>\geq 1$ and hence that $\lambda_{1}^{\prime}=\lambda^{\prime}-\alpha_{i}^{\vee} \in X$. Consequently $\mu^{\prime}=\lambda_{1}^{\prime}-v_{1}^{\prime}$, where $\nu_{1}^{\prime}=\nu^{\prime}-\alpha_{i}^{\vee} \in Q_{+}^{\prime}$ and $r\left(v_{1}^{\prime}\right)=r-1$. By the inductive hypothesis it follows that $\mu^{\prime} \in X$.

Let $\lambda^{\prime} \in L_{++}^{\prime}$ and let $\Sigma\left(\lambda^{\prime}\right)$ denote the smallest saturated subset of $L^{\prime}$ that contains $\lambda^{\prime}$. Let $C\left(\lambda^{\prime}\right)$ denote the convex hull in $V$ of the orbit $W_{0} \lambda^{\prime}$, and let

$$
\begin{aligned}
& \Sigma_{1}\left(\lambda^{\prime}\right)=C\left(\lambda^{\prime}\right) \cap\left(\lambda^{\prime}+Q^{\vee}\right), \\
& \Sigma_{2}\left(\lambda^{\prime}\right)=\bigcap_{w \in W_{0}} w\left(\lambda^{\prime}-Q_{+}^{\vee}\right) .
\end{aligned}
$$

Then we have

$$
\begin{equation*}
\Sigma\left(\lambda^{\prime}\right)=\Sigma_{1}\left(\lambda^{\prime}\right)=\Sigma_{2}\left(\lambda^{\prime}\right) \tag{2.6.2}
\end{equation*}
$$

Proof (a) $\Sigma\left(\lambda^{\prime}\right) \subset \Sigma_{1}\left(\lambda^{\prime}\right)$. Since $\lambda^{\prime} \in \Sigma_{1}\left(\lambda^{\prime}\right)$, it is enough to show that $\Sigma_{1}\left(\lambda^{\prime}\right)$ is saturated. Now both $C\left(\lambda^{\prime}\right)$ and $\lambda^{\prime}+Q^{\vee}$ are $W_{0}$-stable, hence $\Sigma_{1}\left(\lambda^{\prime}\right)$ is $W_{0}-$ stable and therefore contains $s_{\alpha} \lambda^{\prime}$ for each $\alpha \in R$. By convexity, $\Sigma_{1}\left(\lambda^{\prime}\right)$ contains the interval $\left[\lambda^{\prime}, s_{\alpha} \lambda^{\prime}\right] \cap\left(\lambda^{\prime}+Q^{\vee}\right)$, hence is saturated.
(b) $\Sigma_{1}\left(\lambda^{\prime}\right) \subset \Sigma_{2}\left(\lambda^{\prime}\right)$. Each set $w\left(\lambda^{\prime}-Q_{+}^{\vee}\right)$ is the intersection of $\lambda^{\prime}+Q^{\vee}$ with a convex set, hence the some is true of $\Sigma_{2}\left(\lambda^{\prime}\right)$. Moreover, $\Sigma_{2}\left(\lambda^{\prime}\right)$ contains the orbit $W_{0} \lambda^{\prime}$, since $\lambda^{\prime}-w \lambda^{\prime} \in Q_{+}^{\vee}$ for all $w \in W_{0}$. Hence $\Sigma_{2}\left(\lambda^{\prime}\right)$ contains $\Sigma_{1}\left(\lambda^{\prime}\right)$.
(c) $\Sigma_{2}\left(\lambda^{\prime}\right) \subset \Sigma\left(\lambda^{\prime}\right)$. If $\mu^{\prime} \in \Sigma_{2}\left(\lambda^{\prime}\right)$, let $\lambda_{+}^{\prime}$ be the dominant element of the orbit $W_{0} \mu^{\prime}$. Then $\mu_{+}^{\prime} \in \lambda^{\prime}-Q_{+}^{\vee}$, hence $\mu_{+}^{\prime} \in \Sigma\left(\lambda^{\prime}\right)$ by (2.6.1). Since $\Sigma\left(\lambda^{\prime}\right)$ is $W_{0}$-stable, it follows that $\mu^{\prime} \in \Sigma\left(\lambda^{\prime}\right)$. Hence $\Sigma_{2}\left(\lambda^{\prime}\right) \subset \Sigma\left(\lambda^{\prime}\right)$, and the proof is complete.
(2.6.3) Let $\lambda^{\prime}, \mu^{\prime} \in L_{++}^{\prime}$. Then the following conditions are equivalent:
(a) $\lambda^{\prime}-\mu^{\prime} \in Q_{+}^{\vee}$; (b) $\mu^{\prime} \in \Sigma\left(\lambda^{\prime}\right)$; (c) $\Sigma\left(\mu^{\prime}\right) \subset \Sigma\left(\lambda^{\prime}\right)$.

Proof (2.6.1) shows that (a) implies (b), and it is clear that (b) and (c) are equivalent. Finally, if $\Sigma\left(\mu^{\prime}\right) \subset \Sigma\left(\lambda^{\prime}\right)$ then $\mu^{\prime} \in \Sigma\left(\lambda^{\prime}\right)=\Sigma_{2}\left(\lambda^{\prime}\right)$, hence $\mu^{\prime} \in$ $\lambda^{\prime}-Q_{+}^{\vee}$, so that (c) implies (a).

If $\lambda^{\prime}, \mu^{\prime} \in L_{++}^{\prime}$ satisfy the equivalent conditions of (2.6.3) we write

$$
\begin{equation*}
\lambda^{\prime} \geq \mu^{\prime} \tag{2.6.4}
\end{equation*}
$$

This is the dominance partial ordering on $L_{++}^{\prime}$.

### 2.7 The partial order on $L^{\prime}$

Recall (§2.4) that for $\lambda^{\prime} \in L^{\prime}$ the shortest $w \in W_{0}$ such that $w \lambda^{\prime}=\lambda_{-}^{\prime}$ is denoted by $v\left(\lambda^{\prime}\right)$. Also let $\bar{v}\left(\lambda^{\prime}\right)$ denote the shortest $w \in W_{0}$ such that $w \lambda_{+}^{\prime}=\lambda^{\prime}$. Here $\lambda_{+}^{\prime}$ is the dominant weight and $\lambda_{-}^{\prime}=w_{0} \lambda_{+}^{\prime}$ the antidominant weight in the orbit $W_{0} \lambda^{\prime}$, and $w_{0}$ is the longest element of $W_{0}$. We have

$$
\begin{equation*}
v\left(\lambda^{\prime}\right)^{-1}=w_{0} \bar{v}\left(\mu^{\prime}\right) w_{0}=\bar{v}\left(-\lambda^{\prime}\right), \text { where } \mu^{\prime}=w_{0} \lambda^{\prime} \tag{2.7.1}
\end{equation*}
$$

Proof Since $\lambda^{\prime}$ and $\mu^{\prime}$ are in the same $W_{0}$-orbit we have $\mu_{+}^{\prime}=\lambda_{+}^{\prime}$ and $\mu_{-}^{\prime}=$ $\lambda_{-}^{\prime}$. Hence $w_{0} \bar{v}\left(\mu^{\prime}\right) w_{0} \lambda_{-}^{\prime}=w_{0} \bar{v}\left(\mu^{\prime}\right) \mu_{+}^{\prime}=w_{0} \mu^{\prime}=\lambda^{\prime}$, and $w_{0} \bar{v}\left(\mu^{\prime}\right) w_{0}$ is the shortest element of $W_{0}$ with this property. It follows that $w_{0} \bar{v}\left(\mu^{\prime}\right) w_{0}=v\left(\lambda^{\prime}\right)^{-1}$.

Next, let $\nu^{\prime}=-\lambda^{\prime}$. Then $-v_{+}^{\prime}=\lambda_{-}^{\prime}$, and again by minimality it follows that $\bar{v}\left(v^{\prime}\right)=v\left(\lambda^{\prime}\right)^{-1}$.
(2.7.2) (i) $S\left(v\left(\lambda^{\prime}\right)\right)=\left\{\alpha \in R^{+}:\left\langle\lambda^{\prime}, \alpha \gg 0\right\}\right.$,
(ii) $S\left(\bar{v}\left(\lambda^{\prime}\right)^{-1}\right)=\left\{\alpha \in R^{+}:<\lambda^{\prime}, \alpha><0\right\}$.

Proof (i) is a restatement of (2.4.4), and (ii) follows from (i) and (2.7.1), since $\bar{v}\left(\lambda^{\prime}\right)^{-1}=v\left(-\lambda^{\prime}\right)$.
(2.7.3) Let $\lambda^{\prime} \in L^{\prime}$. Then $v\left(\lambda^{\prime}\right) \bar{v}\left(\lambda^{\prime}\right)=v\left(\lambda_{+}^{\prime}\right)$.

Proof Since $v\left(\lambda^{\prime}\right) \bar{v}\left(\lambda^{\prime}\right)$ sends $\lambda_{+}^{\prime}$ to $\lambda_{-}^{\prime}$, it follows that $v\left(\lambda^{\prime}\right) \bar{v}\left(\lambda^{\prime}\right) \geq v\left(\lambda_{+}^{\prime}\right)$. On the other hand, by (2.7.2) we have

$$
\begin{aligned}
l\left(v\left(\lambda_{+}^{\prime}\right)\right) & =\operatorname{Card}\left\{\alpha \in R^{+}:<\lambda_{+}^{\prime}, \alpha \gg 0\right\} \\
& =\operatorname{Card}\left\{\alpha \in R^{+}:<\lambda^{\prime}, \alpha>\neq 0\right\} \\
& =l\left(v\left(\lambda^{\prime}\right)\right)+l\left(\bar{v}\left(\lambda^{\prime}\right)\right) \geq l\left(v\left(\lambda^{\prime}\right) \bar{v}\left(\lambda^{\prime}\right)\right) .
\end{aligned}
$$

Hence $v\left(\lambda^{\prime}\right) \bar{v}\left(\lambda^{\prime}\right)=v\left(\lambda_{+}^{\prime}\right)$.
(2.7.4) Let $\lambda^{\prime}, \mu^{\prime} \in L^{\prime}$ be in the same $W_{0}$-orbit. Then $\bar{v}\left(\lambda^{\prime}\right) \geq \bar{v}\left(\mu^{\prime}\right)$ if and only if $v\left(\lambda^{\prime}\right) \leq v\left(\mu^{\prime}\right)$.

Proof Let $w$ be the longest element of $W_{0}$ that fixes $\lambda_{+}^{\prime}$, so that $w=w^{-1}$, and $v\left(\lambda_{+}^{\prime}\right)=w_{0} w$. From (2.7.3) we have $v\left(\lambda^{\prime}\right) \bar{v}\left(\lambda^{\prime}\right)=v\left(\mu^{\prime}\right) \bar{v}\left(\mu^{\prime}\right)=w_{0} w$. Since $l\left(\bar{v}\left(\lambda^{\prime}\right) w\right)=l\left(\bar{v}\left(\lambda^{\prime}\right)\right)+l(w)$, and likewise for $\mu^{\prime}$, we have

$$
\begin{aligned}
\bar{v}\left(\lambda^{\prime}\right) \geq \bar{v}\left(\mu^{\prime}\right) & \Longleftrightarrow \bar{v}\left(\lambda^{\prime}\right) w \geq \bar{v}\left(\mu^{\prime}\right) w \\
& \Longleftrightarrow v\left(\lambda^{\prime}\right)^{-1} w_{0} \geq v\left(\mu^{\prime}\right)^{-1} w_{0} \\
& \Longleftrightarrow v\left(\lambda^{\prime}\right)^{-1} \leq v\left(\mu^{\prime}\right)^{-1} \\
& \Longleftrightarrow v\left(\lambda^{\prime}\right) \leq v\left(\mu^{\prime}\right)
\end{aligned}
$$

We shall now extend the dominance partial ordering (2.6.4) on $L_{++}^{\prime}$ to a partial ordering on $L^{\prime}$, as follows: for $\lambda^{\prime}, \mu^{\prime} \in L^{\prime}$,
(2.7.5) $\lambda^{\prime} \geq \mu^{\prime}$ if and only if either (i) $\lambda_{+}^{\prime}>\mu_{+}^{\prime}$, or (ii) $\lambda_{+}^{\prime}=\mu_{+}^{\prime}$ and $v\left(\lambda^{\prime}\right) \leq v\left(\mu^{\prime}\right)$ (or equivalently (2.7.4) $\bar{v}\left(\lambda^{\prime}\right) \geq \bar{v}\left(\mu^{\prime}\right)$ ).

Observe that for this ordering, in a given $W_{0}$-orbit the antidominant weight is highest.
(2.7.6) Let $v, w \in W_{0}$. If $v \leq w$ then $v \lambda^{\prime}-w \lambda^{\prime} \in Q_{+}^{\vee}$ for all $\lambda \in L_{++}^{\prime}$.

Proof We may assume that $w=v s_{\alpha}$ where $\alpha \in R^{+}$and $v \alpha \in R^{+}$. Hence

$$
v \lambda^{\prime}-w \lambda^{\prime}=v\left(\lambda^{\prime}-s_{\alpha} \lambda^{\prime}\right)=<\lambda^{\prime}, \alpha>v \alpha^{\vee}
$$

which is in $Q_{+}^{\vee}$ because $<\lambda^{\prime}, \alpha>\geq 0$.
(2.7.7) Let $\lambda^{\prime}, \mu^{\prime} \in L^{\prime}$ lie in the same $W_{0}$-orbit. If $\lambda^{\prime} \geq \mu^{\prime}$ then $\mu^{\prime}-\lambda^{\prime} \in Q_{+}^{\vee}$.

Proof We have $\mu^{\prime}-\lambda^{\prime}=\bar{v}\left(\mu^{\prime}\right) \lambda_{+}^{\prime}-\bar{v}\left(\lambda^{\prime}\right) \lambda_{+}^{\prime}$. Hence the result follows from (2.7.6).

Remark The converse of (2.7.7) is in general false, if the rank of $R$ is greater than 2. (For example, if $R$ is of type $A_{3}$ let $\lambda^{\prime}=-\varepsilon_{2}-2 \varepsilon_{3}+3 \varepsilon_{4}, \mu^{\prime}=$ $3 \varepsilon_{1}-2 \varepsilon_{2}-\varepsilon_{3}$, in the notation of (1.3.1). Here $\lambda_{+}^{\prime}=\mu_{+}^{\prime}=3 \varepsilon_{1}-\varepsilon_{3}-2 \varepsilon_{4}$ and $\mu^{\prime}-\lambda^{\prime}=3 \varepsilon_{1}-\varepsilon_{2}+\varepsilon_{3}-3 \varepsilon_{4}=3 \alpha_{1}+2 \alpha_{2}+3 \alpha_{3} \in Q_{+}^{\vee}$. But $v\left(\lambda^{\prime}\right)=s_{1} s_{2} s_{1}$ and $v\left(\mu^{\prime}\right)=s_{3} s_{2} s_{1}$ are incomparable for the Bruhat order.)
(2.7.8) Let $\lambda^{\prime}$, $\mu^{\prime}$ lie in the same $W_{0}$-orbit. Then the following are equivalent: (a) $\lambda^{\prime} \geq \mu^{\prime}$; (b) $-\mu^{\prime} \geq-\lambda^{\prime}$; (c) $w_{0} \mu^{\prime} \geq w_{0} \lambda^{\prime}$.

This follows from (2.7.1).
(2.7.9) Let $\lambda^{\prime} \in L^{\prime}, \alpha \in R^{+}$. Then $<\lambda^{\prime}, \alpha \gg 0$ if and only if $s_{\alpha} \lambda^{\prime}>\lambda^{\prime}$.

Proof Let $\mu^{\prime}=s_{\alpha} \lambda^{\prime}$. if $\left\langle\lambda^{\prime}, \alpha\right\rangle>0$ then $\alpha \in s\left(v\left(\lambda^{\prime}\right)\right)$ by (2.7.2), hence $v\left(\lambda^{\prime}\right) s_{\alpha}<v\left(\lambda^{\prime}\right)$ by (2.3.3). Now $v\left(\lambda^{\prime}\right) s_{\alpha}$ takes $\mu^{\prime}$ to $\lambda_{-}^{\prime}=\mu_{-}^{\prime}$, hence $v\left(\lambda^{\prime}\right) s_{\alpha} \geq$ $v\left(\mu^{\prime}\right)$ It follows that $u\left(\lambda^{\prime}\right)>u\left(\mu^{\prime}\right)$, i.e., $\mu^{\prime}>\lambda^{\prime}$.

If on the other hand $<\lambda^{\prime}, \alpha><0$, we have $<\mu^{\prime}, \alpha \gg 0$ and hence $\lambda^{\prime}>\mu^{\prime}$ by the previous paragraph. Finally, if $<\lambda^{\prime}, \alpha>=0$ then $\mu^{\prime}=\lambda^{\prime}$.
(2.7.10) (i) Let $\lambda^{\prime} \in L^{\prime}$, let $v\left(\lambda^{\prime}\right)=s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression, and let $\lambda_{r}^{\prime}=s_{i_{r+1} \cdots s_{i_{p}}}\left(\lambda^{\prime}\right)$, for $0 \leq r \leq p$. Then

$$
\lambda_{-}^{\prime}=\lambda_{0}^{\prime}>\lambda_{1}^{\prime}>\cdots>\lambda_{p}^{\prime}=\lambda^{\prime}
$$

(ii) Let $\bar{v}\left(\lambda^{\prime}\right)=s_{j_{q}} \cdots s_{j_{1}}$ be a reduced expression, and let $\mu_{r}^{\prime}=s_{j_{r+1}} \cdots$ $s_{j_{q}}\left(\lambda^{\prime}\right)$, for $0 \leq r \leq q$. Then

$$
\lambda_{+}^{\prime}=\mu_{0}^{\prime}<\mu_{1}^{\prime}<\cdots<\mu_{q}^{\prime}=\lambda^{\prime}
$$

Proof (i) Let $\beta_{r}=s_{i_{p}} \cdots s_{i_{r+1}}\left(\alpha_{i_{r}}\right)$ for $1 \leq r \leq p$, so that $s\left(v\left(\lambda^{\prime}\right)\right)=$ $\left\{\beta_{1}, \ldots, \beta_{p}\right\}$ by (2.2.9). Hence $\left.<\lambda_{r}^{\prime}, \alpha_{i_{r}}\right\rangle=<\lambda^{\prime}, \beta_{r} \gg 0$ by (2.7.2), and therefore $\lambda_{r-1}^{\prime}=s_{i_{r}} \lambda_{r}^{\prime}>\lambda_{r}^{\prime}$ by (2.7.9).
(ii) Let $\gamma_{r}=s_{j_{q}} \cdots s_{j_{r+1}}\left(\alpha_{j_{r}}\right)$ for $1 \leq r \leq q$, so that $s\left(\bar{v}\left(\lambda^{\prime}\right)^{-1}\right)=\left\{\gamma_{1}, \ldots, \gamma_{q}\right\}$ by (2.2.9). Hence $<\mu_{r}^{\prime}, \alpha_{j_{r}}>=<\lambda^{\prime}, \gamma_{r}><0$ by (2.7.2), and therefore $\mu_{r-1}^{\prime}=$ $s_{j_{r}} \mu_{r}^{\prime}<\mu_{r}^{\prime}$ by (2.7.9).
(2.7.11) Let $v, w \in W$ and let $v(0)=\lambda^{\prime}, w(0)=\mu^{\prime}$. Then

$$
v \leq w \Rightarrow u\left(\lambda^{\prime}\right) \leq u\left(\mu^{\prime}\right) \Rightarrow \lambda^{\prime} \leq \mu^{\prime}
$$

Proof We have $w=u\left(\mu^{\prime}\right) w^{\prime}$, where $w^{\prime} \in W_{0}$ and $l(w)=l\left(u\left(u^{\prime}\right)\right)+l\left(w^{\prime}\right)$, by (2.4.9). Since $v \leq w$, it follows that $v=v_{1} v_{2}$, where $v_{1} \leq u\left(\mu^{\prime}\right)$ and $v_{2} \leq w^{\prime}$, so that $v_{2} \in W_{0}$. Hence $v_{1}(0)=v(0)=\lambda^{\prime}$, and so $v_{1} \geq u\left(\lambda^{\prime}\right)$ Consequently $u\left(\lambda^{\prime}\right) \leq u\left(\mu^{\prime}\right)$.

We shall next show that $v \leq w$ implies $\lambda^{\prime} \leq \mu^{\prime}$. For this purpose we may assume that $v=w s_{a}$ where $a \in S(w)$, by (2.3.3). Let $a=\alpha+r c$ and let
$w=t\left(\mu^{\prime}\right) w^{\prime}$ where $w^{\prime} \in W_{0}$. From (2.1.4) we have

$$
w a=\beta+\left(r-<\mu^{\prime}, \beta>\right) c
$$

where $\beta=w^{\prime} \alpha$, and

$$
\lambda^{\prime}=v(0)=t\left(\mu^{\prime}\right) w s_{a}(0)=\mu^{\prime}-r \beta^{\vee} .
$$

Since $a \in S(w)$ we must have

$$
\begin{equation*}
\chi(\alpha) \leq r<\chi(\beta)+<\mu^{\prime}, \beta> \tag{1}
\end{equation*}
$$

from which it follows that $\left.<\mu^{\prime}, \beta\right\rangle \geq 0$. If $\left.<\mu^{\prime}, \beta\right\rangle=0$ then $r=0$ and $\lambda^{\prime}=\mu^{\prime}$. If $<\mu^{\prime}, \beta \gg 0$ and $0<r \ll \mu^{\prime}, \beta>$, then $\lambda^{\prime}$ lies in the interior of the line segment $\left[\mu^{\prime}, s_{\beta} \mu^{\prime}\right]$, so that $\Sigma\left(\lambda^{\prime}\right)$ is strictly contained in $\Sigma\left(\mu^{\prime}\right)$ and therefore $\lambda^{\prime}<\mu^{\prime}$ by (2.6.3). Finally, if $r=<\mu^{\prime}, \beta>$, so that $\lambda^{\prime}=s_{\beta} \mu^{\prime}$, we must have $\chi(\beta)=1$ by (1) above, hence $\beta \in R^{-}$and therefore $s_{\beta} \mu^{\prime}<\mu^{\prime}$ by (2.7.9). Hence $\lambda^{\prime}<\mu^{\prime}$ in this case also.

Finally, by taking $v=u\left(\lambda^{\prime}\right)$ and $w=u\left(\mu^{\prime}\right)$, it follows that $u\left(\lambda^{\prime}\right) \leq u\left(\mu^{\prime}\right)$ implies $\lambda^{\prime} \leq \mu^{\prime}$.
(2.7.12) Let $w \in W, \mu^{\prime} \in L^{\prime}$. If $w<u\left(\mu^{\prime}\right)$ then $w(0)<\mu^{\prime}$.

Proof Let $w(0)=\lambda^{\prime}$. Then $\lambda^{\prime} \leq \mu^{\prime}$ by (2.7.11), and $\lambda^{\prime} \neq \mu^{\prime}$, hence $\lambda^{\prime}<\mu^{\prime}$.
(2.7.13) Let $\lambda^{\prime} \in L^{\prime}, i \in I$. Then $s_{i} \lambda^{\prime}>\lambda^{\prime}$ if and only if $a_{i}\left(\lambda^{\prime}\right)>0$.

Proof This follows from (2.7.9) if $i \neq 0$. If $i=0$ and $a_{0}\left(\lambda^{\prime}\right)=r>0$ let $\mu^{\prime}=s_{0} \lambda^{\prime}=\lambda^{\prime}-a_{0}\left(\lambda^{\prime}\right) \alpha_{0}^{\vee}=\lambda^{\prime}+r \varphi^{\vee}$, and $s_{\varphi} \mu^{\prime}=\lambda^{\prime}-\varphi^{\vee}$, so that $\lambda^{\prime}$ lies in the interior of the segment $\left[\mu^{\prime}, s_{\varphi} \mu^{\prime}\right]$ and therefore $\lambda^{\prime}<\mu^{\prime}$. Finally, if $a_{0}\left(\lambda^{\prime}\right)<0$, interchange $\lambda^{\prime}$ and $\mu^{\prime}$.

### 2.8 The functions $\boldsymbol{r}_{\boldsymbol{k}^{\prime}}, \boldsymbol{r}_{\boldsymbol{k}}^{\prime}$

Let $S, S^{\prime}$ be as in $\S 1.4$ and let $k$ be a $W$-labelling of $S$ as defined in $\S 1.5$, and $k^{\prime}$ the dual labelling of $S^{\prime}$. For each $\lambda^{\prime} \in L^{\prime}$ let $u\left(\lambda^{\prime}\right)$ be the shortest element of the $\operatorname{coset} t\left(\lambda^{\prime}\right) W_{0}$, as in $\S 2.4$, and define

$$
\begin{equation*}
r_{k}^{\prime}\left(\lambda^{\prime}\right)=u\left(\lambda^{\prime}\right)\left(-\rho_{k}^{\prime}\right) \tag{2.8.1}
\end{equation*}
$$

where $\rho_{k}^{\prime}$ is given by (1.5.2).

Dually, if $\lambda \in L$ let $u^{\prime}(\lambda) \in W^{\prime}$ be the shortest element of the coset $t(\lambda) W_{0}$, and define

$$
r_{k^{\prime}}(\lambda)=u^{\prime}(\lambda)\left(-\rho_{k^{\prime}}\right)
$$

Then we have

$$
\begin{equation*}
r_{k}^{\prime}\left(\lambda^{\prime}\right)=\lambda^{\prime}+\frac{1}{2} \sum_{\alpha \in R^{+}} \eta\left(<\lambda^{\prime}, \alpha>\right) k\left(\alpha^{\prime v}\right) \alpha^{\prime}, \tag{2.8.2}
\end{equation*}
$$

$$
\begin{equation*}
r_{k^{\prime}}(\lambda)=\lambda+\frac{1}{2} \sum_{\alpha \in R^{+}} \eta\left(<\lambda, \alpha^{\prime}>\right) k^{\prime}\left(\alpha^{\vee}\right) \alpha, \tag{2.8.2'}
\end{equation*}
$$

where for $x \in \mathbb{R}$

$$
\eta(x)=\left\{\begin{align*}
1 & \text { if } x>0  \tag{2.8.3}\\
-1 & \text { if } x \leq 0
\end{align*}\right.
$$

Proof Since $u\left(\lambda^{\prime}\right)=t\left(\lambda^{\prime}\right) v\left(\lambda^{\prime}\right)^{-1}$, we have

$$
\begin{aligned}
r_{k}^{\prime}\left(\lambda^{\prime}\right) & =\lambda^{\prime}-v\left(\lambda^{\prime}\right)^{-1}\left(\rho_{k}^{\prime}\right) \\
& =\lambda^{\prime}-\frac{1}{2} \sum_{\alpha \in R^{+}} \sigma\left(v\left(\lambda^{\prime}\right) \alpha\right) k\left(\alpha^{\wedge}\right) \alpha^{\prime}
\end{aligned}
$$

by (1.5.3), and $\sigma\left(v\left(\lambda^{\prime}\right) \alpha\right)=-\eta\left(<\lambda^{\prime}, \alpha>\right)$ by (2.4.4).
(2.8.4) Let $\lambda^{\prime} \in L^{\prime}$.
(i) If $u_{j} \in \Omega$ then $r_{k}^{\prime}\left(u_{j} \lambda^{\prime}\right)=u_{j}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)$.
(ii) If $i \in I$ and $\lambda^{\prime} \neq s_{i} \lambda^{\prime}$, then $s_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=r_{k}^{\prime}\left(s_{i} \lambda^{\prime}\right)$.
(iii) If $i \in I$ and $\lambda^{\prime}=s_{i} \lambda^{\prime}$, then $s_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=r_{k}^{\prime}\left(\lambda^{\prime}\right)+k\left(\alpha_{i}^{\prime \vee}\right) \alpha_{i}^{\prime}$.

Proof (i) follows from (2.4.12), and (ii) from (2.4.14) (i).
(iii) From (2.4.14) (iii) we have $s_{i} u\left(\lambda^{\prime}\right)=u\left(\lambda^{\prime}\right) s_{j}$ and $v\left(\lambda^{\prime}\right) \alpha_{i}=\alpha_{j}$ for some $j \neq 0$, so that

$$
\begin{aligned}
s_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) & =s_{i} u\left(\lambda^{\prime}\right)\left(-\rho_{k}^{\prime}\right)=u\left(\lambda^{\prime}\right) s_{j}\left(-\rho_{k}^{\prime}\right) \\
& =u\left(\lambda^{\prime}\right)\left(-\rho_{k}^{\prime}+k\left(\alpha_{j}^{\prime \vee}\right) \alpha_{j}^{\prime}\right) \\
& =u\left(\lambda^{\prime}\right)\left(-\rho_{k}^{\prime}\right)+k\left(\alpha_{j}^{\prime \vee}\right) v\left(\lambda^{\prime}\right)^{-1} \alpha_{j}^{\prime} \\
& =r_{k}^{\prime}\left(\lambda^{\prime}\right)+k\left(\alpha_{i}^{\prime \vee}\right) \alpha_{i}^{\prime} .
\end{aligned}
$$

For the rest of this section we shall assume that $k\left(\alpha^{\prime v}\right) \geq 0$ for each $\alpha \in R$.
(2.8.5) The mapping $r_{k}^{\prime} ; L^{\prime} \rightarrow V$ is injective.

Proof Let $\lambda^{\prime}, \mu^{\prime}$ be such that $r_{k}^{\prime}\left(\lambda^{\prime}\right)=r_{k}^{\prime}\left(\mu^{\prime}\right)$. We have

$$
v\left(\lambda^{\prime}\right)\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=v\left(\lambda^{\prime}\right) u\left(\lambda^{\prime}\right)\left(-\rho_{k}^{\prime}\right)=\lambda_{-}^{\prime}-\rho_{k}^{\prime}
$$

by (2.4.3), where $\lambda_{-}^{\prime}$ is the antidominant element of the orbit $W_{0} \lambda^{\prime}$. Hence (as the labels are all $\geq 0$ ) $\lambda_{-}^{\prime}-\rho_{k}^{\prime}$ is the antidominant element of the orbit $W_{0} r_{k}^{\prime}\left(\lambda^{\prime}\right)$. So if $r_{k}^{\prime}\left(\lambda^{\prime}\right)=r_{k}^{\prime}\left(\mu^{\prime}\right)$ we must have $\lambda_{-}^{\prime}-\rho_{k}^{\prime}=\mu_{-}^{\prime}-\rho_{k}^{\prime}$, hence $\lambda_{-}^{\prime}=\mu_{-}^{\prime}$ and $v\left(\lambda^{\prime}\right)=v\left(\mu^{\prime}\right)$, whence $\lambda^{\prime}=\mu^{\prime}$.
(2.8.6) Let $\lambda^{\prime} \in L^{\prime}$. If $s_{i} \lambda^{\prime}=\lambda^{\prime}$ for some $i \in I$, then $s_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \notin r_{k}^{\prime}\left(L^{\prime}\right)$.

Proof Suppose that $s_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=r_{k}^{\prime}\left(\mu^{\prime}\right)$ for some $\mu^{\prime} \in L^{\prime}$. Then as in (2.8.5) we have

$$
s_{i} v\left(\lambda^{\prime}\right)^{-1}\left(\lambda_{-}^{\prime}-\rho_{k}^{\prime}\right)=v\left(\mu^{\prime}\right)^{-1}\left(\mu_{-}^{\prime}-\rho_{k}^{\prime}\right)
$$

from which we conclude that $\lambda_{-}^{\prime}=\mu_{-}^{\prime}$ and $s_{i} v\left(\lambda^{\prime}\right)^{-1}=v\left(\mu^{\prime}\right)^{-1}$. Consequently $\mu^{\prime}=v\left(\mu^{\prime}\right)^{-1} \mu_{-}^{\prime}=s_{i} v\left(\lambda^{\prime}\right)^{-1} \lambda_{-}^{\prime}=s_{i} \lambda^{\prime}=\lambda^{\prime}$. But $s_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \neq r_{k}^{\prime}\left(\lambda^{\prime}\right)$ by (2.8.4) (iii).

## Notes and references

The extended affine Weyl groups occur in [B1], p. 176, and probably earlier. The elements $u\left(\lambda^{\prime}\right), v\left(\lambda^{\prime}\right)$ were defined by Cherednik in [C2], and the partial order on $L^{\prime}$ was introduced by Heckman (see [O4], Def. 2.4).

## 3

## The braid group

### 3.1 Definition of the braid group

We retain the notation of Chapter 2. The braid group $\mathfrak{B}$ of the extended affine Weyl group $W$ is the group with generators $T(w), w \in W$, and relations

$$
\begin{equation*}
T(v) T(w)=T(v w) \quad \text { if } \quad l(v)+l(w)=l(v w) . \tag{3.1.1}
\end{equation*}
$$

There is an obvious surjective homomorphism

$$
\begin{equation*}
f: \mathfrak{B} \rightarrow W \tag{3.1.2}
\end{equation*}
$$

such that $f(T(w))=w$ for each $w \in W$.
We shall write

$$
T_{i}=T\left(s_{i}\right), \quad U_{j}=T\left(u_{j}\right)
$$

for $i \in I$ and $j \in J$.
Let $i, j$ be distinct elements of $I$ such that $s_{i} s_{j}$ has finite order $m_{i j}$ in $W$. Then we have

$$
s_{i} s_{j} s_{i} \cdots=s_{j} s_{i} s_{j} \cdots
$$

with $m_{i j}$ factors on either side. Since both sides are reduced expressions, it follows from (3.1.1) that

$$
\begin{equation*}
T_{i} T_{j} T_{i} \cdots=T_{j} T_{i} T_{j} \cdots \tag{3.1.3}
\end{equation*}
$$

with $m_{i j}$ factors on either side.
These relations (3.1.3) are called the braid relations.
Next, let $j, k \in J$. Then $u_{j} u_{k}=u_{j+k}$ (2.5.6), and all three terms have length zero, so that

$$
\begin{equation*}
U_{j} U_{k}=U_{j+k} . \tag{3.1.4}
\end{equation*}
$$

Finally, let $i \in I$ and $j \in J$. Then $u_{j}\left(a_{i}\right)=a_{i+j}$ (2.5.7), so that $u_{j} s_{i}=s_{i+j} u_{j}$, and therefore $U_{j} T_{i}=T_{i+j} U_{j}$ by (3.1.1), i.e.,

$$
\begin{equation*}
U_{j} T_{i} U_{j}^{-1}=T_{i+j} \tag{3.1.5}
\end{equation*}
$$

(3.1.6) The braid group $\mathfrak{B}$ is generated by the $T_{i}(i \in I)$ and the $U_{j}(j \in J)$ subject to the relations (3.1.3), (3.1.4), (3.1.5).

Proof Each $w \in W$ may be written in the form $w=u_{j} s_{i_{1}} \cdots s_{i_{p}}$, where $i_{1}, \ldots$, $i_{p} \in I, j \in J$ and $p=l(w)$. It follows from (3.1.1) that $T(w)=U_{j} T_{i_{1}} \cdots T_{i_{p}}$, and hence that the $T_{i}$ and the $U_{j}$ generate $\mathfrak{B}$.

Now let $\mathfrak{Z}^{\prime}$ be a group with generators $T_{i}(i \in I)$ and $U_{j}(j \in J)$ and relations (3.1.3), (3.1.4), (3.1.5). For $w$ as above, define

$$
T^{\prime}(w)=U_{j} T_{i_{1}} \cdots T_{i_{p}} .
$$

The braid relations (3.1.3) guarantee that this definition is unambiguous. Next, if $w^{\prime}=u_{k} s_{j_{1}} \cdots s_{j_{q}}$ is a reduced expression (so that $q=l\left(w^{\prime}\right)$ ) we have

$$
T^{\prime}\left(w^{\prime}\right)=U_{k} T_{j_{1}} \cdots T_{j_{q}}
$$

and

$$
\begin{aligned}
w w^{\prime} & =u_{j} s_{i_{1}} \cdots s_{i_{p}} u_{k} s_{j_{1}} \cdots s_{j_{q}} \\
& =u_{j+k} s_{i_{1}-k} \cdots s_{i_{p}-k} s_{j_{1}} \cdots s_{j_{q}}
\end{aligned}
$$

If now $l(w)+l\left(w^{\prime}\right)=l\left(w w^{\prime}\right)$, we have

$$
T^{\prime}\left(w w^{\prime}\right)=U_{j+k} T_{i_{1}-k} \cdots T_{i_{p}-k} T_{j_{1}} \cdots T_{j_{q}}
$$

which is equal to $T^{\prime}(w) T^{\prime}\left(w^{\prime}\right)$ by use of the relations (3.1.4) and (3.1.5). It follows that the relations (3.1.1) are consequences of (3.1.3)-(3.1.5), and hence $\mathfrak{B}^{\prime}$ is isomorphic to $\mathfrak{B}$.
(3.1.7) Let $w \in W, i \in I$. Then

$$
\begin{aligned}
& T\left(w s_{i}\right)=T(w) T_{i}^{\sigma\left(w a_{i}\right)} \\
& T\left(s_{i} w\right)=T_{i}^{\sigma\left(w^{-1} a_{i}\right)} T(w)
\end{aligned}
$$

where (2.2.7) $\sigma(a)=+1$ or -1 according as $a \in S^{+}$or $a \in S^{-}$.

Proof This follows from (2.2.8).
(3.1.8) Let $w \in W$ and $i, j \in I$. If $w s_{i}=s_{j} w$ then $T(w) T_{i}=T_{j} T(w)$.

Proof We have $s_{w a_{i}}=w s_{i} w^{-1}=s_{j}$, hence $w a_{i}=\varepsilon a_{j}$ where $\varepsilon= \pm 1$. Hence, from (3.1.7),

$$
T(w) T_{i}^{\varepsilon}=T\left(w s_{i}\right)=T\left(s_{j} w\right)=T_{j}^{\varepsilon} T(w)
$$

and therefore $T(w) T_{i}=T_{j} T(w)$.
(3.1.9) Let $u, v \in W$ and let $u^{-1} v=u_{j} s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression (so that $l\left(u^{-1} v\right)=p$ ). Let $b_{r}=u_{j} s_{i_{1}} \cdots s_{i_{r-1}}\left(a_{i_{r}}\right)$ for $1 \leq r \leq p$. Then

$$
T(u)^{-1} T(v)=U_{j} T_{i_{1}}^{\varepsilon_{1}} \cdots T_{i_{p}}^{\varepsilon_{p}}
$$

where $\varepsilon_{r}=\sigma\left(u b_{r}\right)(1 \leq r \leq p)$.

Proof This is by induction on $p$. If $p=0$ we have $v=u u_{j}$ and therefore $T(v)=T(u) U_{j}$ by (2.2.5). If $p \geq 1$ we have

$$
u^{-1} v s_{i_{p}}=u_{j} s_{i_{1}} \cdots s_{i_{p-1}}
$$

and hence by the inductive hypothesis

$$
T(u)^{-1} T\left(v s_{i_{p}}\right)=U_{j} T_{i_{1}}^{\varepsilon_{1}} \cdots T_{i_{p-1}}^{\varepsilon_{p-1}}
$$

with $\varepsilon_{1}, \ldots, \varepsilon_{p-1}$ as above. Since

$$
v a_{i_{p}}=u u_{j} s_{i_{1}} \cdots s_{i_{p}}\left(a_{i_{p}}\right)=-u b_{p},
$$

it follows from (3.1.7) that $T\left(v s_{i_{p}}\right)=T(v) T_{i_{p}}^{-\varepsilon_{p}}$. Hence

$$
T(u)^{-1} T(v)=U_{j} T_{i_{1}}^{\varepsilon_{1}} \cdots T_{i_{p}}^{\varepsilon_{p}} .
$$

### 3.2 The elements $\boldsymbol{Y}^{\lambda^{\prime}}$

Let $\lambda^{\prime} \in L^{\prime}$. If $\lambda^{\prime}$ is dominant we define

$$
\begin{equation*}
Y^{\lambda^{\prime}}=T\left(t\left(\lambda^{\prime}\right)\right) \tag{3.2.1}
\end{equation*}
$$

If $\lambda^{\prime}$ and $\mu^{\prime}$ are both dominant, we have $l\left(t\left(\lambda^{\prime}+\mu^{\prime}\right)\right)=l\left(t\left(\lambda^{\prime}\right)\right)+l\left(t\left(\mu^{\prime}\right)\right)$ by (2.4.2), and hence

$$
\begin{equation*}
Y^{\lambda^{\prime}+\mu^{\prime}}=Y^{\lambda^{\prime}} Y^{\mu^{\prime}}=Y^{\mu^{\prime}} Y^{\lambda^{\prime}} \tag{3.2.2}
\end{equation*}
$$

Now let $\lambda^{\prime}$ be any element of $L^{\prime}$. We can write $\lambda^{\prime}=\mu^{\prime}-v^{\prime}$, where $\mu^{\prime}, \nu^{\prime} \in L^{\prime}$ are dominant, and we define

$$
\begin{equation*}
Y^{\lambda^{\prime}}=Y^{\mu^{\prime}}\left(Y^{\nu^{\prime}}\right)^{-1} . \tag{3.2.3}
\end{equation*}
$$

This definition is unambiguous, because if also $\lambda^{\prime}=\mu_{1}^{\prime}-v_{1}^{\prime}$ with $\mu_{1}^{\prime}, v_{1}^{\prime}$ dominant, we have $\mu^{\prime}+v_{1}^{\prime}=\mu_{1}^{\prime}+v^{\prime}$ and therefore $Y^{v_{1}^{\prime}} Y^{\mu^{\prime}}=Y^{\mu_{1}^{\prime}} Y^{\nu^{\prime}}$ by (3.2.2). The relation (3.2.2) now holds for all $\lambda^{\prime}, \mu^{\prime} \in L^{\prime}$, and the set

$$
Y^{L^{\prime}}=\left\{Y^{\lambda^{\prime}}: \lambda^{\prime} \in L^{\prime}\right\}
$$

is a commutative subgroup of $\mathfrak{B}$, isormorphic to $L^{\prime}$. For the homomorphism $f: \mathfrak{B} \rightarrow W$ (3.1.2) maps $Y^{L^{\prime}}$ onto $t\left(L^{\prime}\right)$.
(3.2.4) Let $\lambda^{\prime} \in L^{\prime}$ and $i \in I_{0}$ be such that $\left\langle\lambda^{\prime}, \alpha_{i}\right\rangle=0$ or 1 . Then

$$
T_{i}^{\varepsilon} Y^{s_{i} \lambda^{\prime}} T_{i}=Y^{\lambda^{\prime}}
$$

where

$$
\varepsilon= \begin{cases}+1 & \text { if }<\lambda^{\prime}, \alpha_{i}>=1, \\ -1 & \text { if }<\lambda^{\prime}, \alpha_{i}>=0 .\end{cases}
$$

When $<\lambda^{\prime}, \alpha_{i}>=0$, so that $s_{i} \lambda^{\prime}=\lambda^{\prime}$, (3.2.4) says that

$$
\begin{equation*}
T_{i} Y^{\lambda^{\prime}}=Y^{\lambda^{\prime}} T_{i} . \tag{3.2.5}
\end{equation*}
$$

When $\left.<\lambda^{\prime}, \alpha_{i}\right\rangle=1$ we have $s_{i} \lambda^{\prime}=\lambda^{\prime}-\alpha_{i}^{\vee}$, and (3.2.4) takes the form

$$
\begin{equation*}
T_{i} Y^{\lambda^{\prime}-\alpha_{i}^{\nu}} T_{i}=Y^{\lambda^{\prime}} . \tag{3.2.6}
\end{equation*}
$$

Proof We begin with (3.2.5). We may write $\lambda^{\prime}=\mu^{\prime}-v^{\prime}$ with $\mu^{\prime}$, $v^{\prime}$ both dominant and $\left.<\mu^{\prime}, \alpha_{i}\right\rangle=\left\langle\nu^{\prime}, \alpha_{i}\right\rangle=0$. Then $s_{i}$ commutes with $t\left(\mu^{\prime}\right)$ and $t\left(\nu^{\prime}\right)$, hence by (3.1.8) $T_{i}$ commutes with both $Y^{\mu^{\prime}}$ and $Y^{\nu^{\prime}}$, hence also with $Y^{\lambda^{\prime}}$.
Next, to prove (3.2.6), suppose first that $\lambda^{\prime}$ is dominant. Then $\mu^{\prime}=\lambda^{\prime}+s_{i} \lambda^{\prime}$ is also dominant, and $\left.<\mu^{\prime}, \alpha_{i}\right\rangle=0$. Let $w=t\left(\lambda^{\prime}\right) s_{i} t\left(\lambda^{\prime}\right)=s_{i} t\left(\mu^{\prime}\right)$. If $l\left(t\left(\lambda^{\prime}\right)\right)=$ $p$ we have

$$
l\left(t\left(\mu^{\prime}\right)\right)=2 p-2, \quad l(w)=2 p-1, \quad l\left(t\left(\lambda^{\prime}\right) s_{i}\right)=p-1,
$$

by use of the length formula (2.4.1). Hence

$$
T_{i} Y^{s_{i} \lambda^{\prime}+\lambda^{\prime}}=T_{i} Y^{\mu^{\prime}}=T(w)=T\left(t\left(\lambda^{\prime}\right) s_{i}\right) T\left(t\left(\lambda^{\prime}\right)\right)=Y^{\lambda^{\prime}} T_{i}^{-1} Y^{\lambda^{\prime}}
$$

which gives (3.2.6) for $\lambda^{\prime}$ dominant. If now $\lambda^{\prime}$ is not dominant, let $\nu^{\prime}=\lambda^{\prime}-\pi_{i}^{\prime}$, so that $\left\langle v^{\prime}, \alpha_{i}\right\rangle=0$. Then we have

$$
Y^{\lambda^{\prime}}=Y^{\pi_{i}^{\prime}} Y^{\nu^{\prime}}=T_{i} Y^{s_{i} \pi_{i}^{\prime}} T_{i} Y^{\nu^{\prime}}=T_{i} Y^{s_{i} \pi_{i}^{\prime}+\nu^{\prime}} T_{i}=T_{i} Y^{s_{i} \lambda^{\prime}} T_{i}
$$

since $T_{i}$ commutes with $Y^{v^{\prime}}$ by (3.2.5).
(3.2.7) Remark If (3.2.6) is not vacuous, that is to say if there exists $\lambda^{\prime} \in$ $L^{\prime}$ such that $<\lambda^{\prime}, \alpha_{i}>=1$, then (3.2.5) is a consequence of (3.2.6). (For if $<\mu^{\prime}, \alpha_{i}>=0$ then $<\lambda^{\prime}+\mu^{\prime}, \alpha_{i}>=1$, and hence

$$
T_{i} Y^{\lambda^{\prime}+\mu^{\prime}-\alpha_{i}^{\vee}} T_{i}=Y^{\lambda^{\prime}+\mu^{\prime}}=T_{i} Y^{\lambda^{\prime}-\alpha_{i}^{\vee}} T_{i} Y^{\mu^{\prime}}
$$

giving $Y^{\mu^{\prime}} T_{i}=T_{i} Y^{\mu^{\prime}}$.)
However, there is one case in which (3.2.6) is vacuous, namely (2.1.6) when $R$ is of type $C_{n}, L^{\prime}=Q^{\vee}$ and $\alpha_{i}$ is the long simple root of $R$. In that case $<\lambda^{\prime}, \alpha_{i}>$ is an even integer for all $\lambda^{\prime} \in L^{\prime}$.

As in Chapter 2, let $\varphi$ be the highest root of $R$ and recall (2.5.2) that $u_{j}=$ $t\left(\pi_{j}^{\prime}\right) v_{j}^{-1}$ for $j \in J$. We have then

$$
\begin{gather*}
T_{0}=Y^{\varphi^{\vee}} T\left(s_{\varphi}\right)^{-1}  \tag{3.2.8}\\
U_{j}=Y_{j}^{\prime} T\left(v_{j}\right)^{-1} \tag{3.2.9}
\end{gather*}
$$

for $j \in J$, where $Y_{j}^{\prime}=Y^{\pi_{j}^{\prime}}$. (In particular, $U_{0}=1$.)
Proof We have $s_{0} s_{\varphi}=t\left(\varphi^{\vee}\right)$, and $s_{\varphi}\left(a_{0}\right)=\varphi+c \in S^{+}$, so that by (3.1.7) $Y^{\varphi^{\vee}}=T_{0} T\left(s_{\varphi}\right)$, which gives (3.2.8).

Next, $t\left(\pi_{j}^{\prime}\right)=u_{j} v_{j}$ and $l\left(u_{j}\right)=0$, so that $Y_{j}^{\prime}=U_{j} T\left(v_{j}\right)$, giving (3.2.9).
(3.2.10) Let $\lambda^{\prime} \in L^{\prime}$ and let $u\left(\lambda^{\prime}\right)=u_{j} s_{i_{1}} \cdots s_{i_{q}}$ be a reduced expression. Then

$$
Y^{\lambda^{\prime}}=U_{j} T_{i_{1}}^{\varepsilon_{1}} \cdots T_{i_{q}}^{\varepsilon_{q}} T\left(v\left(\lambda^{\prime}\right)\right)
$$

where each exponent $\varepsilon_{r}$ is $\pm 1$.

Proof Let $\lambda^{\prime}=\mu^{\prime}-v^{\prime}$ with $\mu^{\prime}, v^{\prime} \in L^{\prime}$ both dominant, and let $v\left(\lambda^{\prime}\right)=$ $s_{i_{q+1}} \cdots s_{i_{p}}$ be a reduced expression. Take $u=t\left(v^{\prime}\right)$ and $v=t\left(\mu^{\prime}\right)$ in (3.1.9): we have

$$
u^{-1} v=t\left(\lambda^{\prime}\right)=u\left(\lambda^{\prime}\right) v\left(\lambda^{\prime}\right)=u_{j} s_{i_{1}} \cdots s_{i_{p}}
$$

which is a reduced expression, since $l\left(u\left(\lambda^{\prime}\right)\right)+l\left(v\left(\lambda^{\prime}\right)\right)=l\left(t\left(\lambda^{\prime}\right)\right)$ by (2.4.5). Hence by (3.1.9)

$$
Y^{\lambda^{\prime}}=T(u)^{-1} T(v)=U_{j} T_{i_{1}}^{\varepsilon_{1}} \cdots T_{i_{p}}^{\varepsilon_{p}}
$$

where $\varepsilon_{r}=\sigma\left(t\left(\nu^{\prime}\right) b_{r}\right)$ and $b_{r}=u_{j} s_{i_{1}} \cdots s_{i_{r-1}}\left(a_{i_{r}}\right)$. We have to show that $\varepsilon_{r}=+1$ for each $r>q$, i.e. that $t\left(v^{\prime}\right) b_{r} \in S^{+}$.

If $r>q$ then $i_{r} \neq 0$, hence $a_{i_{r}}=\alpha_{i_{r}}$ and therefore

$$
\begin{aligned}
b_{r} & =u\left(\lambda^{\prime}\right) s_{i_{q+1}} \cdots s_{i_{r-1}}\left(\alpha_{i_{r}}\right) \\
& =t\left(\lambda^{\prime}\right) s_{i_{p}} \cdots s_{i_{r}}\left(\alpha_{i_{r}}\right)=-t\left(\lambda^{\prime}\right) \beta_{r}
\end{aligned}
$$

where $\beta_{r}=s_{i_{p}} \cdots s_{i_{r+1}}\left(\alpha_{i_{r}}\right) \in S\left(v\left(\lambda^{\prime}\right)\right)$ by (2.2.9), so that $\left\langle\lambda^{\prime}, \beta_{r}\right\rangle>0$ by (2.4.4). Hence

$$
\begin{aligned}
t\left(\mu^{\prime}\right) b_{r} & =-t\left(\lambda^{\prime}+v^{\prime}\right) \beta_{r}=-t\left(\mu^{\prime}\right) \beta_{r} \\
& =-\beta_{r}+<\mu^{\prime}, \beta_{r}>c
\end{aligned}
$$

and $\left\langle\mu^{\prime}, \beta_{r}\right\rangle=\left\langle\lambda^{\prime}, \beta_{r}\right\rangle+\left\langle\nu^{\prime}, \beta_{r}\right\rangle \geq 1$, since $\beta_{r} \in R^{+}$and $\nu^{\prime} \in L^{\prime}$ is dominant. Hence $t\left(v^{\prime}\right) b_{r} \in S^{+}$, as required.

### 3.3 Another presentation of $\mathfrak{B}$

Let $\mathfrak{Z}_{0}$ be the subgroup of $\mathfrak{B}$ generated by the $T_{i}, i \neq 0$. In this section we shall show that
(3.3.1) $\mathfrak{Z}$ is generated by $\mathfrak{B}_{0}$ and $Y^{L^{\prime}}$, subject to the relations (3.2.4).

It follows from (3.1.6), (3.2.8) and (3.2.9) that $\mathfrak{B}$ is generated by $\mathfrak{Z}_{0}$ and $Y^{L^{\prime}}$. Let $\mathfrak{B}^{\prime}$ denote the group generated by $\mathfrak{Z}_{0}$ and $Y^{L^{\prime}}$ subject to the relations (3.2.4). In $\mathfrak{B}^{\prime}$ we define elements $T_{0}, U_{j}(j \in J)$ by means of (3.2.8) and (3.2.9). We have then to show that with these definitions the relations (3.1.3)-(3.1.5) hold in $\mathfrak{B}^{\prime}$. We remark that (3.1.7)-(3.1.9), restricted to elements of $W_{0}$, hold in $\mathfrak{B}^{\prime}$ (because they hold in $\mathfrak{Z}_{0}$ ).
(3.3.2) Let $\lambda^{\prime} \in L^{\prime}$ and $w \in W_{0}$ be such that $\left\langle\lambda^{\prime}, \alpha\right\rangle=0$ or 1 for all $\alpha \in S\left(w^{-1}\right)$. Then in $\mathfrak{B}^{\prime}$ we have

$$
T\left(v\left(\lambda^{\prime}\right) w\right)^{-1} T\left(v\left(\lambda^{\prime}\right)\right) Y^{-\lambda^{\prime}} T(w)=Y^{-w^{-1} \lambda^{\prime}}
$$

Proof We shall apply (3.1.9) with $u=v\left(\lambda^{\prime}\right) w$ and $v=v\left(\lambda^{\prime}\right)$, so that $w=$ $v^{-1} u=s_{i_{p}} \cdots s_{i_{1}}$ and therefore $T(w)=T_{i_{p}} \cdots T_{i_{1}}$. In this way we obtain

$$
\begin{equation*}
T\left(v\left(\lambda^{\prime}\right) w\right)^{-1} T\left(v\left(\lambda^{\prime}\right)\right) Y^{-\lambda^{\prime}} T(w)=T_{i_{1}}^{\varepsilon_{1}} \cdots T_{i_{p}}^{\varepsilon_{p}} Y^{-\lambda^{\prime}} T_{i_{p}} \cdots T_{i_{1}} \tag{1}
\end{equation*}
$$

where, in the notation of (3.1.9), $\varepsilon_{r}=\sigma\left(u b_{r}\right)$ and

$$
\begin{aligned}
u b_{r} & =v\left(\lambda^{\prime}\right) w s_{i_{1}} \cdots s_{i_{r-1}}\left(\alpha_{i_{r}}\right)=v\left(\lambda^{\prime}\right) s_{i_{p}} \cdots s_{i_{r}}\left(\alpha_{i_{r}}\right) \\
& =-v\left(\lambda^{\prime}\right) \gamma_{r}
\end{aligned}
$$

where $\gamma_{r}=s_{i_{p}} \cdots s_{i_{r+1}}\left(\alpha_{i_{r}}\right)$, so that $\left\{\gamma_{1}, \ldots, \gamma_{p}\right\}=S\left(w^{-1}\right)$ by (2.2.9). If $\left.<\lambda^{\prime}, \gamma_{r}\right\rangle=1$ then $\gamma_{r} \in S\left(v\left(\lambda^{\prime}\right)\right)$ by (2.4.4) and hence $\varepsilon_{r}=1$. If on the other hand $\left\langle\lambda^{\prime}, \gamma_{r}\right\rangle=0$ then $\gamma_{r} \notin S\left(v\left(\lambda^{\prime}\right)\right)$ and so $\varepsilon_{r}=-1$.

Now let $\lambda_{r}^{\prime}=s_{i_{r+1}} \cdots s_{i_{p}}\left(\lambda^{\prime}\right)$ for $0 \leq r \leq p$, so that $\lambda_{p}^{\prime}=\lambda^{\prime}$ and $\lambda_{0}^{\prime}=w^{-1} \lambda^{\prime}$. To complete the proof it is enough to show that $T_{i_{r}}^{\varepsilon_{r}} Y^{-\lambda_{r}^{\prime}} T_{i_{r}}=Y^{-\lambda_{r-1}^{\prime}}$ for $1 \leq r \leq p$; now this follows from (3.2.4), since $\lambda_{r-1}^{\prime}=s_{i_{r}} \lambda_{r}^{\prime}$ and $\left.<\lambda_{r}^{\prime}, \alpha_{i_{r}}\right\rangle=$ $<\lambda^{\prime}, \gamma_{r}>=1$ or 0 according as $\varepsilon_{r}=+1$ or -1 .

We shall apply (3.3.2) when $\lambda^{\prime}=\pi_{j}^{\prime}(j \in J)$ and when $\lambda^{\prime}=\varphi^{\vee}$. We have $\left\langle\pi_{j}^{\prime}, \alpha\right\rangle=0$ or 1 for all $\alpha \in R^{+}$, and $\left\langle\varphi^{\vee}, \alpha\right\rangle=0$ or 1 for all $\alpha \in R^{+}$except $\alpha=\varphi$. When $\lambda^{\prime}=\pi_{j}^{\prime}$, we have $v\left(\lambda^{\prime}\right)=v_{j}(2.5 .2)$ and when $\lambda^{\prime}=\varphi^{\vee}, v\left(\lambda^{\prime}\right)=$ $s_{\varphi}$ by (2.4.11). Hence (3.3.2) gives

$$
\begin{equation*}
U_{j}=T(w) Y^{w^{-1} \pi_{j}^{\prime}} T\left(v_{j} w\right)^{-1} \tag{3.3.3}
\end{equation*}
$$

for all $w \in W_{0}$, and

$$
\begin{equation*}
T_{0}=T(w) Y^{w^{-1} \varphi^{\vee}} T\left(s_{\varphi} w\right)^{-1} \tag{3.3.4}
\end{equation*}
$$

for all $w \in W_{0}$ such that $w^{-1} \varphi \in R^{+}$. In particular,

$$
\begin{equation*}
T_{0}=T(w) Y^{\alpha_{i}^{\gamma}} T_{i}^{-1} T(w)^{-1} \tag{3.3.5}
\end{equation*}
$$

if $w \in W_{0}$ is such that $\varphi=w \alpha_{i}, i \neq 0$.
In (3.3.4) let $v=s_{\varphi} w$, so that $v^{-1} \varphi=-w^{-1} \varphi \in R^{-}$. We have then

$$
T_{0}=T\left(s_{\varphi} v\right) Y^{-v^{-1} \varphi^{v}} T(v)^{-1}
$$

and therefore, for all $w \in W_{0}$,

$$
\begin{equation*}
T_{0}^{\varepsilon}=T(w) Y^{w^{-1} \varphi^{\vee}} T\left(s_{\varphi} w\right)^{-1} \tag{3.3.6}
\end{equation*}
$$

where $\varepsilon=\sigma\left(w^{-1} \varphi\right)$.
In particular, let $w=v_{j}(j \in J)$. Then $w^{-1} \varphi=-v_{j}^{-1} \alpha_{0}=-\alpha_{j}$ by (2.5.8), so that $T\left(s_{\varphi} w\right)=T\left(w s_{j}\right)=T(w) T_{j}^{-1}$ by (3.1.7), and therefore

$$
\begin{equation*}
T_{0}=T\left(v_{j}\right) T_{j}^{-1} Y^{\alpha_{j}^{\vee}} T\left(v_{j}\right)^{-1} . \tag{3.3.7}
\end{equation*}
$$

We shall now show that the relations (3.1.3)-(3.1.5) hold in $\mathfrak{Z}^{\prime}$.

Proof of (3.1.3). We need only consider the braid relations that involve $T_{0}$, which are
(a) $T_{0} T_{i}=T_{i} T_{0}$ if $<\varphi^{\vee}, \alpha_{i}>=0$,
(b) $T_{0} T_{i} T_{0}=T_{i} T_{0} T_{i}$ if $\left\langle\varphi^{\vee}, \alpha_{i}>=<\varphi, \alpha_{i}^{\vee}>=1\right.$,
(c) $T_{0} T_{i} T_{0} T_{i}=T_{i} T_{0} T_{i} T_{0}$ if $\left\langle\varphi^{\vee}, \alpha_{i}\right\rangle=1,\left\langle\varphi, \alpha_{i}^{\vee}\right\rangle=2$.
(The list in $\S 1.3$ shows that $\left\langle\varphi, \alpha_{i}^{\vee}\right\rangle=3$ does not occur.)
(a) If $\left\langle\varphi^{\vee}, \alpha_{i}\right\rangle=0$ then $T_{i}$ commutes with $Y^{\varphi^{\vee}}$ by (3.2.5) and with $T\left(s_{\varphi}\right)$ by (3.1.8), hence with $T_{0}$.
(b) If $\left\langle\varphi^{\vee}, \alpha_{i}\right\rangle=\left\langle\varphi, \alpha_{i}^{\vee}\right\rangle=1$, then $s_{\varphi}\left(\alpha_{i}\right)=\alpha_{i}-\varphi \in R^{-}$, hence by (3.1.7)

$$
\begin{equation*}
T\left(s_{i} s_{\varphi}\right)=T_{i}^{-1} T\left(s_{\varphi}\right)=T_{i}^{-1} T_{0}^{-1} Y^{\varphi^{\vee}} . \tag{1}
\end{equation*}
$$

Let $w=s_{i} s_{\varphi} s_{i}=w^{-1}$. Since $s_{i} s_{\varphi}\left(\alpha_{i}\right)=-\varphi \in R^{-}$, we have $T(w)=$ $T\left(s_{i} s_{\varphi}\right) T_{i}^{-1}=T_{i}^{-1} T_{0}^{-1} Y^{\varphi^{\nu}} T_{i}^{-1}$, and hence by (3.2.6)

$$
\begin{equation*}
T(w)=T_{i}^{-1} T_{0}^{-1} T_{i} Y^{s i \varphi^{\vee}} . \tag{2}
\end{equation*}
$$

Next, since $w \alpha_{i}=\varphi,(3.3 .4)$ gives

$$
\begin{equation*}
T(w)=T_{0} T\left(s_{\varphi} w\right) Y^{-w \varphi^{\vee}} . \tag{3}
\end{equation*}
$$

Since $s_{\varphi} w=s_{i} s_{\varphi}$, it follows from (1) and (3) that

$$
\begin{equation*}
T(w)=T_{0} T_{i}^{-1} T_{0}^{-1} Y^{\varphi^{\vee}-\alpha_{i}^{\curlyvee}} . \tag{4}
\end{equation*}
$$

Comparison of (2) and (4) now shows that $T_{i}^{-1} T_{0}^{-1} T_{i}=T_{0} T_{i}^{-1} T_{0}^{-1}$, hence that $T_{0} T_{i} T_{0}=T_{i} T_{0} T_{i}$.
(c) Now suppose that $\left\langle\varphi^{\vee}, \alpha_{i}>=1\right.$ and $\left\langle\varphi, \alpha_{i}^{\vee}\right\rangle=2$. The relations (1)-(3) above still hold, since now $s_{i} s_{\varphi}\left(\alpha_{i}\right)=\alpha_{i}-\varphi \in R^{-}$, and $w^{-1} \varphi=\varphi \in R^{+}$. Let $v=s_{\varphi} w=\left(s_{\varphi} s_{i}\right)^{2}=\left(s_{i} s_{\varphi}\right)^{2}$. From (2) and (3) we have

$$
\begin{equation*}
T(v)=T_{0}^{-1} T_{i}^{-1} T_{0}^{-1} T_{i} Y^{\varphi^{\vee}+s_{i} \varphi^{\vee}} . \tag{5}
\end{equation*}
$$

We need one more relation, which we obtain by taking $w=s_{i} s_{\varphi}$ in (3.3.4): this is legitimate, since $\left(s_{i} s_{\varphi}\right)^{-1} \varphi=s_{i} \varphi \in R^{+}$. We obtain

$$
\begin{equation*}
T\left(s_{\varphi} s_{i} s_{\varphi}\right)=T_{0}^{-1} T\left(s_{i} s_{\varphi}\right) Y^{s_{i} \varphi^{\vee}} . \tag{6}
\end{equation*}
$$

Now $v \alpha_{i}=-\alpha_{i}$ and therefore $T\left(s_{\varphi} s_{i} s_{\varphi}\right)=T\left(s_{i} v\right)=T_{i}^{-1} T(v)$, so that (1) and (6) give

$$
\begin{equation*}
T(v)=T_{i} T_{0}^{-1} T_{i}^{-1} T_{0}^{-1} Y^{\varphi^{\vee}+s_{i} \varphi^{\vee} .} \tag{7}
\end{equation*}
$$

Comparison of (5) and (7) now shows that $T_{0} T_{i} T_{0} T_{i}=T_{i} T_{0} T_{i} T_{0}$.

Proof of (3.1.4). Let $j, k \in J$. We may assume that $j \neq 0$ and $k \neq 0$, since $U_{0}=1$. Take $w=v_{k}$ in (3.3.3); since $v_{j} v_{k}=v_{j+k}$ and $v_{k}^{-1} \pi_{j}^{\prime}=\pi_{j+k}^{\prime}-\pi_{k}^{\prime}$ by (2.5.9) and (2.5.10), we obtain

$$
U_{j}=T\left(v_{k}\right) Y_{k}^{\prime-1} Y_{j+k}^{\prime} T\left(v_{j+k}\right)^{-1}=U_{k}^{-1} U_{j+k}
$$

and hence $U_{k} U_{j}=U_{j+k}$.

Proof of (3.1.5). We have to show that $U_{j} T_{i} U_{j}^{-1}=T_{i+j}$ for $i \in I$ and $j \in J$. As before, we may assume that $j \neq 0$.
(a) Suppose that $i \neq 0$ and $i+j \neq 0$. Then $v_{j}^{-1} \alpha_{i}=\alpha_{i+j}$ (2.5.8) and $<\pi_{j}^{\prime}, \alpha_{i+j}>=0$, hence by (3.1.8) and (3.2.5)

$$
U_{j} T_{i} U_{j}^{-1}=Y_{j}^{\prime} T\left(v_{j}\right)^{-1} T_{i} T\left(v_{j}\right) Y_{j}^{-1}=Y_{j}^{\prime} T_{i+j} Y_{j}^{\prime-1}=T_{i+j}
$$

(b) Suppose now that $i=0$. By (3.3.7) we have

$$
\begin{aligned}
T_{0} & =T\left(v_{j}\right) T_{j}^{-1} Y^{\alpha_{j}^{\vee}} T\left(v_{j}\right)^{-1}=U_{j}^{-1} Y_{j}^{\prime} T_{j}^{-1} Y^{\alpha_{j}^{\vee}-\pi_{j}^{\prime}} U_{j} \\
& =U_{j}^{-1} T_{j} U_{j}
\end{aligned}
$$

by (3.2.6), since $<\pi_{j}^{\prime}, \alpha_{j}>=1$. The proof of (3.3.1) is now complete.

### 3.4 The double braid group

We have seen in the previous section that the braid group $\mathfrak{B}$ is generated by its subgroups $\mathfrak{B}_{0}$ and $Y^{L^{\prime}}$, subject to the relations (3.2.4). We shall now iterate this construction. For this purpose, let $R^{\prime}, L$, and $\Lambda=L \oplus \mathbb{Z} c_{0}$ be as defined in $\S 1.4$, and for each $\alpha \in R$ let $\alpha^{\prime}\left(=\alpha\right.$ or $\left.\alpha^{\vee}\right)$ be the corresponding element of $R^{\prime}$. Let

$$
X^{\Lambda}=\left\{X^{f}: f \in \Lambda\right\}
$$

be a multiplicative group isomorphic to $\Lambda$, so that $X^{f} X^{g}=X^{f+g}$ and $\left(X^{f}\right)^{-1}=$ $X^{-f}$ for $f, g \in \Lambda$.

The double braid group $\tilde{\mathfrak{B}}$ is the group generated by $\mathfrak{B}$ and $X^{\Lambda}$ subject to the relations

$$
T_{i} X^{f} T_{i}^{\varepsilon}=X^{s_{i} f}
$$

for all $i \in I$ and $f \in \Lambda$ such that $\left\langle f, \alpha_{i}^{\prime}\right\rangle=1$ or 0 , where $\varepsilon=+1$ or -1 according as $<f, \alpha_{i}^{\prime}>=1$ or 0 ; and

$$
U_{j} X^{f} U_{j}^{-1}=X^{u_{j} f}
$$

for all $j \in J$ and $f \in \Lambda$. (As in $\S 1.4$, the elements of $\Lambda$ are regarded as affinelinear functions on $V$.)

Let $q_{0}=X^{c_{0}}$ and let $q=X^{c}=q_{0}^{e}$, where $e$ is given by (1.4.5). The relations above show that $q_{0}$ commutes with each $T_{i}$ and each $U_{j}$, and hence that $q_{0}$ is central in $\tilde{\mathfrak{B}}$. Also let

$$
X^{L}=\left\{X^{\lambda}: \lambda \in L\right\} .
$$

Then $\tilde{\mathfrak{B}}$ is generated by the groups $\mathfrak{B}_{0}, X^{L}, Y^{L^{\prime}}$ and a central element $q_{0}$, subject to the following relations (3.4.1)-(3.4.5):

$$
\begin{equation*}
T_{i}^{\varepsilon} Y^{-\lambda^{\prime}} T_{i}=Y^{-s_{i} \lambda^{\prime}} \tag{3.4.1}
\end{equation*}
$$

for $i \in I, i \neq 0$ and $\lambda^{\prime} \in L^{\prime}$ such that either $<\lambda^{\prime}, \alpha_{i}>=1$ and $\varepsilon=1$, or $<\lambda^{\prime}, \alpha_{i}>=0$ and $\varepsilon=-1 ;$

$$
\begin{equation*}
T_{i} X^{\lambda} T_{i}^{\varepsilon}=X^{s_{i} \lambda} \tag{3.4.2}
\end{equation*}
$$

for $i \in I, i \neq 0$ and $\lambda \in L$ such that either $<\lambda, \alpha_{i}^{\prime}>=1$ and $\varepsilon=1$, or $<\lambda, \alpha_{i}^{\prime}>=0$ and $\varepsilon=-1$;

$$
\begin{equation*}
T_{0} X^{\lambda} T_{0}=q^{-1} X^{s_{\varphi} \lambda} \tag{3.4.3}
\end{equation*}
$$

where $\lambda \in L$ is such that $\left.<\lambda, \varphi^{\prime}\right\rangle=-1$;

$$
\begin{equation*}
T_{0} X^{\lambda}=X^{\lambda} T_{0} \tag{3.4.4}
\end{equation*}
$$

where $\lambda \in L$ is such that $<\lambda, \varphi^{\prime}>=0$;

$$
\begin{equation*}
U_{j} X^{\lambda} U_{j}^{-1}=q^{-<\lambda, v_{j} \pi_{j}^{\prime}>} X^{v_{j}^{-1} \lambda} \tag{3.4.5}
\end{equation*}
$$

for $\lambda \in L$ and $j \in J$.
Here $T_{0}$ and $U_{j}$ are defined by

$$
\begin{align*}
T_{0} & =Y^{\varphi^{\vee}} T\left(s_{\varphi}\right)^{-1}  \tag{3.4.6}\\
U_{j} & =Y_{j}^{\prime} T\left(v_{j}\right)^{-1} \tag{3.4.7}
\end{align*}
$$

where $Y_{j}^{\prime}=Y^{\pi_{j}^{\prime}}$.

If $J=\{0\}$, the relations (3.4.5) are absent. If $J \neq\{0\}$, the relations (3.4.3) and (3.4.4) are consequences of (3.4.2) and (3.4.5). For if $j \in J$ and $j \neq 0$, we have $T_{0}=U_{j}^{-1} T_{j} U_{j}$ by (3.1.5), and therefore (3.4.3) and (3.4.4) come from (3.4.2) by conjugating with $U_{j}^{-1}$ and using (3.4.5).

We observe next that (3.4.2) is obtained from (3.4.1) by replacing $Y^{\lambda^{\prime}}$ by $X^{-\lambda}$ and reversing the order of multiplication. It follows that the results of $\S 3.3$, being consequences of (3.4.1) and the braid relations not involving $T_{0}$,
have their counterparts, involving $\mathfrak{B}_{0}$ and the $X^{\lambda}$, in $\tilde{\mathfrak{V}}$. Thus, corresponding to (3.3.2) and (3.3.5) we have respectively
(3.4.8) Let $\lambda \in L$ and (as in $\S 2.4$ ) let $v(\lambda)$ be the shortest element in $W_{0}$ such that $v(\lambda) \lambda$ is antidominant. Let $w \in W_{0}$ be such that $<\lambda, \alpha^{\prime}>=0$ or 1 for all $\alpha \in S(w)$. Then

$$
X^{w \lambda} T\left(w v(\lambda)^{-1}\right) T\left(v(\lambda)^{-1}\right)^{-1} X^{-\lambda}=T(w) .
$$

(3.4.9) Let $\psi^{\prime}$ be the highest root of $R^{\prime}$. If $w \in W_{0}$ is such that $\psi^{\prime}=w^{-1} \alpha_{i}^{\prime}$, where $i \neq 0$, then

$$
T\left(s_{\psi}\right)^{-1} X^{-\psi^{\prime}}=T(w) T_{i}^{-1} X^{-a_{i}} T(w)^{-1}
$$

Let $\pi_{i}(i \in I, i \neq 0)$ be the fundamental coweights for $R^{\prime}$, defined by $<\pi_{i}, \alpha_{j}^{\prime}>=\delta_{i j}$. Also define $\pi_{0}=0$. Let $m_{i}^{\prime}(i \in I)$ be the integers attached to the nodes of the Dynkin diagram of $S\left(R^{\prime}\right)$, as in $\S 1.3$. As in $\S 2.5$, define a subset $J^{\prime}$ of $I$ by
(3.4.10) $k \in J^{\prime}$ if and only if $\pi_{k} \in L$ and $m_{k}^{\prime}=1$.

Let $X_{k}=X^{\pi_{k}}$ for $k \in J^{\prime}$, and recall that $Y_{j}^{\prime}=Y^{\pi_{j}^{\prime}}$ for $j \in J$. Then we have the commutator formula

$$
\begin{equation*}
X_{k}^{-1} Y_{j}^{\prime-1} X_{k} Y_{j}^{\prime}=q^{r} T\left(w_{k}^{-1}\right) T\left(v_{j} w_{k}^{-1}\right)^{-1} T\left(v_{j}\right) \tag{3.4.11}
\end{equation*}
$$

where $v_{j}=v\left(\pi_{j}^{\prime}\right), w_{k}=v\left(\pi_{k}\right)$, and $r=<\pi_{j}^{\prime}, \pi_{k}>$.
Proof We have

$$
\begin{aligned}
Y_{j}^{\prime-1} X_{k} Y_{j}^{\prime} & =T\left(v_{j}\right)^{-1} U_{j}^{-1} X_{k} U_{j} T\left(v_{j}\right) \\
& =q^{r} T\left(v_{j}\right)^{-1} X^{v_{j} \pi_{k}} T\left(v_{j}\right) \quad \text { by }(3.4 .5) \\
& =q^{r} X_{k} T\left(w_{k}^{-1}\right) T\left(v_{j} w_{k}^{-1}\right)^{-1} T\left(v_{j}\right)
\end{aligned}
$$

by (3.4.8) with $w=v_{j}$ and $\lambda=\pi_{k}$.

### 3.5 Duality

Let $\tilde{\mathfrak{B}}^{\prime}$ be the group obtained from $\tilde{\mathfrak{B}}$ by interchanging $L$ and $L^{\prime}$.
(3.5.1) There is an anti-isomorphism $\omega$ of $\tilde{\mathfrak{B}}^{\prime}$ onto $\tilde{\mathfrak{B}}$ in which $X^{\lambda^{\prime}}\left(\lambda^{\prime} \in L^{\prime}\right)$, $Y^{\lambda}(\lambda \in L), T_{i}(i \neq 0)$ and $q_{0}$ are mapped respectively to $Y^{-\lambda^{\prime}}, X^{-\lambda}, T_{i}$ and $q_{0}$.

Let $\psi \in R$ be such that $\psi^{\prime}$ is the highest root of $R^{\prime}$. Thus $\psi=\varphi$ if $R^{\prime}=R$, and $\psi$ is the highest short root of $R$ if $R^{\prime}=R^{\vee} \neq R$. In $\tilde{\mathfrak{B}}^{\prime}, T_{0}$ is replaced by

$$
Y^{\psi^{\prime \nu}} T\left(s_{\psi}\right)^{-1}
$$

and $U_{j}(j \in J)$ by

$$
Y^{\pi_{k}} T\left(w_{k}\right)^{-1}
$$

where $k \in J^{\prime}$ and $w_{k}=v\left(\pi_{k}\right)$. The images of these elements under $\omega$ are respectively

$$
\begin{align*}
& T_{0}^{*}=T\left(s_{\psi}\right)^{-1} X^{-\psi^{\prime}}  \tag{3.5.2}\\
& V_{k}=T\left(w_{k}^{-1}\right)^{-1} X_{k}^{-1} \tag{3.5.3}
\end{align*}
$$

Hence to prove (3.5.1) we have to show that in $\tilde{\mathfrak{F}}$ we have

$$
\begin{equation*}
T_{0}^{*} Y^{\lambda^{\prime}} T_{0}^{*}=q^{-1} Y^{s_{\psi} \lambda^{\prime}} \tag{3.5.4}
\end{equation*}
$$

for $\lambda^{\prime} \in L^{\prime}$ such that $\left\langle\lambda^{\prime}, \psi\right\rangle=1$;

$$
\begin{equation*}
T_{0}^{*} Y^{\lambda^{\prime}}=Y^{\lambda^{\prime}} T_{0}^{*} \tag{3.5.5}
\end{equation*}
$$

for $\lambda^{\prime} \in L^{\prime}$ such that $<\lambda^{\prime}, \psi>=0$; and

$$
\begin{equation*}
V_{k} Y^{\lambda^{\prime}} V_{k}^{-1}=q^{-<\lambda^{\prime}, \pi_{k}>} Y^{w_{k} \lambda^{\prime}} \tag{3.5.6}
\end{equation*}
$$

for $\lambda^{\prime} \in L^{\prime}$ and $k \in J^{\prime}$.

We remark that, as in the proof of (3.3.1), the defining relations (3.4.2) imply that $T_{0}^{*}$ satisfies the appropriate braid relations (for the affine Weyl group of type $R^{\prime}$ ) and that

$$
\begin{equation*}
V_{j} V_{k}=V_{j+k} \tag{3.5.7}
\end{equation*}
$$

for $j, k \in J^{\prime}$, and

$$
V_{k}^{-1} T_{i} V_{k}=\left\{\begin{array}{cc}
T_{i+k} & \text { if } i+k \neq 0  \tag{3.5.8}\\
T_{0}^{*} & \text { if } i+k=0
\end{array}\right.
$$

for $i \in I, i \neq 0$ and $k \in J^{\prime}$.
Finally, it follows from the commutator formula (3.4.11) that

$$
\begin{equation*}
V_{k} Y_{j}^{\prime-1} V_{k}^{-1}=q^{r} Y^{-w_{k} \pi_{j}^{\prime}} \tag{3.5.9}
\end{equation*}
$$

for $j \in J$ and $k \in J^{\prime}$, where $r=<\pi_{j}^{\prime}, \pi_{k}>$, i.e. that (3.5.6) is true for $\lambda^{\prime}=$ $-\pi_{j}^{\prime}$. For

$$
\begin{aligned}
V_{k} Y_{j}^{\prime-1} V_{k}^{-1} & =T\left(w_{k}^{-1}\right)^{-1} X_{k}^{-1} Y_{j}^{\prime-1} X_{k} T\left(w_{k}^{-1}\right) \\
& =q^{r} T\left(v_{j} w_{k}^{-1}\right)^{-1} T\left(v_{j}\right) Y_{j}^{\prime-1} T\left(w_{k}^{-1}\right) \\
& =q^{r} Y^{-w_{k} \pi_{j}^{\prime}}
\end{aligned}
$$

by (3.3.2) with $\lambda^{\prime}=\pi_{j}^{\prime}$ and $w=w_{k}^{-1}$.

In $\S 3.6$ we shall prove (3.5.1) in the case $R^{\prime}=R$, and in $\S 3.7$ in the case $R^{\prime} \neq R$.

### 3.6 The case $\boldsymbol{R}^{\prime}=\boldsymbol{R}$

In this section we shall assume that $R^{\prime}=R$, so that $\psi=\varphi$. Then either $L=L^{\prime}=P^{\vee}$ (1.4.2) or $L=L^{\prime}=Q^{\vee}$ and $R$ is of type $C_{n}$ (1.4.3).

## (a) Proof of (3.5.4) and (3.5.5)

When $J^{\prime} \neq\{0\}$, (3.5.4) and (3.5.5) are consequences of (3.5.6) and the defining relations (3.4.1), since $T_{0}^{*}$ can be conjugated into $T_{k}$, where $k \in J^{\prime}$ and $k \neq 0$, by use of (3.5.8). Hence we may assume that $J=J^{\prime}=\{0\}$, so that $R=R^{\prime}$ is of type $E_{8}, F_{4}, G_{2}$ or $C_{n}$. Assume for the present that $R$ is not of type $C_{n}$ and (as in $\S 1.4$ ) that $|\varphi|^{2}=2$, so that

$$
T_{0}^{*}=T\left(s_{\varphi}\right)^{-1} X^{-\varphi}=Y^{-\varphi} T_{0} X^{-\varphi}
$$

The Dynkin diagrams in $\S 1.3$ show that in each case there is a unique long simple root $\alpha_{1}$ such that $<\varphi, \alpha_{1}>\neq 0$ and $<\varphi, \alpha_{i}>=0$ for all $i \neq 0,1$. Hence it is enough to show that

$$
\begin{equation*}
T_{0}^{*} Y^{\alpha_{1}} T_{0}^{*}=q^{-1} Y^{\alpha_{1}-\varphi} \tag{3.6.1}
\end{equation*}
$$

$$
\begin{equation*}
T_{0}^{*} Y^{\alpha_{i}^{\vee}}=Y^{\alpha_{i}^{\vee}} T_{0}^{*} \tag{3.6.2}
\end{equation*}
$$

for all $i \neq 0,1$.
Proof of (3.6.1). From (3.4.1) and (3.4.2) we have

$$
\begin{equation*}
T_{1} X^{\varphi} T_{1}=X^{\varphi-\alpha_{1}} \tag{a}
\end{equation*}
$$

(b)

$$
T_{0} X^{-\alpha_{1}} T_{0}=q^{-1} X^{\varphi-\alpha_{1}},
$$

(c)

$$
T_{1} Y^{-\varphi} T_{1}=Y^{-\varphi+\alpha_{1}}
$$

Hence

$$
\begin{aligned}
T_{0}^{*} Y^{\alpha_{1}} T_{0}^{*} & =T_{0}^{*} Y^{\alpha_{1}-\varphi} T_{0} X^{-\varphi} \\
& =T_{0}^{*} T_{1} Y^{-\varphi} T_{1} T_{0} X^{-\varphi} \\
& =T_{0}^{*} T_{1} T_{0}^{*} X^{\varphi} T_{0}^{-1} T_{1} T_{0} X^{-\varphi} \\
& =T_{1} T_{0}^{*} T_{1} X^{\varphi} T_{1} T_{0} T_{1}^{-1} X^{\varphi}
\end{aligned}
$$

by use of (c) and the braid relations. This last expression is equal to $q^{-1} Y^{\alpha_{1}-\varphi}$ by successive application of (a), (b), (a), and (c).

Proof of (3.6.2). Let $D$ be the Dynkin diagram of $S=S(R)$, with vertex set $I$. Since $D$ is a tree in the cases $\left(E_{8}, F_{4}, G_{2}\right)$ under consideration, there is a unique path in $D$ from 0 to any other vertex $i$. We proceed by induction on the length $d$ of this path. The induction starts at $d=2$, where we have $\left\langle\varphi, \alpha_{i}\right\rangle=0$, $<\varphi, \alpha_{1}>=1$ and $<\alpha_{1}, \alpha_{i}>=-1$. It follows that $T_{0}^{*}$ and $T_{i}$ commute, and therefore

$$
T_{i} T_{0}^{*} Y^{\alpha_{1}} T_{0}^{*} T_{i}=T_{0}^{*} T_{i} Y^{\alpha_{1}} T_{i} T_{0}^{*}
$$

By evaluating either side by use of (3.6.1) and (3.4.1), we see that $T_{0}^{*}$ commutes with $Y^{\alpha_{i}^{\vee}}$.

Now let $d>2$ and let $j \in I$ be the first vertex encountered on the path from $i$ to 0 in $D$. We have $<\alpha_{i}, \alpha_{j}^{\vee}>=-1$, since either $\alpha_{i}$ and $\alpha_{j}$ are roots of the same length, or $\alpha_{i}$ is short and $\alpha_{j}$ is long. Hence by (3.4.2) we have

$$
\begin{equation*}
T_{i} Y^{\alpha_{i}^{\vee}} T_{i}=Y^{\alpha_{i}^{\vee}+\alpha_{j}^{\vee}} \tag{1}
\end{equation*}
$$

Since $T_{0}^{*}$ commutes with $Y_{j}^{\alpha^{\vee}}$ by the inductive hypothesis, and with $T_{i}$ by the braid relations, it follows from (1) that $T_{0}^{*}$ commutes with $Y^{\alpha_{i}^{\vee}}$.

There remains the case where $R=R^{\prime}$ is of type $C_{n}$, and $L=L^{\prime}=Q^{\vee}$. In this case the relations (3.5.4) are absent. In the notation of (1.3.4), we have to show that $T_{0}^{*}$ commutes with $Y^{\varepsilon_{i}}$ for $2 \leq i \leq n$. From (3.4.1) we have

$$
\begin{equation*}
Y^{\varepsilon_{i+1}}=T_{i}^{-1} Y^{\varepsilon_{i}} T_{i}^{-1} \quad(1 \leq i \leq n-1) \tag{1}
\end{equation*}
$$

Now

$$
t\left(\varepsilon_{1}\right)=s_{0} s_{1} \cdots s_{n} \cdots s_{2} s_{1}
$$

is a reduced expression, so that

$$
\begin{equation*}
Y^{\varepsilon_{1}}=T_{0} T_{1} \cdots T_{n} \cdots T_{2} T_{1} \tag{2}
\end{equation*}
$$

From (1) and (2) we have

$$
Y^{\varepsilon_{i}}=T_{i-1}^{-1} \cdots T_{1}^{-1} T_{0} T_{1} \cdots T_{n} \cdots T_{i+1} T_{i}
$$

Since $T_{0}^{*}$ commutes with $T_{2}, T_{3}, \ldots, T_{n}$, it is enough to show that $T_{0}^{*}$ commutes with $T_{1}^{-1} T_{0} T_{1}$, or equivalently that $T_{0}$ commutes with $T_{1} T_{0}^{*} T_{1}^{-1}$. But $T_{0}^{*}=$ $Y^{-\varepsilon_{1}} T_{0} X^{-\varepsilon_{1}}$, hence

$$
\begin{aligned}
\left(T_{1} T_{0}^{*} T_{1}^{-1}\right)^{-1} & =T_{1} X^{\varepsilon_{1}} T_{0}^{-1} Y^{\varepsilon_{1}} T_{1}^{-1} \\
& =T_{1} X^{\varepsilon_{1}} T_{1} T_{2} \cdots T_{n} \cdots T_{3} T_{2} \\
& =X^{\varepsilon_{2}} T_{2} T_{3} \cdots T_{n} \cdots T_{3} T_{2}
\end{aligned}
$$

by (2) above and (3.4.2). Since $X^{\varepsilon_{2}}, T_{2}, T_{3}, \ldots, T_{n}$ all commute with $T_{0}$, so also does $T_{1} T_{0}^{*} T_{1}^{-1}$.

## (b) Proof of (3.5.6)

Since $L$ is generated by the $\pi_{j}(j \in J)$ and the coroots $\alpha_{i}^{\vee}(i \in I, i \neq 0)$, it is enough by (3.5.9) to show that

$$
\begin{equation*}
V_{k} Y^{\alpha_{i}^{\vee}} V_{k}^{-1}=q^{-<\pi_{k}, \alpha_{i}^{\vee}>} Y^{v_{k} \alpha_{i}^{\vee}} \tag{3.6.3}
\end{equation*}
$$

Suppose first that $i=k$. By (3.3.7) we have

$$
Y^{\alpha_{k}^{\vee}}=T_{k} T\left(v_{k}\right)^{-1} T_{0} T\left(v_{k}\right)
$$

and

$$
V_{k}=V_{-k}^{-1}=X_{-k} T\left(v_{k}\right)
$$

Since $V_{k} T_{k} V_{k}^{-1}=T_{0}^{*}$ by (3.5.8), it follows that

$$
\begin{aligned}
V_{k} Y^{\alpha_{k}^{\vee}} V_{k}^{-1}=T_{0}^{*} X_{-k} T_{0} X_{-k}^{-1} & =q^{-1} T_{0}^{*} X^{\varphi} T^{-1} T_{0} \quad \text { by (3.4.3) } \\
& =q^{-1} Y^{-\varphi}
\end{aligned}
$$

which proves (3.6.3) in this case, since $v_{k} \alpha_{k}^{\vee}=\alpha_{0}=-\varphi$.
Now suppose that $i \neq 0, k$. As in the proof of (3.6.2) we proceed by induction on the length of a shortest path from $i$ to 0 in the Dynkin diagram $D$ of $S(R)$. Let $j$ be the first vertex encountered on this path. We have $\left\langle\alpha_{i}, \alpha_{j}^{\vee}\right\rangle=-1$ (the only exception to this statement is when $R$ is of type $C_{n}$ and $\alpha_{i}$ is the long simple root; but in that case $i=k$, which is excluded). By (3.5.8) we have

$$
V_{k} T_{i} Y^{\alpha_{j}^{\vee}} T_{i} V_{k}^{-1}=T_{i-k} V_{k} Y^{\alpha_{j}^{\vee}} V_{k}^{-1} T_{i-k}
$$

On evaluating either side by use of (3.4.1) and the inductive hypothesis, we obtain (3.6.3).

### 3.7 The case $\boldsymbol{R}^{\prime} \neq \boldsymbol{R}$

In this section $R^{\prime}=R^{\vee} \neq R$, so that $R$ has two root lengths, and is of one of the types $B_{n}, C_{n}, F_{4}, G_{2}$. As in $\S 1.4$ we shall assume that $L\left(\operatorname{resp} L^{\prime}\right)$ is the lattice of weights of $R$ (resp. $R^{\vee}$ ). As before, it is enough to verify (3.5.4) and (3.5.5) when $J^{\prime}=\{0\}$ (i.e., when $R$ is of type $F_{4}$ or $G_{2}$ ) and (3.5.6) when $R$ is of type $B_{n}$ or $C_{n}$.

Let $\varphi$ be the highest root and $\psi$ the highest short root of $R$. We have $<\psi, \alpha^{\vee}>=0$ or 1 for all $\alpha \in R^{+}$except $\alpha=\psi$, so that $\left\langle\psi, \varphi^{\vee}\right\rangle=0$ or 1 . Moreover,

$$
\varphi^{\vee}=\sum m_{i}^{\prime} \alpha_{i}^{\vee}
$$

where each $m_{i}^{\prime}$ is a positive integer (they are the labels for the affine root system $\left.S(R)^{\vee}\right)$, and hence

$$
<\psi, \varphi^{\vee}>=\sum m_{i}^{\prime}<\psi, \alpha_{i}^{\vee} \gg 0
$$

It follows that $<\psi, \varphi^{\vee}>=1$, and hence that $s_{\varphi} \psi$ and $s_{\psi} \varphi$ are negative roots.

$$
\begin{equation*}
T_{0}^{*} Y^{\varphi^{\vee}} T_{0}^{*}=q^{-1} Y^{\varphi^{\vee}-\psi^{\vee}} \tag{3.7.1}
\end{equation*}
$$

(i.e., (3.5.4) is true for $\lambda=\varphi^{\vee}$ ).

Proof In our present situation we have

$$
T_{0}^{*}=T\left(s_{\psi}\right)^{-1} X^{-\psi}
$$

From (3.3.6) with $w=s_{\psi}$ we obtain

$$
T_{0}=T\left(s_{\varphi} s_{\psi}\right) Y^{\psi^{\vee}-\varphi^{\vee}} T\left(s_{\psi}\right)^{-1}
$$

and from (3.4.8) with $w=s_{\varphi} s_{\psi}$ and $\mu=\psi$ we have

$$
T_{0}^{*}=T\left(s_{\varphi}\right)^{-1} X^{\psi-\varphi} T\left(s_{\varphi} s_{\psi}\right)
$$

Hence

$$
\begin{aligned}
Y^{\varphi^{\vee}} T_{0}^{*} & =Y^{\varphi^{\vee}} T\left(s_{\varphi}\right)^{-1} X^{\psi-\varphi} T\left(s_{\varphi} s_{\psi}\right) \\
& =T_{0} X^{\psi-\varphi} T_{0} T\left(s_{\psi}\right) Y^{\varphi^{\vee}-\psi^{\vee}} \\
& =q^{-1} X^{\psi} T\left(s_{\psi}\right) Y^{\varphi^{\vee}-\psi^{\vee}}
\end{aligned}
$$

by (3.4.3), and therefore

$$
T_{0}^{*} Y^{\varphi^{\vee}} T_{0}^{*}=q^{-1} Y^{\varphi^{\vee}-\psi^{\vee}}
$$

## (a) Proof of (3.5.4) and (3.5.5)

Let $L_{\psi}^{\prime}=\left\{\lambda^{\prime} \in L^{\prime}:<\lambda^{\prime}, \psi>=0\right\}$. In view of (3.7.1) it is enough to prove that $T_{0}^{*}$ commutes with $Y^{\lambda^{\prime}}$ for $\lambda^{\prime} \in L_{\psi}^{\prime}$.
(i) When $R$ is of type $G_{2}, L_{\psi}^{\prime}$ is generated by $\alpha_{1}^{\vee}=2 \varphi^{\vee}-\psi^{\vee}$ (1.3.13). From (3.7.1) we have

$$
T_{0}^{*} Y^{\varphi^{\vee}} T_{0}^{*} Y^{\psi^{\vee}-\varphi^{\vee}}=q^{-1}=T_{0}^{*} Y^{\psi^{\vee}-\varphi^{\vee}} T_{0}^{*} Y^{\varphi^{\vee}}
$$

Hence $T_{0}^{*}$ commutes with $Y^{2 \varphi^{\vee}-\psi^{\vee}}$.
(ii) When $R$ is of type $F_{4}, L_{\psi}^{\prime}$ is generated by $\alpha_{1}^{\vee}, \alpha_{2}^{\vee}$ and $\alpha_{3}^{\vee}$, in the notation of (1.3.11). Since by (3.4.1)

$$
T_{2} Y^{\alpha_{1}^{\vee}} T_{2}=Y^{\alpha_{1}^{\vee}+\alpha_{2}^{\vee}}, \quad T_{3} Y^{\alpha_{2}^{\vee}} T_{3}=Y^{\alpha_{2}^{\vee}+\alpha_{3}^{\vee}}
$$

and since $T_{0}^{*}$ commutes with $T_{2}$ and $T_{3}$, it is enough to verify that $T_{0}^{*}$ commutes with $Y^{\alpha_{1}^{\vee}}$. Let

$$
\lambda=\varphi^{\vee}=\varepsilon_{1}+\varepsilon_{2}, \quad \mu=\varphi^{\vee}-\psi^{\vee}=-\varepsilon_{1}+\varepsilon_{2}, \quad v=s_{4} \mu=-\varepsilon_{3}-\varepsilon_{4}
$$

in the notation of (1.3.11) Then by (3.7.1) we have

$$
T_{0}^{*} Y^{\lambda} T_{0}^{*}=q^{-1} Y^{\mu}, \quad T_{4} Y^{\mu} T_{4}=Y^{\nu}
$$

and therefore

$$
\begin{aligned}
T_{0}^{*} Y^{\nu} & =q T_{0}^{*} T_{4} T_{0}^{*} Y^{\lambda} T_{0}^{*} T_{4}=q T_{4} T_{0}^{*} T_{4} Y^{\lambda} T_{0}^{*} T_{4} \\
& =q T_{4} T_{0}^{*} Y^{\lambda} T_{0}^{*} T_{4} T_{0}^{*}=Y^{\nu} T_{0}^{*}
\end{aligned}
$$

by use of the braid relations and the fact that $T_{4}$ commutes with $Y^{\lambda}$. Hence $T_{0}^{*}$ commutes with $Y^{\nu}$. Finally, we have

$$
T_{1} Y^{\nu} T_{1}=Y^{\nu-\alpha_{1}^{\vee}}
$$

and since $T_{0}^{*}$ commutes with $Y^{\nu}$ and $T_{1}$, it follows that $T_{0}^{*}$ commutes with $Y^{\alpha_{1}^{\nu}}$.

## (b) Proof of (3.5.6)

As remarked above, we need only consider the cases where $R$ is of type $B_{n}$ or $C_{n}(n \geq 2)$.
(i) When $R$ is of type $B_{n}$ we have $J^{\prime}=\{0, n\}$ in the notation of the list in $\S 1.3$, and it is enough to verify (3.5.6) when $\lambda=-\varepsilon_{i}(1 \leq i \leq n)$, i.e. that

$$
\begin{equation*}
V_{n} Y^{-\varepsilon_{i}} V_{n}^{-1}=q^{1 / 2} Y^{\varepsilon_{n+1-i}} \quad(1 \leq i \leq n) \tag{3.7.2}
\end{equation*}
$$

When $i=1$, this follows from (3.5.9), since $\pi_{1}=\varepsilon_{1}$. Using $T_{i} Y^{-\varepsilon_{i}} T_{i}=$ $Y^{-\varepsilon_{i+1}}(1 \leq i \leq n-1)$, (3.7.2) now follows by induction on $i$.
(ii) When $R$ is of type $C_{n}$ we have $J^{\prime}=\{0,1\}$ in the notation of $\S 1.3$. In view of (3.5.9), it is enough to show that

$$
\begin{array}{ll}
V_{1} Y^{\varepsilon_{1}} V_{1}^{-1}=q^{-1} Y^{\varepsilon_{1}} \\
V_{1} Y^{\varepsilon_{i}} V_{1}^{-1}=Y^{\varepsilon_{i}} & (2 \leq i \leq n) \tag{3.7.4}
\end{array}
$$

We have $\varphi^{\vee}=\varepsilon_{1}$, hence

$$
T_{0} X^{-\varepsilon_{1}}=Y^{\varepsilon_{1}} T\left(s_{\varphi}\right)^{-1} X^{-\varepsilon_{1}}=Y^{\varepsilon_{1}} V_{1}^{-1}=Y^{\varepsilon_{1}} V_{1}
$$

Hence

$$
\left(Y^{\varepsilon_{1}} V_{1}\right)^{2}=\left(T_{0} X^{-\varepsilon_{1}}\right)^{2}=q^{-1}
$$

which proves (3.7.3). Finally, from (3.7.1) we have

$$
T_{0}^{*} Y^{\varepsilon_{1}} T_{0}^{*}=q^{-1} Y^{-\varepsilon_{2}}
$$

and since $V_{1} T_{0}^{*} V_{1}^{-1}=T_{1}$, it follows from (3.7.3) that

$$
V_{1} Y^{-\varepsilon_{2}} V_{1}^{-1}=T_{1} Y^{-\varepsilon_{1}} T_{1}=Y^{-\varepsilon_{2}}
$$

(3.7.4) now follows by induction on $i$, since $T_{i} Y^{-\varepsilon_{i}} T_{i}=Y^{-\varepsilon_{i+1}}$.

The proof of (3.5.1) is now complete.

## Notes and references

The braid group (also called the Artin group) associated to an arbitrary Coxeter group was studied by Brieskorn and Saito in [B2], and in van der Lek's thesis [V1]. The double braid group was introduced by Cherednik [C1], and the duality theorem (3.5.1) stated (in the case that $\tilde{\mathfrak{B}}^{\prime}=\tilde{\mathfrak{B}}$ ). The commutator formula (3.4.11) is also due to Cherednik (private communication).

## 4

## The affine Hecke algebra

### 4.1 The Hecke algebra of $\boldsymbol{W}$

We retain the notation of the previous chapters: $W=W\left(R, L^{\prime}\right)$ is an extended affine Weyl group, and $\mathfrak{B}$ is the braid group of $W$.

The objects to be studied in this and subsequent chapters will involve certain parameters $q, \tau_{i}$, and rational functions in these parameters. It would be possible to regard these parameters abstractly as independent indeterminates over $\mathbb{Z}$, but we shall find it more convenient to regard them as real variables. So let $q$ be a real number such that $0<q<1$, and let $\tau_{i}(i \in I)$ be positive real numbers such that $\tau_{i}=\tau_{j}$ if $s_{i}$ and $s_{j}$ are conjugate in $W$. Let $K$ be a subfield of $\mathbb{R}$ containing the $\tau_{i}$ and $q_{0}=q^{1 / e}$, where $e$ is the integer defined in (1.4.5).

The Hecke algebra $\mathfrak{H}$ of $W$ over $K$ is the quotient of the group algebra $K \mathfrak{B}$ of the braid group $\mathfrak{B}$ by the ideal generated by the elements

$$
\left(T_{i}-\tau_{i}\right)\left(T_{i}+\tau_{i}^{-1}\right)
$$

for $i \in I$. The image of $T_{i}$ (resp. $\left.T(w), U_{j}\right)$ in $\mathfrak{G}$ will be denoted by the same symbol $T_{i}$ (resp. $\left.T(w), U_{j}\right)$. Thus $\mathfrak{H}$ is generated over $K$ by $T_{i}(i \in I)$ and $U_{j}(j \in J)$, subject to the relations (3.1.3)-(3.1.5), together with the Hecke relations

$$
\begin{equation*}
\left(T_{i}-\tau_{i}\right)\left(T_{i}+\tau_{i}^{-1}\right)=0 \tag{4.1.1}
\end{equation*}
$$

or equivalently

$$
T_{i}-\tau_{i}=T_{i}^{-1}-\tau_{i}^{-1}
$$

(4.1.2) Let $i \in I, w \in W$. Then in $\mathfrak{H}$ we have

$$
\begin{aligned}
& T_{i} T(w)=T\left(s_{i} w\right)+\chi\left(w^{-1} a_{i}\right)\left(\tau_{i}-\tau_{i}^{-1}\right) T(w) \\
& T(w) T_{i}=T\left(w s_{i}\right)+\chi\left(w a_{i}\right)\left(\tau_{i}-\tau_{i}^{-1}\right) T(w)
\end{aligned}
$$

where $\chi$ is the characteristic function of $S^{-}$.

Proof If $w^{-1} a_{i} \in S^{+}$then $T_{i} T(w)=T\left(s_{i} w\right)$ by (3.1.7). If $w^{-1} a_{i} \in S^{-}$then

$$
T\left(s_{i} w\right)=T_{i}^{-1} T(w)=\left(T_{i}-\tau_{i}+\tau_{i}^{-1}\right) T(w)
$$

by (3.1.7) and (4.1.1'). This proves the first of the relations above, and the second is proved similarly.

## (4.1.3) The elements $T(w), w \in W$, form a $K$-basis of $\mathfrak{G}$.

Proof Let $\mathfrak{H}_{1}$ denote the $K$-subspace of $\mathfrak{H}$ spanned by the $T(w)$, $w \in W$. From (4.1.2) it follows that $T_{i} \mathfrak{H}_{1} \subset \mathfrak{S}_{1}$ for all $i \in I$, and since $U_{j} T(w)=$ $T\left(u_{j} w\right) \in \mathfrak{S}_{1}$, we have $U_{j} \mathfrak{H}_{1} \subset \mathfrak{H}_{1}$ for all $j \in J$. Hence $\mathfrak{S}_{\mathfrak{Y}} \mathfrak{H}_{1} \subset \mathfrak{H}_{1}$, and since $1 \in \mathfrak{H}_{1}$ it follows that $\mathfrak{H}=\mathfrak{H}_{1}$, i.e. the $T(w)$ span $\mathfrak{H}$ as a $K$-vector space.

To show that the $T(w)$ are linearly independent, we proceed as follows. Let $K W$ be the group algebra of $W$ over $K$, and for each $i \in I$ define $K$-linear maps $L_{i}, R_{i}: K W \rightarrow K W$ by

$$
\begin{aligned}
& L_{i} w=s_{i} w+\chi\left(w^{-1} a_{i}\right)\left(\tau_{i}-\tau_{i}^{-1}\right) w \\
& R_{i} w=w s_{i}+\chi\left(w a_{i}\right)\left(\tau_{i}-\tau_{i}^{-1}\right) w
\end{aligned}
$$

for all $w \in W$ (compare (4.1.2)). Also, for each $u \in \Omega$ define $L_{u}, R_{u}$ by

$$
L_{u} w=u w, \quad R_{u} w=w u
$$

(4.1.4) Each $L$ commutes with each $R$.

Proof It is clear that $L_{u}$ commutes with each $R$, and that $R_{u}$ commutes with each $L$. It remains to verify that $L_{i}$ and $R_{j}$ commute $(i, j \in I)$. From the definitions we calculate that

$$
\begin{aligned}
\left(L_{i} R_{j}-R_{j} L_{i}\right) w= & \left(\chi\left(w a_{j}\right)-\chi\left(s_{i} w a_{j}\right)\right)\left(\tau_{j}-\tau_{j}^{-1}\right) s_{i} w \\
& +\left(\chi\left(s_{j} w^{-1} a_{i}\right)-\chi\left(w^{-1} a_{i}\right)\left(\tau_{i}-\tau_{i}^{-1}\right) w s_{j}\right.
\end{aligned}
$$

Suppose first that $s_{i} w \neq w s_{j}$. Then $w a_{j} \neq \pm a_{i}$ and therefore $\chi\left(w a_{j}\right)=$ $\chi\left(s_{i} w a_{j}\right)$ and $\chi\left(w^{-1} a_{i}\right)=\chi\left(s_{j} w^{-1} a_{i}\right)$. Hence $\left(L_{i} R_{j}-R_{j} L_{i}\right) w=0$ in this case.

Suppose now that $s_{i} w=w s_{j}$, so that $\tau_{i}=\tau_{j}$ and $w a_{j}=\varepsilon a_{i}$, where $\varepsilon= \pm 1$. Then

$$
\chi\left(w a_{j}\right)-\chi\left(w^{-1} a_{i}\right)=\chi\left(\varepsilon a_{i}\right)-\chi\left(\varepsilon a_{j}\right)=0
$$

and

$$
\chi\left(s_{i} w a_{j}\right)-\chi\left(s_{j} w^{-1} a_{i}\right)=\chi\left(-\varepsilon a_{i}\right)-\chi\left(-\varepsilon a_{j}\right)=0,
$$

so that $\left(L_{i} R_{j}-R_{j} L_{i}\right) w=0$ in this case also.

Next we have

$$
\begin{equation*}
L_{i}^{2}=\left(\tau_{i}-\tau_{i}^{-1}\right) L_{i}+1 \tag{4.1.5}
\end{equation*}
$$

by a straightforward calculation.

Now let $\mathfrak{S}^{\prime}$ denote the $K$-subalgebra of $\operatorname{End}(K W)$ generated by the $L$ 's, and let $f: \mathfrak{H}^{\prime} \rightarrow K W$ be the linear mapping defined by $f(h)=h(1)$ for $h \in \mathfrak{H}^{\prime}$.
(4.1.6) $\quad f: \mathfrak{S}^{\prime} \rightarrow K W$ is an isomorphism (of $K$-vector spaces).

Proof Let $w \in W$ and let $w=u s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression (so that $u \in \Omega$ and $p=l(w)$ ). Since $L_{i} w=s_{i} w$ if $l(w)<l\left(s_{i} w\right)$ it follows that

$$
f\left(L_{u} L_{i_{1}} \cdots L_{i_{p}}\right)=u s_{i_{1}} \cdots s_{i_{p}}=w
$$

and hence that $f$ is surjective.
Suppose now that $h \in \operatorname{Ker}(f)$. Then $h(1)=0$, and we shall show by induction on $l(w)$ that $h(w)=0$ for all $w \in W$. Suppose first that $l(w)=0$, i.e. that $w=u \in \Omega$. From (4.1.4), $R_{u}$ commutes with $h$, so that $h(u)=h\left(R_{u}(1)\right)=$ $R_{u} h(1)=0$. Now let $l(w)=p>0$ and choose $i \in I$ so that $l\left(w s_{i}\right)<p$. Since $R_{i}$ commutes with $h$, we have

$$
h(w)=h\left(R_{i}\left(w s_{i}\right)\right)=R_{i} h\left(w s_{i}\right)=0
$$

by the inductive hypothesis. Hence $h=0$ and $f$ is an isomorphism.

We can now complete the proof of (4.1.3). From (4.1.6) it follows that $L(w):=f^{-1}(w)$ is well-defined for all $w \in W$, and $L(w)=L_{u} L_{i_{1}} \cdots L_{i_{p}}$ if $w=u s_{i_{1}} \cdots s_{i_{p}}$ is a reduced expression. Hence $L(v) L(w)=L(v w)$ if $l(v)+l(w)=l(v w)$, i.e. the $L(w)$ satisfy the defining relations (3.1.1) of the braid group $\mathfrak{Z}$. From (4.1.5) it follows that $\mathfrak{H}^{\prime}$ is a homomorphic image of $\mathfrak{H}$, i.e. that there is a surjective $K$-algebra homomorphism $g: \mathfrak{H} \rightarrow \mathfrak{S}^{\prime}$ such that $g(T(w))=L(w)$ for all $w \in W$. Hence $f \circ g: \mathfrak{H} \rightarrow K W$ maps $T(w)$ to $w$ for each $w \in W$, and therefore the $T(w)$ are linearly independent over $K$.

### 4.2 Lusztig's relation

We introduce the following notation: let

$$
\begin{equation*}
\boldsymbol{b}(x)=\boldsymbol{b}(t, u ; x)=\frac{t-t^{-1}+\left(u-u^{-1}\right) x}{1-x^{2}} \tag{4.2.1}
\end{equation*}
$$

$$
\begin{align*}
\boldsymbol{c}(x) & =\boldsymbol{c}(t, u ; x)=\frac{t x-t^{-1} x^{-1}+u-u^{-1}}{x-x^{-1}}  \tag{4.2.2}\\
& =\frac{(1-t u x)\left(1+t u^{-1} x\right)}{t\left(1-x^{2}\right)}=\boldsymbol{c}\left(t^{-1}, u^{-1} ; x^{-1}\right) .
\end{align*}
$$

where $t, u$ are nonzero real numbers, and $x$ is an indeterminate. When $t=u$, (4.2.1) and (4.2.2) take the simpler forms

$$
\boldsymbol{b}(x)=\frac{t-t^{-1}}{1-x}, \quad \boldsymbol{c}(x)=\frac{t x-t^{-1}}{x-1}
$$

(4.2.3) We have
(i) $\boldsymbol{c}(x)=t-\boldsymbol{b}(x)=t^{-1}+\boldsymbol{b}\left(x^{-1}\right)$,
(ii) $\boldsymbol{c}(x)+\boldsymbol{c}\left(x^{-1}\right)=t+t^{-1}$,
(iii) $\boldsymbol{b}(x)+\boldsymbol{b}\left(x^{-1}\right)=t-t^{-1}$,
(iv) $\boldsymbol{c}(x) \boldsymbol{c}\left(x^{-1}\right)=1+\boldsymbol{b}(x) \boldsymbol{b}\left(x^{-1}\right)$.

Proof (i) is clear, and (ii), (iii) follow directly from (i). As to (iv), we have

$$
\begin{aligned}
\boldsymbol{c}(x) \boldsymbol{c}\left(x^{-1}\right) & =(t-\boldsymbol{b}(x))\left(t-\boldsymbol{b}\left(x^{-1}\right)\right) \\
& =t^{2}-t\left(t-t^{-1}\right)+\boldsymbol{b}(x) \boldsymbol{b}\left(x^{-1}\right) \\
& =1+\boldsymbol{b}(x) \boldsymbol{b}\left(x^{-1}\right)
\end{aligned}
$$

by use of (i) and (iii).

The following relation, due to Lusztig [L1], is fundamental.
(4.2.4) Let $\lambda^{\prime} \in L^{\prime}, i \in I_{0}$. Then

$$
Y^{\lambda^{\prime}} T_{i}-T_{i} Y^{s_{i} \lambda^{\prime}}=\boldsymbol{b}\left(\tau_{i}, v_{i} ; Y^{-\alpha_{i}^{\vee}}\right)\left(Y^{\lambda^{\prime}}-Y^{s_{i} \lambda^{\prime}}\right)
$$

where $v_{i}=\tau_{i}$ or $\tau_{0}$ according as $<L^{\prime}, \alpha_{i}>=\mathbb{Z}$ or $2 \mathbb{Z}$ (2.1.6).

Proof If this formula (for fixed $i \in I_{0}$ ) is true for $\lambda^{\prime}$ and for $\mu^{\prime}$, then it is immediate that it is true for $\lambda^{\prime}+\mu^{\prime}$ and for $-\lambda^{\prime}$. Hence it is enough to prove it for $\lambda^{\prime}$ belonging to a fixed set of generators of $L^{\prime}$.

If $\left.<L^{\prime}, \alpha_{i}\right\rangle=\mathbb{Z}$ (resp. 2Z $)$, there exists $\mu^{\prime} \in L^{\prime}$ such that $\left.<\mu^{\prime}, \alpha_{i}\right\rangle=1$ (resp. 2), and $L^{\prime}$ is generated by this $\mu^{\prime}$ and the $\lambda^{\prime} \in L^{\prime}$ such that $\left\langle\lambda^{\prime}, \alpha_{i}\right\rangle=0$.

If $<\lambda^{\prime}, \alpha_{i}>=0,(4.2 .4)$ reduces to $Y^{\lambda^{\prime}} T_{i}=T_{i} Y^{\lambda^{\prime}}$, i.e. to (3.2.5).
If $\left\langle\lambda^{\prime}, \alpha_{i}\right\rangle=1$, from (3.2.6) and (4.1.1') we have

$$
T_{i} Y^{s_{i} \lambda^{\prime}}=Y^{\lambda^{\prime}} T_{i}^{-1}=Y^{\lambda^{\prime}}\left(T_{i}-\tau_{i}+\tau_{i}^{-1}\right)
$$

so that

$$
Y^{\lambda^{\prime}} T_{i}-T_{i} Y^{s_{i} \lambda^{\prime}}=\left(\tau_{i}-\tau_{i}^{-1}\right) Y^{\lambda^{\prime}}
$$

which establishes (4.2.4) in this case, since $s_{i} \lambda^{\prime}=\lambda^{\prime}-\alpha_{i}^{\vee}$.
Finally, suppose that $\left.<L^{\prime}, \alpha_{i}\right\rangle=2 \mathbb{Z}$. From above, it is enough to verify (4.2.4) when $\lambda^{\prime}=\alpha_{i}^{\vee}$. $\operatorname{By}(2.1 .6) \alpha_{i}$ is a long root, hence $\alpha_{i}=w^{-1} \varphi$ for some $w \in W_{0}$, where as usual $\varphi$ is the highest root of $R$. From (3.3.5) we have

$$
T_{0}=T(w) Y^{\alpha_{i}^{\vee}} T_{i}^{-1} T(w)^{-1}
$$

and hence $Y^{\alpha_{i}^{\vee}} T_{i}^{-1}$ is conjugate to $T_{0}$. It follows that

$$
Y^{\alpha_{i}^{\vee}} T_{i}^{-1}-T_{i} Y^{-\alpha_{i}^{\vee}}=\tau_{0}-\tau_{0}^{-1}
$$

by (4.1.1'), and hence

$$
\begin{aligned}
Y^{\alpha_{i}^{\vee}} T_{i}-T_{i} Y^{-\alpha_{i}^{\vee}} & =\left(\tau_{0}-\tau_{0}^{-1}\right)+\left(\tau_{i}-\tau_{i}^{-1}\right) Y^{\alpha_{i}^{\vee}} \\
& =\boldsymbol{b}\left(\tau_{i}, \tau_{0} ; Y^{-\alpha_{i}^{\vee}}\right)\left(Y^{\alpha_{i}^{\vee}}-Y^{-\alpha_{i}^{\vee}}\right)
\end{aligned}
$$

which completes the proof.
(4.2.5) The right-hand side of the formula (4.2.4) is a linear combination of the $Y^{\prime}$ 's. Explicitly, if $<\lambda^{\prime}, \alpha_{i}>=r>0$ it is

$$
\sum_{j=0}^{r-1} u_{j} Y^{\lambda^{\prime}-j \alpha_{i}^{\vee}}
$$

and if $\left\langle\lambda^{\prime}, \alpha_{i}\right\rangle=-r<0$ it is

$$
-\sum_{j=1}^{r} u_{j} Y^{\lambda^{\prime}+j \alpha_{i}^{\vee}}
$$

where $u_{j}=\tau_{i}-\tau_{i}^{-1}$ if $j$ is even, and $u_{j}=v_{i}-v_{i}^{-1}$ if $j$ is odd.
(4.2.6) In view of (4.2.3)(i), the formula (4.2.4) can be written in the equivalent forms

$$
\begin{aligned}
\left(T_{i}-\tau_{i}\right) Y^{\lambda^{\prime}}-Y^{s_{i} \lambda^{\prime}}\left(T_{i}-\tau_{i}\right) & =\boldsymbol{c}\left(\tau_{i}, v_{i} ; Y^{-\alpha_{i}^{\vee}}\right)\left(Y^{s_{i} \lambda^{\prime}}-Y^{\lambda^{\prime}}\right), \\
\left(T_{i}+\tau_{i}^{-1}\right) Y^{\lambda^{\prime}}-Y^{s_{i} \lambda^{\prime}}\left(T_{i}+\tau_{i}^{-1}\right) & =\boldsymbol{c}\left(\tau_{i}, v_{i} ; Y^{\alpha_{i}^{\vee}}\right)\left(Y^{\lambda^{\prime}}-Y^{s_{i} \lambda^{\prime}}\right) .
\end{aligned}
$$

(4.2.7) The elements $T(w) Y^{\lambda^{\prime}}$ (resp. the elements $Y^{\lambda^{\prime}} T(w)$ ), where $\lambda^{\prime} \in L^{\prime}$ and $w \in W_{0}$, form a $K$-basis of $\mathfrak{G}$.

Proof Suppose that there is a relation of linear dependence

$$
\sum_{i=1}^{r} u_{i} T\left(w_{i}\right) Y^{\lambda_{i}^{\prime}}=0
$$

with distinct pairs $\left(w_{i}, \lambda_{i}^{\prime}\right) \in W_{0} \times L^{\prime}$, and nonzero coefficients $u_{i}$. By multiplying on the right by a suitable $Y^{\mu^{\prime}}$, we may assume that each $\lambda_{i}^{\prime}$ is dominant, and then by (2.4.1) we have $l\left(w_{i} t\left(\lambda_{i}^{\prime}\right)\right)=l\left(w_{i}\right)+l\left(t\left(\lambda_{i}^{\prime}\right)\right)$, so that the relation above takes the form

$$
\sum_{i=1}^{r} u_{i} T\left(w_{i} t\left(\lambda_{i}^{\prime}\right)\right)=0
$$

contradicting (4.1.3). Hence the $T(w) Y^{\lambda^{\prime}}$ are linearly independent over $K$, and a similar argument shows that the same is true of the $Y^{\lambda^{\prime}} T(w)$.
Now let $\mathfrak{G}_{1}$ (resp. $\mathfrak{H}_{2}$ ) be the vector subspace of $\mathfrak{t}$ spanned by the $T(w) Y^{\lambda^{\prime}}$ (resp. by the $Y^{\lambda^{\prime}} T(w)$ ). By (4.2.4) and induction on $l(w)$, we see that $Y^{\lambda^{\lambda}} T(w) \in$ $\mathfrak{H}_{1}$ and $T(w) Y^{\lambda^{\prime}} \in \mathfrak{H}_{2}$, for all $w \in W_{0}$ and $\lambda^{\prime} \in L^{\prime}$. Hence $\mathfrak{H}_{1}=\mathfrak{H}_{2}$. Now $\mathfrak{H}_{1}$ is stable under left multiplication by each $T(w)$ and (since $\mathfrak{F}_{1}=\mathfrak{F}_{2}$ ) also by each $Y^{\lambda^{\prime}}$. But these elements generate $\mathfrak{Z}$ (3.3.1) and therefore also generate $\mathfrak{g}$ as $K$-algebra. Hence $\mathfrak{j} \mathfrak{I}_{1} \subset \mathfrak{H}_{1}$, and since $1 \in \mathfrak{H}_{1}$ it follows that $\mathfrak{j}=\mathfrak{H}_{1}=\mathfrak{H}_{2}$.

Let $A^{\prime}=K L^{\prime}$ be the group algebra of the lattice $L^{\prime}$ over the field $K$. For each $\lambda^{\prime} \in L^{\prime}$ we denote the corresponding element of $A^{\prime}$ by $e^{\lambda^{\prime}}$, so that

$$
e^{\lambda^{\prime}} \cdot e^{\mu^{\prime}}=e^{\lambda^{\prime}+\mu^{\prime}}, \quad\left(e^{\lambda^{\prime}}\right)^{-1}=e^{-\lambda^{\prime}}, \quad e^{0}=1
$$

for $\lambda^{\prime}, \mu^{\prime} \in L^{\prime}$, and the $e^{\lambda^{\prime}}$ form a $K$-basis of $A^{\prime}$. The finite Weyl group $W_{0}$ acts on $L^{\prime}$ and hence on $A^{\prime}$ :

$$
w\left(e^{\lambda^{\prime}}\right)=e^{w \lambda^{\prime}}
$$

for $w \in W_{0}$ and $\lambda^{\prime} \in L^{\prime}$.
If $f \in A^{\prime}$, say

$$
f=\sum f_{\lambda^{\prime}} e^{\lambda^{\prime}}
$$

with coefficients $f_{\lambda^{\prime}} \in K$, almost all zero, let

$$
f(Y)=\sum f_{\lambda^{\prime}} Y^{\lambda^{\prime}} .
$$

By (4.2.7) the $Y^{\lambda^{\prime}}, \lambda^{\prime} \in L^{\prime}$, are linearly independent over $K$ and span a commutative $K$-subalgebra $A^{\prime}(Y)$ of $\mathfrak{F}$, isomorphic to $A^{\prime}$. In this notation we may
restate (4.2.4) as follows: for $i \neq 0$ and $f \in A^{\prime}$ we have
(4.2.8) $\quad f(Y) T_{i}-T_{i}\left(s_{i} f\right)(Y)=\boldsymbol{b}\left(\tau_{i}, v_{i} ; Y^{-\alpha_{i}^{\vee}}\right)\left(f(Y)-\left(s_{i} f\right)(Y)\right)$,
and the right-hand side is an element of $A^{\prime}(Y)$.
By replacing $f$ by $s_{i} f$ in (4.2.8), we see that $T_{i} f(Y)$ is of the form

$$
T_{i} f(Y)=\left(s_{i} f\right)(Y) T_{i}+g(Y)
$$

for some $g \in A^{\prime}$. By induction on $l(w)$, it follows that for each $w \in W_{0}$ and $f \in A^{\prime}, T(w) f(Y)$ is of the form

$$
\begin{equation*}
T(w) f(Y)=\sum_{v \leq w} f_{v}(Y) T(v) \tag{4.2.9}
\end{equation*}
$$

where $f_{v} \in A^{\prime}$, and is particular $f_{w}=w f$.
Let $A_{0}^{\prime}=\left(A^{\prime}\right)^{W_{0}}$ be the subalgebra of $W_{0}$-invariants in $A^{\prime}$.
(4.2.10) $\quad$ The centre of $\mathfrak{G}$ is $A_{0}^{\prime}(Y)$.

Proof Let $z \in \mathfrak{F}$ be a central element, say

$$
z=\sum_{w \in W_{0}} f_{w}(Y) T(w)
$$

with $f_{w} \in A^{\prime}$. Let $\lambda^{\prime} \in L^{\prime}$ be regular (i.e., $\lambda^{\prime} \neq w \lambda^{\prime}$ for all $w \neq 1$ in $W_{0}$ ). Since $z$ commutes with $Y^{\lambda^{\prime}}$ we have

$$
\begin{equation*}
\sum_{v \in W_{0}} Y^{\lambda^{\prime}} f_{v}(Y) T(v)=\sum_{w \in W_{0}} f_{w}(Y) T(w) Y^{\lambda^{\prime}} \tag{1}
\end{equation*}
$$

Now by (4.2.9), $T(w) Y^{\lambda^{\prime}}$ is of the form

$$
\begin{equation*}
T(w) Y^{\lambda^{\prime}}=\sum_{v \leq w} g_{v w}(Y) T(v) \tag{2}
\end{equation*}
$$

with $g_{v w} \in A^{\prime}$ for each $v \leq w$, and $g_{w w}=e^{w \lambda^{\prime}}$. From (1) and (2) we have

$$
\sum_{v \in W_{0}} Y^{\lambda^{\prime}} f_{v}(Y) T(v)=\sum_{\substack{v, w \in W_{0} \\ w \geq v}} g_{v w}(Y) f_{w}(Y) T(v)
$$

and hence by (4.2.7)

$$
\begin{equation*}
e^{\lambda^{\prime}} f_{v}=\sum_{w \geq v} g_{v w} f_{w} \tag{3}
\end{equation*}
$$

for each $v \in W_{0}$.

The matrix $G=\left(g_{v w}\right)$, with rows and columns indexed by $W_{0}$, is triangular relative to any total ordering of $W_{0}$ that extends the Bruhat order. Its eigenvalues are therefore its diagonal elements, namely $e^{w \lambda^{\prime}}\left(w \in W_{0}\right)$. If $f$ denotes the column vector $\left(f_{v}\right)_{v \in W_{0}}$, the equation (3) shows that $f$ is an eigenvector of $G$ for the eigenvector $e^{\lambda^{\prime}}$. Since the eigenvalues of $G$ are all distinct (because $\lambda^{\prime}$ is regular), $f$ is up to a scalar multiple the only eigenvector of $G$ for the eigenvalue $e^{\lambda^{\prime}}$. It follows that $f_{v}=0$ for all $v \neq 1$ in $W_{0}$, and hence $z=f_{1}(Y) \in A^{\prime}(Y)$.

Since $z$ commutes with $T_{i}$, it follows from (4.2.8) that

$$
T_{i}\left(f_{1}(Y)-\left(s_{i} f_{1}\right)(Y)\right)=g(Y)
$$

for some $g \in A^{\prime}$. Hence by (4.2.7) we have $f_{1}=s_{i} f_{1}$ for each $i \neq 0$, and therefore $z \in A_{0}^{\prime}(Y)$.

Conversely, if $f \in A_{0}^{\prime}$ it follows from (4.2.8) that $f(Y)$ commutes with $T_{i}$ for each $i \neq 0$, and hence $f(Y)$ is central in $\mathfrak{j}$.

### 4.3 The basic representation of $\mathfrak{t}$

Let $\mathfrak{G}_{0}$ be the $K$-subalgebra of $\mathfrak{G}$ spanned by the elements $T(w)$, $w \in W_{0}$ (so that $\mathfrak{S}_{0}$ is the Hecke algebra of $W_{0}$ ). From (4.2.7) we have

$$
\begin{equation*}
\mathfrak{F} \cong A^{\prime} \otimes_{K} \mathfrak{H}_{0} \tag{4.3.1}
\end{equation*}
$$

as $K$-vector spaces, the isomorphism being $Y^{\lambda^{\prime}} T(w) \mapsto e^{\lambda^{\prime}} \otimes T(w)\left(\lambda^{\prime} \in L^{\prime}\right.$, $w \in W_{0}$ ).
If $M$ is a left $\mathfrak{S}_{0}$-module, we may form the induced $\mathfrak{y}$-module

$$
\text { ind } \underset{\mathfrak{F}_{0}}{\mathfrak{F}}(M)=\mathfrak{y} \otimes_{\mathfrak{H}_{0}} M \cong A^{\prime} \otimes_{K} M
$$

by (4.3.1), the isomorphism being

$$
f(Y) T(w) \otimes x \mapsto f \otimes T(w) x
$$

for $f \in A^{\prime}, w \in W_{0}$ and $x \in M$. From (4.2.8) it follows that the action of $\mathfrak{S}_{0}$ on $A^{\prime} \otimes_{K} M$ is given by

$$
\begin{equation*}
T_{i}(f \otimes x)=s_{i} f \otimes T_{i} x+\left(f-s_{i} f\right) \boldsymbol{b}\left(\tau_{i}, v_{i} ; e^{-\alpha_{i}^{\vee}}\right) \otimes x . \tag{4.3.2}
\end{equation*}
$$

In particular, let us take $M$ to be the 1 -dimensional $\mathfrak{S}_{0}$-module $K x$ for which $T_{i} x=\tau_{i} x$ for each $i \in I_{0}$. Then $A^{\prime} \otimes_{K} M$ may be identified with $A^{\prime}$ (namely $f \otimes x \mapsto f)$ and from (4.3.2) the action of $\mathfrak{S}_{0}$ on $A^{\prime}$ is given by

$$
T_{i}(f)=\tau_{i} s_{i} f+\left(f-s_{i} f\right) \boldsymbol{b}\left(\tau_{i}, v_{i} ; e^{-\alpha_{i}^{\vee}}\right) .
$$

Hence
(4.3.3) There is a representation $\beta^{\prime}$ of $\mathfrak{S}_{0}$ on $A^{\prime}$ such that

$$
\beta^{\prime}\left(T_{i}\right)=\tau_{i} s_{i}+\boldsymbol{b}\left(\tau_{i}, v_{i} ; X^{-\alpha_{i}^{\vee}}\right)\left(1-s_{i}\right)
$$

for all $i \in I_{0}$, where $X^{-\alpha_{i}^{\vee}}$ is the operator of multiplication by $e^{-\alpha_{i}^{\vee}}$, and $v_{i}=\tau_{i}$ or $\tau_{0}$ according as $<L^{\prime}, \alpha_{i}>=\mathbb{Z}$ or $2 \mathbb{Z}$.

In other words, the linear operators $\beta^{\prime}\left(T_{i}\right): A^{\prime} \rightarrow A^{\prime}$ satisfy the braid relations (3.1.3) and the Hecke relations (4.1.1) that do not involve $T_{0}$. In fact, this representation is faithful (see below).

From now on we shall assume that the conventions of $\S 1.4$ are in force, so that we have affine root systems $S$ and $S^{\prime}$, finite root systems $R$ and $R^{\prime}$, and lattices $L$ and $L^{\prime}$, defined by (1.4.1)-(1.4.3). As in $\S 1.4$ the elements $\mu \in L$ are to be regarded as linear functions on $V: \mu(x)=<\mu, x>$ for $x \in V$. If $w \in W$ we shall denote the effect of $w$ on $\mu$ so regarded by $w \cdot \mu$. Thus if $w=t\left(\lambda^{\prime}\right) v$, where $\lambda^{\prime} \in L^{\prime}$ and $v \in W_{0}$, then

$$
(w \cdot \mu)(x)=\mu\left(w^{-1} x\right)=<\mu, v^{-1}\left(x-\lambda^{\prime}\right)>=<v \mu, x>-<\lambda^{\prime}, v \mu>
$$

so that

$$
\begin{equation*}
w \cdot \mu=v \mu-<\lambda^{\prime}, v \mu>c \tag{4.3.4}
\end{equation*}
$$

is an affine-linear function on $V$.
Let $A=K L$ be the group algebra of $L$ over $K$, and for each $\mu \in L$ let $e^{\mu}$ denote the corresponding element of $A$. More generally, if $f=\mu+r c$ we define

$$
\begin{equation*}
e^{f}=q^{r} e^{\mu} \tag{4.3.5}
\end{equation*}
$$

(i.e. we define $e^{c}$ to be $q$ ). For $f$ as above, let $X^{f}: A \rightarrow A$ denote multiplication by $e^{f}$ :

$$
\begin{equation*}
X^{f} g=e^{f} g \quad(g \in A) \tag{4.3.6}
\end{equation*}
$$

The group $W$ acts on $A$ : if $w=t\left(\lambda^{\prime}\right) v$ as above then

$$
\begin{equation*}
w\left(e^{\mu}\right)=e^{w \cdot \mu}=q^{-<\lambda^{\prime}, v \mu>} e^{v \mu} \tag{4.3.7}
\end{equation*}
$$

by (4.3.4).
(4.3.8) $W$ acts faithfully on $A$.

For if $w=t\left(\lambda^{\prime}\right) v$ fixes $e^{\mu}$ for each $\mu \in L$, then (4.3.7) shows that $v \mu=\mu$ and $<\lambda^{\prime}, v \mu>=0$, so that $v=1$ and $\lambda^{\prime}=0$.

When $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)$ (1.4.3), we shall require two extra parameters $\tau_{0}^{\prime}, \tau_{n}^{\prime}$. For uniformity of notation we define

$$
\tau_{i}^{\prime}=\tau_{i}
$$

for all $i \in I$ when $S$ is reduced ((1.4.1), (1.4.2)) and when $i \neq 0, n$ in case (1.4.3).

Let

$$
\begin{align*}
\boldsymbol{b}_{i} & =\boldsymbol{b}\left(\tau_{i}, \tau_{\tau_{1}^{\prime}} ; e^{a_{i}}\right), \\
\boldsymbol{c}_{i} & =\boldsymbol{c}\left(\tau_{i}, \tau_{i}^{\prime} ; e^{a_{i}}\right) \tag{4.3.9}
\end{align*}
$$

and for $\varepsilon= \pm 1$ let $\boldsymbol{b}_{i}\left(X^{\varepsilon}\right)\left(\right.$ resp. $\left.\boldsymbol{c}_{i}\left(X^{\varepsilon}\right)\right)$ denote the result of replacing $e^{a_{i}}$ by $X^{\varepsilon a_{i}}$ in $\boldsymbol{b}_{i}$ (resp. $\boldsymbol{c}_{i}$ ).
(4.3.10) There is a faithful representation $\beta$ of $\mathfrak{y}$ on $A$ such that

$$
\begin{aligned}
\beta\left(T_{i}\right) & =\tau_{i} s_{i}+\boldsymbol{b}_{i}(X)\left(1-s_{i}\right), \\
\beta\left(U_{j}\right) & =u_{j},
\end{aligned}
$$

for all $i \in I$ and $j \in J$, where as above $X^{a_{i}}$ is multiplication by $e^{a_{i}}$.
Proof We saw above that the operators $\beta^{\prime}\left(T_{i}\right), i \neq 0$, defined in (4.3.3) satisfy the braid relations and the Hecke relations not involving $T_{0}$. Now $\mathfrak{S}_{0}$ depends only on $W_{0}$ (and the parameters $\tau_{i}$ ), not on the particular root system $R$ with $W_{0}$ as Weyl group. We may therefore replace ( $R, L^{\prime}$ ) in (4.3.3) by ( $R^{\prime}, L$ ), and the basis $\left(\alpha_{i}\right)$ of $R$ by the opposite basis $\left(-\alpha_{i}^{\prime}\right)$ of $R^{\prime}$. It follows that for $i \neq 0$ the operators $\beta\left(T_{i}\right)$ satisfy the braid relations and the Hecke relations.

Now the fact that $\beta\left(T_{i}\right)$ and $\beta\left(T_{j}\right)$ (where $i, j \neq 0$ and $i \neq j$ ) satisfy the appropriate braid and Hecke relations is a statement about the root system of rank 2 generated by $a_{i}$ and $a_{j}$. It follows from this remark that the braid and Hecke relations involving $\beta\left(T_{0}\right)$ will also be satisfied. Moreover, it is clear from the definitions of $\beta\left(T_{i}\right)$ and $\beta\left(U_{j}\right)=u_{j}$ that the relations (3.1.4) and (3.1.5) are satisfied. Hence $\beta$ is indeed a representation of $\mathfrak{F}$, and it remains to show that it is faithful. This will follow from
(4.3.11) The linear operators $X^{\mu} \beta(T(w))$ (resp. $\beta(T(w)) X^{\mu}$ ), where $\mu \in L$ and $w \in W$, are linearly independent over $K$.

Proof Let $w \in W$ and let $w=u_{j} s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression. Then

$$
\beta(T(w))=u_{j} \beta\left(T_{i_{1}}\right) \cdots \beta\left(T_{i_{p}}\right)
$$

and it follows from the definition (4.3.10) of $\beta\left(T_{i}\right)$ that $\beta(T(w))$ is of the form

$$
\begin{equation*}
\beta(T(w))=\sum_{v \leq w} f_{v w}(X) v \tag{1}
\end{equation*}
$$

where $f_{v w} \in \Phi$, the field of fractions of the integral domain $A$, and $f_{v w}(X)$ is the operator of multiplication by $f_{v w}$. We have $f_{w w} \neq 0$ for each $w \in W$.

Now suppose that the operators $X^{\mu} \beta(T(w))$ on $A$ are linearly dependent. Then there will be a relation of the form

$$
\begin{equation*}
\sum_{w \in W} g_{w}(X) \beta(T(w))=0 \tag{2}
\end{equation*}
$$

with $g_{w} \in A$ not all zero (but only finitely many nonzero). From (1) and (2) we have

$$
\sum_{\substack{v, w \in \mathbb{N} \\ i \leq w}} g_{w}(X) f_{v w}(X) v=0 .
$$

Now the automorphisms $v \in W$ of $A$ extend to automorphisms of the field $\Phi$, and as such are linearly independent over $\Phi$, since automorphisms of any field are linearly independent over that field. Hence it follows from (4.3.8) that

$$
\begin{equation*}
\sum_{w \geq v} f_{v w} g_{w}=0 \tag{3}
\end{equation*}
$$

for each $v \in W$. Now choose $v$ to be a maximal element, for the Bruhat ordering, of the (finite) set of $w \in W$ such that $g_{w} \neq 0$. Then (3) reduces to $f_{v v} g_{v}=0$, and since $f_{v v} \neq 0$ it follows that $g_{v}=0$. This contradiction shows that the operators $X^{\mu} \beta(T(w))$ are linearly independent.

For the operators $\beta(T(w)) X^{\mu}$, the proof is similar.
In particular, taking $\mu=0$ in (4.3.11), it follows that the operators $\beta(T(w))$ ( $w \in W$ ) are linearly independent over $K$. Hence the representation $\beta$ is faithful, completing the proof of (4.3.10).

This representation $\beta$ is the basic representation of $\mathfrak{H}$.
In view of (4.3.10), we may identify each $h \in \mathfrak{G}$ with the linear operator $\beta(h)$ on $A$. Since by (4.3.10)

$$
T_{i}=\tau_{i} s_{i}+\boldsymbol{b}_{i}(X)\left(1-s_{i}\right)
$$

for each $i \in I$, it follows from (4.2.3) that

$$
\begin{align*}
T_{i}-\tau_{i} & =\boldsymbol{c}_{i}(X)\left(s_{i}-1\right),  \tag{4.3.12}\\
T_{i}+\tau_{i}^{-1} & =\left(s_{i}+1\right) \boldsymbol{c}_{i}\left(X^{-1}\right), \\
T_{i}^{\varepsilon} & =\varepsilon \boldsymbol{b}_{i}\left(X^{\varepsilon}\right)+\boldsymbol{c}_{i}(X) s_{i},
\end{align*}
$$

where $\varepsilon= \pm 1$.
From (4.3.14) it follows that

$$
\begin{equation*}
T_{i} X^{\mu}-X^{s_{i} \mu} T_{i}=\boldsymbol{b}_{i}(X)\left(X^{\mu}-X^{s_{i} \mu}\right) \tag{4.3.15}
\end{equation*}
$$

for all $\mu \in L$. In particular, we have

$$
\begin{equation*}
T_{i} X^{\mu}=X^{\mu} T_{i} \tag{4.3.16}
\end{equation*}
$$

if $\left\langle\mu, \alpha_{i}^{\prime}>=0\right.$, and

$$
\begin{equation*}
T_{i} X^{\mu}=X^{s i \mu}\left(T_{i}-\tau_{i}+\tau_{i}^{-1}\right)=X^{s i \mu} T_{i}^{-1} \tag{4.3.17}
\end{equation*}
$$

if $\left\langle\mu, \alpha_{i}^{\prime}\right\rangle=1$ (which implies that $\tau_{i}^{\prime}=\tau_{i}$ ). Thus the $X^{\mu}$ satisfy the relations (3.4.2)-(3.4.5) for the double braid group $\tilde{\mathfrak{B}}$.

Recall that $A_{0}^{\prime}=\left(A^{\prime}\right)^{W_{0}}$, and likewise let $A_{0}=A^{W_{0}}$.
(4.3.18) Let $f \in A_{0}^{\prime}$. Then $f(Y)$ maps $A_{0}$ into $A_{0}$.

Proof By (4.2.10), $f(Y)$ commutes with $T_{i}$ for each $i \in I$. Let $g \in A_{0}$ and let $h=f(Y) g$. By (4.3.12) we have $T_{i} g=\tau_{i} g$, and hence

$$
T_{i} h=T_{i} f(Y) g=f(Y) T_{i} g=\tau_{i} h
$$

for all $i \neq 0$. By (4.3.12) it follows that $s_{i} h=h$ for all $i \neq 0$, hence $h \in A_{0}$.

In the case (1.4.3), let

$$
\begin{equation*}
T_{n}^{\prime}=X^{-a_{n}} T_{n}^{-1}, \quad T_{0}^{\prime}=X^{-a_{0}} T_{0}^{-1} \tag{4.3.19}
\end{equation*}
$$

(where $a_{0}=-\varepsilon_{1}+\frac{1}{2} c$, so that $X^{-a_{0}}=q^{-1 / 2} X^{\varepsilon_{1}}$ ). Then we have

$$
\begin{equation*}
\left(T_{n}^{\prime}-\tau_{n}^{\prime}\right)\left(T_{n}^{\prime}+\tau_{n}^{\prime-1}\right)=\left(T_{0}^{\prime}-\tau_{0}^{\prime}\right)\left(T_{0}^{\prime}+\tau_{0}^{\prime-1}\right)=0 . \tag{4.3.20}
\end{equation*}
$$

Proof We calculate

$$
\begin{aligned}
T_{n}^{\prime}-T_{n}^{\prime-1} & =X^{-a_{n}} T_{n}^{-1}-T_{n} X^{a_{n}} \\
& =X^{-a_{n}}\left(T_{n}-\tau_{n}+\tau_{n}^{-1}\right)-T_{n} X^{a_{n}} \\
& =\boldsymbol{b}_{n}(X)\left(X^{-a_{n}}-X^{a_{n}}\right)-\left(\tau_{n}-\tau_{n}^{-1}\right) X^{-a_{n}} \\
& =\tau_{n}^{\prime}-\tau_{n}^{\prime-1}
\end{aligned}
$$

by (4.3.15) and (4.2.1); and likewise

$$
T_{0}^{\prime}-T_{0}^{\prime-1}=\tau_{0}^{\prime}-\tau_{0}^{\prime-1}
$$

(4.3.21) From (4.3.12) it follows that, for $\lambda \in L$ and $i \neq 0$,
(i) if $\left\langle\lambda, \alpha_{i}^{\prime}\right\rangle=r>0$, then

$$
T_{i} e^{\lambda}=\tau_{i}^{-1} e^{s_{i} \lambda}-\sum_{j=1}^{r-1} u_{j} e^{\lambda-j \alpha_{i}}
$$

(ii) if $<\lambda, \alpha_{i}^{\prime}>=-r<0$, then

$$
T_{i} e^{\lambda}=\tau_{i} e^{s_{i \lambda}}+\sum_{j=0}^{r-1} u_{j} e^{\lambda+j \alpha_{i}}
$$

where (as in (4.2.5))

$$
u_{j}=\left\{\begin{array}{cl}
\tau_{i}-\tau_{i}^{-1} & \text { if } j \text { is even } \\
\tau_{i}^{\prime}-\tau_{i}^{\prime-1} & \text { if } j \text { is odd }
\end{array}\right.
$$

We shall make use of the following terminology. If $f \in A$ is of the form

$$
f=\sum_{\mu \leq \lambda} u_{\mu} e^{\mu}
$$

where the partial ordering is that defined in $\S 2.7$ (with $L^{\prime}$ replaced by $L$ ), we shall often write

$$
f=u_{\lambda} e^{\lambda}+\text { lower terms }
$$

With this terminology we have
(4.3.22) Let $\lambda \in L, i \neq 0$. Then

$$
T_{i}^{-1} e^{\lambda}=\tau_{i}^{\varepsilon} e^{s_{i} \lambda}+\text { lower terms }
$$

where $\varepsilon=-1$ if $<\lambda, \alpha_{i}^{\prime}>\geq 0$, and $\varepsilon=+1$ if $<\lambda, \alpha_{i}^{\prime}><0$.
Proof Since $T_{i}^{-1}=T_{i}-\tau_{i}+\tau_{i}^{-1}$, it follows from (4.3.21) that

$$
T_{i}^{-1} e^{\lambda}=\tau_{i}^{-1} e^{s_{i} \lambda}-\sum_{j=0}^{r-1} u_{j} e^{\lambda-j \alpha_{i}}
$$

if $<\lambda, \alpha_{i}^{\prime}>=r>0$. In this case we have $s_{i} \lambda>\lambda$, by (2.7.9).

Next, if $\left.<\lambda, \alpha_{i}^{\prime}\right\rangle=-r<0$ we have, using (4.3.21) again,

$$
T_{i}^{-1} e^{\lambda}=\tau_{i} e^{s_{i} \lambda}+\sum_{j=1}^{r-1} u_{j} e^{\lambda+j \alpha_{i}}
$$

which gives the result in this case.
Finally, if $\left.<\lambda, \alpha_{i}^{\prime}\right\rangle=0$ then $s_{i} \lambda=\lambda$ and $T_{i}^{-1} e^{\lambda}=\tau_{i}^{-1} e^{\lambda}$.

For the remainder of this section, we need to switch to additive notation. We shall write

$$
\tau_{i}=q^{\kappa_{i} / 2}
$$

and for $\alpha \in R$ we define

$$
\kappa_{\alpha}=\kappa_{i} \quad \text { if } \quad \alpha \in W_{0} \alpha_{i}
$$

With this notation we have
(4.3.23) Let $w \in W_{0}, \lambda \in L$. Then

$$
T\left(w^{-1}\right)^{-1} e^{\lambda}=q^{f(w, \lambda)} e^{w \lambda}+\text { lower terms }
$$

where

$$
f(w, \lambda)=\frac{1}{2} \sum_{\alpha \in R^{+}} \eta\left(-<\lambda, \alpha^{\prime}>\right) \chi(w \alpha) \kappa_{\alpha}
$$

and $\chi$ is the characteristic function of $R^{-}$, and $\eta$ is given by (2.8.3).

Proof Let $w=s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression, so that

$$
T\left(w^{-1}\right)^{-1}=T_{i_{1}}^{-1} \cdots T_{i_{p}}^{-1}
$$

From (4.3.22) it follows that

$$
T\left(w^{-1}\right)^{-1} e^{\lambda}=\left(\prod_{r=1}^{p} \tau_{i_{r}}^{\varepsilon_{r}}\right) e^{w \lambda}+\text { lower terms }
$$

where

$$
\begin{aligned}
\varepsilon_{r} & =\eta\left(-<s_{i_{r+1}} \cdots s_{i_{p}} \lambda, \alpha_{i_{r}}^{\prime}>\right) \\
& =\eta\left(-<\lambda, \beta_{r}^{\prime}>\right)
\end{aligned}
$$

and $\beta_{r}^{\prime}=s_{i_{p}} \cdots s_{i_{r+1}} \alpha_{i_{r}}^{\prime}$, so that $\beta_{1}^{\prime}, \ldots, \beta_{p}^{\prime}$ are the roots $\alpha^{\prime} \in R^{++}$such that $w \alpha^{\prime} \in R^{\prime-}$. It follows that

$$
\prod_{i=1}^{p} \tau_{i_{r}}^{\varepsilon_{r}}=q^{f(w, \lambda)}
$$

where

$$
\begin{aligned}
f(w, \lambda) & =\frac{1}{2} \sum_{r=1}^{p} \eta\left(-<\lambda, \beta_{r}^{\prime}>\right) \kappa_{\beta_{r}} \\
& =\frac{1}{2} \sum_{\alpha \in R^{+}} \eta\left(-<\lambda, \alpha^{\prime}>\right) \chi(w \alpha) \kappa_{\alpha} .
\end{aligned}
$$

If $w \in W_{0}$ and $w=s_{i_{1}} \cdots s_{i_{p}}$ is a reduced expression, as above, let

$$
\tau_{w}=\tau_{i_{1}} \cdots \tau_{i_{p}}
$$

This is independent of the reduced expression, and we have

$$
\begin{equation*}
\tau_{w}=q^{g(w)} \tag{4.3.24}
\end{equation*}
$$

where

$$
g(w)=\frac{1}{2} \sum_{\alpha \in R^{+}} \chi(w \alpha) \kappa_{\alpha} .
$$

This follows from (4.3.23) when $\lambda$ is antidominant (so that $<\lambda, \alpha^{\prime}>\leq 0$ for all $\alpha \in R^{+}$).

In particular:
(4.3.25) Let $\lambda \in L$. Then

$$
g(v(\lambda))=\frac{1}{4} \sum_{\alpha \in R^{+}}\left(1+\eta\left(<\lambda, \alpha^{\prime}>\right) \kappa_{\alpha} .\right.
$$

For by (2.4.4) $v(\lambda) \alpha^{\prime} \in R^{\prime-}$ if and only if $<\lambda, \alpha^{\prime} \gg 0$, so that $\chi\left(v(\lambda) \alpha^{\prime}\right)=$ $\frac{1}{2}\left(1+\eta\left(<\lambda, \alpha^{\prime}>\right)\right.$.

### 4.4 The basic representation, continued

We shall use the parameters $\tau_{i}, \tau_{i}^{\prime}$ to define a labelling $k$ of $S$ as follows. Define $\kappa_{i}, \kappa_{i}^{\prime}(i \in I)$ by

$$
\begin{equation*}
\tau_{i}=q^{\kappa_{i} / 2}, \quad \tau_{i}^{\prime}=q^{\kappa_{i}^{\prime} / 2} \tag{4.4.1}
\end{equation*}
$$

Recall (§1.3) that

$$
S_{1}=\left\{a \in S: \frac{1}{2} a \notin S\right\}=\bigcup_{i \in I} W a_{i}
$$

(so that $S_{1}=S$ if $S$ is reduced, and $S_{1}=S(R)^{\vee}$ where $R$ is of type $C_{n}$ in the situation of (1.4.3)). Then for $a \in S_{1}$ we define

$$
\begin{equation*}
k(a)=\frac{1}{2}\left(\kappa_{i}+\kappa_{i}^{\prime}\right), \quad k(2 a)=\frac{1}{2}\left(\kappa_{i}-\kappa_{i}^{\prime}\right) \tag{4.4.2}
\end{equation*}
$$

if $a \in W a_{i}$. Note that $k(2 a)=0$ if $2 a \notin S$.
Thus if $S$ is reduced we have $k(a)=\kappa_{i}$ for $a \in W a_{i}$, and if $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)$ the labels $k_{1}, \ldots, k_{5}$ are given by

$$
\begin{align*}
& \left(k_{1}, k_{2}, k_{3}, k_{4}, k_{5}\right)  \tag{4.4.3}\\
& \quad=\left(\frac{1}{2}\left(\kappa_{n}+\kappa_{n}^{\prime}\right), \frac{1}{2}\left(\kappa_{n}-\kappa_{n}^{\prime}\right), \frac{1}{2}\left(\kappa_{0}+\kappa_{0}^{\prime}\right), \frac{1}{2}\left(\kappa_{0}-\kappa_{0}^{\prime}\right), \kappa\right)
\end{align*}
$$

where $\kappa=\kappa_{1}=\kappa_{2}=\cdots=\kappa_{n-1}$. Passing to the dual labelling $\left(k_{1}^{\prime}, \ldots, k_{5}^{\prime}\right)$ (1.5.1) corresponds to interchanging $\kappa_{0}$ and $\kappa_{n}^{\prime}$.

For each $a \in S_{1}$, if $a=w a_{i}(w \in W, i \in I)$ we define

$$
\begin{equation*}
\tau_{a}=\tau_{i}, \tau_{a}^{\prime}=\tau_{i}^{\prime} \tag{4.4.4}
\end{equation*}
$$

and

$$
\begin{align*}
& \boldsymbol{b}_{a}=\boldsymbol{b}_{a, k}=\boldsymbol{b}\left(\tau_{a}, \tau_{a}^{\prime} ; e^{a}\right),  \tag{4.4.5}\\
& \boldsymbol{c}_{a}=\boldsymbol{c}_{a, k}=\boldsymbol{c}\left(\tau_{a}, \tau_{a}^{\prime} ; e^{a}\right)
\end{align*}
$$

so that $\boldsymbol{b}_{a}=w \boldsymbol{b}_{i}$ and $\boldsymbol{c}_{a}=w \boldsymbol{c}_{i}$. Also, for each $w \in W$, let

$$
\begin{equation*}
\boldsymbol{c}(w)=\boldsymbol{c}_{S, k}(w)=\prod_{a \in S_{1}(w)} \boldsymbol{c}_{a, k} \tag{4.4.6}
\end{equation*}
$$

Let $A[c]$ denote the $K$-subalgebra of the field of fractions of $A$ generated by $A$ and the $\boldsymbol{c}_{a}, a \in S$.
(4.4.7) Let $u, v \in W$. Then (as operators on $A$ )

$$
T(u)^{-1} T(v)=\sum_{w \leq u^{-1} v} f_{w}(X) w
$$

where $f_{w} \in A[c]$, and in particular

$$
f_{u^{-1} v}=\boldsymbol{c}_{S, k}\left(v^{-1} u\right)
$$

Proof Let $u^{-1} v=u_{j} s_{i_{1}} \ldots s_{i_{p}}$ be a reduced expression. From (3.1.9) we have

$$
T(u)^{-1} T(v)=u_{j} T_{i_{1}}^{\varepsilon_{1}} \cdots T_{i_{p}}^{\varepsilon_{p}}
$$

where each of $\varepsilon_{1}, \ldots, \varepsilon_{p}$ is $\pm 1$. By (4.3.14) it follows that

$$
T(u)^{-1} T(v)=u_{j}\left(\boldsymbol{c}_{i_{1}}(X) s_{i_{1}}+\varepsilon_{1} \boldsymbol{b}_{i_{1}}\left(X^{\varepsilon_{1}}\right)\right) \cdots\left(\boldsymbol{c}_{i_{p}}(X) s_{i_{p}}+\varepsilon_{p} \boldsymbol{b}_{i_{p}}\left(X^{\varepsilon_{p}}\right)\right)
$$

which on expansion is of the stated form, with leading term

$$
u_{j} \boldsymbol{c}_{i_{1}}(X) s_{i_{1}} \boldsymbol{c}_{i_{2}}(X) s_{i_{2}} \cdots s_{i_{p-1}} \boldsymbol{c}_{i_{p}}(X) s_{i_{p}}
$$

so that

$$
f_{u^{-1} v}=\boldsymbol{c}_{b_{1}} \boldsymbol{c}_{b_{2}} \cdots \boldsymbol{c}_{b_{p}}
$$

where $b_{r}=u_{j} s_{i_{1}} \cdots s_{i_{r-1}}\left(a_{i_{r}}\right)$ for $1 \leq r \leq p$. From (2.2.2) and (2.2.9) it follows that $\left\{b_{1}, \ldots, b_{p}\right\}=S_{1}\left(v^{-1} u\right)$.
(4.4.8) Let $\lambda^{\prime} \in L^{\prime}$. Then (as operators on $A$ )
(i) $Y^{\lambda^{\prime}}=\boldsymbol{c}\left(u\left(\lambda^{\prime}\right)^{-1}\right)(X) u\left(\lambda^{\prime}\right) T\left(v\left(\lambda^{\prime}\right)\right)+\sum_{\substack{w \in W \\ w(0)<\lambda^{\prime}}} g_{w}(X) w$,
(ii) $Y^{-\lambda^{\prime}}=T\left(v\left(\lambda^{\prime}\right)\right)^{-1} \boldsymbol{c}\left(u\left(\lambda^{\prime}\right)\right)(X) u\left(\lambda^{\prime}\right)^{-1}+\sum_{\substack{w \in W \\ w(0)<\lambda^{\prime}}} g_{w}^{\prime}(X) w^{-1}$,
where $g_{w}, g_{w}^{\prime} \in A[c]$, and $u\left(\lambda^{\prime}\right), v\left(\lambda^{\prime}\right)$ are as defined in $\S 2.4$.

Proof (i) Let $u\left(\lambda^{\prime}\right)=u_{j} s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression. From (3.2.10) we have

$$
Y^{\lambda^{\prime}}=u_{j} T_{i_{1}}^{\varepsilon_{1}} \cdots T_{i_{p}}^{\varepsilon_{p}} T\left(v\left(\lambda^{\prime}\right)\right)
$$

where each exponent $\varepsilon_{r}$ is $\pm 1$, so that as in (4.4.7)

$$
u_{j} T_{i_{1}}^{\varepsilon_{1}} \cdots T_{i_{p}}^{\varepsilon_{p}}=\sum_{w \leq u\left(\lambda^{\prime}\right)} f_{w}(X) w
$$

with $f_{w} \in A[c]$, and leading term

$$
f_{u\left(\lambda^{\prime}\right)}(X) u\left(\lambda^{\prime}\right)=\boldsymbol{c}\left(u\left(\lambda^{\prime}\right)^{-1}\right)(X) u\left(\lambda^{\prime}\right) .
$$

Hence

$$
Y^{\lambda^{\prime}}=\boldsymbol{c}\left(u\left(\lambda^{\prime}\right)^{-1}\right)(X) u\left(\lambda^{\prime}\right) T\left(v\left(\lambda^{\prime}\right)\right)+\sum_{\substack{w \in W \\ w<u\left(\lambda^{\prime}\right)}} f_{w}(X) w T\left(v\left(\lambda^{\prime}\right)\right)
$$

Now $T\left(v\left(\lambda^{\prime}\right)\right)$ is of the form

$$
T\left(v\left(\lambda^{\prime}\right)\right)=\sum_{v \leq v\left(\lambda^{\prime}\right)} h_{v}(X) v
$$

with $h_{v} \in A[c]$. Hence

$$
Y^{\lambda^{\prime}}=\boldsymbol{c}\left(u\left(\lambda^{\prime}\right)^{-1}\right)(X) u\left(\lambda^{\prime}\right) T\left(v\left(\lambda^{\prime}\right)\right)+\sum_{w \in W} g_{w}(X) w
$$

summed over $w \in W$ of the form $w=w^{\prime} v$, where $w^{\prime}<u\left(\lambda^{\prime}\right)$ and $v \leq v\left(\lambda^{\prime}\right)$ (so that $v \in W_{0}$ ). For each such $w$ we have $w(0)=w^{\prime}(0)<\lambda^{\prime}$ by (2.7.12).
(ii) We have

$$
Y^{-\lambda^{\prime}}=T\left(v\left(\lambda^{\prime}\right)\right)^{-1} T_{i_{p}}^{-\varepsilon_{p}} \cdots T_{i_{1}}^{-\varepsilon_{1}} u_{j}^{-1}
$$

and

$$
T_{i_{p}}^{-\varepsilon_{p}} \cdots T_{i_{1}}^{-\varepsilon_{1}} u_{j}^{-1}=\sum_{w \leq u\left(\lambda^{\prime}\right)} f_{w}^{\prime}(X) w^{-1}
$$

with $f_{w}^{\prime} \in A[\boldsymbol{c}]$, and leading term

$$
f_{u\left(\lambda^{\prime}\right)}^{\prime}(X) u\left(\lambda^{\prime}\right)^{-1}=\boldsymbol{c}\left(u\left(\lambda^{\prime}\right)\right)(X) u\left(\lambda^{\prime}\right)^{-1} .
$$

Hence

$$
Y^{-\lambda^{\prime}}=T\left(v\left(\lambda^{\prime}\right)\right)^{-1} \boldsymbol{c}\left(u\left(\lambda^{\prime}\right)\right)(X) u\left(\lambda^{\prime}\right)^{-1}+\sum_{w<u\left(\lambda^{\prime}\right)} T\left(v\left(\lambda^{\prime}\right)\right)^{-1} f_{w}^{\prime}(X) w^{-1}
$$

Now $T\left(v\left(\lambda^{\prime}\right)\right)^{-1}$ is of the form

$$
T\left(v\left(\lambda^{\prime}\right)\right)^{-1}=\sum_{v \leq v\left(\lambda^{\prime}\right)} h_{v}^{\prime}(X) v^{-1}
$$

with $h_{v}^{\prime} \in A[c]$, and therefore

$$
Y^{-\lambda^{\prime}}=T\left(v\left(\lambda^{\prime}\right)\right)^{-1} \boldsymbol{c}\left(u\left(\lambda^{\prime}\right)\right)(X) u\left(\lambda^{\prime}\right)^{-1}+\sum_{w \in W} g_{w}^{\prime}(X) w^{-1}
$$

summed over $w \in W$ of the form $w=w^{\prime} v$, where $w^{\prime}<u\left(\lambda^{\prime}\right)$ and $v \leq v\left(\lambda^{\prime}\right)$. For each such $w$ we have $w(0)=w^{\prime}(0)<\lambda^{\prime}$, as before.

In particular:
(4.4.9) Let $\lambda^{\prime} \in L^{\prime}$ be antidominant (i.e., $w_{0} \lambda^{\prime}$ dominant). Then

$$
Y^{\lambda^{\prime}}=\boldsymbol{c}\left(t\left(-\lambda^{\prime}\right)\right)(X) t\left(\lambda^{\prime}\right)+\sum_{w(0)<\lambda^{\prime}} g_{w}(X) w
$$

with $g_{w} \in A[c]$.

For in this case $v\left(\lambda^{\prime}\right)=1$ and $u\left(\lambda^{\prime}\right)=t\left(\lambda^{\prime}\right)$.

For $\lambda^{\prime} \in L^{\prime}$ antidominant, let $\Sigma\left(\lambda^{\prime}\right)$ be the smallest saturated subset of $L^{\prime}$ that contains $\lambda^{\prime}$, as in $\S 2.6$, and let

$$
\begin{equation*}
\Sigma^{0}\left(\lambda^{\prime}\right)=\Sigma\left(\lambda^{\prime}\right)-W_{0} \lambda^{\prime} \tag{4.4.10}
\end{equation*}
$$

Also let

$$
\begin{equation*}
m_{\lambda^{\prime}}=\sum_{\mu^{\prime} \in W_{0} \lambda^{\prime}} e^{\mu^{\prime}} \tag{4.4.11}
\end{equation*}
$$

By (4.3.18), $m_{\lambda^{\prime}}(Y)$ maps $A_{0}$ into $A_{0}$. Let $m_{\lambda^{\prime}}(Y)_{0}$ denote the restriction of $m_{\lambda^{\prime}}(Y)$ to $A_{0}$. Then

$$
\begin{equation*}
m_{\lambda^{\prime}}(Y)_{0}=\sum_{w \in W_{0}^{\lambda^{\prime}}}\left(w \boldsymbol{c}\left(t\left(-\lambda^{\prime}\right)\right)\right)(X) t\left(w \lambda^{\prime}\right)+\sum_{\mu^{\prime} \in \Sigma^{0}\left(\lambda^{\prime}\right)} g_{\mu^{\prime}}(X) t\left(\mu^{\prime}\right) \tag{4.4.12}
\end{equation*}
$$

where $g_{\mu^{\prime}} \in A[c]$, and $W_{0}^{\lambda^{\prime}}$ is a transversal of the isotropy group of $\lambda^{\prime}$ in $W_{0}$.

Proof Let $\mu^{\prime} \in W_{0} \lambda^{\prime}$. If $\mu^{\prime} \neq \lambda^{\prime}$ then $\mu^{\prime}<\lambda^{\prime}$ and therefore, by (4.4.8) (i), $t\left(\lambda^{\prime}\right)$ does not occur in $Y^{\mu^{\prime}}$. Hence by (4.4.9) the only term in $m_{\lambda^{\prime}}(Y)$ that contains $t\left(\lambda^{\prime}\right)$ is $\boldsymbol{c}\left(t\left(-\lambda^{\prime}\right)\right)(X) t\left(\lambda^{\prime}\right)$, and (4.4.12) therefore follows from (4.4.9).

There are two cases in which (4.4.12) leads to an explicit formula. The first is when $w_{0} \lambda^{\prime}$ is a minuscule fundamental weight (i.e., $\lambda^{\prime}=w_{0} \pi_{j}^{\prime}$ for some $j \in J, j \neq 0$ ), in which case $\Sigma^{0}\left(\lambda^{\prime}\right)$ is empty. The second is when $\lambda^{\prime}=-\varphi^{\vee}$, in which case $\Sigma^{0}\left(\lambda^{\prime}\right)=\{0\}$. These two cases provide precisely the operators used in [M5] to construct orthogonal polynomials.

### 4.5 The basic representation, continued

We shall regard each element $f$ of $A$ (or of $A^{\prime}$ ) as a function on $V$, as follows: if $x \in V$ and

$$
f=\sum f_{\lambda} e^{\lambda}
$$

with coefficients $f_{\lambda} \in K$, we define

$$
\begin{equation*}
f(x)=\sum f_{\lambda} q^{<\lambda, x>} \tag{4.5.1}
\end{equation*}
$$

Likewise, if $h$ is an element of the field of fractions of $A$ (or $A^{\prime}$ ), say $h=f / g$, we define $h(x)=f(x) / g(x)$ at all points $x \in V$ where $g(x) \neq 0$. Thus for example $\boldsymbol{c}_{i}(x)$ is well-defined at all points $x \in V$ such that $a_{i}(x) \neq 0$.

We shall assume until further notice that the labels $k(a), a \in S$, are nonzero. Recall (2.8.1) that for $\lambda^{\prime} \in L^{\prime}$,

$$
r_{k}^{\prime}\left(\lambda^{\prime}\right)=u\left(\lambda^{\prime}\right)\left(-\rho_{k}^{\prime}\right)
$$

(4.5.2) Let $\lambda^{\prime} \in L^{\prime}, i \in I$. If $\lambda^{\prime}=s_{i} \lambda^{\prime}$, then $\boldsymbol{c}_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=0$.

Proof From (2.8.4) (iii) it follows that

$$
a_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)+k\left(\alpha_{i}^{\prime \vee}\right)=0
$$

and therefore $\boldsymbol{c}_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)$ is well-defined.
If $<L^{\prime}, \alpha_{i}>=\mathbb{Z}$, then $k\left(\alpha_{i}^{\vee \vee}\right)=\kappa_{i}$ (4.4.2) and

$$
\boldsymbol{c}_{i}=q^{-\kappa_{i} / 2}\left(1-q^{\kappa_{i}} e^{a_{i}}\right) /\left(1-e^{a_{i}}\right)
$$

Hence $\boldsymbol{c}_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=0$.
If $<L^{\prime}, \alpha_{i}>=2 \mathbb{Z}$, we are in the situation of (1.4.3), so that $i=0$ or $n$ and $L=L^{\prime}=\mathbb{Z}^{n}$. If $i=n$ we have $k\left(\alpha_{n}^{\prime \vee}\right)=k_{1}$, and

$$
\boldsymbol{c}_{n}=\frac{\left(1-q^{k_{1}} e^{a_{n}}\right)\left(1+q^{k_{2}} e^{a_{n}}\right)}{q^{\left(k_{1}+k_{2}\right) / 2}\left(1-e^{2 a_{n}}\right)}
$$

so that again $\boldsymbol{c}_{n}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=0$. Finally, if $i=0$ we have $\lambda^{\prime} \neq s_{0} \lambda^{\prime}$ for all $\lambda^{\prime} \in L^{\prime}$ (since $<\lambda^{\prime}, \alpha_{0}>$ is an even integer), so this case cannot arise.
(4.5.3) Let $h \in \mathfrak{F}$, say

$$
h=\sum_{w \in W} h_{w}(X) w^{-1}
$$

as an operator on $A$, where $h_{w} \in A[c]$. If $\lambda^{\prime} \in L^{\prime}$ is such that $h_{w}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \neq 0$ for some $w \in W$, then $w\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=r_{k}^{\prime}\left(w \lambda^{\prime}\right)$.

Proof Since the $T(w), w \in W$, form a $K$-basis of $\mathfrak{H}$, we have

$$
\begin{equation*}
h=\sum_{v \in W} a_{v} T(v) \tag{1}
\end{equation*}
$$

with coefficients $a_{v} \in K$. For each $v \in W$, by (4.4.7) we can write

$$
\begin{equation*}
T(v)=\sum_{w} f_{v w}(X) w^{-1} \tag{2}
\end{equation*}
$$

with $f_{v w} \in A[c]$. From (1) and (2) we have

$$
h_{w}=\sum_{v} a_{v} f_{v w}
$$

for each $w \in W$, by (4.3.8). Hence if $h_{w}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \neq 0$ we must have $f_{v w}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \neq$ 0 for some $v \in W$, and therefore we may assume that $h=T(v)$. We proceed by induction on $l(v)$.

If $l(v)=0$, then $v \in \Omega$ and $f_{v w}=1$ if $w=v^{-1}$, and $f_{v w}=0$ otherwise. By (2.8.4) (i) we have $v^{-1}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=r_{k}^{\prime}\left(v^{-1} \lambda^{\prime}\right)$, which proves the result in this case.

If $l(v)>0$, let $v=v^{\prime} s_{i}$ where $l\left(v^{\prime}\right)=l(v)-1$. Then

$$
T(v)=T\left(v^{\prime}\right) T_{i}=\left(\sum_{w} f_{v^{\prime} w}(X) w^{-1}\right)\left(\boldsymbol{c}_{i}(X) s_{i}+b_{i}(X)\right)
$$

by (4.3.14), so that

$$
f_{v w}(X)=f_{v^{\prime}, s_{i} w}(X)\left(w^{-1} s_{i} \boldsymbol{c}_{i}\right)(X)+f_{v^{\prime} w}(X)\left(w^{-1} \boldsymbol{b}_{i}\right)(X)
$$

and therefore

$$
f_{v w}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=f_{v^{\prime}, s_{i} w}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \boldsymbol{c}_{i}\left(s_{i} w\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)\right)+f_{v^{\prime} w}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \boldsymbol{b}_{i}\left(w\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)\right)
$$

Now suppose that $f_{v w}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \neq 0$. Then either $f_{v^{\prime} w}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \neq 0$, in which case $w\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=r_{k}^{\prime}\left(w \lambda^{\prime}\right)$ by the inductive hypothesis; or $f_{v^{\prime}, s_{i} w}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \neq 0$ and $\boldsymbol{c}_{i}\left(s_{i} w\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)\right) \neq 0$.

Let $\mu^{\prime}=s_{i} w \lambda^{\prime}$. Then we have

$$
\begin{equation*}
s_{i} w\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=r_{k}^{\prime}\left(\mu^{\prime}\right) \tag{3}
\end{equation*}
$$

by the inductive hypothesis, and hence $\boldsymbol{c}_{i}\left(r_{k}^{\prime}\left(\mu^{\prime}\right)\right) \neq 0$, so that by (4.5.2) $\mu^{\prime} \neq$ $s_{i} \mu^{\prime}$ and therefore

$$
\begin{equation*}
r_{k}^{\prime}\left(s_{i} \mu^{\prime}\right)=s_{i}\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right) \tag{4}
\end{equation*}
$$

by (2.8.4) (ii). From (3) and (4) it follows that $w\left(r_{k}^{\prime}\left(\lambda^{\prime}\right)\right)=r_{k}^{\prime}\left(w \lambda^{\prime}\right)$ as required.

Let $w \in W_{0}$ and let $w=s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression. Define

$$
\begin{equation*}
\tau_{w}=\tau_{i_{1}} \cdots \tau_{i_{p}} \tag{4.5.4}
\end{equation*}
$$

which is independent of the reduced expression chosen. Since $T_{i}\left(1_{A}\right)=\tau_{i} 1_{A}$ for each $i$, where $1_{A}$ is the identity element of $A$, it follows that

$$
\begin{equation*}
T(w)\left(1_{A}\right)=\tau_{w} 1_{A} \tag{4.5.5}
\end{equation*}
$$

(4.5.6) Let $w \in W_{0}$ and let

$$
T(w)=\sum_{v} f_{v}(X) v^{-1}
$$

with $f_{v} \in A[\boldsymbol{c}]$. Then $f_{v}\left(-\rho_{k}^{\prime}\right)=0$ if $v \neq 1$, and $f_{1}\left(-\rho_{k}^{\prime}\right)=\tau_{w}$.

Proof We shall apply (4.5.3) with $\lambda^{\prime}=0$, so that $r_{k}^{\prime}\left(\lambda^{\prime}\right)=-\rho_{k}^{\prime}$. If $f_{v}\left(-\rho_{k}^{\prime}\right) \neq$ 0 , then

$$
v\left(-\rho_{k}^{\prime}\right)=r_{k}^{\prime}(v(0))=r_{k}^{\prime}(0)=-\rho_{k}^{\prime}
$$

whence $v=1$ by (1.5.5).
Now evaluate both sides at $1_{A}$. By (4.5.5) we obtain

$$
\tau_{w}=\sum_{v} f_{v}
$$

Evaluating at $-\rho_{k}^{\prime}$ now gives $f_{1}\left(-\rho_{k}^{\prime}\right)=\tau_{w}$.
(4.5.7) Let $f \in A_{0}^{\prime}$ and let $f\left(Y^{-1}\right)_{0}$ denote the restriction of $f\left(Y^{-1}\right)$ to $A_{0}$. Let

$$
f\left(Y^{-1}\right)_{0}=\sum_{\mu^{\prime} \in L^{\prime}} f_{\mu^{\prime}}(X) t\left(-\mu^{\prime}\right)
$$

Suppose that $\nu^{\prime} \in L^{\prime}$ is antidominant (i.e., $<\nu^{\prime}, \alpha>\leq 0$ for all $\alpha \in R^{+}$), and that $f_{\mu^{\prime}}\left(v^{\prime}-\rho_{k}^{\prime}\right) \neq 0$. Then $\mu^{\prime}+v^{\prime}$ is antidominant.

Proof Let

$$
f\left(Y^{-1}\right)=\sum_{\substack{\mu^{\prime} \in L^{\prime} \\ v \in W_{0}}} g_{\mu^{\prime}, v}(X) t\left(-\mu^{\prime}\right) v^{-1}
$$

so that

$$
f_{\mu^{\prime}}=\sum_{v \in W_{0}} g_{\mu^{\prime}, v}
$$

By (2.8.2), $r_{k}^{\prime}\left(\nu^{\prime}\right)=v^{\prime}-\rho_{k}^{\prime}$ since $\nu^{\prime}$ is antidominant. Hence $f_{\mu^{\prime}}\left(r_{k}^{\prime}\left(v^{\prime}\right)\right) \neq 0$ and therefore $g_{\mu^{\prime}, v}\left(r_{k}^{\prime}\left(\nu^{\prime}\right)\right) \neq 0$ for some $v \in W_{0}$. By (4.5.3) we have

$$
\begin{equation*}
v t\left(\mu^{\prime}\right)\left(r_{k}^{\prime}\left(v^{\prime}\right)\right)=r_{k}^{\prime}\left(v t\left(\mu^{\prime}\right) v^{\prime}\right) \tag{1}
\end{equation*}
$$

Let $\pi^{\prime}=v\left(\mu^{\prime}+v^{\prime}\right)$. Then the left-hand side of (1) is equal to $v t\left(\mu^{\prime}\right)\left(v^{\prime}-\rho_{k}^{\prime}\right)=$ $\pi^{\prime}-v \rho_{k}^{\prime}$, and the right-hand side is

$$
r_{k}^{\prime}\left(\pi^{\prime}\right)=u\left(\pi^{\prime}\right)\left(-\rho_{k}^{\prime}\right)=t\left(\pi^{\prime}\right) v\left(\pi^{\prime}\right)^{-1}\left(-\rho_{k}^{\prime}\right)=\pi^{\prime}-v\left(\pi^{\prime}\right)^{-1} \rho_{k}^{\prime} .
$$

Hence $v \rho_{k}^{\prime}=v\left(\pi^{\prime}\right)^{-1} \rho_{k}^{\prime}$ and so by (1.5.5) $v=v\left(\pi^{\prime}\right)^{-1}$. Consequently $\mu^{\prime}+v^{\prime}=$ $v^{-1} \pi^{\prime}=v\left(\pi^{\prime}\right) \pi^{\prime}$ is antidominant.
(4.5.8) Let $f \in A[c]$. If $f\left(\lambda^{\prime}+\rho_{k}^{\prime}\right)=0$ for all regular dominant $\lambda^{\prime} \in L^{\prime}$ (i.e., such that $<\lambda^{\prime}, \alpha \gg 0$ for all $\left.\alpha \in R^{+}\right)$, then $f=0$.

Proof By clearing denominators we may assume that $f \in A$, say

$$
f=\sum_{i=1}^{r} f_{i} e^{\mu_{i}}
$$

where $f_{i} \in K$ and $\mu_{i} \in L$. Let $\lambda^{\prime} \in L^{\prime}$ be dominant regular and such that the $r$ numbers $<\lambda^{\prime}, \mu_{i}>$ are all distinct (we have only to avoid a finite number of hyperplanes $<\lambda^{\prime}, \mu_{i}-\mu_{j}>=0$ ). Then

$$
\sum_{i=1}^{r} f_{i} q^{<m \lambda^{\prime}+\rho_{k}^{\prime}, \mu_{i}>}=f\left(m \lambda^{\prime}+\rho_{k}^{\prime}\right)=0
$$

for all integers $m \geq 1$, and hence the polynomial

$$
F(x)=\sum_{i=1}^{r} f_{i} q^{<\rho_{k}^{\prime}, \mu_{i}>} x^{<\lambda^{\prime}, \mu_{i}>}
$$

vanishes for infinitely many values of $x$, namely $x=q^{m}, m \geq 1$. Hence $F(x)$ is identically zero and so $f_{1}=\cdots=f_{r}=0$, i.e., $f=0$.

### 4.6 The operators $\boldsymbol{Y}^{\lambda^{\prime}}$

For each $a \in S_{1}$, let

$$
\begin{equation*}
G_{a}=\tau_{a}+\boldsymbol{b}_{a}\left(X^{-1}\right)\left(s_{a}-1\right)=\boldsymbol{c}_{a}\left(X^{-1}\right)+\boldsymbol{b}_{a}\left(X^{-1}\right) s_{a} \tag{4.6.1}
\end{equation*}
$$

so that in particular $G_{a_{i}}=s_{i} T_{i}$ by (4.3.14). Clearly we have

$$
\begin{equation*}
w G_{a} w^{-1}=G_{w a} \tag{4.6.2}
\end{equation*}
$$

for all $w \in W$, and

$$
\begin{equation*}
G_{a}^{-1}=\boldsymbol{c}_{a}(X)-\boldsymbol{b}_{a}\left(X^{-1}\right) s_{a} \tag{4.6.3}
\end{equation*}
$$

by use of (4.2.3) (iv).
Let $w \in W$ and let $w=u_{j} s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression. As in (2.2.9) let

$$
b_{r}=s_{i_{p}} \cdots s_{i_{r+1}}\left(a_{i_{r}}\right)
$$

for $1 \leq r \leq p$, so that $S_{1}(w)=\left\{b_{1}, \ldots, b_{p}\right\}$. Then we have

$$
\begin{equation*}
T(w)=w G_{b_{1}} \cdots G_{b_{p}} \tag{4.6.4}
\end{equation*}
$$

Proof From (4.6.2) it follows that

$$
G_{b_{r}}=s_{i_{p}} \cdots s_{i_{r}} T_{i_{r}} s_{i_{r+1}} \cdots s_{i_{p}}
$$

and therefore

$$
T(w)=u_{j} T_{i_{1}} \cdots T_{i_{p}}=w G_{b_{1}} \cdots G_{b_{p}}
$$

Recall (2.8.3) that for $x \in \mathbb{R}, \eta(x)=1$ if $x>0$ and $\eta(x)=-1$ if $x \leq 0$.
(4.6.5) Let $a \in S_{1}$ be such that $\alpha=D a$ is positive. Then for all $\mu \in L$ we have

$$
G_{a} e^{\mu}=\tau_{a}^{-\eta\left(<\mu, \alpha^{\nu}>\right)} e^{\mu}+\text { lower terms } .
$$

Proof We have

$$
\begin{equation*}
G_{a} e^{\mu}=\tau_{a} e^{\mu}+\boldsymbol{b}\left(\tau_{a}, \tau_{a}^{\prime} ; e^{-a}\right)\left(e^{s_{a} \cdot \mu}-e^{\mu}\right) \tag{1}
\end{equation*}
$$

If $\left\langle\mu, \alpha^{\vee}>=r>0\right.$, then $s_{a} \cdot \mu=\mu-r a$, and the right-hand side of (1) is equal to

$$
\tau_{a} e^{\mu}-\sum_{j=0}^{r-1} u_{j} e^{\mu-j a}
$$

where

$$
u_{j}= \begin{cases}\tau_{a}-\tau_{a}^{-1} & \text { if } j \text { is even } \\ \tau_{a}^{\prime}-\tau_{a}^{\prime-1} & \text { if } j \text { is odd }\end{cases}
$$

Since $\mu-j \alpha<\mu$ for $1 \leq j \leq r-1$, it follows that the leading term of $G_{a} e^{\mu}$ is $\tau_{a}^{-1} e^{\mu}$, which establishes (4.6.5) in this case.

If on the other hand $<\mu, \alpha^{\vee}>=-r<0$, the right-hand side of (1) is now

$$
\tau_{a} e^{\mu}+\sum_{j=1}^{r} u_{j} e^{\mu+j a}
$$

We have $\mu+j \alpha \in \Sigma^{0}(\mu)$ for $1 \leq j \leq r-1$ and $\mu+r \alpha=s_{\alpha} \mu<\mu$ by (2.7.9), since $\alpha$ is positive. Hence $\mu+j \alpha<\mu$ for $1 \leq j \leq r$, and the leading term of $G_{a} e^{\mu}$ is now $\tau_{a} e^{\mu}$.

Finally, it $<\mu, \alpha^{\vee}>=0$ then $s_{a} e^{\mu}=e^{\mu}$, and hence $G_{a} e^{\mu}=\tau_{a} e^{\mu}$ by (4.6.1).
(4.6.6) Suppose that $w \in W$ is such that Da is positive for all $a \in S(w)$. Then

$$
w^{-1} T(w) e^{\mu}=\tau(w, \mu) e^{\mu}+\text { lower terms }
$$

where

$$
\begin{equation*}
\tau(w, \mu)=\prod_{a \in S_{1}(w)} \tau_{a}^{-\eta\left(<\mu, D a^{\vee}>\right)} \tag{4.6.7}
\end{equation*}
$$

Proof This follows from (4.6.4) and (4.6.5).
For each $a \in S_{1}$ define

$$
\kappa_{a}=\kappa_{i}
$$

if $a \in W a_{i}$, so that $\tau_{a}=q^{k_{a} / 2}$. Then

$$
\begin{equation*}
\tau(w, \mu)=q^{f(w, \mu)} \tag{4.6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
f(w, \mu)=-\frac{1}{2} \sum_{a \in S_{1}(w)} \eta\left(<\mu, D a^{\vee}>\right) \kappa_{a} \tag{4.6.9}
\end{equation*}
$$

(4.6.10) Let $\lambda^{\prime} \in L_{++}^{\prime}, \mu \in L$. Then

$$
f\left(t\left(\lambda^{\prime}\right), \mu\right)=<\lambda^{\prime}, \mu-r_{k^{\prime}}(\mu)>
$$

Proof Suppose first that $S=S(R)$ (1.4.1). Then for $\alpha \in R$

$$
t\left(\lambda^{\prime}\right)(\alpha+r c)=\alpha+\left(r-<\lambda^{\prime}, \alpha>\right) c
$$

so that

$$
S\left(t\left(\lambda^{\prime}\right)\right)=\left\{\alpha+r c: \alpha \in R^{+}, 0 \leq r \ll \lambda^{\prime}, \alpha>\right\}
$$

and therefore

$$
\begin{aligned}
f\left(t\left(\lambda^{\prime}\right), \mu\right) & =-\frac{1}{2} \sum_{\alpha \in R^{+}} \eta\left(<\mu, \alpha^{\vee}>\right)<\lambda^{\prime}, \alpha>k(\alpha) \\
& =<\lambda^{\prime}, \mu-r_{k^{\prime}}(\mu)>
\end{aligned}
$$

by (2.8.2), since $\alpha^{\vee}=\alpha^{\prime}$ and $k(\alpha)=k^{\prime}\left(\alpha^{\vee}\right)$.
Next, suppose that $S=S(R)^{\vee}$ (1.4.2). Then

$$
S\left(t\left(\lambda^{\prime}\right)\right)=\left\{(\alpha+r c)^{\vee}: \alpha \in R^{+}, 0 \leq r \ll \lambda^{\prime}, \alpha>\right\}
$$

and hence

$$
\begin{aligned}
f\left(t\left(\lambda^{\prime}\right), \mu\right) & =-\frac{1}{2} \sum_{\alpha \in R^{+}} \eta(<\mu, \alpha>)<\lambda^{\prime}, \alpha>k\left(\alpha^{\vee}\right) \\
& =<\lambda^{\prime}, \mu-r_{k^{\prime}}(\mu)>
\end{aligned}
$$

since now $\alpha^{\prime}=\alpha$ and $k^{\prime}\left(\alpha^{\vee}\right)=k\left(\alpha^{\vee}\right)$.

Finally, suppose that $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)(1.4 .3)$, so that $S_{1}=S(R)^{\vee}$ where $R$ is of type $C_{n}$. If $\alpha \in R$ is a long root, then $(\alpha+r c)^{\vee}$ is in the $W$-orbit of $a_{n}=\alpha_{n}^{\vee}$ if $r$ is even, and in the $W$-orbit of $a_{0}$ if $r$ is odd; moreover, in this case $<\lambda^{\prime}, \alpha>$ is an even integer. It follows that if $\alpha \in R^{+}$is a long root, the contribution to $f\left(t\left(\lambda^{\prime}\right), \mu\right)$ from the roots $(\alpha+r c)^{\vee}$ in $S_{1}\left(t\left(\lambda^{\prime}\right)\right)$ is

$$
-\frac{1}{4} \eta(<\mu, \alpha>)<\lambda^{\prime}, \alpha>\left(\kappa_{n}+\kappa_{0}\right)=-\frac{1}{2} \eta\left(<\mu, \alpha^{\prime}>\right)<\lambda^{\prime}, \alpha>k^{\prime}\left(\alpha^{\vee}\right)
$$

since $\kappa_{n}+\kappa_{0}=k_{1}+k_{2}+k_{3}+k_{4}=2 k_{1}^{\prime}=2 k^{\prime}\left(\alpha^{\vee}\right)$. Hence again we have

$$
f\left(t\left(\lambda^{\prime}\right), \mu\right)=<\lambda^{\prime}, \mu-r_{k^{\prime}}(\mu)>
$$

(4.6.11) Let $\lambda^{\prime} \in L^{\prime}, \mu \in L$. Then

$$
Y^{\lambda^{\prime}} e^{\mu}=q^{-<\lambda^{\prime}, r_{k^{\prime}}(\mu)>} e^{\mu}+\text { lower terms } .
$$

Proof Suppose first that $\lambda^{\prime}$ is dominant. Then $Y^{\lambda^{\prime}}=T\left(t\left(\lambda^{\prime}\right)\right)$ and $t\left(\lambda^{\prime}\right)$ satisfies the conditions of (4.6.6), and therefore

$$
\begin{equation*}
t\left(\lambda^{\prime}\right)^{-1} Y^{\lambda^{\prime}} e^{\mu}=q^{<\lambda^{\prime}, \mu-r_{k^{\prime}}(\mu)>} e^{\mu}+\text { lower terms } \tag{1}
\end{equation*}
$$

by virtue of (4.6.6), (4.6.8) and (4.6.10). Since

$$
t\left(\lambda^{\prime}\right) e^{\mu}=q^{-<\lambda^{\prime}, \mu>} e^{\mu}
$$

it follows from (1) that (4.6.11) is true when $\lambda^{\prime}$ is dominant.
If now $\lambda^{\prime}$ is not dominant, then $\lambda^{\prime}=\lambda_{1}^{\prime}-\lambda_{2}^{\prime}$ with $\lambda_{1}^{\prime}$, $\lambda_{2}^{\prime}$ both dominant. Hence

$$
\begin{aligned}
Y^{\lambda^{\prime}} e^{\mu} & =Y^{\lambda_{1}^{\prime}}\left(Y^{\lambda_{2}^{\prime}}\right)^{-1} e^{\mu} \\
& =q^{<\lambda_{2}^{\prime}-\lambda_{1}^{\prime}, r_{k^{\prime}}(\mu)>} e^{\mu}+\text { lower terms } \\
& =q^{-<\lambda^{\prime}, r_{k^{\prime}}(\mu)>} e^{\mu}+\text { lower terms } .
\end{aligned}
$$

If we regard each $f \in A^{\prime}$ as a function on $V$ as in (4.5.1), we may restate (4.6.11) as follows:
(4.6.12) Let $f \in A^{\prime}$ and $\mu \in L$. Then

$$
f(Y) e^{\mu}=f\left(-r_{k^{\prime}}(\mu)\right) e^{\mu}+\text { lower terms }
$$

(4.6.13) Let $f \in A_{0}^{\prime}$ and $\mu \in L_{++}$. Then

$$
f(Y) m_{\mu}=f\left(-\mu-\rho_{k^{\prime}}\right) m_{\mu}+\text { lower terms }
$$

For $-r_{k^{\prime}}\left(w_{0} \mu\right)=-w_{0} \mu+\rho_{k^{\prime}}=-w_{0}\left(\mu+\rho_{k^{\prime}}\right)$.

### 4.7 The double affine Hecke algebra

Suppose first that $S$ is reduced ((1.4.1), (1.4.2)). Then the double affine Hecke algebra $\tilde{\mathfrak{F}}$ is the quotient of the group algebra $K \tilde{\mathfrak{B}}$ of the double braid group $\tilde{\mathfrak{B}}$ by the ideal generated by the elements

$$
\left(T_{i}-\tau_{i}\right)\left(T_{i}+\tau_{i}^{-1}\right) \quad(i \in I)
$$

Thus $\tilde{\mathfrak{F}}$ is generated over $K$ by $\mathfrak{F}$ and $X^{L}=\left\{X^{\lambda}: \lambda \in L\right\}$, subject to the relations (3.4.2)-(3.4.5).

Suppose now that $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)$ (1.4.3). Let

$$
\begin{equation*}
T_{n}^{\prime}=X^{-a_{n}} T_{n}^{-1}, \quad T_{0}^{\prime}=X^{-a_{0}} T_{0}^{-1} \tag{4.7.1}
\end{equation*}
$$

as in (4.3.19). Then in this case the double affine Hecke algebra $\tilde{\mathfrak{H}}$ is the quotient of $K \tilde{\mathfrak{V}}$ by the ideal generated by the elements
$\left(T_{i}-\tau_{i}\right)\left(T_{i}+\tau_{i}^{-1}\right)(0 \leq i \leq n),\left(T_{0}^{\prime}-\tau_{0}^{\prime}\right)\left(T_{0}^{\prime}+\tau_{0}^{\prime-1}\right),\left(T_{n}^{\prime}-\tau_{n}^{\prime}\right)\left(T_{n}^{\prime}+\tau_{n}^{\prime-1}\right)$.
Thus $\tilde{\mathfrak{H}}$ is generated over $K$ by $\mathfrak{H}$ and $X^{L}$ subject to the relations (3.4.2)-(3.4.5) and

$$
\begin{equation*}
\left(T_{0}^{\prime}-\tau_{0}^{\prime}\right)\left(T_{0}^{\prime}+\tau_{0}^{\prime-1}\right)=\left(T_{n}^{\prime}-\tau_{n}^{\prime}\right)\left(T_{n}^{\prime}+\tau_{n}^{\prime-1}\right)=0 \tag{4.7.2}
\end{equation*}
$$

Let $f \in \Lambda=L \oplus \mathbb{Z} c_{0}$ (1.4.8). Then in $\tilde{\mathfrak{J}}$ we have

$$
\begin{equation*}
T_{i} X^{f}-X^{s_{i} f} T_{i}=\boldsymbol{b}_{i}(X)\left(X^{f}-X^{s_{i} f}\right) \tag{4.7.3}
\end{equation*}
$$

for all $i \in I$,

Proof If $<L, a_{i}^{\vee}>=\mathbb{Z}$, this follows from the relations (3.4.2)-(3.4.4) in the same way that (4.2.4) was a consequence of (3.2.4).

If $\left.<L, a_{i}^{\vee}\right\rangle=2 \mathbb{Z}$, so that we are in the situation of (1.4.3) and $i=0$ or $n$, then just as in the proof of (4.2.4) it is enough to verify (4.7.3) for a single $f \in \Lambda$ such that $<f, a_{i}^{\vee}>=2$. We take $f=a_{i}(i=0$ or $n)$ and calculate

$$
\begin{aligned}
T_{i} X^{a_{i}}-X^{-a_{i}} T_{i} & =T_{i} X^{a_{i}}-X^{-a_{i}}\left(T_{i}^{-1}+\tau_{i}-\tau_{i}^{-1}\right) \\
& =T_{i}^{\prime-1}-T_{i}^{\prime}-\left(\tau_{i}-\tau_{i}^{-1}\right) X^{-a_{i}} \\
& =-\left(\tau_{i}^{\prime}-\tau_{i}^{\prime-1}\right)-\left(\tau_{i}-\tau_{i}^{-1}\right) X^{-a_{i}} \\
& =\boldsymbol{b}_{i}(X)\left(X^{a_{i}}-X^{-a_{i}}\right)
\end{aligned}
$$

by use of (4.7.1) and (4.7.2).

From (4.7.3) and (4.3.15) it follows that the representation $\beta$ of $\mathfrak{F}$ on $A$ (4.3.10) extends to a representation (also denoted by $\beta$ ) of $\tilde{\mathfrak{F}}$ on $A$, such that $\beta\left(X^{\mu}\right)$ is multiplication by $e^{\mu}$ for $\mu \in L$.
(4.7.4) (i) The representation $\beta$ of $\tilde{\mathfrak{F}}$ on $A$ is faithful
(ii) The elements $T(w) X^{\mu}$ (resp. the elements $X^{\mu} T(w)$ ), where $w \in W$ and $\mu \in L$, form a $K$-basis of $\tilde{\mathfrak{H}}$.

Proof As in the proof of (4.2.7), it follows from (4.7.3) that the elements $T(w) X^{\mu}$ (resp. $\left.X^{\mu} T(w)\right)$ span $\tilde{\mathfrak{H}}$ as a $K$-vector space. On the other hand, by (4.3.11), their images under $\beta$ are linearly independent as linear operators on $A$. This proves both parts of (4.7.4).
(4.7.5) The elements $Y^{\lambda^{\prime}} T(w) X^{\mu}$ (resp. the elements $X^{\mu} T(w) Y^{\lambda^{\prime}}$ ) where $\lambda^{\prime} \in$ $L^{\prime}, \mu \in L$ and $w \in W_{0}$, from a $K$-basis of $\tilde{\mathfrak{H}}$.

This follows from (4.2.7) and (4.7.4).
Now let $\tilde{\mathfrak{G}}^{\prime}$ be the algebra defined as follows. If $S$ is reduced ((1.4.1), (1.4.2)), $\tilde{\mathfrak{F}}^{\prime}$ is obtained from $\tilde{\mathfrak{F}}$ by interchanging $R$ and $R^{\prime}, L$ and $L^{\prime}$. If $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)(1.4 .3), \tilde{\mathfrak{H}}^{\prime}$ is obtained from $\tilde{\mathfrak{H}}$ by interchanging the parameters $\tau_{0}$ and $\tau_{n}^{\prime}$ (which affects only the relations (4.7.2)).
(4.7.6) The K-linear mapping $\omega: \tilde{\mathfrak{Y}}^{\prime} \rightarrow \tilde{\mathfrak{H}}$ defined by

$$
\omega\left(X^{\lambda^{\prime}} T(w) Y^{\mu}\right)=X^{-\mu} T\left(w^{-1}\right) Y^{-\lambda^{\prime}}
$$

( $\lambda^{\prime} \in L^{\prime}, \mu \in L, w \in W_{0}$ ) is an anti-isomorphism of $K$-algebras.

Proof In view of the duality theorem (3.5.1) we have only to verify that $\omega$ respects the Hecke relations in $\tilde{\mathfrak{F}}^{\prime}$ and $\tilde{\mathfrak{H}}$.
(a) In the case where $S$ is reduced ((1.4.1), (1.4.2)) we have to show that $T_{0}^{*}$ defined by (3.5.2) satisfies

$$
\left(T_{0}^{*}-\tau_{0}\right)\left(T_{0}^{*}+\tau_{0}^{-1}\right)=0
$$

From (3.4.9) it follows that $T_{0}^{*}$ is conjugate in $\tilde{\mathfrak{B}}$ to $T_{i}^{-1} X^{-a_{i}}$ for some $i \neq 0$ such that $\tau_{i}=\tau_{0}$. Hence it is enough to show that

$$
T_{i}^{-1} X^{-a_{i}}-X^{a_{i}} T_{i}=\tau_{i}-\tau_{i}^{-1}
$$

or equivalently that

$$
T_{i} X^{-a_{i}}-X^{a_{i}} T_{i}=\left(\tau_{i}-\tau_{i}^{-1}\right)\left(1+X^{-a_{i}}\right)
$$

But this is the case $f=-a_{i}$ of (4.7.3).
(b) When $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)(1.4 .3)$ we have to show that

$$
\begin{align*}
\left(\omega\left(T_{0}\right)-\tau_{n}^{\prime}\right)\left(\omega\left(T_{0}\right)+\tau_{n}^{\prime-1}\right) & =0  \tag{1}\\
\left(\omega\left(T_{0}^{\prime}\right)-\tau_{0}^{\prime}\right)\left(\omega\left(T_{0}^{\prime}\right)+\tau_{0}^{\prime-1}\right) & =0  \tag{2}\\
\left(\omega\left(T_{n}^{\prime}\right)-\tau_{0}\right)\left(\omega\left(T_{n}^{\prime}\right)+\tau_{0}^{-1}\right) & =0 \tag{3}
\end{align*}
$$

By (3.4.9), $\omega\left(T_{0}\right)=T_{0}^{*}$ is conjugate in $\tilde{\mathfrak{B}}$ to $T_{n}^{-1} X^{-a_{n}}$, hence also to $X^{-a_{n}} T_{n}^{-1}=$ $T_{n}^{\prime}$, which proves (1). Next, we have

$$
\begin{aligned}
\omega\left(T_{0}^{\prime}\right) & =\omega\left(q^{-1 / 2} X^{\varepsilon_{1}} T_{0}^{-1}\right)=q^{-1 / 2} \omega\left(T_{0}\right)^{-1} Y^{-\varepsilon_{1}} \\
& =q^{-1 / 2}\left(Y^{-\varepsilon_{1}} T_{0} X^{-\varepsilon_{1}}\right)^{-1} Y^{-\varepsilon_{1}}=q^{-1 / 2} X^{\varepsilon_{1}} T_{0}^{-1}=T_{0}^{\prime}
\end{aligned}
$$

which proves (2). Finally, by (3.3.7), $\omega\left(T_{n}^{\prime}\right)=T_{n}^{-1} Y^{\varepsilon_{n}}$ is conjugate to $T_{0}$, which gives (3).

By (4.7.4) we may identify $\tilde{\mathfrak{F}}$ with its image under $\beta$, and regard each $h \in \tilde{\mathfrak{H}}$ as a linear operator on $A$. We define a $K$-linear map $\theta: \tilde{\mathfrak{H}} \rightarrow K$ as follows:

$$
\begin{equation*}
\theta(h)=h\left(1_{A}\right)\left(-\rho_{k}^{\prime}\right), \tag{4.7.7}
\end{equation*}
$$

where $1_{A}$ is the identity element of $A$. Dually, we define $\theta^{\prime}: \tilde{\mathfrak{y}}^{\prime} \rightarrow K$ by

$$
\begin{equation*}
\theta^{\prime}\left(h^{\prime}\right)=h^{\prime}\left(1_{A^{\prime}}\right)\left(-\rho_{k^{\prime}}\right) \tag{4.7.7’}
\end{equation*}
$$

Suppose that $h=f(X) T(w) g\left(Y^{-1}\right)$, where $f \in A, g \in A^{\prime}$ and $w \in W_{0}$. By (4.6.12) we have

$$
\begin{equation*}
g\left(Y^{-1}\right)\left(1_{A}\right)=g\left(-\rho_{k^{\prime}}\right) 1_{A} . \tag{1}
\end{equation*}
$$

If $w=s_{i_{1}} \cdots s_{i_{p}}$, let $\tau_{w}=\tau_{i_{1}} \cdots \tau_{i_{p}}$. Since $T_{i}\left(1_{A}\right)=\tau_{i} 1_{A}$, it follows that

$$
\begin{equation*}
T(w) 1_{A}=\tau_{w} 1_{A} . \tag{2}
\end{equation*}
$$

From (1) and (2) we have

$$
\begin{equation*}
\theta\left(f(x) T(w) g\left(Y^{-1}\right)\right)=f\left(-\rho_{k}^{\prime}\right) \tau_{w} g\left(-\rho_{k^{\prime}}\right) \tag{4.7.8}
\end{equation*}
$$

Since

$$
f(X) T(w) g\left(Y^{-1}\right)=\omega\left(g(X) T\left(w^{-1}\right) f\left(Y^{-1}\right)\right)
$$

it follows from (4.7.5) and (4.7.8) that

$$
\begin{equation*}
\theta^{\prime}=\theta \circ \omega \tag{4.7.9}
\end{equation*}
$$

Next, if $h \in \tilde{\mathfrak{H}}$ and $h^{\prime} \in \tilde{\mathfrak{F}}^{\prime}$, we define

$$
\begin{equation*}
\left[h, h^{\prime}\right]=\theta^{\prime}\left(\omega^{-1}(h) h^{\prime}\right) \tag{4.7.10}
\end{equation*}
$$

$$
\begin{equation*}
\left[h^{\prime}, h\right]=\theta\left(\omega\left(h^{\prime}\right) h\right) \tag{4.7.10'}
\end{equation*}
$$

From (4.7.9) it follows that

$$
\begin{equation*}
\left[h^{\prime}, h\right]=\left[h, h^{\prime}\right] . \tag{4.7.11}
\end{equation*}
$$

Also, if $h_{1} \in \tilde{\mathfrak{H}}$ we have

$$
\begin{equation*}
\left[h_{1} h, h^{\prime}\right]=\left[h, \omega^{-1}\left(h_{1}\right) h^{\prime}\right] \tag{4.7.12}
\end{equation*}
$$

because $\theta^{\prime}\left(\omega^{-1}\left(h_{1} h\right) h^{\prime}\right)=\theta^{\prime}\left(\omega^{-1}(h) \omega^{-1}\left(h_{1}\right) h^{\prime}\right)$.
In particular, if $f \in A$ and $f^{\prime} \in A^{\prime}$ we define
(4.7.13) $\left[f, f^{\prime}\right]=\left[f(X), f^{\prime}(X)\right]=\theta^{\prime}\left(f\left(Y^{-1}\right) f^{\prime}(X)\right)=\left(f\left(Y^{-1}\right) f^{\prime}\right)\left(-\rho_{k^{\prime}}\right)$
and dually

$$
\begin{equation*}
\left[f^{\prime}, f\right]=\left[f^{\prime}(X), f(X)\right]=\left(f^{\prime}\left(Y^{-1}\right) f\right)\left(-\rho_{k}^{\prime}\right) \tag{4.7.13'}
\end{equation*}
$$

From (4.7.11), this pairing between $A$ and $A^{\prime}$ is symmetric:

$$
\begin{equation*}
\left[f^{\prime}, f\right]=\left[f, f^{\prime}\right] \tag{4.7.14}
\end{equation*}
$$

## Notes and references

The fundamental relation (4.2.4) is Lusztig's Prop. 3.6 of [L1]. The basic representation $\beta$ of the affine Hecke algebra $\mathfrak{H}$ and its properties are due to Cherednik [C2], as is the double affine Hecke algebra $\tilde{\mathfrak{H}}$. The mappings $\theta, \theta^{\prime}$ and the pairing (4.7.10) are also due to Cherednik [C4].

## 5

## Orthogonal polynomials

### 5.1 The scalar product

Let $S$ be an irreducible affine root system, as in Chapter 1. Fix a basis $\left(a_{i}\right)_{i \in I}$ of $S$, and let $S^{+}$be the set of positive affine roots determined by this basis. Let

$$
S_{1}=\left\{a \in S: \frac{1}{2} a \notin S\right\}
$$

as in $\S 1.3$, so that $S_{1}=S$ if $S$ is reduced, and in any case $S_{1}$ is a reduced affine root system with the same basis $\left(a_{i}\right)$ as $S$.

As in $\S 1.2$ there is a unique relation of the form

$$
\sum_{i \in I} m_{i} a_{i}=c
$$

where the $m_{i}$ are positive integers with no common factor, and $c$ is a positive constant function. Fix an index $0 \in I$ as in $\S 1.2$ (so that $m_{0}=1$ ).

We shall in fact assume that $S$ is as in (1.4.1), (1.4.2) or (1.4.3). This assumption excludes the reduced affine root systems of type $B C_{n}$ (1.3.6) and the non-reduced systems other than $\left(C_{n}^{\vee}, C_{n}\right)$. The reason for this exclusion will become apparent later (5.1.7).

As in §1.4, let

$$
\Lambda=L \oplus \mathbb{Z} c_{0}
$$

and let

$$
\Lambda^{+}=L \oplus \mathbb{N} c_{0}
$$

The affine roots $a \in S$ lie in $\Lambda$, and the positive affine roots in $\Lambda^{+}$. If $f \in \Lambda$,
say $f=\mu+r c_{0}$, where $\mu \in L$ and $r \in \mathbb{Z}$, let

$$
e^{f}=q_{0}^{r} e^{\mu}=q^{r / e} e^{\mu}
$$

as in $\S 4.3$ (where $q_{0}=q^{1 / e}$ ).

For each $a \in S$ let $t_{a}$ be a positive real number such that $t_{a}=t_{b}$ if $a, b$ are in the same $W$-orbit in $S$, where $W$ is the extended affine Weyl group of $S$. The $t_{a}$ determine a labelling $k$ of $S$ as follows: if $a \in S_{1}$,

$$
\begin{equation*}
q^{k(a)}=t_{a} t_{2 a}^{1 / 2}, \quad q^{k(2 a)}=t_{2 a}^{1 / 2} \tag{5.1.1}
\end{equation*}
$$

where $t_{2 a}^{1 / 2}$ is the positive square root, and $t_{2 a}=1$ (so that $k(2 a)=0$ ) if $2 a \notin S$.
For each $a \in S$ let

$$
\begin{equation*}
\Delta_{a}=\Delta_{a, k}=\frac{1-t_{2 a}^{1 / 2} e^{a}}{1-t_{a} t_{2 a}^{1 / 2} e^{a}} \tag{5.1.2}
\end{equation*}
$$

If $a \in S_{1}$ we have

$$
\begin{aligned}
\Delta_{a} \Delta_{2 a} & =\frac{\left(1-t_{2 a}^{1 / 2} e^{a}\right)\left(1-e^{2 a}\right)}{\left(1-t_{a} t_{2 a}^{1 / 2} e^{a}\right)\left(1-t_{2 a} e^{2 a}\right)} \\
& =\frac{1-e^{2 a}}{\left(1-q^{k(a)} e^{a}\right)\left(1+q^{k(2 a)} e^{a}\right)}
\end{aligned}
$$

so that

$$
\begin{equation*}
\left(\Delta_{a} \Delta_{2 a}\right)^{-1}=\tau_{a} \boldsymbol{c}\left(\tau_{a}, \tau_{a}^{\prime} ; e^{a}\right) \tag{5.1.3}
\end{equation*}
$$

in the notation of (4.2.2), where

$$
\begin{equation*}
\tau_{a}=\left(t_{a} t_{2 a}\right)^{1 / 2}=q^{\kappa_{a} / 2}, \quad \tau_{a}^{\prime}=t_{a}^{1 / 2}=q^{\kappa_{a}^{\prime} / 2} \tag{5.1.4}
\end{equation*}
$$

(so that $\tau_{a}=\tau_{a}^{\prime}$ if $2 a \notin S$ ), and

$$
\begin{equation*}
\kappa_{a}=k(a)+k(2 a), \quad \kappa_{a}^{\prime}=k(a)-k(2 a) \tag{5.1.5}
\end{equation*}
$$

as in $\S 4.4$. Let

$$
\begin{equation*}
\tau_{i}=q^{\kappa_{i} / 2}=\tau_{a_{i}}, \quad \tau_{i}^{\prime}=q^{\kappa_{i}^{\prime} / 2}=\tau_{a_{i}}^{\prime} . \tag{5.1.6}
\end{equation*}
$$

for each $i \in I$, so that $\kappa_{i}=\kappa_{i}^{\prime}$ for all $i \in I$ except when $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)$ and $i=0$ or $n$.

We now define the weight function

$$
\begin{equation*}
\Delta=\Delta_{S, k}=\prod_{a \in S^{+}} \Delta_{a}=\prod_{a \in S^{+}} \frac{1-t_{2 a}^{1 / 2} e^{a}}{1-t_{a} t_{2 a}^{1 / 2} e^{a}} \tag{5.1.7}
\end{equation*}
$$

We may remark that if $S^{0}$ is a subsystem of $S$, then $\Delta_{S^{0}, k}$ is obtained from $\Delta_{S, k}$ by setting $t_{a}=1$ for all $a \in S-S^{0}$. Thus if $S$ is of type ( $C_{n}^{\vee}, C_{n}$ ) and $S^{0}$ is one of the non-reduced systems (1.3.15)-(1.3.17), or one of the "classical" reduced systems (1.3.2)-(1.3.7), $\Delta_{S^{0}, k}$ is obtained from $\Delta_{S, k}$ by setting some of the $t_{a}$ equal to 1 .

On expansion, $\Delta$ is a formal power series in the exponentials $e^{a_{i}}(i \in I)$, with coefficients in the ring of polynomials in the $t_{a}$ and $t_{2 a}^{1 / 2}$ : say

$$
\Delta=\sum_{b \in \Lambda^{+}} u_{b} e^{b}=\sum_{\substack{\lambda \in L \\ r \geq 0}} u_{\lambda+r c} q^{r} e^{\lambda}
$$

If $f \in A$, say

$$
f=\sum_{\lambda \in L} f_{\lambda} e^{\lambda}
$$

the constant term of $f \Delta$ is defined to be

$$
\begin{equation*}
\operatorname{ct}(f \Delta)=\sum_{r \geq 0}\left(\sum_{\lambda \in L} u_{\lambda+r c} f_{-\lambda}\right) q^{r} \tag{5.1.8}
\end{equation*}
$$

a formal power series in $q$.
Let

$$
\begin{equation*}
\Delta_{1}=\Delta / \operatorname{ct}(\Delta)=\sum_{\mu \in L} v_{\mu}(q, t) e^{\mu} \tag{5.1.9}
\end{equation*}
$$

so that $v_{0}(q, t)=1$.
(5.1.10) (i) The coefficients $v_{\mu}(q, t)$ are rational functions of $q$ and the $t_{a}, t_{2 a}^{1 / 2}$. (ii) $v_{\mu}(q, t)=v_{-\mu}\left(q^{-1}, t^{-1}\right)$ for all $\mu \in L$.

Proof We shall give the proof when $S$ is reduced. As in $\S 1.4$ we shall assume that $|\varphi|^{2}=2$, where $\varphi$ is the highest root of $R$. For each $i \in I$, since $s_{i}$ permutes $S^{+}-\left\{a_{i}\right\}$, we have

$$
\begin{equation*}
\frac{s_{i} \Delta_{1}}{\Delta_{1}}=\frac{1-e^{-a_{i}}}{1-t_{i} e^{-a_{i}}} \frac{1-t_{i} e^{a_{i}}}{1-e^{a_{i}}}=\frac{1-t_{i} e^{a_{i}}}{t_{i}-e^{a_{i}}} \tag{5.1.11}
\end{equation*}
$$

where $t_{i}=t_{a_{i}}$. Hence

$$
\begin{equation*}
\left(1-t_{i} e^{a_{i}}\right)\left(\sum v_{\mu} e^{\mu}\right)=\left(t_{i}-e^{a_{i}}\right) \sum v_{\mu} e^{s_{i} \mu} \tag{1}
\end{equation*}
$$

Suppose first that $i \neq 0$. Then by comparing coefficients of $e^{\mu+a_{i}}$ on either side of (1) we obtain

$$
\begin{equation*}
v_{\mu+a_{i}}-t_{i} v_{\mu}=t_{i} v_{s_{i} \mu-a_{i}}-v_{s_{i} \mu} \tag{2}
\end{equation*}
$$

Suppose next that $i=0$. Since $a_{0}=-\varphi+c$ (because $|\varphi|^{2}=2$ ) we have $s_{0} \cdot \mu=s_{\varphi} \mu+<\mu, \varphi>c$ and therefore

$$
\sum_{\mu} v_{\mu} e^{s_{0} \cdot \mu}=\sum_{\mu} q^{-<\mu, \varphi>} v_{s_{\varphi} \mu} e^{\mu}
$$

Hence by equating coefficients of $e^{\mu-\varphi}$ on either side of (1) we obtain

$$
\begin{equation*}
v_{\mu-\varphi}-q t_{0} v_{\mu}=q^{-<\mu, \varphi>+2} t_{0} v_{s_{\varphi} \mu+\varphi}-q^{-<\mu, \varphi>+1} v_{s_{\varphi} \mu} \tag{3}
\end{equation*}
$$

Let $\Phi$ denote the field of rational functions in $q$ and the $t_{i}$. We proceed by induction on $\mu$, and assume that $v_{v} \in \Phi$ for all $v$ in a lower $W_{0}$-orbit than $\mu$. Let $\lambda$ be the dominant element of the orbit $W_{0} \mu$, and suppose first that $\mu \neq \lambda$. Then for some $i \neq 0$ we have $<\mu, a_{i}^{\vee}>=-r<0$, so that $s_{i} \mu=\mu+r a_{i}<\mu$ by (2.7.9). From (2) we obtain

$$
v_{\mu}-t_{i}^{-1} v_{s_{i} \mu} \in \Phi
$$

and hence by iteration, for all $\mu \in W_{0} \lambda$,

$$
\begin{equation*}
v_{\mu}-t_{w}^{-1} v_{\lambda} \in \Phi \tag{4}
\end{equation*}
$$

where $w \in W_{0}$ is the shortest element such that $w \mu=\lambda$, and $t_{w}=t_{i_{1}} \cdots t_{i_{p}}$ if $w=s_{i_{1}} \cdots s_{i_{p}}$ is a reduced expression.

Next, we have $<\lambda, \varphi>=r^{\prime} \geq 1$ since $\lambda$ is dominant. Hence from (3) applied to $\lambda$ we obtain

$$
\begin{equation*}
v_{\lambda}-t_{0}^{-1} q^{-r^{\prime}} v_{s_{\varphi} \lambda} \in \Phi \tag{5}
\end{equation*}
$$

From (4) (with $\mu=s_{\varphi} \lambda$ ) and (5) it follows that $v_{\lambda} \in \Phi$ and hence that $v_{\mu} \in \Phi$ for all $\mu \in W_{0} \lambda$.

This proves (5.1.10) (i) and shows that $\Delta_{1}$ is uniquely determined by the relations (5.1.11), together with the fact that the constant term of $\Delta_{1}$ is 1 . Now these relations are unaltered by replacing $t_{i}$ and $e^{a_{i}}$ by $t_{i}^{-1}$ and $e^{-a_{i}}$. Hence the same is true of $\Delta_{1}$, which establishes (5.1.10) (ii).

Finally, when $S$ is not reduced, the argument is essentially the same: (5.1.11) is replaced by

$$
\frac{s_{i} \Delta_{1}}{\Delta_{1}}=\frac{\left(1-t_{i} e^{a_{i}}\right)\left(1+t_{i}^{\prime} e^{a_{i}}\right)}{\left(t_{i}-e^{a_{i}}\right)\left(t_{i}^{\prime}+e^{a_{i}}\right)}
$$

where $t_{i}=t_{a_{i}} t_{2 a_{i}}^{1 / 2}$ and $t_{i}^{\prime}=t_{2 a_{i}}^{1 / 2}$, and the recurrence relations (2) and (3) are correspondingly more complicated.
(5.1.12) When $S=S(R)$ with $R$ reduced, we have

$$
\Delta=\prod_{\alpha \in R^{+}} \frac{\left(e^{\alpha} ; q\right)_{\infty}\left(q e^{-\alpha} ; q\right)_{\infty}}{\left(q^{k(\alpha)} e^{\alpha} ; q\right)_{\infty}\left(q^{k(\alpha)+1} e^{-\alpha} ; q\right)_{\infty}}
$$

where we have made use of the standard notation

$$
(x ; q)_{\infty}=\prod_{i=0}^{\infty}\left(1-x q^{i}\right)
$$

Since $(x ; q)_{\infty} /\left(q^{k} x ; q\right)_{\infty} \rightarrow(1-x)^{k}$ as $q \rightarrow 1$, for all $k \in \mathbb{R}$ (see e.g. [G1], Chapter 1), it follows that

$$
\Delta \rightarrow \prod_{\alpha \in R}\left(1-e^{\alpha}\right)^{k(\alpha)}
$$

as $q \rightarrow 1$.
Next, if the labels $k(\alpha)$ are non-negative integers, $\Delta$ is a finite product, namely

$$
\Delta=\prod_{\alpha \in R^{+}}\left(e^{\alpha} ; q\right)_{k(\alpha)}\left(q e^{-\alpha} ; q\right)_{k(\alpha)}
$$

where

$$
(x ; q)_{k}=\prod_{i=0}^{k-1}\left(1-x q^{i}\right)
$$

for $k \in \mathbb{N}$. Equivalently,

$$
\Delta=\prod_{a \in S(k)}\left(1-e^{a}\right)
$$

where

$$
S(k)=\{a \in S: a(x) \in(0, k(a)) \text { for } x \in C\}
$$

and $C$ is the fundamental alcove ( $\S 1.2$ ) for $W_{S}$.
(5.1.13) Suppose next that $S=S(R)^{\vee}$, where $R$ is reduced and $R^{\vee} \neq R$. As in $\S 1.4$, we assume that $|\alpha|^{2}=2$ if $\alpha \in R$ is a long root. Let $u_{\alpha}=2 /|\alpha|^{2}$ for
$\alpha \in R$; then $u_{\alpha}=1$ if $\alpha$ is long and $u_{\alpha}=d$ if $\alpha$ is short, where $d(=2$ or 3$)$ is the maximum bond-strength in the Dynkin diagram of $R$. Let $q_{\alpha}=q^{u_{\alpha}}$ for each $\alpha \in R$, and let $k^{\vee}(\alpha)=u_{\alpha}^{-1} k\left(\alpha^{\vee}\right)$. Then we have

$$
\Delta=\prod_{\alpha \in R^{+}} \frac{\left(e^{\alpha^{\vee}} ; q_{\alpha}\right)_{\infty}\left(q_{\alpha} e^{-\alpha^{\vee}} ; q_{\alpha}\right)_{\infty}}{\left(q_{\alpha}^{k^{\vee}(\alpha)} e^{\alpha^{\vee}} ; q_{\alpha}\right)_{\infty}\left(q_{\alpha}^{k^{\vee}(\alpha)+1} e^{-\alpha^{\vee}} ; q_{\alpha}\right)_{\infty}},
$$

and $\Delta \rightarrow \prod_{\alpha \in R}\left(1-e^{\alpha^{\vee}}\right)^{k^{\vee}(\alpha)}$ as $q \rightarrow 1$.
If each $k^{\vee}(\alpha)$ is a non-negative integer,

$$
\begin{aligned}
\Delta & =\prod_{\alpha \in R^{+}}\left(e^{\alpha^{\vee}} ; q_{\alpha}\right)_{k^{\vee}(\alpha)}\left(q_{\alpha} e^{-\alpha^{\vee}} ; q_{\alpha}\right)_{k^{\vee}(\alpha)} \\
& =\prod_{a \in S(k)}\left(1-e^{a}\right)
\end{aligned}
$$

with $S(k)$ as defined in the previous paragraph (5.1.12).
(5.1.14) When $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)$ and $W=W_{S}$ is the affine Weyl group of type $C_{n}$, the orbits $O_{1}, \ldots, O_{5}$ of $W$ in $S$ were described in $\S 1.3$. In the notation of (1.3.18) let

$$
\begin{aligned}
R_{1} & =\left\{ \pm \varepsilon_{1}, \ldots, \pm \varepsilon_{n}\right\}, & & R_{2}=\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j}: 1 \leq i<j \leq n\right\} \\
R_{1}^{+} & =\left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}, & & R_{2}^{+}=\left\{\varepsilon_{i} \pm \varepsilon_{j}: 1 \leq i<j \leq n\right\}
\end{aligned}
$$

and let

$$
\begin{aligned}
& \left(u_{1}, \ldots, u_{4}\right)=\left(q^{k_{1}},-q^{k_{2}}, q^{k_{3}+\frac{1}{2}},-q^{k_{4}+\frac{1}{2}}\right) \\
& \left(u_{1}^{\prime}, \ldots, u_{4}^{\prime}\right)=\left(q^{k_{1}+1},-q^{k_{2}+1}, q^{k_{3}+\frac{1}{2}},-q^{k_{4}+\frac{1}{2}}\right)
\end{aligned}
$$

where $k_{i}=k(a)$ for $a \in O_{i}$, as in $\S 1.5$. Then $\Delta=\Delta^{(1)} \Delta^{(2)}$, where

$$
\Delta^{(1)}=\prod_{\alpha \in R_{1}^{+}} \frac{\left(e^{2 \alpha} ; q\right)_{\infty}\left(q e^{-2 \alpha} ; q\right)_{\infty}}{\prod_{i=1}^{4}\left(u_{i} e^{\alpha} ; q\right)_{\infty}\left(u_{i}^{\prime} e^{-\alpha} ; q\right)_{\infty}},
$$

and

$$
\Delta^{(2)}=\prod_{\alpha \in R_{2}^{+}} \frac{\left(e^{\alpha} ; q\right)_{\infty}\left(q e^{-\alpha} ; q\right)_{\infty}}{\left(q^{k_{5}} e^{\alpha} ; q\right)_{\infty}\left(q^{k_{5}+1} e^{-\alpha} ; q\right)_{\infty}}
$$

When $q \rightarrow 1$ we have

$$
\begin{aligned}
& \Delta^{(1)} \rightarrow \prod_{\alpha \in R_{1}}\left(1-e^{\alpha}\right)^{k_{1}+k_{3}}\left(1+e^{\alpha}\right)^{k_{2}+k_{4}}, \\
& \Delta^{(2)} \rightarrow \prod_{\alpha \in R_{2}}\left(1-e^{\alpha}\right)^{k_{5}} .
\end{aligned}
$$

If each of $k_{1}, \ldots, k_{4}$ is a non-negative integer, then

$$
\Delta^{(1)}=\prod_{\alpha \in R_{1}^{+}} \prod_{i=1}^{4}\left(v_{i} e^{\alpha} ; q\right)_{k_{i}}\left(v_{i}^{\prime} e^{-\alpha} ; q\right)_{k_{i}}
$$

where

$$
\begin{aligned}
& \left(v_{1}, \ldots, v_{4}\right)=\left(1,-1, q^{1 / 2},-q^{1 / 2}\right) \\
& \left(v_{1}^{\prime}, \ldots, v_{4}^{\prime}\right)=\left(q,-q, q^{1 / 2},-q^{1 / 2}\right)
\end{aligned}
$$

Let $K$ be the field generated over $\mathbb{Q}$ by the $\tau_{a}, \tau_{a}^{\prime}(a \in S)$ and $q_{0}=q^{1 / e}$, and as in Chapter 4 let $A=K L$ and $A^{\prime}=K L^{\prime}$ denote the group algebras of $L$ and $L^{\prime}$ over $K$. We define an involution $f \mapsto f^{*}$ on $A$ and on $A^{\prime}$ as follows: if

$$
f=\sum_{\lambda} f_{\lambda} e^{\lambda}
$$

with coefficients $f_{\lambda} \in K$, then

$$
\begin{equation*}
f^{*}=\sum_{\lambda} f_{\lambda}^{*} e^{-\lambda} \tag{5.1.15}
\end{equation*}
$$

where $f_{\lambda}^{*}$ is obtained from $f_{\lambda}$ by replacing $q_{0}, \tau_{a}, \tau_{a}^{\prime}$ by their inverses $q_{0}^{-1}, \tau_{a}^{-1}$, $\tau_{a}^{\prime-1}$ respectively. Thus for example

$$
\left(e^{a}\right)^{*}=e^{-a}
$$

for all $a \in S$.

If the labels $k(\alpha)$ in (5.1.12), $k^{\vee}(\alpha)$ in (5.1.13) and $k_{i}$ in (5.1.14) are nonnegative integers, so that $\Delta$ is a finite product and hence an element of $A$, then

$$
\begin{equation*}
\Delta^{*}=q^{-N(k)} \Delta \tag{5.1.16}
\end{equation*}
$$

where

$$
N(k)= \begin{cases}\sum_{\alpha \in R^{+}} k(\alpha)^{2} & \text { if } S=S(R), \\ \sum_{\alpha \in R^{+}} u_{\alpha} k^{\vee}(\alpha)^{2} & \text { if } S=S(R)^{\vee}, \\ n\left(k_{1}^{2}+\cdots+k_{4}^{2}\right)+n(n-1) k_{5}^{2} & \text { if } S=\left(C_{n}^{\vee}, C_{n}\right) .\end{cases}
$$

Proof This is a matter of simple calculation. For example, if $S=S(R)$, then by (5.1.12)

$$
\Delta=\prod_{\alpha \in R^{+}} \prod_{i=0}^{k(\alpha)-1}\left(1-q^{i} e^{\alpha}\right)\left(1-q^{i+1} e^{-\alpha}\right)
$$

so that

$$
\begin{aligned}
\Delta^{*} & =\prod_{\alpha \in R^{+}} \prod_{i=0}^{k(\alpha)-1} q^{-2 i-1}\left(1-q^{i} e^{\alpha}\right)\left(1-q^{i+1} e^{-\alpha}\right) \\
& =q^{-N(k)} \Delta
\end{aligned}
$$

where

$$
N(k)=\sum_{\alpha \in R^{+}} \sum_{i=0}^{k(\alpha)-1}(2 i+1)=\sum_{\alpha \in R^{+}} k(\alpha)^{2} .
$$

Similarly in the other cases.

We now define a scalar product on $A$ as follows:

$$
\begin{equation*}
(f, g)=\operatorname{ct}\left(f g^{*} \Delta\right) \tag{5.1.17}
\end{equation*}
$$

where $f, g \in A$ and $\Delta=\Delta_{S, k}$, and as before ct means constant term. This scalar product is sesquilinear, i.e.

$$
(\xi f, g)=\xi(f, g), \quad(f, \xi g)=\xi^{*}(f, g)
$$

for $\xi \in K$. We shall also define the normalized scalar product

$$
\begin{equation*}
(f, g)_{1}=\operatorname{ct}\left(f g^{*} \Delta_{1}\right)=(f, g) /(1,1) \tag{5.1.18}
\end{equation*}
$$

This normalized scalar product is $K$-valued and Hermitian, i.e.,

$$
\begin{equation*}
(g, f)_{1}=(f, g)_{1}^{*} \tag{5.1.19}
\end{equation*}
$$

for $f, g \in A$. For if

$$
f=\sum f_{\lambda} e^{\lambda}, \quad g=\sum g_{\mu} e^{\mu}, \quad \Delta_{1}=\sum v_{\lambda} e^{\lambda}
$$

then $v_{\lambda}=v_{-\lambda}^{*} \in K$ by (5.1.10), and

$$
\begin{aligned}
(g, f)_{1} & =\sum_{\lambda, \mu} f_{\lambda}^{*} g_{\mu} v_{\lambda-\mu}=\left(\sum_{\lambda, \mu} f_{\lambda} g_{\mu}^{*} v_{\mu-\lambda}\right)^{*} \\
& =(f, g)_{1}^{*}
\end{aligned}
$$

Dually, we define a scalar product on $A^{\prime}$ by

$$
\begin{equation*}
(f, g)^{\prime}=\operatorname{ct}\left(f g^{*} \Delta^{\prime}\right) \tag{5.1.17'}
\end{equation*}
$$

where $f, g \in A^{\prime}$ and $\Delta^{\prime}=\Delta_{S^{\prime}, k^{\prime}}$, and $S^{\prime}, k^{\prime}$ are as defined in $\S 1.4$ and $\S 1.5$.
(5.1.20) Let $f \in A, f \neq 0$. Then $(f, f)$ is not identically zero.

Proof Let

$$
f=\sum_{\mu} f_{\mu}(q, t) e^{\mu} .
$$

As functions of $q_{0}$, each coefficient $f_{\mu}$ has only finitely many zeros and poles. Hence we can choose labels $k(a) \in \mathbb{N}$ for which $f$ is well-defined and nonzero. By multiplying $f$ by a suitable power of $1-q_{0}$, we may further assume that $f$ is well-defined and nonzero at $q_{0}=1$. The coefficients $f_{\mu}$ are now rational numbers. Now when $q_{0}=1$ it follows from (5.1.12)-(5.1.14) that $\Delta=F F^{*}$, where $F$ is the product of a finite number of factors of the form $1 \pm e^{\alpha}, \alpha \in R$. Let

$$
g=F f=\sum g_{\lambda} e^{\lambda}
$$

with coefficients $g_{\lambda} \in \mathbb{Q}$. Then

$$
(f, f)=\operatorname{ct}\left(g g^{*}\right)=\sum g_{\lambda}^{2}>0
$$

and so $(f, f)$ is not identically zero as a function of $q_{0}$ and the $t$ 's.

From (5.1.20) it follows that
(5.1.21) The restriction of the scalar product $(f, g)$ to every nonzero subspace of $A$ is nondegenerate.

If $F: A \rightarrow A$ is a linear operator, we denote by $F^{*}$ the adjoint of $F$ (when it exists), so that

$$
(F f, g)=\left(f, F^{*} g\right)
$$

for all $f, g \in A$.
Let $\tilde{\mathfrak{j}}$ be the double affine Hecke algebra (§4.7), identified via the representation $\beta$ (4.7.4) with a ring of operators on $A$. We recall that the elements $T(w) f(X)(w \in W, f \in A)$ form a $K$-basis of $\tilde{\mathfrak{H}}$.
(5.1.22) Each $F \in \tilde{\mathfrak{y}}$ has an adjoint $F^{*}$. If $F=T(w) f(X)$ then $F^{*}=$ $f^{*}(X) T(w)^{-1}$.

Proof It is clear from the definitions that the adjoint of $f(X)$ is $f^{*}(X)$, and that the adjoint of $U_{j}\left(=u_{j}\right)$ is $u_{j}^{-1}(j \in J)$. Hence it is enough to show that
$T_{i}^{*}=T_{i}^{-1}$ for each $i \in I$. If $f, g \in A$ we have

$$
\begin{aligned}
\left(s_{i} f, g\right) & =\operatorname{ct}\left(\left(s_{i} f\right) g^{*} \Delta\right) \\
& =\operatorname{ct}\left(f\left(s_{i} g\right)^{*} s_{i} \Delta\right)
\end{aligned}
$$

and by (5.1.3)

$$
s_{i} \Delta=\frac{\boldsymbol{c}_{i}(X)}{\boldsymbol{c}_{i}\left(X^{-1}\right)} \Delta
$$

where $\boldsymbol{c}_{i}\left(X^{ \pm 1}\right)=\boldsymbol{c}_{i}\left(\tau_{i}, \tau_{i}^{\prime} ; X^{ \pm a_{i}}\right)$. It follows that the adjoint of $s_{i}$ is

$$
\begin{equation*}
s_{i}^{*}=\frac{\boldsymbol{c}_{i}(X)}{\boldsymbol{c}_{i}\left(X^{-1}\right)} s_{i} . \tag{5.1.23}
\end{equation*}
$$

Since (4.3.12)

$$
T_{i}=\tau_{i}+c_{i}(X)\left(s_{i}-1\right)
$$

it follows that $T_{i}$ has an adjoint and that $\left(\right.$ since $\left.\boldsymbol{c}_{i}^{*}=\boldsymbol{c}_{i}\right)$

$$
\begin{aligned}
T_{i}^{*} & =\tau_{i}^{-1}+\left(s_{i}^{*}-1\right) \boldsymbol{c}_{i}(X) \\
& =\tau_{i}^{-1}+\left(\frac{\boldsymbol{c}_{i}(X)}{\boldsymbol{c}_{i}\left(X^{-1}\right)} s_{i}-1\right) \boldsymbol{c}_{i}(X) \\
& =\tau_{i}^{-1}+\boldsymbol{c}_{i}(X)\left(s_{i}-1\right)=T_{i}^{-1} .
\end{aligned}
$$

In particular:
(5.1.24) If $f \in A^{\prime}$, the adjoint of $f(Y)$ is $f^{*}(Y)$.

Later we shall require a symmetric variant of the scalar product (5.1.17). Let

$$
S_{0}=\{a \in S: a(0)=0\}
$$

which is a finite root system, let $S_{0}^{+}=S_{0} \cap S^{+}$, and define

$$
\begin{equation*}
\Delta^{0}=\Delta_{S, k}^{0}=\prod_{a \in S_{0}^{+}} \Delta_{-a, k} \tag{5.1.25}
\end{equation*}
$$

$$
\begin{equation*}
\nabla=\nabla_{S, k}=\Delta_{S, k} \Delta_{S, k}^{0} . \tag{5.1.26}
\end{equation*}
$$

If $i \in I, i \neq 0$, we have

$$
\frac{s_{i} \Delta^{0}}{\Delta^{0}}=\frac{\Delta_{a_{i}} \Delta_{2 a_{i}}}{\Delta_{-a_{i}} \Delta_{-2 a_{i}}}=\frac{\Delta}{s_{i} \Delta}
$$

and hence
(5.1.27) $\nabla$ is $W_{0}$-symmetric.
(5.1.28) (i) When $S=S(R)$ with $R$ reduced, we have

$$
\nabla=\prod_{\alpha \in R} \frac{\left(e^{\alpha,} q\right)_{\infty}}{\left(q^{k(\alpha)} e^{\alpha} ; q\right)_{\infty}}
$$

(ii) When $S=S(R)^{\vee}$ we have

$$
\nabla=\prod_{\alpha \in R} \frac{\left(e^{\alpha^{\vee}} ; q_{\alpha}\right)_{\infty}}{\left(q^{k^{\vee}(\alpha)} e^{\alpha^{\vee}} ; q_{\alpha}\right)_{\infty}}
$$

in the notation of (5.1.13).
(iii) When $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)$ we have

$$
\nabla=\nabla^{(1)} \nabla^{(2)}
$$

where, in the notation of (5.1.14),

$$
\begin{aligned}
& \nabla^{(1)}=\prod_{\alpha \in R_{1}} \frac{\left(e^{2 \alpha} ; q\right)_{\infty}}{\prod_{i=1}^{4}\left(u_{i} e^{\alpha} ; q\right)_{\infty}} \\
& \nabla^{(2)}=\prod_{\alpha \in R_{2}} \frac{\left(e^{\alpha} ; q\right)_{\infty}}{\left(q^{k_{5}} e^{\alpha} ; q\right)_{\infty}}
\end{aligned}
$$

For $f, g \in A$ we define

$$
\begin{equation*}
<f, g>=\frac{1}{\left|W_{0}\right|} \operatorname{ct}(f \bar{g} \nabla) \tag{5.1.29}
\end{equation*}
$$

where $g \mapsto \bar{g}$ is the involution on $A$ defined as follows: if $g=\sum g_{\mu} e^{\mu}$ then

$$
\begin{equation*}
\bar{g}=\sum g_{\mu} e^{-\mu} \tag{5.1.30}
\end{equation*}
$$

Since $\nabla=\bar{\nabla}$, it follows that the scalar product (5.1.29) is symmetric:

$$
\begin{equation*}
<f, g>=<g, f> \tag{5.1.31}
\end{equation*}
$$

The restrictions to $A_{0}=A^{W_{0}}$ of the two scalar products are closely related. For each $w \in W_{0}$ let

$$
\begin{equation*}
k(w)=\sum_{a \in S(w)} k(a) \tag{5.1.32}
\end{equation*}
$$

where, as in Chapter 2, $S(w)=S^{+} \cap w^{-1} S^{-}$, and let

$$
\begin{equation*}
W_{0}\left(q^{k}\right)=\sum_{w \in W_{0}} q^{k(w)} \tag{5.1.33}
\end{equation*}
$$

(In multiplicative notation,

$$
q^{k(w)}=\prod_{a \in S(w)} t_{a}=t_{w}
$$

since $t_{a} t_{2 a}=q^{k(a)+k(2 a)}$ by (5.1.1).)
For $g=\sum g_{\mu} e^{\mu} \in A$, let

$$
\begin{equation*}
g^{0}=\sum g_{\mu}^{*} e^{\mu}=\bar{g}^{*} \tag{5.1.34}
\end{equation*}
$$

Then for $f, g \in A_{0}$ we have

$$
\begin{equation*}
(f, g)=W_{0}\left(q^{k}\right)<f, g^{0}>. \tag{5.1.35}
\end{equation*}
$$

Proof We have

$$
\begin{aligned}
(f, g) & =\operatorname{ct}\left(f g^{*} \Delta\right) \\
& =\frac{1}{\left|W_{0}\right|} \operatorname{ct}\left(f g^{*} \sum_{w \in W_{0}} w \Delta\right)
\end{aligned}
$$

and

$$
\sum_{w \in W_{0}} w \Delta=\nabla \sum_{w \in W_{0}} w\left(\Delta^{0}\right)^{-1},
$$

since $\nabla=\Delta \Delta^{0}$ is $W_{0}$-symmetric (5.1.27). Hence (5.1.35) follows from the identity

$$
\begin{equation*}
\sum_{w \in W_{0}} w\left(\Delta^{0}\right)^{-1}=W_{0}\left(q^{k}\right) \tag{5.1.36}
\end{equation*}
$$

which is a well-known result ([M3], or (5.5.16) below).

Finally, for $f, g \in A$ we define

$$
\begin{equation*}
<f, g>_{1}=<f, g>/<1,1> \tag{5.1.37}
\end{equation*}
$$

Then it follows from (5.1.35) that for $f, g \in A_{0}$ we have

$$
\begin{equation*}
(f, g)_{1}=<f, g^{0}>_{1} \tag{5.1.38}
\end{equation*}
$$

and hence by (5.1.19)

$$
\begin{equation*}
<f^{0}, g>_{1}=<f, g^{0}>_{1}^{*} \tag{5.1.39}
\end{equation*}
$$

We conclude this section with two results relating to the polynomial $W_{0}\left(q^{k}\right)$ :

$$
\begin{equation*}
W_{0}\left(q^{k}\right)=\left(\Delta_{S, k}^{0}\left(-\rho_{k}^{\prime}\right)\right)^{-1} \tag{5.1.40}
\end{equation*}
$$

$$
\begin{equation*}
W_{0}\left(q^{k}\right)=W_{0}\left(q^{k^{\prime}}\right) \tag{5.1.41}
\end{equation*}
$$

Proof (5.1.40) follows from (5.1.36) by evaluating the left-hand side at $-\rho_{k}^{\prime}$, which kills all the terms in the sum except that corresponding to $w=1$ [M3].

As to (5.1.41), we may assume that $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)(1.4 .3)$, since $k^{\prime}=k$ in all other cases. In that case,

$$
k(w)=l_{1}(w)\left(k_{1}+k_{2}\right)+l_{2}(w) k_{5}
$$

where, in the notation of (5.1.14),

$$
l_{i}(w)=\operatorname{Card}\left\{\alpha \in R_{i}^{+}: w \alpha \in R_{i}^{-}\right\}
$$

Since $k_{1}^{\prime}+k_{2}^{\prime}=k_{1}+k_{2}$ and $k_{5}^{\prime}=k_{5}$, it follows that $k^{\prime}(w)=k(w)$ for all $w \in W_{0}$, which gives (5.1.41).

### 5.2 The polynomials $\boldsymbol{E}_{\boldsymbol{\lambda}}$

(5.2.1) For each $\lambda \in L$ there is a unique element $E_{\lambda} \in A$ such that
(i) $E_{\lambda}=e^{\lambda}+$ lower terms,
(ii) $\left(E_{\lambda}, e^{\mu}\right)=0$ for all $\mu<\lambda$,
where "lower terms" means a $K$-linear combination of the $e^{\mu}, \mu \in L$, such that $\mu<\lambda$.

Proof Let $A_{\lambda}$ denote the finite-dimensional subspace of $A$ spanned by the $e^{\mu}$ such that $\mu \leq \lambda$. By (5.1.21) the scalar product remains non-degenerate on restriction to $A_{\lambda}$. Hence the space of $f \in A_{\lambda}$ orthogonal to $e^{\mu}$ for each $\mu<\lambda$ is one-dimensional, i.e. the condition (ii) determines $E_{\lambda}$ up to a scalar factor. Condition (i) then determines $E_{\lambda}$ uniquely.

Let $f \in A^{\prime}$. Then we have

$$
\left(f(Y) E_{\lambda}, e^{\mu}\right)=\left(E_{\lambda}, f^{*}(Y) e^{\mu}\right)=0
$$

if $\mu<\lambda$, by (5.1.24) and (4.6.12). It follows that $f(Y) E_{\lambda}$ is a scalar multiple of $E_{\lambda}$, namely

$$
\begin{equation*}
f(Y) E_{\lambda}=f\left(-r_{k^{\prime}}(\lambda)\right) E_{\lambda} \tag{5.2.2}
\end{equation*}
$$

by (4.6.12) again. Hence the $E_{\lambda}$ form a $K$-basis of $A$ that diagonalizes the action of $A^{\prime}(Y)$ on $A$.

Moreover, the $E_{\lambda}$ are pairwise orthogonal:

$$
\begin{equation*}
\left(E_{\lambda}, E_{\mu}\right)=0 \tag{5.2.3}
\end{equation*}
$$

if $\lambda \neq \mu$.

Proof Let $v^{\prime} \in L^{\prime}$. Then

$$
\begin{aligned}
q^{<\nu^{\prime}, r_{k^{\prime}}^{\prime}(\lambda)>}\left(E_{\lambda}, E_{\mu}\right) & =\left(Y^{-v^{\prime}} E_{\lambda}, E_{\mu}\right)=\left(E_{\lambda}, Y^{v^{\prime}} E_{\mu}\right) \\
& =q^{<\nu^{\prime}, r_{k^{\prime}}(\mu)>}\left(E_{\lambda}, E_{\mu}\right),
\end{aligned}
$$

by (5.2.2) and (5.1.24). Assume first that $k^{\prime}\left(\alpha^{\vee}\right)>0$ for each $\alpha \in R$; if $\lambda \neq \mu$ we have $r_{k^{\prime}}(\lambda) \neq r_{k^{\prime}}(\mu)$ by (2.8.5), hence we can choose $v^{\prime}$ so that $<\nu^{\prime}, r_{k^{\prime}}(\lambda)>\neq<\nu^{\prime}, r_{k^{\prime}}(\mu)>$, and we conclude that $\left(E_{\lambda}, E_{\mu}\right)=0$ if all the labels $k^{\prime}\left(\alpha^{\vee}\right)$ are positive.

Now the normalized scalar product $\left(E_{\lambda}, E_{\mu}\right)_{1}(5.1 .18)$ is an element of $K$, that is to say a rational function in say $r$ variables over $\mathbb{Q}$ (where $r \leq 6$ ). By the previous paragraph it vanishes on a non-empty open subset of $\mathbb{R}^{r}$, and hence identically.

Dually, we have polynomials $E_{\mu}^{\prime} \in A^{\prime}$ for each $\mu \in L^{\prime}$, satisfying

$$
\begin{align*}
& E_{\mu}^{\prime}=e^{\mu}+\text { lower terms }  \tag{5.2.1'}\\
& f(Y) E_{\mu}^{\prime}=f\left(-r_{k}^{\prime}(\mu)\right) E_{\mu}^{\prime}
\end{align*}
$$

for each $f \in A$, and

$$
\left(E_{\mu}^{\prime}, E_{\nu}^{\prime}\right)^{\prime}=0
$$

if $\mu, v \in L^{\prime}$ and $\mu \neq v$.

Next we have
(5.2.4) (Symmetry). Let $\lambda \in L, \mu \in L^{\prime}$. Then

$$
E_{\lambda}\left(r_{k}^{\prime}(\mu)\right) E_{\mu}^{\prime}\left(-\rho_{k^{\prime}}\right)=E_{\lambda}\left(-\rho_{k}^{\prime}\right) E_{\mu}^{\prime}\left(r_{k^{\prime}}(\lambda)\right)
$$

Proof From (4.7.13) we have

$$
\begin{aligned}
{\left[E_{\lambda}, E_{\mu}^{\prime}\right] } & =\left(E_{\lambda}\left(Y^{-1}\right) E_{\mu}^{\prime}\right)\left(-\rho_{k^{\prime}}\right) \\
& =E_{\lambda}\left(r_{k}^{\prime}(\mu)\right) E_{\mu}^{\prime}\left(-\rho_{k^{\prime}}\right)
\end{aligned}
$$

by (5.2.2'). Hence the result follows from (4.7.14).

We shall exploit (5.2.4) to calculate $E_{\lambda}\left(-\rho_{k}^{\prime}\right)$ and the normalized scalar product $\left(E_{\lambda}, E_{\lambda}\right)_{1}$. When $t_{a}=1$ for all $a \in S$, we have $\Delta=1$, so that $E_{\lambda}=e^{\lambda}$ for each $\lambda \in L$; also $\rho_{k}^{\prime}=0$, so that $E_{\lambda}\left(-\rho_{k}^{\prime}\right)=1$. It follows that $E_{\lambda}\left(-\rho_{k}^{\prime}\right)$ is not identically zero, so that we may define

$$
\begin{equation*}
\tilde{E}_{\lambda}=E_{\lambda} / E_{\lambda}\left(-\rho_{k}^{\prime}\right) \tag{5.2.5}
\end{equation*}
$$

for $\lambda \in L$, and dually

$$
\tilde{E}_{\mu}^{\prime}=E_{\mu}^{\prime} / E_{\mu}^{\prime}\left(-\rho_{k^{\prime}}\right)
$$

for $\mu \in L^{\prime}$. Then (5.2.4) takes the form

$$
\begin{equation*}
\tilde{E}_{\lambda}\left(r_{k}^{\prime}(\mu)\right)=\tilde{E}_{\mu}^{\prime}\left(r_{\kappa^{\prime}}(\lambda)\right) . \tag{5.2.6}
\end{equation*}
$$

(5.2.7) Let $\lambda \in L$. Then
(i) $Y^{-\lambda}=\sum_{w} f_{w}(X) w^{-1}$,
(ii) $Y^{\lambda}=\sum_{w} w g_{w}(X)$
as operators on $A^{\prime}$, where $f_{w}, g_{w} \in A^{\prime}[\boldsymbol{c}]$ and the summations are over $w \in W^{\prime}$ such that $w \leq t(\lambda)$.

Proof Let $\lambda=\pi-\sigma$ where $\pi, \sigma \in L_{++}$, so that $Y^{\lambda}=T(t(\sigma))^{-1} T(t(\pi))$. Both (i) and (ii) now follow from (4.4.7).
(5.2.8) Let $\lambda, \mu \in L$. Then
(i) $e^{\lambda} \tilde{E}_{\mu}=\sum_{w} f_{w}\left(r_{k^{\prime}}(\mu)\right) \tilde{E}_{w \mu}$
with $f_{w}$ as in (5.2.7) (i); the summation is now over $w \in W^{\prime}$ such that $w \leq t(\lambda)$ and $w\left(r_{k^{\prime}}(\mu)\right)=r_{k^{\prime}}(w \mu)$.
(ii) $e^{-\lambda} \tilde{E}_{\mu}=\sum_{w} g_{w}\left(w^{-1} r_{k^{\prime}}(\mu)\right) \tilde{E}_{w^{-1} \mu}$
with $g_{w}$ as in (5.2.7) (ii); the summation is now over $w \in W^{\prime}$ such that $w \leq t(\lambda)$ and $w^{-1}\left(r_{k^{\prime}}(\mu)\right)=r_{k^{\prime}}\left(w^{-1} \mu\right)$.

Proof Let $v \in L^{\prime}$. Since

$$
Y^{-\lambda} \tilde{E}_{v}^{\prime}=q^{<\lambda, r_{k}^{\prime}(\nu)>} \tilde{E}_{v}^{\prime}
$$

by (5.2.2'), it follows from (5.2.7) (i) that

$$
q^{<\lambda, r_{k}^{\prime}(\nu)>} \tilde{E}_{v}^{\prime}=\sum_{w \leqslant t(\lambda)} f_{w} w^{-1} \tilde{E}_{v}^{\prime}
$$

Now evaluate both sides at $r_{k^{\prime}}(\mu)$ and use (5.2.6). We shall obtain

$$
q^{<\lambda, r_{k}^{\prime}(\nu)>} \tilde{E}_{\mu}\left(r_{k}^{\prime}(\nu)\right)=\sum_{w} f_{w}\left(r_{k^{\prime}}(\mu)\right) \tilde{E}_{w \mu}\left(r_{k}^{\prime}(\nu)\right)
$$

summed over $w \in W^{\prime}$ as stated above, since $w\left(r_{k^{\prime}}(\mu)\right)=r_{k^{\prime}}(w \mu)$ if $f_{w}\left(r_{k^{\prime}}(\mu)\right) \neq 0$ by (4.5.3). Hence the two sides of (5.2.8) (i) agree at all points
$r_{k}^{\prime}(v)$ where $v \in L^{\prime}$, and therefore they are equal, by (4.5.8). The proof of (5.2.8) (ii) is similar.

When $\mu=0$, so that $\tilde{E}_{\mu}=E_{\mu}=1$, (5.2.8) (i) gives

$$
e^{\lambda}=\sum_{w} f_{w}\left(-\rho_{k^{\prime}}\right) \tilde{E}_{w(0)}
$$

summed over $w \in W^{\prime}$ such that $w \leq t(\lambda)$ and $w\left(-\rho_{k^{\prime}}\right)=r_{k^{\prime}}(w(0))$. Let us assume provisionally that the labelling $k^{\prime}$ is such that
(*) $\quad \rho_{k^{\prime}}$ is not fixed by any element $w \neq 1$ of $W^{\prime}$.
If $w(0)=\mu$ then $r_{k^{\prime}}(w(0))=u^{\prime}(\mu)\left(-\rho_{k^{\prime}}\right)$ and it follows that $w=u^{\prime}(\mu)$, so that

$$
\begin{equation*}
e^{\lambda}=\sum_{\mu \leqslant \lambda} f_{u^{\prime}(\mu)}\left(-\rho_{k^{\prime}}\right) \tilde{E}_{\mu} \tag{5.2.9}
\end{equation*}
$$

Hence, considering the coefficient of $e^{\lambda}$ on the right-hand side, we have

$$
\begin{equation*}
E_{\lambda}\left(-\rho_{k}^{\prime}\right)=f_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right) \tag{5.2.10}
\end{equation*}
$$

Next, when $\mu=\lambda$, (5.2.8) (ii) gives

$$
e^{-\lambda} \tilde{E}_{\lambda}=\sum_{w} g_{w}\left(w^{-1} r_{k^{\prime}}(\lambda)\right) \tilde{E}_{w^{-1} \lambda}
$$

summed over $w \in W^{\prime}$ such that $w \leq t(\lambda)$ and $w^{-1}\left(r_{k^{\prime}}(\lambda)\right)=r_{k^{\prime}}\left(w^{-1} \lambda\right)$. In particular, if $w^{-1} \lambda=0$ we have $w^{-1}\left(r_{k^{\prime}}(\lambda)\right)=r_{k^{\prime}}(0)=-\rho_{k^{\prime}}$, so that $w=$ $u^{\prime}(\lambda)$. Hence the coefficient of $\tilde{E}_{0}=1$ in $e^{-\lambda} \tilde{E}_{\lambda}$ is equal to $g_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right)$, and therefore by (5.2.9)

$$
\begin{aligned}
\left(\tilde{E}_{\lambda}, \tilde{E}_{\lambda}\right)_{1} & =f_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right)^{-1}\left(e^{\lambda}, \tilde{E}_{\lambda}\right)_{1} \\
& =f_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right)^{-1}\left(1, e^{-\lambda} \tilde{E}_{\lambda}\right)_{1}
\end{aligned}
$$

so that

$$
\begin{equation*}
\left(\tilde{E}_{\lambda}, \tilde{E}_{\lambda}\right)_{1}=g_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right)^{*} / f_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right) \tag{5.2.11}
\end{equation*}
$$

It remains to calculate $f$ and $g$ explicitly. From (5.2.7) and (4.4.8) we have
(i) $T(v(\lambda)) \sum_{\substack{w \in W^{\prime} \\ w(0)=\lambda}} f_{w}(X) w^{-1}=\boldsymbol{c}_{S^{\prime}, k^{\prime}}\left(u^{\prime}(\lambda)\right)(X) u^{\prime}(\lambda)^{-1}$
and
(ii) $\sum_{\substack{w \in W^{\prime} \\ w(0)=\lambda}} w g_{w}(X)=\boldsymbol{c}_{S^{\prime}, k^{\prime}}\left(u^{\prime}(\lambda)^{-1}\right)(X) u^{\prime}(\lambda) T(v(\lambda))$.

Since $S^{\prime}\left(w^{-1}\right)=-w S^{\prime}(w)(2.2 .2)$, it follows that

$$
w^{-1}\left(\boldsymbol{c}_{S^{\prime}, k^{\prime}}\left(w^{-1}\right)\right)=\boldsymbol{c}_{S^{\prime},-k^{\prime}}(w)
$$

(since $\boldsymbol{c}\left(t, u ; x^{-1}\right)=\boldsymbol{c}\left(t^{-1}, u^{-1} ; x\right)$ ), so that

$$
\begin{equation*}
\boldsymbol{c}_{S^{\prime}, k^{\prime}}\left(w^{-1}\right)=w\left(\boldsymbol{c}_{S^{\prime},-k^{\prime}}(w)\right) \tag{5.2.12}
\end{equation*}
$$

Hence (ii) above may be rewritten as
(iii) $\sum_{\substack{w \in W^{\prime} \\ w(0)=\lambda}} w g_{w}(X)=u^{\prime}(\lambda) \boldsymbol{c}_{S^{\prime},-k^{\prime}}\left(u^{\prime}(\lambda)\right)(X) T(v(\lambda))$.

Now let

$$
T(v(\lambda))=\sum_{w \leq v(\lambda)} h_{w}(X) w .
$$

By (4.5.6) we have $h_{w}\left(-\rho_{k^{\prime}}\right)=0$ if $w \neq 1$, and $h_{1}\left(-\rho_{k^{\prime}}\right)=\tau_{v(\lambda)}$. Hence we obtain from (i)

$$
f_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right)=\tau_{v(\lambda)}^{-1} \boldsymbol{c}_{S^{\prime}, k^{\prime}}\left(u^{\prime}(\lambda)\right)\left(-\rho_{k^{\prime}}\right)
$$

and from (iii)

$$
g_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right)=\tau_{v(\lambda)} \boldsymbol{c}_{S^{\prime},-k^{\prime}}\left(u^{\prime}(\lambda)\right)\left(-\rho_{k^{\prime}}\right) .
$$

Let

$$
\varphi_{\lambda}^{ \pm}=\boldsymbol{c}_{S^{\prime}, \pm k^{\prime}}\left(u^{\prime}(\lambda)^{-1}\right) .
$$

By (2.4.8) we have

$$
\begin{equation*}
\varphi_{\lambda}^{ \pm}=\prod_{\substack{a^{\prime} \in S_{1}^{\prime} \\ a^{\prime}(\lambda)<0}} \boldsymbol{c}_{a^{\prime}, \pm k^{\prime}} \tag{5.2.13}
\end{equation*}
$$

and from (5.2.12) we have

$$
\boldsymbol{c}_{S^{\prime}, \pm k^{\prime}}\left(u^{\prime}(\lambda)\right)=u^{\prime}(\lambda)^{-1} \varphi_{\lambda}^{\mp}
$$

so that

$$
\begin{aligned}
f_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right) & =\tau_{v(\lambda)}^{-1} \varphi_{\lambda}^{-}\left(r_{k^{\prime}}(\lambda)\right), \\
g_{u^{\prime}(\lambda)}\left(-\rho_{k^{\prime}}\right) & =\tau_{v(\lambda)} \varphi_{\lambda}^{+}\left(r_{k^{\prime}}(\lambda)\right),
\end{aligned}
$$

and hence finally

$$
\begin{align*}
E_{\lambda}\left(-\rho_{k}^{\prime}\right) & =\tau_{v(\lambda)}^{-1} \varphi_{\lambda}^{-}\left(r_{k^{\prime}}(\lambda)\right),  \tag{5.2.14}\\
\left(E_{\lambda}, E_{\lambda}\right)_{1} & =\varphi_{\lambda}^{+}\left(r_{k^{\prime}}(\lambda)\right) \varphi_{\lambda}^{-}\left(r_{k^{\prime}}(\lambda)\right) \tag{5.2.15}
\end{align*}
$$

These relations have been derived under the restriction $(*)$ on the labelling $k^{\prime}$. Since each of them asserts that two elements of $K$ are equal, they are true identically.

### 5.3 The symmetric polynomials $\boldsymbol{P}_{\boldsymbol{\lambda}}$

For each $\lambda \in L_{++}$let

$$
m_{\lambda}=\sum_{\mu \in W_{0} \lambda} e^{\mu}
$$

the orbit-sum corresponding to $\lambda$.
(5.3.1) For each $\lambda \in L_{++}$there is a unique element $P_{\lambda} \in A_{0}$ such that
(i) $P_{\lambda}=m_{\lambda}+$ lower terms,
(ii) $<P_{\lambda}, m_{\mu}>=0$ for all $\mu \in L_{++}$such that $\mu<\lambda$.

Here "lower terms" means a $K$-linear combination of the orbit-sums $m_{\mu}$ such that $\mu \in L_{++}$and $\mu<\lambda$.

The proof is the same as that of (5.2.1).

Next, recall (5.1.33) that if $f \in A$, say

$$
f=\sum_{\lambda} f_{\lambda} e^{\lambda}
$$

with coefficients $f_{\lambda} \in K$, then

$$
f^{0}=\sum_{\lambda} f_{\lambda}^{*} e^{\lambda}
$$

(5.3.2) $\quad P_{\lambda}^{0}=P_{\lambda}$ for each $\lambda \in L_{++}$.

Proof By (5.1.37),

$$
<P_{\lambda}^{0}, m_{\mu}>_{1}=<P_{\lambda}, m_{\mu}>_{1}^{*}=0
$$

if $\mu<\lambda$. Hence $P_{\lambda}^{0}$ satisfies conditions (i) and (ii) of (5.3.1), and is therefore equal to $P_{\lambda}$.

Let $f \in A_{0}^{\prime}$. Then $f(Y) P_{\lambda} \in A_{0}$, by (4.3.18). Hence, by (5.1.24) and (5.1.37),

$$
<f(Y) P_{\lambda}, m_{\mu}>_{1}=<P_{\lambda},\left(f^{*}(Y) m_{\mu}\right)^{0}>_{1} .
$$

By (4.6.13), $\left(f^{*}(Y) m_{\mu}\right)^{0}$ is a linear combination of the $m_{v}$ such that $v \in L_{++}$ and $v \leq \mu$. It follows that $<f(Y) P_{\lambda}, m_{\mu}>=0$ if $\mu<\lambda$, and hence that $f(Y) P_{\lambda}$ is a scalar multiple of $P_{\lambda}$. By (4.6.13) again, the scalar multiple is $f\left(-\lambda-\rho_{k^{\prime}}\right)$ :

$$
\begin{equation*}
f(Y) P_{\lambda}=f\left(-\lambda-\rho_{k^{\prime}}\right) P_{\lambda} \tag{5.3.3}
\end{equation*}
$$

for all $f \in A_{0}^{\prime}$ and $\lambda \in L_{++}$.
From (5.3.3) it follows that

$$
\begin{equation*}
<P_{\lambda}, P_{\mu}>=0 \tag{5.3.4}
\end{equation*}
$$

if $\lambda \neq \mu$. The proof is the same as that of (5.2.3).

Dually, we have symmetric polynomials $P_{\mu^{\prime}}^{\prime} \in A_{0}^{\prime}$ for $\mu^{\prime} \in L_{++}^{\prime}$, satisfying the counterparts of (5.3.1)-(5.3.4).

Next, corresponding to (5.2.4), we have
(5.3.5) (Symmetry) Let $\lambda \in L_{++}, \mu^{\prime} \in L_{++}^{\prime}$. Then

$$
P_{\lambda}\left(\mu^{\prime}+\rho_{k}^{\prime}\right) P_{\mu^{\prime}}^{\prime}\left(\rho_{k^{\prime}}\right)=P_{\lambda}\left(\rho_{k}^{\prime}\right) P_{\mu^{\prime}}^{\prime}\left(\lambda+\rho_{k^{\prime}}\right)
$$

Proof From (4.7.13) we have

$$
\begin{aligned}
{\left[P_{\lambda}, P_{\mu^{\prime}}^{\prime}\right] } & =\left(P_{\lambda}\left(Y^{-1}\right) P_{\mu^{\prime}}^{\prime}\right)\left(-\rho_{k^{\prime}}\right) \\
& =P_{\lambda}\left(\mu^{\prime}+\rho_{k}^{\prime}\right) P_{\mu}^{\prime}\left(-\rho_{k}^{\prime}\right)
\end{aligned}
$$

by (5.3.3),

$$
=P_{\lambda}\left(\mu^{\prime}+\rho_{k}^{\prime}\right) P_{\mu^{\prime}}^{\prime}\left(\rho_{k^{\prime}}\right)
$$

since $-\rho_{k^{\prime}}=w_{0} \rho_{k^{\prime}}$, where $w_{0}$ is the longest element of $W_{0}$. Hence (5.3.5) follows from (4.7.14).

As in $\S 5.2$, we shall exploit (5.3.5) to calculate $P_{\lambda}\left(\rho_{k}^{\prime}\right)$ and the normalized scalar product $<P_{\lambda}, P_{\lambda}>_{1}$. The same argument as before shows that $P_{\lambda}\left(\rho_{k}^{\prime}\right)$ is not identically zero, so that we may define

$$
\tilde{P}_{\lambda}=P_{\lambda} / P_{\lambda}\left(\rho_{k}^{\prime}\right)
$$

for $\lambda \in L_{++}$, and dually

$$
\tilde{P}_{\mu^{\prime}}^{\prime}=P_{\mu^{\prime}}^{\prime} / P_{\mu^{\prime}}^{\prime}\left(\rho_{k^{\prime}}\right)
$$

for $\mu^{\prime} \in L_{++}^{\prime}$. Then (5.3.5) takes the form

$$
\begin{equation*}
\tilde{P}_{\lambda}\left(\mu^{\prime}+\rho_{k}^{\prime}\right)=\tilde{P}_{\mu^{\prime}}^{\prime}\left(\lambda+\rho_{k^{\prime}}\right) \tag{5.3.6}
\end{equation*}
$$

Let $\lambda \in L_{++}$. By (4.4.12) the restriction to $A_{0}^{\prime}$ of the operator $m_{\lambda}\left(Y^{-1}\right)$ is of the form

$$
m_{\lambda}\left(Y^{-1}\right)_{0}=\sum_{\pi \in \Sigma(\lambda)} g_{\pi}(X) t(-\pi)
$$

in which

$$
\begin{equation*}
g_{w \lambda}=w\left(\boldsymbol{c}_{\lambda}^{\prime}\right) \tag{5.3.7}
\end{equation*}
$$

for $w \in W_{0}$, where $\boldsymbol{c}_{\lambda}^{\prime}=\boldsymbol{c}_{S^{\prime}, k^{\prime}}(t(\lambda))$.
Let $v^{\prime} \in L_{++}^{\prime}$. Then $m_{\lambda}\left(Y^{-1}\right) \tilde{P}_{v^{\prime}}^{\prime}=m_{\lambda}\left(\nu^{\prime}+\rho_{k}^{\prime}\right) \tilde{P}_{v^{\prime}}^{\prime}$, by (5.3.3), so that

$$
m_{\lambda}\left(\nu^{\prime}+\rho_{k}^{\prime}\right) \tilde{P}_{\nu^{\prime}}^{\prime}=\sum_{\pi} g_{\pi} t(-\pi) \tilde{P}_{\nu^{\prime}}^{\prime}
$$

We shall evaluate both sides at $w_{0}\left(\mu+\rho_{k^{\prime}}\right)=w_{0} \mu-\rho_{k^{\prime}}$, where $\mu \in L_{++}$. We shall assume provisionally that

$$
\begin{equation*}
k^{\prime}\left(a^{\prime}\right) \neq 0 \text { for all } a^{\prime} \in S^{\prime} \tag{*}
\end{equation*}
$$

so that we can apply (4.5.7), which shows that $g_{\pi}\left(w_{0} \mu-\rho_{k^{\prime}}\right)=0$ unless $\pi+w_{0} \mu$ is antidominant, i.e. unless $w_{0} \pi+\mu$ is dominant. We have then

$$
\begin{aligned}
\left(t(-\pi) \tilde{P}_{\nu^{\prime}}^{\prime}\right)\left(w_{0} \mu-\rho_{k^{\prime}}\right) & =\tilde{P}_{\nu^{\prime}}^{\prime}\left(\pi+w_{0} \mu-\rho_{k^{\prime}}\right) \\
& =\tilde{P}_{\nu^{\prime}}^{\prime}\left(w_{0} \pi+\mu+\rho_{k^{\prime}}\right) \\
& =\tilde{P}_{w_{0} \pi+\mu}\left(v^{\prime}+\rho_{k}^{\prime}\right)
\end{aligned}
$$

by (5.3.6), and therefore

$$
m_{\lambda}\left(v^{\prime}+\rho_{k}^{\prime}\right) \tilde{P}_{\mu}\left(v^{\prime}+\rho_{k}^{\prime}\right)=\sum_{\pi} g_{\pi}\left(w_{0} \mu-\rho_{k^{\prime}}\right) \tilde{P}_{w_{0} \mu+\pi}\left(v^{\prime}+\rho_{k}^{\prime}\right)
$$

for all dominant $v^{\prime} \in L^{\prime}$. Hence by (4.5.8) we have

$$
\begin{equation*}
m_{\lambda} \tilde{P}_{\mu}=\sum g_{\pi}\left(w_{0} \mu-\rho_{k^{\prime}}\right) \tilde{P}_{\mu+w_{0} \pi} \tag{5.3.8}
\end{equation*}
$$

summed over $\pi \in \Sigma(\lambda)$ such that $\mu+w_{0} \pi$ is dominant.
In particular, when $\mu=0$, (5.3.8) expresses $m_{\lambda}$ as a linear combination of the $\tilde{P}_{\pi}, \pi \leq \lambda$ :

$$
m_{\lambda}=\sum_{\pi \leq \lambda} g_{w_{0} \pi}\left(-\rho_{k^{\prime}}\right) \tilde{P}_{\pi}
$$

in which the coefficient of $\tilde{P}_{\lambda}$ is

$$
g_{w_{0} \lambda}\left(-\rho_{k^{\prime}}\right)=\left(w_{0} \boldsymbol{c}_{\lambda}^{\prime}\right)\left(-\rho_{k^{\prime}}\right)=\boldsymbol{c}_{\lambda}^{\prime}\left(\rho_{k^{\prime}}\right)
$$

by (5.3.7). It follows that

$$
\begin{equation*}
P_{\lambda}\left(\rho_{k}^{\prime}\right)=\boldsymbol{c}_{\lambda}^{\prime}\left(\rho_{k^{\prime}}\right) \tag{5.3.9}
\end{equation*}
$$

Next, let $\bar{\lambda}=-w_{0} \lambda$, and replace $(\lambda, \mu)$ in (5.3.8) by $(\bar{\lambda}, \lambda)$. Since $m_{\bar{\lambda}}=\bar{m}_{\lambda}$, it follows that

$$
\bar{m}_{\lambda} \tilde{P}_{\lambda}=\sum_{\pi} g_{\pi}\left(-\bar{\lambda}-\rho_{k^{\prime}}\right) \tilde{P}_{\lambda+w_{0} \pi}
$$

in which the coefficient of $\tilde{P}_{0}=1$ is

$$
g_{\bar{\lambda}}\left(-\bar{\lambda}-\rho_{k^{\prime}}\right)=\boldsymbol{c}_{\bar{\lambda}}^{\prime}\left(-\bar{\lambda}-\rho_{k^{\prime}}\right)=\boldsymbol{c}_{\lambda}^{\prime}\left(-\lambda-\rho_{k^{\prime}}\right)
$$

since $\bar{\rho}_{k^{\prime}}=\rho_{k^{\prime}}$. Hence

$$
\begin{aligned}
<\tilde{P}_{\lambda}, \tilde{P}_{\lambda}>_{1} & =\boldsymbol{c}_{\lambda}^{\prime}\left(\rho_{k^{\prime}}\right)^{-1}<m_{\lambda}, \tilde{P}_{\lambda}>_{1} \\
& =\boldsymbol{c}_{\lambda}^{\prime}\left(\rho_{k^{\prime}}\right)^{-1}<1, \bar{m}_{\lambda} \tilde{P}_{\lambda}>_{1} \\
& =\boldsymbol{c}_{\lambda}^{\prime}\left(-\lambda-\rho_{k^{\prime}}\right) / \boldsymbol{c}_{\lambda}^{\prime}\left(\rho_{k^{\prime}}\right)
\end{aligned}
$$

and therefore, by (5.3.9),

$$
\begin{equation*}
<P_{\lambda}, P_{\lambda}>_{1}=\boldsymbol{c}_{\lambda}^{\prime}\left(-\lambda-\rho_{k^{\prime}}\right) \boldsymbol{c}_{\lambda}^{\prime}\left(\rho_{k^{\prime}}\right) \tag{5.3.10}
\end{equation*}
$$

We have derived (5.3.9) and (5.3.10) under the restriction $(*)$ on the labelling $k^{\prime}$. For the same reason as in $\S 5.2$, they are identically true.

The formulas (5.3.9) and (5.3.10) can be restated, as follows.
Let

$$
\begin{equation*}
\Delta_{S, k}^{+}=\prod_{\substack{a \in S^{+} \\ D a>0}} \Delta_{a}, \quad \Delta_{S, k}^{-}=\prod_{\substack{a \in S^{+} \\ D a<0}} \Delta_{a} \tag{5.3.11}
\end{equation*}
$$

and define $\Delta_{S^{\prime}, k^{\prime}}^{+}$, analogously. Then

$$
\begin{align*}
P_{\lambda}\left(\rho_{k}^{\prime}\right) & =q^{-<\lambda, \rho_{k}^{\prime}>} \Delta_{S^{\prime}, k^{\prime}}^{+}\left(\lambda+\rho_{k^{\prime}}\right) / \Delta_{S^{\prime}, k^{\prime}}^{+}\left(\rho_{k^{\prime}}\right),  \tag{5.3.12}\\
<P_{\lambda}, P_{\lambda}>_{1} & =\frac{\Delta_{S^{\prime}, k^{\prime}}^{+}\left(\lambda+\rho_{k^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\lambda-\rho_{k^{\prime}}\right)}{\Delta_{S^{\prime}, k^{\prime}}^{+}\left(\rho_{k^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\rho_{k^{\prime}}\right)} \tag{5.3.13}
\end{align*}
$$

Proof We shall verify these formulas when $S=S(R)$ (1.4.1); the other cases are similar. We have $S^{\prime}=S\left(R^{\vee}\right)$ and $k^{\prime}\left(\alpha^{\vee}\right)=k(\alpha)$, so that

$$
\Delta_{S^{\prime}, k^{\prime}}^{+}=\prod_{\alpha \in R^{+}} \frac{\left(e^{\alpha^{\vee}} ; q\right)_{\infty}}{\left(q^{k(\alpha)} e^{\alpha^{\vee}} ; q\right)_{\infty}}
$$

Since $\lambda$ is dominant, we have

$$
S^{\prime}(t(\lambda))=\left\{\alpha^{\vee}+r c: \alpha \in R^{+} \text {and } 0 \leq r \ll \lambda, \alpha^{\vee}>\right\} .
$$

Hence

$$
\boldsymbol{c}_{\lambda}^{\prime}=\boldsymbol{c}_{S^{\prime}, k^{\prime}}(t(\lambda))=\prod_{\alpha \in R^{+}} \prod_{r=0}^{<\lambda, \alpha^{\vee}>-1} q^{-k(\alpha) / 2} \frac{1-q^{k(\alpha)+r} e^{\alpha^{\vee}}}{1-q^{r} e^{\alpha^{\vee}}}
$$

and therefore by (5.3.9)

$$
P_{\lambda}\left(\rho_{k}^{\prime}\right)=q^{-<\lambda, \rho_{k}^{\prime}>} \prod_{\alpha \in R^{+}} \frac{\left(q^{k(\alpha)+<\rho_{k^{\prime}}, \alpha^{\vee}>} ; q\right)_{\left.<\lambda, \alpha^{\vee}\right\rangle}}{\left(q^{<\rho_{k^{\prime}}, \alpha^{\vee}>} ; q\right)_{<\lambda, \alpha^{\vee}>}}
$$

which gives (5.3.12).
Next, we have

$$
\begin{aligned}
\boldsymbol{c}_{\lambda}^{\prime}\left(-\lambda-\rho_{k^{\prime}}\right) & =\prod_{\alpha \in R^{+}} \prod_{r=0}^{<\lambda, \alpha^{\vee}>-1} q^{-k(\alpha) / 2} \frac{1-q^{k(\alpha)+r-<\lambda+\rho_{k^{\prime}}, \alpha^{\vee}>}}{1-q^{r-<\lambda+\rho_{k^{\prime}}, \alpha^{\vee}>}} \\
& =\prod_{\alpha \in R^{+}} \prod_{r=0}^{<\lambda, \alpha^{\vee}>-1} q^{k(\alpha) / 2} \frac{1-q^{<\lambda+\rho_{k^{\prime}}, \alpha^{\vee}>-r-k(\alpha)}}{1-q^{<\lambda+\rho_{k^{\prime}}, \alpha^{\vee}>-r}} \\
& =\prod_{\alpha \in R^{+}} \prod_{r^{\prime}=0}^{<\lambda, \alpha^{\vee}>-1} q^{k(\alpha) / 2} \frac{1-q^{<\rho_{k^{\prime}}, \alpha^{\vee}>+1+r^{\prime}-k(\alpha)}}{1-q^{<\rho_{k^{\prime}}, \alpha^{\vee}>+1+r^{\prime}}}
\end{aligned}
$$

(where $r^{\prime}=<\lambda, \alpha^{\vee}>-1-r$ in the last product above). Since

$$
\Delta_{S^{\prime},-k^{\prime}}^{-}=\prod_{\alpha \in R^{+}} \frac{\left(q e^{-\alpha^{\vee}} ; q\right)_{\infty}}{\left(q^{1-k(\alpha)} e^{-\alpha^{\vee}} ; q\right)_{\infty}}
$$

it follows that

$$
\boldsymbol{c}_{\lambda}^{\prime}\left(-\lambda-\rho_{k^{\prime}}\right)=q^{<\lambda, \rho_{k}^{\prime}>} \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\lambda-\rho_{k^{\prime}}\right) / \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\rho_{k^{\prime}}\right)
$$

which together with (5.3.12) gives (5.3.13).

To conclude this section we shall consider some special cases.
(5.3.14) When $k(a)=0$ for all $a \in S$, we have $\nabla=1$ and $P_{\lambda}$ is the orbit-sum $m_{\lambda}$, for all $\lambda \in L_{++}$.
(5.3.15) Suppose that $S=S(R)$, with $R$ reduced, and that $k(\alpha)=1$ for all $\alpha \in R$. Then

$$
\nabla=\prod_{\alpha \in R}\left(1-e^{\alpha}\right)=\prod_{\alpha \in R}\left(e^{\alpha / 2}-e^{-\alpha / 2}\right)=\delta \bar{\delta}
$$

where

$$
\delta=\delta_{R}=\prod_{\alpha \in R^{+}}\left(e^{\alpha / 2}-e^{-\alpha / 2}\right)=\sum_{w \in W_{0}}(-1)^{l(w)} e^{w \rho}
$$

by Weyl's denominator formula, where

$$
\rho=\frac{1}{2} \sum_{\alpha \in R^{+}} \alpha
$$

For $\lambda \in L_{++}$, let

$$
\chi_{\lambda}=\chi_{R, \lambda}=\delta^{-1} \sum_{w \in W_{0}}(-1)^{l(w)} e^{w(\lambda+\rho)} \in A_{0} .
$$

Then

$$
\chi_{\lambda}=m_{\lambda}+\text { lower terms }
$$

and

$$
<\chi_{\lambda}, \chi_{\mu}>=\frac{1}{\left|W_{0}\right|} \operatorname{ct}\left(\chi_{\lambda} \delta \cdot \overline{\left.\chi_{\mu} \delta\right)}\right.
$$

is zero if $\lambda \neq \mu$, and is equal to 1 if $\lambda=\mu$. It follows that $P_{\lambda}=\chi_{R, \lambda}$ in this case.

When $S=S(R)^{\vee}$ and $k^{\vee}(\alpha)=1$ for all $\alpha \in R$, in the notation of (5.1.13), the conclusion is the same: $P_{\lambda}=\chi_{R^{\vee}, \lambda}$.

Finally, when $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)$ and $k_{1}=k_{2}=k_{5}=1, k_{3}=k_{4}=0$, we have $\nabla=\delta_{R} \bar{\delta}_{R}$ where $R$ is of type $C_{n}$, and consequently $P_{\lambda}=\chi_{R, \lambda}$.
(5.3.16) Consider next the case where $q \rightarrow 0$, the $t_{a}$ being arbitrary. Then

$$
\nabla=\prod_{a \in S_{0}} \frac{1-t_{2 a}^{1 / 2} e^{a}}{1-t_{a} t_{2 a}^{1 / 2} e^{a}}
$$

where $S_{0}=\{a \in S: a(0)=0\}$. In this case there is an explicit formula for $P_{\lambda}$,
namely

$$
P_{\lambda}=W_{0 \lambda}(t)^{-1} \sum_{w \in W_{0}} w\left(e^{\lambda} \prod_{a \in S_{0}^{+}} \frac{1-t_{a} t_{2 a}^{1 / 2} e^{-a}}{1-t_{2 a}^{1 / 2} e^{-a}}\right),
$$

where $W_{0 \lambda}$ is the subgroup of $W_{0}$ that fixes $\lambda$, and

$$
W_{0 \lambda}(t)=\sum_{w \in W_{o \lambda}} t_{w}
$$

with $t_{w}$ as defined in $\S 5.1$. Moreover

$$
<P_{\lambda}, P_{\lambda}>=W_{0 \lambda}(t)^{-1}
$$

in this case. (For details see [M5], §10.)
(5.3.17) Finally, when $S=S(R)$ with $R$ of type $A_{n-1}$, the $P_{\lambda}$ are essentially the symmetric polynomials $P_{\lambda}(x ; q, t)$ of [M6], Ch. 5.

When $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)$, the $P_{\lambda}$ are Koornwinder's orthogonal polynomials [K3]. In particular, when $n=1$ they are the orthogonal polynomials (in one variable) of Askey and Wilson [A2].

### 5.4 The $\mathfrak{5}$-modules $\boldsymbol{A}_{\boldsymbol{\lambda}}$

As in $\S 5.3$, we shall assume provisionally that
(*) $\quad k^{\prime}\left(a^{\prime}\right) \neq 0$ for all $a^{\prime} \in S^{\prime}$.
(5.4.1) Let $f \in A, f \neq 0$ be a simultaneous eigenfunction of the operators $Y^{\lambda^{\prime}}\left(\lambda^{\prime} \in L^{\prime}\right)$, so that $Y^{\lambda^{\prime}} f=g_{\lambda^{\prime}} f$ for all $\lambda^{\prime} \in L^{\prime}$ and scalars $g_{\lambda^{\prime}}$. Then $f$ is a scalar multiple of $E_{\mu}$ for some $\mu \in L$, and $g_{\lambda^{\prime}}=q^{-<\lambda^{\prime}, r_{k^{\prime}}(\mu)>}$ for all $\lambda^{\prime} \in L^{\prime}$.

Proof Since the $E_{\mu}$ form a $K$-basis of $A$ we have

$$
f=\sum_{\mu \in L} f_{\mu} E_{\mu}
$$

with coefficients $f_{\mu} \in K$. Hence

$$
Y^{\lambda^{\prime}} f=\sum_{\mu} f_{\mu} q^{-<\lambda^{\prime}, r_{k^{\prime}}(\mu)>} E_{\mu}
$$

by (5.2.2). But also

$$
Y^{\lambda^{\prime}} f=\sum_{\mu} g_{\lambda^{\prime}} f_{\mu} E_{\mu}
$$

and therefore

$$
f_{\mu}\left(g_{\lambda^{\prime}}-q^{-<\lambda^{\prime}, r_{k^{\prime}}(\mu)>}\right)=0
$$

for all $\lambda^{\prime} \in L^{\prime}$ and $\mu \in L$. Since $f \neq 0$ we have $f_{\mu} \neq 0$ for some $\mu \in L$, and therefore $g_{\lambda^{\prime}}=q^{-<\lambda^{\prime}, r_{k^{\prime}}(\mu)>}$ for all $\lambda^{\prime} \in L^{\prime}$. If $v \neq \mu$ then $r_{k^{\prime}}(v) \neq r_{k^{\prime}}(\mu)$ by (2.8.5), and therefore $f_{\nu}=0$; consequently $f$ is a scalar multiple of $E_{\mu}$.
(5.4.2) Let $\lambda \in L, i \in I, i \neq 0$, and let

$$
\boldsymbol{b}_{i}^{\prime}=\boldsymbol{b}\left(\tau_{i}, v_{i} ; e^{a_{i}^{\prime}}\right)
$$

where (as in (4.2.4)) $v_{i}=\tau_{i}$ or $\tau_{0}$ according as $\left.<L, \alpha_{i}^{\vee}\right\rangle=\mathbb{Z}$ or $2 \mathbb{Z}$. Then

$$
E=T_{i} E_{\lambda}-\boldsymbol{b}_{i}^{\prime}\left(r_{k^{\prime}}(\lambda)\right) E_{\lambda}
$$

is a scalar multiple of $E_{s_{i}}$, and is zero if $\lambda=s_{i} \lambda$.

Proof Let

$$
F_{i}=T_{i}-\boldsymbol{b}_{i}^{\prime}\left(Y^{-1}\right)
$$

as operator on $A$, so that $E=F_{i} E_{\lambda}$ by (5.2.2). By (4.2.4) we have

$$
Y^{\lambda^{\prime}} F_{i}=F_{i} Y^{s_{i} \lambda^{\prime}}
$$

for $\lambda^{\prime} \in L^{\prime}$, hence

$$
Y^{\lambda^{\prime}} E=Y^{\lambda^{\prime}} F_{i} E_{\lambda}=F_{i} Y^{s_{i} \lambda^{\prime}} E_{\lambda}=q^{-<\lambda^{\prime}, s_{i} r_{k^{\prime}}(\lambda)>} E
$$

If $\lambda \neq s_{i} \lambda$ then $s_{i} r_{k^{\prime}}(\lambda)=r_{k^{\prime}}\left(s_{i} \lambda\right)$ by (2.8.4), and hence $E$ is a scalar multiple of $E_{s_{i} \lambda}$ by (5.4.1). If $\lambda=s_{i} \lambda$ then $s_{i}\left(r_{k^{\prime}}(\lambda)\right) \notin r_{k^{\prime}}(L)$ by (2.8.6), and hence $E=0$ by (5.4.1).
(5.4.3) Let $\lambda \in L, i \neq 0$. If $<\lambda, \alpha_{i}^{\prime} \gg 0$ then

$$
T_{i} E_{\lambda}=\tau_{i}^{-1} E_{s_{i} \lambda}+\boldsymbol{b}_{i}^{\prime}\left(r_{k^{\prime}}(\lambda)\right) E_{\lambda}
$$

Proof Since $<\lambda, \alpha_{i}^{\prime} \gg 0$, we have $s_{i} \lambda>\lambda$ (2.7.9) and hence it follows from (4.3.21) that

$$
\begin{equation*}
T_{i} e^{\lambda}=\tau_{i}^{-1} e^{s_{i} \lambda}+\text { lower terms } \tag{1}
\end{equation*}
$$

On the other hand, by (5.4.2),

$$
T_{i} E_{\lambda}=u E_{s_{i} \lambda}+\boldsymbol{b}_{i}^{\prime}\left(r_{k^{\prime}}(\lambda)\right) E_{\lambda}
$$

for some $u \in K$, and $u$ is the coefficient of $e^{s_{i} \lambda}$ in $T_{i} E_{\lambda}$. If $\mu<\lambda$ then $T_{i} e^{\mu}$ contains only $e^{\mu}$ and $e^{s_{i} \mu}$ from the $W_{0}$-orbit of $e^{\mu}$, and since $s_{i} \lambda>\lambda>\mu$ we have $\mu \neq s_{i} \lambda$ and $s_{i} \mu \neq s_{i} \lambda$. Hence it follows from (1) that $u=\tau_{i}^{-1}$.
(5.4.4) If $\lambda=s_{i} \lambda$ then $E_{\lambda}=s_{i} E_{\lambda}$.

Proof If $\lambda=s_{i} \lambda$ we have $\boldsymbol{b}_{i}^{\prime}\left(r_{k^{\prime}}(\lambda)\right)=\tau_{i}$, by (4.2.3) (i) and (4.5.2). Hence $T_{i} E_{\lambda}=\tau_{i} E_{\lambda}$ by (5.4.2) and therefore $E_{\lambda}=s_{i} E_{\lambda}$ by (4.3.12).

Let $\lambda \in L_{++}$and let $A_{\lambda}$ denote the $K$-span of the $E_{\mu}$ for $\mu \in W_{0} \lambda$.
(5.4.5) (i) $A_{\lambda}$ is an irreducible $\mathfrak{\mathfrak { G }}$-submodule of $A$.
(ii) $A_{\lambda}=\mathfrak{H}_{0} E_{\lambda}$.

Proof (i) By (5.2.2) and (5.4.2), $A_{\lambda}$ is stable under the operators $Y^{\lambda^{\prime}}\left(\lambda^{\prime} \in L^{\prime}\right)$ and $T_{i}(i \in I, i \neq 0)$, hence is an $\mathfrak{H}$-submodule of $A$.

Let $M$ be a nonzero $\mathfrak{G}$-submodule of $A_{\lambda}$ and let

$$
E=\sum_{i=1}^{r} a_{i} E_{\mu_{i}}
$$

be a nonzero element of $M$, in which the $\mu_{i}$ are distinct elements of the orbit $W_{0} \lambda$, the coefficients $a_{i}$ are $\neq 0$, and $r$ is as small as possible. Then

$$
Y^{-\lambda^{\prime}} E=\sum_{i=1}^{r} a_{i} q^{<\lambda^{\prime}, r_{k^{\prime}}\left(\mu_{i}\right)>} E_{\mu_{i}} \in M
$$

for all $\lambda^{\prime} \in L^{\prime}$, and hence if $r>1$

$$
q^{<\lambda^{\prime}, r_{k^{\prime}}\left(\mu_{1}\right)>} E-Y^{-\lambda^{\prime}} E=\sum_{i=2}^{r} a_{i}\left(q^{<\lambda^{\prime}, r_{k^{\prime}}\left(\mu_{1}\right)>}-q^{<\lambda^{\prime}, r_{k^{\prime}}\left(\mu_{i}\right)>}\right) E_{\mu_{i}}
$$

is a nonzero element of $M$, contradicting our choice of $r$. We therefore conclude that $r=1$, i.e. that $E_{\mu} \in M$ for some $\mu \in W_{0} \lambda$. But then it follows from (5.4.2) that $E_{s_{i} \mu} \in M$ for all $i \neq 0$, and hence that $E_{v} \in M$ for all $\nu \in W_{0} \lambda$, so that $M=A_{\lambda}$. Hence $A_{\lambda}$ is irreducible as an $\mathfrak{H}$-module.
(ii) Let $w \in W_{0}$ and let $\mu=w \lambda$. It follows from (5.4.2) and (5.4.3) that $T(w) E_{\lambda}$ is of the form

$$
T(w) E_{\lambda}=\sum_{\nu \leq \mu} a_{\mu \nu} E_{\nu}
$$

with $a_{\mu \mu}=\tau_{w}^{-1} \neq 0$. Hence the $T(w) E_{\lambda}, w \in W_{0}$, span $A_{\lambda}$.
(5.4.6) If $\lambda \in L_{++}$is regular, then $A_{\lambda}$ is a free $\mathfrak{S}_{0}$-module of rank 1 , generated by $E_{\lambda}$.

This follows from (5.4.5) (ii), since $\operatorname{dim} A_{\lambda}=\left|W_{0}\right|=\operatorname{dim} \mathfrak{G}_{0}$.

Now let $w \in W_{0}$, let $w=s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression, and let $\beta_{r}=$ $s_{i_{p}} \cdots s_{i_{r+1}}\left(\alpha_{i_{r}}\right)(1 \leq r \leq p)$, so that $\left\{\beta_{1}, \ldots, \beta_{p}\right\}=S(w)$. Also, for each $\alpha \in R$, let $\boldsymbol{b}_{\alpha}^{\prime}=w \boldsymbol{b}_{i}^{\prime}$ if $\alpha=w \alpha_{i}$.
(5.4.7) Let $w \in W_{0}, x \in r_{k^{\prime}}(L)$. Then

$$
F_{w}(x)=\left(T_{i_{1}}-\boldsymbol{b}_{\beta_{1}}^{\prime}(x)\right) \cdots\left(T_{i_{p}}-\boldsymbol{b}_{\beta_{p}}^{\prime}(x)\right)
$$

is independent of the reduced expression $s_{i_{1}} \cdots s_{i_{p}}$ of $w$.

Proof Let $\lambda \in L$ be regular dominant and let $\lambda_{r}=s_{i_{r+1}} \cdots s_{i_{p}} \lambda$ for $0 \leq r \leq p$. Then $<\lambda_{r}, \alpha_{i_{r}}^{\vee}>=<\lambda, \beta_{r}^{\vee} \gg 0$ and therefore by (5.4.3)

$$
\begin{align*}
\tau_{i_{r}}^{-1} E_{\lambda_{r-1}} & =\left(T_{i_{r}}-\boldsymbol{b}_{i_{r}}^{\prime}\left(r_{k^{\prime}}\left(\lambda_{r}\right)\right)\right) E_{\lambda_{r}} \\
& =\left(T_{i_{r}}-\boldsymbol{b}_{\beta_{r}}^{\prime}\left(r_{k^{\prime}}(\lambda)\right)\right) E_{\lambda_{r}} \tag{1}
\end{align*}
$$

since

$$
<r_{k^{\prime}}\left(\lambda_{r}\right), \alpha_{i_{r}}^{\vee}>=<s_{i_{r+1}} \cdots s_{i_{p}}\left(r_{k^{\prime}}(\lambda)\right), \alpha_{i_{r}}^{\vee}>=<r_{k^{\prime}}(\lambda), \beta_{r}^{\vee}>
$$

Let

$$
F_{i_{1} \cdots i_{p}}(x)=\left(T_{i_{1}}-\boldsymbol{b}_{\beta_{1}}^{\prime}(x)\right) \cdots\left(T_{i_{p}}-\boldsymbol{b}_{\beta_{p}}^{\prime}(x)\right) .
$$

Then it follows from (1) that

$$
F_{i_{1} \cdots i_{p}}\left(r_{k^{\prime}}(\lambda)\right) E_{\lambda}=\tau_{w}^{-1} E_{w \lambda} .
$$

If $w=s_{j_{1}} \cdots s_{j_{p}}$ is another reduced expression, then likewise

$$
F_{j_{1} \cdots j_{p}}\left(r_{k^{\prime}}(\lambda)\right) E_{\lambda}=\tau_{w}^{-1} E_{w \lambda}
$$

and therefore $F_{i_{1} \cdots i_{p}}\left(r_{k^{\prime}}(\lambda)\right)=F_{j_{1} \ldots j_{p}}\left(r_{k^{\prime}}(\lambda)\right)$ by (5.4.6). So (5.4.7) is true whenever $x=r_{k^{\prime}}(\lambda)=\lambda+\rho_{k^{\prime}}$ with $\lambda \in L$ regular dominant, and hence for all $x \in r_{k^{\prime}}(L)$ by (4.5.8).

Finally, the results in this section have been obtained under the restriction $(*)$ on the labelling $k^{\prime}$. For the same reason as before, this restriction can now be lifted.

### 5.5 Symmetrizers

From (5.1.23), the adjoint of $s_{i}$ is

$$
\begin{equation*}
s_{i}^{*}=\frac{\boldsymbol{c}_{i}(X)}{\boldsymbol{c}_{i}\left(X^{-1}\right)} s_{i} \tag{5.5.1}
\end{equation*}
$$

Let $\varepsilon$ be a linear character of $W_{0}$, so that $\varepsilon\left(s_{i}\right)= \pm 1$ for each $i \neq 0$, and $\varepsilon\left(s_{i}\right)=\varepsilon\left(s_{j}\right)$ if $s_{i}$ and $s_{j}$ are conjugate in $W_{0}$. (If $R$ is simply-laced, there are just two possibilities for $\varepsilon$, namely the trivial character and the sign character. In the other cases there are four possibilities for $\varepsilon$.) Define

$$
s_{i}^{\varepsilon}= \begin{cases}s_{i} & \text { if } \varepsilon\left(s_{i}\right)=1 \\ s_{i}^{*} & \text { if } \varepsilon\left(s_{i}\right)=-1\end{cases}
$$

(5.5.2) Let $w \in W_{0}$ and let $w=s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression for $w$. Then

$$
w^{(\varepsilon)}=s_{i_{1}}^{(\varepsilon)} \cdots s_{i_{p}}^{(\varepsilon)}
$$

depends only on $w(a n d \varepsilon)$ and not on the reduced expression chosen. Hence $w \mapsto w^{(\varepsilon)}$ is an isomorphism of $W_{0}$ onto a subgroup $W_{0}^{(\varepsilon)}$ of Aut (A).

Proof This is a matter of checking the braid relations for the $s_{i}^{(\varepsilon)}$. Hence we may assume that $R$ has rank 2, with basis $\left\{\alpha_{i}, \alpha_{j}\right\}$. One checks easily, using (5.5.1), that

$$
\left(s_{i}^{(\varepsilon)} s_{j}^{(\varepsilon)}\right)^{m}=\left(s_{i} s_{j}\right)^{m}=1
$$

where $m=\operatorname{Card}\left(R^{+}\right)$. (Here the nature of the factors $\boldsymbol{c}_{i}(X) / \boldsymbol{c}_{i}\left(X^{-1}\right)$ in (5.5.1) is immaterial: they could be replaced by any $f_{i}(X)$ such that $f_{i}(X) s_{i}=s_{i} f_{i}(X)^{-1}$.)

Since $s_{i} X^{\mu}=X^{s_{i} \mu} s_{i}$ and hence also $s_{i}^{*} X^{\mu}=X^{s_{i} \mu} s_{i}^{*}$, it follows that

$$
\begin{equation*}
w^{(\varepsilon)} X^{\mu}=X^{w \mu} w^{(\varepsilon)} \tag{5.5.3}
\end{equation*}
$$

for all $w \in W_{0}$ and $\mu \in L$.
Next, let

$$
\tau_{i}^{(\varepsilon)}= \begin{cases}\tau_{i} & \text { if } \varepsilon\left(s_{i}\right)=1  \tag{5.5.4}\\ -\tau_{i}^{-1} & \text { if } \varepsilon\left(s_{i}\right)=-1\end{cases}
$$

and for $w \in W_{0}$ let

$$
\begin{equation*}
\tau_{w}^{(\varepsilon)}=\tau_{i_{1}}^{(\varepsilon)} \cdots \tau_{i_{p}}^{(\varepsilon)} \tag{5.5.5}
\end{equation*}
$$

where as above $w=s_{i_{1}} \cdots s_{i_{p}}$ is a reduced expression. From (5.5.2) it follows that $\tau_{w}^{(\varepsilon)}$ is independent of the reduced expression chosen.

We now define the $\varepsilon$-symmetrizer $U_{\varepsilon}$ by

$$
\begin{equation*}
U_{\varepsilon}=\left(\tau_{w_{0}}^{(\varepsilon)}\right)^{-1} \sum_{w \in W_{0}} \tau_{w}^{(\varepsilon)} T(w) \tag{5.5.6}
\end{equation*}
$$

where as usual $w_{0}$ is the longest element of $W_{0}$. When $\varepsilon$ is the trivial character, we write $U^{+}$for $U_{\varepsilon}$, so that

$$
\begin{equation*}
U^{+}=\tau_{w_{0}}^{-1} \sum_{w \in W_{0}} \tau_{w} T(w) \tag{5.5.7}
\end{equation*}
$$

and when $\varepsilon$ is the sign character we write $U^{-}$for $U_{\varepsilon}$, so that

$$
\begin{equation*}
U^{-}=(-1)^{l\left(w_{0}\right)} \tau_{w_{0}} \sum_{w \in W_{0}}(-1)^{l(w)} \tau_{w}^{-1} T(w) \tag{5.5.8}
\end{equation*}
$$

(5.5.9) We have

$$
\left(T_{i}-\tau_{i}^{(\varepsilon)}\right) U_{\varepsilon}=U_{\varepsilon}\left(T_{i}-\tau_{i}^{(\varepsilon)}\right)=0
$$

for all $i \in I, i \neq 0$.

Proof Let $w \in W_{0}$. If $l\left(s_{i} w\right)>l(w)$ then

$$
\left(T_{i}-\tau_{i}^{(\varepsilon)}\right) \tau_{w}^{(\varepsilon)} T(w)=\tau_{w}^{(\varepsilon)} T\left(s_{i} w\right)-\tau_{s_{i} w}^{(\varepsilon)} T(w)
$$

If on the other hand $l\left(s_{i} w\right)<l(w)$, then

$$
T\left(s_{i} w\right)=T_{i}^{-1} T(w)=\left(T_{i}-\tau_{i}^{(\varepsilon)}+\left(\tau_{i}^{(\varepsilon)}\right)^{-1}\right) T(w)
$$

so that again

$$
\left(T_{i}-\tau_{i}^{(\varepsilon)}\right) \tau_{w}^{(\varepsilon)} T(w)=\tau_{w}^{(\varepsilon)} T\left(s_{i} w\right)-\tau_{s_{i} w}^{(\varepsilon)} T(w)
$$

Hence

$$
\left(T_{i}-\tau_{i}^{(\varepsilon)}\right) U_{\varepsilon}=\left(\tau_{w_{0}}^{(\varepsilon)}\right)^{-1} \sum_{w \in W_{0}}\left(\tau_{w}^{(\varepsilon)} T\left(s_{i} w\right)-\tau_{s_{i} w}^{(\varepsilon)} T(w)\right)=0 .
$$

Likewise $U_{\varepsilon}\left(T_{i}-\tau_{i}^{(\varepsilon)}\right)=0$.

## Conversely:

(5.5.10) (i) Let $h \in A(X) \mathfrak{S}_{0}$ be such that $h\left(T_{i}-\tau_{i}^{(\varepsilon)}\right)=0$ for all $i \neq 0$ in $I$. Then $h=f(X) U_{\varepsilon}$ for some $f \in A$.
(ii) Let $h \in A(X) \mathfrak{H}_{0}$ be such that $\left(T_{i}-\tau_{i}^{(\varepsilon)}\right) h=0$ for all $i \neq 0$. Then $h=U_{\varepsilon} f(X)$ for some $f \in A$.

Proof We shall prove (i); the proof of (ii) is analogous. We have $T(w) T_{i}=$ $T\left(w s_{i}\right)$ if $l\left(w s_{i}\right)>l(w)$, and

$$
T(w) T_{i}=T\left(w s_{i}\right)+\left(\tau_{i}^{(\varepsilon)}-\left(\tau_{i}^{(\varepsilon)}\right)^{-1}\right) T(w)
$$

if $l\left(w s_{i}\right)<l(w)$. Let $h=\sum_{w \in W_{0}} f_{w}(X) T(w)$. Then

$$
h T_{i}=\sum_{w \in W_{0}} f_{w}(X) T\left(w s_{i}\right)+\left(\tau_{i}^{(\varepsilon)}-\left(\tau_{i}^{(\varepsilon)}\right)^{-1}\right) \sum_{w} f_{w}(X) T(w)
$$

where the second sum is over $w \in W_{0}$ such that $l\left(w s_{i}\right)<l(w)$. Since $h T_{i}=$ $\tau_{i}^{(\varepsilon)} h$ it follows that $\tau_{i}^{(\varepsilon)} f_{w}=f_{w s_{i}}$ if $l\left(w s_{i}\right)>l(w)$, and hence that $f_{w}=\tau_{w}^{(\varepsilon)} f_{1}$ for all $w \in W_{0}$.

Consequently $h=\tau_{w_{0}}^{(\varepsilon)} f_{1}(X) U_{\varepsilon}$.

Now let

$$
\begin{equation*}
\rho_{\varepsilon k^{\prime}}=\frac{1}{2} \sum_{\alpha \in R^{+}} \varepsilon\left(s_{\alpha}\right) k^{\prime}\left(\alpha^{\vee}\right) \alpha . \tag{5.5.11}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
U_{\varepsilon}=F_{w_{0}}\left(\rho_{\varepsilon k^{\prime}}\right) \tag{5.5.12}
\end{equation*}
$$

where $F_{w}$ is defined by (5.4.7).

Proof Let $i \in I, i \neq 0$. Then there exists a reduced expression for $w_{0}$ ending with $s_{i}$. From (4.5.2) we have $\boldsymbol{c}_{i}\left(-\rho_{k}^{\prime}\right)=0$ and hence, by (4.2.3) (i), $\boldsymbol{b}_{i}\left(\rho_{k}^{\prime}\right)=$ $-\tau_{i}^{-1}$. Dually, therefore,

$$
\boldsymbol{b}_{i}^{\prime}\left(\rho_{\varepsilon k^{\prime}}\right)=-\left(\tau_{i}^{(\varepsilon)}\right)^{-1}
$$

Hence $F_{w_{0}}\left(\rho_{\varepsilon k^{\prime}}\right)$ is divisible on the right by $T_{i}+\left(\tau_{i}^{(\varepsilon)}\right)^{-1}$, and therefore $F_{w_{0}}\left(\rho_{\varepsilon k^{\prime}}\right)$ $\left(T_{i}-\tau_{i}^{(\varepsilon)}\right)=0$. It now follows from (5.5.10) that $F_{w_{0}}\left(\rho_{\varepsilon k^{\prime}}\right)$ is a scalar multiple of $U_{\varepsilon}$. Since the coefficient of $T\left(w_{0}\right)$ in each of $U_{\varepsilon}$ and $F_{w_{0}}$ is equal to 1 , the result follows,

## Next, let

$$
\begin{equation*}
V_{\varepsilon}=\varepsilon\left(w_{0}\right) \sum_{w \in W} \varepsilon(w) w^{(\varepsilon)} \tag{5.5.13}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
U_{\varepsilon}=V_{\varepsilon} \boldsymbol{c}_{+}\left(X^{-\varepsilon}\right) \tag{5.5.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{c}_{+}\left(X^{-\varepsilon}\right)=\prod_{a \in S_{0}^{+}} \boldsymbol{c}_{a}\left(X^{-\varepsilon\left(s_{a}\right)}\right) \tag{5.5.15}
\end{equation*}
$$

in which $S_{0}$ is the reduced root system with basis $\left\{a_{i}: i \in I_{0}\right\}$.

Proof From (4.3.12), (4.3.13) and (5.5.1) we have, for $i \in I_{0}$,

$$
T_{i}+\left(\tau_{i}^{(\varepsilon)}\right)^{-1}=\left(s_{i}^{(\varepsilon)}+\varepsilon\left(s_{i}\right)\right) \boldsymbol{c}_{i}\left(X^{-\varepsilon\left(s_{i}\right)}\right)
$$

(which is precisely (5.5.15) in rank 1 ). Hence

$$
\begin{aligned}
& V_{\varepsilon} \boldsymbol{c}_{+}\left(X^{-\varepsilon}\right)\left(T_{i}+\left(\tau_{i}^{(\varepsilon)}\right)^{-1}\right)=V_{\varepsilon} \boldsymbol{c}_{+}\left(X^{-\varepsilon}\right)\left(s_{i}^{(\varepsilon)}+\varepsilon\left(s_{i}\right)\right) \boldsymbol{c}_{i}\left(X^{-\varepsilon\left(s_{i}\right)}\right) \\
& \quad=\varepsilon\left(s_{i}\right) V_{\varepsilon} \boldsymbol{c}_{+}\left(X^{-\varepsilon}\right) \boldsymbol{c}_{i}\left(X^{-\varepsilon\left(s_{i}\right)}\right)+V_{\varepsilon} s_{i}^{(\varepsilon)} \boldsymbol{c}_{+}\left(X^{-\varepsilon}\right) \boldsymbol{c}_{i}\left(X^{\varepsilon\left(s_{i}\right)}\right) \\
& \quad=\varepsilon\left(s_{i}\right) V_{\varepsilon} \boldsymbol{c}_{+}\left(X^{-\varepsilon}\right)\left(\tau_{i}+\tau_{i}^{-1}\right),
\end{aligned}
$$

by (4.2.3) (ii), since $V_{\varepsilon} s_{i}^{(\varepsilon)}=\varepsilon\left(s_{i}\right) V_{\varepsilon}$. It follows that

$$
V_{\varepsilon} \boldsymbol{c}_{+}\left(X^{-\varepsilon}\right)\left(T_{i}-\tau_{i}^{(\varepsilon)}\right)=0
$$

for all $i \in I_{0}$, and hence by (5.5.10) that

$$
V_{\varepsilon} \boldsymbol{c}_{+}\left(X^{-\varepsilon}\right)=f(X) U_{\varepsilon}
$$

for some $f \in A$. It remains to show that $f=1$, which we do by considering the coefficient of $w_{0}^{(\varepsilon)}$ on either side. Since by (4.3.14)

$$
\begin{equation*}
T_{i}=\boldsymbol{b}_{i}(X)+s_{i}^{(\varepsilon)} \boldsymbol{c}_{i}\left(X^{-\varepsilon\left(s_{i}\right)}\right) \tag{1}
\end{equation*}
$$

the coefficient of $w_{0}^{(\varepsilon)}$ in $U_{\varepsilon}$ comes only from $T\left(w_{0}\right)$; also from (1) it follows that

$$
T\left(w_{0}\right)=w_{0}^{(\varepsilon)} \boldsymbol{c}_{+}\left(X^{-\varepsilon}\right)+\text { lower terms }
$$

Hence $f=1$ as required.

In particular, let us take $\varepsilon$ to be the trivial character of $W_{0}$, and evaluate both sides of (5.5.14) at $1_{A}$, the identity element of $A$. We shall obtain

$$
\begin{equation*}
W_{0}(t)=\sum_{w \in W_{0}} w\left(\Delta^{0}\right)^{-1} \tag{5.5.16}
\end{equation*}
$$

in the notation of $\S 5.1$.
(5.5.17) (i) $T(w) U_{\varepsilon}=U_{\varepsilon} T(w)=\tau_{w}^{(\varepsilon)} U_{\varepsilon}$ for all $w \in W_{0}$.
(ii) $U_{\varepsilon}^{2}=\left(\tau_{w_{0}}^{(\varepsilon)}\right)^{-1} W_{0}\left(t^{(\varepsilon)}\right) U_{\varepsilon}$, where $W_{0}\left(t^{(\varepsilon)}\right)=\sum_{w \in W_{0}}\left(\tau_{w}^{(\varepsilon)}\right)^{2}$.
(iii) $U_{\varepsilon}^{*}=U_{\varepsilon}$.
(iv) $U_{\varepsilon}=\boldsymbol{c}_{+}\left(X^{-\varepsilon}\right) V_{\varepsilon}^{*}$.
(v) Let $f, g \in A$. Then

$$
\left(U_{\varepsilon} f, U_{\varepsilon} g\right)=\left(\tau_{w_{0}}^{(\varepsilon)}\right)^{-1} W_{0}\left(t^{(\varepsilon)}\right)\left(U_{\varepsilon} f, g\right)
$$

Proof (i) follows from (5.5.9), by induction on $l(w)$.
(ii) follows from (i).
(iii) $\mathrm{By}(5.1 .22)$ we have

$$
U_{\varepsilon}^{*}=\tau_{w_{0}}^{(\varepsilon)} \sum_{w \in W_{0}}\left(\tau_{w}^{(\varepsilon)}\right)^{-1} T(w)^{-1}
$$

and since $T\left(w_{0}\right)=T\left(w_{0} w^{-1}\right) T(w)$, we have

$$
T(w)^{-1}=T\left(w_{0}\right)^{-1} T\left(w_{0} w^{-1}\right)
$$

giving

$$
\begin{aligned}
U_{\varepsilon}^{*} & =T\left(w_{0}\right)^{-1} \sum_{w \in W_{0}} \tau_{w_{0} w^{-1}}^{(\varepsilon)} T\left(w_{0} w^{-1}\right) \\
& =\tau_{w_{0}}^{(\varepsilon)} T\left(w_{0}\right)^{-1} U_{\varepsilon}=U_{\varepsilon}
\end{aligned}
$$

by (i) above.
(iv) follows from (5.5.14) and (iii), since $\boldsymbol{c}_{+}\left(X^{-\varepsilon}\right)$ is self-adjoint.
(v) follows from (ii) and (iii).

### 5.6 Intertwiners

(5.6.1) Let $i \in I$. Then $T_{i}-\boldsymbol{b}_{i}(X)$ is self-adjoint.

Proof Since $\boldsymbol{b}_{i}=\tau_{i}-\boldsymbol{c}_{i}$ (4.2.2) we have

$$
T_{i}-\boldsymbol{b}_{i}(X)=T_{i}-\tau_{i}+\boldsymbol{c}_{i}(X)
$$

and by (5.1.22) both $T_{i}-\tau_{i}$ and $\boldsymbol{c}_{i}(X)$ are self-adjoint (since $\boldsymbol{c}_{i}^{*}=\boldsymbol{c}_{i}$ ).

Dually, if $i \in I_{0}$,

$$
T_{i}-\boldsymbol{b}_{i}^{\prime}(X)
$$

as operator on $A^{\prime}$, is self-adjoint for the scalar product (5.1.17').
Ву (4.3.14),

$$
T_{i}-\boldsymbol{b}_{i}^{\prime}(X)=\boldsymbol{c}_{i}^{\prime}(X) s_{i}=s_{i} \boldsymbol{c}_{i}^{\prime}\left(X^{-1}\right)
$$

(where $\boldsymbol{c}_{i}^{\prime}=\tau_{i}-\boldsymbol{b}_{i}^{\prime}$ ), so that

$$
\begin{aligned}
s_{i} & =\boldsymbol{c}_{i}^{\prime}(X)^{-1}\left(T_{i}-\boldsymbol{b}_{i}^{\prime}(X)\right) \\
& =\left(T_{i}-\boldsymbol{b}_{i}^{\prime}(X)\right) \boldsymbol{c}_{i}^{\prime}\left(X^{-1}\right)^{-1}
\end{aligned}
$$

as operators on $A^{\prime}$, and hence the adjoint of $s_{i}$ for this scalar product is

$$
\begin{aligned}
s_{i}^{* \prime} & =\left(T_{i}-\boldsymbol{b}_{i}^{\prime}(X)\right) \boldsymbol{c}_{i}^{\prime}(X)^{-1} \\
& =\boldsymbol{c}_{i}^{\prime}\left(X^{-1}\right)^{-1}\left(T_{i}-\boldsymbol{b}_{i}^{\prime}(X)\right) .
\end{aligned}
$$

As in $\S 5.5$, let $\varepsilon$ be a linear character of $W_{0}$, and define

$$
s_{i}^{(\varepsilon) \prime}= \begin{cases}s_{i} & \text { if } \varepsilon\left(s_{i}\right)=1 \\ s_{i}^{* \prime} & \text { if } \varepsilon\left(s_{i}\right)=-1\end{cases}
$$

Then we have

$$
\begin{align*}
s_{i}^{(\varepsilon) \prime} & =\left(T_{i}-\boldsymbol{b}_{i}^{\prime}(X)\right) \boldsymbol{c}_{i}^{\prime}\left(X^{-\varepsilon\left(s_{i}\right)}\right)^{-1} \\
& =\boldsymbol{c}_{i}^{\prime}\left(X^{\varepsilon\left(s_{i}\right)}\right)^{-1}\left(T_{i}-\boldsymbol{b}_{i}^{\prime}(X)\right) . \tag{5.6.2}
\end{align*}
$$

Let $\eta_{i}^{(\varepsilon)}=\omega\left(s_{i}^{(\varepsilon) \prime}\right)$, where $\omega: \tilde{\mathfrak{H}}^{\prime} \rightarrow \tilde{\mathfrak{H}}$ is the anti-isomorphism defined in (4.7.6). From (5.6.2) we have

$$
\begin{align*}
\eta_{i}^{(\varepsilon)} & =\boldsymbol{c}_{i}^{\prime}\left(Y^{\varepsilon\left(s_{i}\right)}\right)^{-1}\left(T_{i}-\boldsymbol{b}_{i}^{\prime}\left(Y^{-1}\right)\right) \\
& =\left(T_{i}-\boldsymbol{b}_{i}^{\prime}\left(Y^{-1}\right)\right) \boldsymbol{c}_{i}^{\prime}\left(Y^{-\varepsilon\left(s_{i}\right)}\right)^{-1} \tag{5.6.3}
\end{align*}
$$

for $i \in I_{0}$.
It follows from (5.5.2) that if $w \in W_{0}$ and $w=s_{i_{1}} \cdots s_{i_{p}}$ is a reduced expression, then $w^{(\varepsilon) \prime}=s_{i_{1}}^{(\varepsilon) \prime} \cdots s_{i_{p}}^{(\varepsilon) \prime}$ and

$$
\begin{equation*}
\eta_{w}^{(\varepsilon)}=\eta_{i_{1}}^{(\varepsilon)} \cdots \eta_{i_{p}}^{(\varepsilon)} \tag{5.6.4}
\end{equation*}
$$

are independent of the reduced expression chosen; and from (5.5.3) that

$$
\begin{equation*}
\eta_{w}^{(\varepsilon)} Y^{\lambda^{\prime}}=Y^{w \lambda^{\prime}} \eta_{w}^{(\varepsilon)} \tag{5.6.5}
\end{equation*}
$$

for $w \in W_{0}$ and $\lambda^{\prime} \in L^{\prime}$.

The $\eta_{w}^{(\varepsilon)}$ are the $Y$-intertwiners. Whereas the elements $w^{(\varepsilon)}$ act as linear operators on all of $A$, the same is not true of the $\eta_{w}^{(\varepsilon)}$; since by (4.5.4) $\boldsymbol{c}_{i}^{\prime}\left(r_{k^{\prime}}(\lambda)\right)=0$ if $\lambda=s_{i} \lambda$, it follows that $\eta_{i}^{(\varepsilon)}$ acts only on the subspace of $A$ spanned by the $E_{\lambda}$ such that $s_{i} \lambda \neq \lambda$.
(5.6.6) Let $\lambda \in L, i \in I_{0}$ and suppose that $<\lambda, \alpha_{i}^{\vee}>=r \neq 0$. Then

$$
\eta_{i}^{(\varepsilon)} E_{\lambda}= \begin{cases}\tau_{i}^{-1} \boldsymbol{c}_{i}^{\prime}\left(\varepsilon\left(s_{i}\right) r_{k^{\prime}}(\lambda)\right)^{-1} E_{s_{i}} \lambda & \text { if } r>0 \\ \tau_{i} \boldsymbol{c}_{i}^{\prime}\left(-\varepsilon\left(s_{i}\right) r_{k^{\prime}}(\lambda)\right) E_{s_{i}} \lambda & \text { if } r<0\end{cases}
$$

Proof Suppose first that $r>0$. Then

$$
\begin{aligned}
\eta_{i}^{(\varepsilon)} E_{\lambda} & =\left(T_{i}-\boldsymbol{b}_{i}^{\prime}\left(Y^{-1}\right)\right) \boldsymbol{c}_{i}^{\prime}\left(Y^{-\varepsilon\left(s_{i}\right)}\right)^{-1} E_{\lambda} \\
& \left.\left.=\boldsymbol{c}_{i}^{\prime}\left(\varepsilon\left(s_{i}\right) r_{k^{\prime}}(\lambda)\right)^{-1}\left(T_{i}-\boldsymbol{b}_{i}^{\prime}\left(r_{k^{\prime}}\right) \lambda\right)\right)\right) E_{\lambda} \\
& =\tau_{i}^{-1} \boldsymbol{c}_{i}^{\prime}\left(\varepsilon\left(s_{i}\right) r_{k^{\prime}}(\lambda)\right)^{-1} E_{s_{i}} \lambda
\end{aligned}
$$

by (5.2.2) and (5.4.3).
If now $r<0$ then $<s_{i} \lambda, \alpha_{i}^{\vee} \gg 0$ and hence from above

$$
\eta_{i}^{(\varepsilon)} E_{s_{i} \lambda}=\tau_{i}^{-1} \boldsymbol{c}_{i}^{\prime}\left(\varepsilon\left(s_{i}\right) r_{k^{\prime}}\left(s_{i} \lambda\right)\right)^{-1} E_{\lambda} .
$$

Since $r_{k^{\prime}}\left(s_{i} \lambda\right)=s_{i}\left(r_{k^{\prime}}(\lambda)\right)$ by (2.8.4), it follows that

$$
\eta_{i}^{(\varepsilon)} E_{\lambda}=\tau_{i} \boldsymbol{c}_{i}^{\prime}\left(-\varepsilon\left(s_{i}\right) r_{k^{\prime}}(\lambda)\right) E_{s_{i} \lambda}
$$

(5.6.7) Let $\lambda \in$ L. Then

$$
\eta_{v(\lambda)}^{(\varepsilon)} E_{\lambda}=\left(\xi_{\lambda}^{(\varepsilon)}\right)^{-1} E_{\lambda_{-}}
$$

where

$$
\xi_{\lambda}^{(\varepsilon)}=\tau_{v(\lambda)} \boldsymbol{c}_{S^{\prime}, \varepsilon k^{\prime}}(v(\lambda))\left(r_{k^{\prime}}(\lambda)\right) .
$$

Proof Let $v(\lambda)=s_{i_{1}} \cdots s_{i_{p}}$ be a reduced expression, so that

$$
\eta_{v(\lambda)}^{(\varepsilon)}=\eta_{i_{1}}^{(\varepsilon)} \cdots \eta_{i_{p}}^{(\varepsilon)} .
$$

Let

$$
\beta_{r}=s_{i_{p}} \cdots s_{i_{r+1}}\left(\alpha_{i_{r}}\right), \quad \lambda_{r}=s_{i_{r+1}} \cdots s_{i_{p}}(\lambda)
$$

for $0 \leq r \leq p$, so that $S_{1}^{\prime}(v(\lambda))=\left\{\beta_{1}^{\vee}, \ldots, \beta_{p}^{\vee}\right\}$ and

$$
<\lambda_{r}, \alpha_{i_{r}}^{\vee}>=<\lambda, \beta_{r}^{\vee} \gg 0
$$

by (2.4.4). Hence by (5.6.6)

$$
\eta_{v(\lambda)}^{(\varepsilon)} E_{\lambda}=\xi^{-1} E_{\lambda_{-}}
$$

where

$$
\xi=\prod_{r=1}^{p} \tau_{i_{r}} \boldsymbol{c}_{i_{r}}^{\prime}\left(\varepsilon\left(s_{i_{r}}\right) r_{k^{\prime}}\left(\lambda_{r}\right)\right)
$$

and since $r_{k^{\prime}}\left(\lambda_{r}\right)=s_{i_{r+1}} \cdots s_{i_{p}} r_{k^{\prime}}(\lambda)$ by (2.8.4), we have

$$
\begin{aligned}
\boldsymbol{c}_{i_{r}}^{\prime}\left(\varepsilon\left(s_{i_{r}}\right) r_{k^{\prime}}\left(\lambda_{r}\right)\right) & =\boldsymbol{c}\left(\tau_{i_{r}}, v_{i_{r}} ; q^{\varepsilon\left(s_{i_{r}}\right)<r_{k^{\prime}}\left(\lambda_{r}\right), \alpha_{i_{r}}^{\vee}>}\right) \\
& =\boldsymbol{c}\left(\tau_{i_{r}}^{\varepsilon\left(s_{i_{r}}\right)}, v_{i_{r}}^{\varepsilon\left(s_{i r}\right)} ; q^{<r_{k^{\prime}}(\lambda), \beta_{r}^{\vee}>}\right) . \\
& =\boldsymbol{c}_{\beta_{r}^{\vee}, \varepsilon k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right) .
\end{aligned}
$$

Hence

$$
\xi=\tau_{v(\lambda)} \boldsymbol{c}_{S^{\prime}, \varepsilon k^{\prime}}(v(\lambda))\left(r_{k^{\prime}}(\lambda)\right)
$$

Finally, let

$$
\begin{align*}
& V_{\varepsilon}^{\prime}=\varepsilon\left(w_{0}\right) \sum_{w \in W_{0}} \varepsilon(w) w^{(\varepsilon)^{\prime}}, \\
& \mathscr{V}_{\varepsilon}=\omega\left(V_{\varepsilon}^{\prime}\right)=\varepsilon\left(w_{0}\right) \sum_{w \in W_{0}} \varepsilon(w) \eta_{w}^{(\varepsilon)} . \tag{5.6.8}
\end{align*}
$$

As in (5.5.14) we have

$$
\begin{equation*}
U_{\varepsilon}=V_{\varepsilon}^{\prime} \boldsymbol{c}_{+}^{\prime}\left(X^{-\varepsilon}\right) \tag{5.6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{c}_{+}^{\prime}\left(X^{-\varepsilon}\right)=\prod_{\alpha \in R^{+}} \boldsymbol{c}_{\alpha^{\vee}, k^{\prime}}\left(X^{-\varepsilon\left(s_{\alpha}\right)}\right) . \tag{5.6.10}
\end{equation*}
$$

Applying $\omega$ to (5.6.9) gives

$$
\begin{equation*}
U_{\varepsilon}=\boldsymbol{c}_{+}^{\prime}\left(Y^{\varepsilon}\right) \mathscr{V}_{\varepsilon}=\mathscr{Y}_{\varepsilon}^{*} \boldsymbol{c}_{+}^{\prime}\left(Y^{\varepsilon}\right) \tag{5.6.11}
\end{equation*}
$$

since $\omega\left(U_{\varepsilon}\right)=U_{\varepsilon}$ and $U_{\varepsilon}^{*}=U_{\varepsilon}$ by (5.5.17). From (5.6.3) we have

$$
\left(\eta_{i}^{(\varepsilon)}\right)^{*}=\left(T_{i}-\boldsymbol{b}_{i}^{\prime}\left(Y^{-1}\right)\right) \boldsymbol{c}_{i}^{\prime}\left(Y^{\varepsilon\left(s_{i}\right)}\right)^{-1}
$$

since both $T_{i}-\boldsymbol{b}_{i}^{\prime}\left(Y^{-1}\right)$ and $\boldsymbol{c}_{i}^{\prime}\left(Y^{\varepsilon\left(s_{i}\right)}\right)$ are self adjoint. Thus

$$
\begin{equation*}
\left(\eta_{i}^{(\varepsilon)}\right)^{*}=\eta_{i}^{(-\varepsilon)} \tag{5.6.12}
\end{equation*}
$$

where $-\varepsilon$ is the character $w \mapsto(-1)^{l(w)} \varepsilon(w)$ of $W_{0}$. Hence

$$
\begin{equation*}
\mathscr{\mathscr { V }}_{\varepsilon}^{*}=\varepsilon\left(w_{0}\right) \sum_{w \in W_{0}} \varepsilon(w) \eta_{w}^{(-\varepsilon)} \tag{5.6.13}
\end{equation*}
$$

The operators $\boldsymbol{c}_{+}^{\prime}\left(Y^{\varepsilon}\right) \eta_{i}^{(\varepsilon)}$ are well-defined as operators on $A$. We have

$$
\begin{equation*}
\boldsymbol{c}_{+}^{\prime}\left(Y^{\varepsilon}\right) \eta_{i}^{(\varepsilon)} E_{\lambda}=\eta_{i}^{(-\varepsilon)} \boldsymbol{c}_{+}^{\prime}\left(Y^{\varepsilon}\right) E_{\lambda}=0 \tag{5.6.14}
\end{equation*}
$$

if $\lambda=s_{i} \lambda$. For $\boldsymbol{c}_{+}^{\prime}\left(Y^{\varepsilon}\right) \eta_{i}^{(\varepsilon)} E_{\lambda}$ is of the form $f(Y)\left(T_{i}-\boldsymbol{b}_{i}^{\prime}\left(Y^{-1}\right)\right) E_{\lambda}$ which is zero by (5.4.2).

### 5.7 The polynomials $\boldsymbol{P}_{\lambda}^{(\varepsilon)}$

As before, let $\varepsilon$ be a linear character of $W_{0}$. For each $\lambda \in L$ we define

$$
F_{\lambda}^{(\varepsilon)}=U_{\varepsilon} E_{\lambda}
$$

(5.7.1) Let $i \in I_{0}$. If $\varepsilon\left(s_{i}\right)=-1$ and $\lambda=s_{i} \lambda$, then $F_{\lambda}^{(\varepsilon)}=0$.

Proof By (5.4.4) and (5.5.9) we have

$$
\tau_{i} F_{\lambda}^{(\varepsilon)}=\tau_{i} U_{\varepsilon} E_{\lambda}=U_{\varepsilon} T_{i} E_{\lambda}=T_{i} U_{\varepsilon} E_{\lambda}=-\tau_{i}^{-1} F_{\lambda}^{(\varepsilon)} .
$$

(5.7.2) If $<\lambda, \alpha_{i}^{\prime} \gg 0$ then

$$
F_{s_{i} \lambda}^{(\varepsilon)}=\varepsilon\left(s_{i}\right) \tau_{i} \boldsymbol{c}_{i}^{\prime}\left(\varepsilon\left(s_{i}\right) r_{k^{\prime}}(\lambda)\right) F_{\lambda}^{(\varepsilon)}
$$

Proof By (5.4.3) and (5.5.9) we have

$$
\begin{aligned}
\tau_{i}^{(\varepsilon)} F_{\lambda}^{(\varepsilon)} & =U_{\varepsilon} T_{i} E_{\lambda} \\
& =U_{\varepsilon}\left(\tau_{i}^{-1} E_{s_{i} \lambda}+\boldsymbol{b}_{i}^{\prime}\left(r_{k^{\prime}}(\lambda)\right) E_{\lambda}\right) \\
& =\tau_{i}^{-1} F_{s_{i} \lambda}^{(\varepsilon)}+\boldsymbol{b}_{i}^{\prime}\left(r_{k^{\prime}}(\lambda)\right) F_{\lambda}^{(\varepsilon)}
\end{aligned}
$$

so that

$$
\begin{aligned}
F_{s_{i} \lambda}^{(\varepsilon)} & =\tau_{i}\left(\tau_{i}^{(\varepsilon)}-\boldsymbol{b}_{i}^{\prime}\left(r_{k^{\prime}}(\lambda)\right) F_{\lambda}^{(\varepsilon)}\right. \\
& =\varepsilon\left(s_{i}\right) \tau_{i} \boldsymbol{c}_{i}^{\prime}\left(\varepsilon\left(s_{i}\right) r_{k^{\prime}}(\lambda)\right) F_{\lambda}^{(\varepsilon)}
\end{aligned}
$$

by (4.2.3).

In view of (5.7.2), we may assume that $\lambda \in L$ is dominant, since $F_{\mu}^{(\varepsilon)}$ for $\mu \in W_{0} \lambda$ is a scalar multiple of $F_{\lambda}^{(\varepsilon)}$ and hence $U_{\varepsilon} A_{\lambda}$ has dimension at most 1 . Also, in view of (5.7.1), we shall assume henceforth that
(5.7.3) $\varepsilon(w)=1$ for all $w \in W_{0 \lambda}$,
where $W_{0 \lambda}$ is the subgroup of $W_{0}$ that fixes $\lambda$.
When $\varepsilon$ is the trivial character, this is no restriction. On the other hand, when $\varepsilon$ is the sign character, (5.7.3) requires that $\lambda$ is regular dominant.
(5.7.4) (i) $F_{\lambda}^{(\varepsilon)}$ is $W_{0 \lambda}$-symmetric.
(ii) When $\varepsilon$ is the trivial character, $F_{\lambda}^{(\varepsilon)}$ is $W_{0}$-symmetric.

Proof If $\varepsilon\left(s_{i}\right)=1$ we have $\left(T_{i}-\tau_{i}\right) F_{\lambda}^{(\varepsilon)}=0$ by (5.5.9), and hence $s_{i} F_{\lambda}^{(\varepsilon)}=$ $F_{\lambda}^{(\varepsilon)}$ by (4.3.12).

Each coset $w W_{0 \lambda}$ has a unique element of minimal length, namely $\bar{v}(\mu)$ in the notation of $\S 2.7$, where $\mu=w \lambda$. Let

$$
W_{0}^{\lambda}=\left\{\bar{v}(\mu): \mu \in W_{0} \lambda\right\}
$$

Then every element of $W_{0}$ is uniquely of the form $v w$, where $v \in W_{0}^{\lambda}$ and $w \in W_{0 \lambda}$, and $l(v w)=l(v)+l(w)$. Hence

$$
U_{\varepsilon}=\left(\tau_{w_{0}}^{(\varepsilon)}\right)^{-1}\left(\sum_{v \in W_{0}^{\lambda}} \tau_{v}^{(\varepsilon)} T(v)\right)\left(\sum_{w \in W_{0} \lambda} \tau_{w} T(w)\right),
$$

and since $T(w) E_{\lambda}=\tau_{w} E_{\lambda}$ for $w \in W_{0 \lambda}$, it follows that

$$
\begin{equation*}
F_{\lambda}^{(\varepsilon)}=\left(\tau_{w_{0}}^{(\varepsilon)}\right)^{-1} W_{0 \lambda}\left(\tau^{2}\right) \sum_{v \in W_{0}^{\lambda}} \tau_{v}^{(\varepsilon)} T(v) E_{\lambda} \tag{5.7.5}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{0 \lambda}\left(\tau^{2}\right)=\sum_{w \in W_{0 \lambda}} \tau_{w}^{2} \tag{5.7.6}
\end{equation*}
$$

The only term on the right-hand side of (5.7.5) that contains $e^{w_{0} \lambda}$ is that corresponding to $v=v(\lambda)$, the shortest element of $W_{0}$ that takes $\lambda$ to $w_{0} \lambda$. By (5.4.3) the coefficient of $e^{w_{0} \lambda}$ in $T(v(\lambda)) E_{\lambda}$ is $\tau_{v(\lambda)}^{-1}$, and hence the coefficient of $e^{w_{0} \lambda}$ in $F_{\lambda}^{(\varepsilon)}$ is $\tau_{w_{0}}^{-1} W_{0 \lambda}\left(\tau^{2}\right)$, since by (5.7.3) $\tau_{v(\lambda)}^{(\varepsilon)} / \tau_{v(\lambda)}=\tau_{w_{0}}^{(\varepsilon)} / \tau_{w_{0}}$.

Accordingly we define (always for $\lambda \in L$ dominant)

$$
\begin{align*}
P_{\lambda}^{(\varepsilon)} & =\tau_{w_{0}} W_{0 \lambda}\left(\tau^{2}\right)^{-1} F_{\lambda}^{(\varepsilon)}  \tag{5.7.7}\\
& =e^{w_{0} \lambda}+\text { lower terms } .
\end{align*}
$$

In terms of the $E_{\mu}$ we have

$$
\begin{equation*}
P_{\lambda}^{(\varepsilon)}=\sum_{\mu \in W_{0} \lambda} \varepsilon(v(\mu)) \xi_{\mu}^{(-\varepsilon)} E_{\mu} \tag{5.7.8}
\end{equation*}
$$

where $\xi_{\mu}^{(-\varepsilon)}$ is given by (5.6.7) (with $-\varepsilon$ replacing $\varepsilon$ ).
Proof From (5.7.2) it follows that $P_{\lambda}^{(\varepsilon)}$ is proportional to

$$
U_{\varepsilon} E_{w_{0} \lambda}=\varepsilon\left(w_{0}\right) \sum_{w \in W_{0}} \varepsilon(w) \eta_{w}^{(-\varepsilon)} \boldsymbol{c}_{+}^{\prime}\left(Y^{\varepsilon}\right) E_{w_{0} \lambda}
$$

by (5.6.11) and (5.6.13). By (5.6.14), only the elements of $W_{0}$ of the form $v(\mu)^{-1}$, where $\mu \in W_{0} \lambda$, contribute to this sum. Since $\boldsymbol{c}_{+}^{\prime}\left(Y^{\varepsilon}\right) E_{w_{0} \lambda}$ is a scalar multiple of $E_{w_{0} \lambda}$, it follows that $P_{\lambda}^{(\varepsilon)}$ is proportional to

$$
\sum_{\mu \in W_{0} \lambda} \varepsilon(v(\mu))\left(\eta_{v(\mu)}^{(-\varepsilon)}\right)^{-1} E_{w_{0} \lambda}
$$

which by (5.6.7) is equal to

$$
\sum_{\mu \in W_{0} \lambda} \varepsilon(v(\mu)) \xi_{\mu}^{(-\varepsilon)} E_{\mu}
$$

Since the coefficient of $E_{w_{0} \lambda}$ in this sum is equal to 1 (because $v(\mu)=1$ when $\left.\mu=w_{0} \lambda\right),(5.7 .8)$ is proved.
(5.7.9) Let $f \in A_{0}^{\prime}$. Then

$$
f(Y) P_{\lambda}^{(\varepsilon)}=f\left(-\lambda-\rho_{k^{\prime}}\right) P_{\lambda}^{(\varepsilon)}
$$

Proof Since $f(Y)$ commutes with $T(w)$ for each $w \in W_{0}$ by (4.2.10), it commutes with $U_{\varepsilon}$. Hence

$$
\begin{aligned}
f(Y) U_{\varepsilon} E_{w_{0} \lambda} & =U_{\varepsilon} f(Y) E_{w_{0} \lambda} \\
& =f\left(-\lambda-\rho_{k^{\prime}}\right) U_{\varepsilon} E_{w_{0} \lambda}
\end{aligned}
$$

by (5.2.2). Since $U_{\varepsilon} E_{w_{0} \lambda}$ is proportional to $P_{\lambda}^{(\varepsilon)}$, the result follows.

From (5.7.9) and (5.7.4) it follows that when $\varepsilon$ is the trivial character of $W_{0}$,

$$
\begin{equation*}
P_{\lambda}^{(\varepsilon)}=P_{\lambda} \tag{5.7.10}
\end{equation*}
$$

as defined in $\S 5.3$. Also from (5.7.9) it follows, exactly as in $\S 5.2$ and $\S 5.3$, that the $P_{\lambda}^{(\varepsilon)}$ are pairwise orthogonal:

$$
\begin{equation*}
\left(P_{\lambda}^{(\varepsilon)}, P_{\mu}^{(\varepsilon)}\right)=0 \tag{5.7.11}
\end{equation*}
$$

if $\lambda \neq \mu$.
(5.7.12) Let $\lambda \in L_{++}$. Then

$$
\left(P_{\lambda}^{(\varepsilon)}, P_{\lambda}^{(\varepsilon)}\right) /\left(P_{\lambda}, P_{\lambda}\right)=\xi_{\lambda}^{(-\varepsilon)} / \xi_{\lambda}^{(-1)}
$$

where -1 denotes the sign character of $W_{0}$.

Proof From (5.7.7) and (5.5.17) (v) we have

$$
\begin{aligned}
\left(P_{\lambda}^{(\varepsilon)}, P_{\lambda}^{(\varepsilon)}\right) & =\frac{\left(U_{\varepsilon} E_{\lambda}, U_{\varepsilon} E_{\lambda}\right)}{W_{0 \lambda}\left(\tau^{2}\right) W_{0 \lambda}\left(\tau^{-2}\right)} \\
& =\frac{W_{0}\left(\left(\tau^{(\varepsilon)}\right)^{2}\right)\left(U_{\varepsilon} E_{\lambda}, E_{\lambda}\right)}{\tau_{w_{0}}^{(\varepsilon)} W_{0 \lambda}\left(\tau^{2}\right) W_{0 \lambda}\left(\tau^{-2}\right)} \\
& =\frac{W_{0}\left(\left(\tau^{(\varepsilon)}\right)^{2}\right)\left(P_{\lambda}^{(\varepsilon)}, E_{\lambda}\right)}{\tau_{w_{0}} \tau_{w_{0}}^{(\varepsilon)} W_{0 \lambda}\left(\tau^{-2}\right)} \\
& =\frac{\varepsilon(v(\lambda)) W_{0}\left(\left(\tau^{(\varepsilon)}\right)^{2}\right) \xi_{\lambda}^{(-\varepsilon)}\left(E_{\lambda}, E_{\lambda}\right)}{\tau_{w_{0}} \tau_{w_{0}}^{(\varepsilon)} W_{0 \lambda}\left(\tau^{-2}\right)}
\end{aligned}
$$

by (5.7.8) and orthogonality of the $E_{\mu}$. Hence

$$
\frac{\left(P_{\lambda}^{(\varepsilon)}, P_{\lambda}^{(\varepsilon)}\right)}{\left(P_{\lambda}, P_{\lambda}\right)}=\frac{\varepsilon(v(\lambda)) W_{0}\left(\left(\tau^{(\varepsilon)}\right)^{2}\right) \tau_{w_{0}}}{W_{0}\left(\tau^{2}\right) \tau_{w_{0}}^{(\varepsilon)}} \cdot \frac{\xi_{\lambda}^{(-\varepsilon)}}{\xi_{\lambda}^{(-1)}} .
$$

Let

$$
\begin{aligned}
R_{1} & =\left\{\alpha \in R: \varepsilon\left(s_{\alpha}\right)=+1\right\}, \\
R_{-1} & =\left\{\alpha \in R: \varepsilon\left(s_{\alpha}\right)=-1\right\},
\end{aligned}
$$

and let $W_{1}$ (resp. $W_{-1}$ ) be the subgroup of $W_{0}$ generated by the $s_{i}$ such that $\varepsilon\left(s_{i}\right)=+1$ (resp. -1 ). Then the kernel of $\varepsilon$ is the Weyl group of $R_{1}$, and is the normal closure $\bar{W}_{1}$ of $W_{1}$ in $W_{0}$; and $W_{0}$ is the semidirect product

$$
W_{0}=\bar{W}_{1} \rtimes W_{-1} .
$$

Hence

$$
\begin{equation*}
W_{0}\left(\left(\tau^{(\varepsilon)}\right)^{2}\right)=\bar{W}_{1}\left(\tau^{2}\right) W_{-1}\left(\tau^{-2}\right) \tag{1}
\end{equation*}
$$

in an obvious notation; also $w_{0}=w_{1} w_{-1}$ where $w_{1}$ (resp. $w_{-1}$ ) is the longest element of $\bar{W}_{1}$, (resp. $W_{-1}$ ) so that

$$
\begin{equation*}
\tau_{w_{0}}^{(\varepsilon)}=\varepsilon\left(w_{0}\right) \tau_{w_{1}} \tau_{w_{-1}}^{-1} . \tag{2}
\end{equation*}
$$

Finally, $v(\lambda)=w_{0} w_{0 \lambda}$, where $w_{0 \lambda}$ is the longest element of $W_{0 \lambda}$. Since $\varepsilon(w)=1$ for $w \in W_{0 \lambda}$ (5.7.3), it follows that

$$
\begin{equation*}
\varepsilon(v(\lambda))=\varepsilon\left(w_{0}\right) \tag{3}
\end{equation*}
$$

From (1), (2) and (3) it follows that

$$
\frac{\varepsilon(v(\lambda)) W_{0}\left(\left(\tau^{(\varepsilon)}\right)^{2}\right) \tau_{w_{0}}}{W_{0}\left(\tau^{2}\right) \tau_{w_{0}}^{(\varepsilon)}}=1,
$$

completing the proof of (5.7.12).
Suppose in particular that $\varepsilon$ is the sign character of $W_{0}$. In that case we write

$$
\begin{equation*}
Q_{\lambda}=P_{\lambda}^{(\varepsilon)} \tag{5.7.13}
\end{equation*}
$$

for $\lambda \in L$ regular dominant. Then we obtain from (5.7.12) and the definition (5.6.7) of $\xi_{\lambda}^{(\varepsilon)}$

$$
\begin{equation*}
\frac{\left(Q_{\lambda}, Q_{\lambda}\right)}{\left(P_{\lambda}, P_{\lambda}\right)}=\prod_{\alpha \in R^{+}} \frac{\boldsymbol{c}_{\alpha^{\vee}, k^{\prime}}\left(\lambda+\rho_{k^{\prime}}\right)}{\boldsymbol{c}_{\alpha^{\vee},-k^{\prime}}\left(\lambda+\rho_{k^{\prime}}\right)} \tag{5.7.14}
\end{equation*}
$$

since $v(\lambda)=w_{0}$ and $r_{k^{\prime}}(\lambda)=\lambda+\rho_{k^{\prime}}$, by (2.8.2 ${ }^{\prime}$.

### 5.8 Norms

As before, $S$ is an irreducible affine root system as in (1.4.1)-(1.4.3). Recall that

$$
S_{0}=\{a \in S: a(0)=0\}, \quad S_{1}=\left\{a \in S: \frac{1}{2} a \notin S\right\} .
$$

Let $\varepsilon$ be a linear character of $W_{0}$, and let $l$ be the labelling of $S$ such that $l(a)=1$ if $s_{a}$ is conjugate in $W$ to $s_{i}$, where $i \neq 0$ and $\varepsilon\left(s_{i}\right)=-1$; and $l(a)=0$ otherwise. Let $k+l$ denote the labelling $a \mapsto k(a)+l(a)$, and as before let $(\varepsilon k)(a)=\varepsilon\left(s_{a}\right) k(a)$ for $a \in S_{0}$.

For each $a \in S_{1}$, let

$$
\begin{align*}
\delta_{a}=\delta_{a, k} & =q^{k(a) / 2} e^{a / 2}-q^{-k(a) / 2} e^{-a / 2}  \tag{5.8.1}\\
& =\left(e^{a / 2}-e^{-a / 2}\right) \boldsymbol{c}_{a, k}
\end{align*}
$$

if $2 a \notin S$, and

$$
\begin{align*}
\delta_{a}=\delta_{a, k}= & \left(q^{k(a) / 2} e^{a / 2}-q^{-k(a) / 2} e^{-a / 2}\right)  \tag{5.8.2}\\
& \times\left(q^{k(2 a) / 2} e^{a / 2}+q^{-k(2 a) / 2} e^{-a / 2}\right) \\
= & \left(e^{a}-e^{-a}\right) \boldsymbol{c}_{a, k}
\end{align*}
$$

if $2 a \in S$.
Let

$$
\begin{equation*}
\delta_{\varepsilon, k}=\prod_{\substack{a \in S_{01}^{+} \\ l(a)=1}} \delta_{a, k} \tag{5.8.3}
\end{equation*}
$$

where $S_{01}^{+}=S_{0} \cap S_{1} \cap S^{+}$. Then we have

$$
\begin{equation*}
\delta_{\varepsilon, k} \delta_{\varepsilon, k}^{*} \Delta_{S, k}=\nabla_{S, k+l} / \Delta_{S, \varepsilon k}^{0} . \tag{5.8.4}
\end{equation*}
$$

Proof Suppose that $S=S(R)$ as in (1.4.1). Then

$$
\begin{aligned}
\Delta_{S, k+l} / \Delta_{S, k} & =\prod_{\substack{\alpha \in R^{+} \\
l(\alpha)=1}}\left(1-q^{k(\alpha)} e^{\alpha}\right)\left(1-q^{k(\alpha)+1} e^{-\alpha}\right) \\
& =\delta_{\varepsilon, k} \delta_{\varepsilon, k}^{*} \prod_{\substack{\alpha \in R^{+} \\
l(\alpha)=1}} \frac{1-q^{k(\alpha)+1} e^{-\alpha}}{1-q^{-k(\alpha)} e^{-\alpha}} \\
& =\delta_{\varepsilon, k} \delta_{\varepsilon, k}^{*} \prod_{\substack{\alpha \in R^{+}}} \frac{1-q^{k(\alpha)+l(\alpha)} e^{-\alpha}}{1-q^{(\varepsilon k)(\alpha)} e^{-\alpha}} \\
& =\delta_{\varepsilon, k} \delta_{\varepsilon, k}^{*} \Delta_{\varepsilon k}^{0} / \Delta_{k+l}^{0} .
\end{aligned}
$$

Likewise in the other two cases (1.4.2), (1.4.3).

If $k$ is any labelling of $S$ and $\tau_{i}(i \in I)$ are defined as in (5.1.6), and $\tau_{w}\left(w \in W_{0}\right)$ as in (4.5.4), we shall write

$$
\begin{equation*}
W_{0}\left(q^{k}\right)=\sum_{w \in W_{0}} \tau_{w}^{2} \tag{5.8.5}
\end{equation*}
$$

We shall also denote the scalar product (5.1.17) by $(f, g)_{k}$ :

$$
(f, g)_{k}=\operatorname{ct}\left(f g^{*} \Delta_{S, k}\right)
$$

since from now on several labellings will be in play.
(5.8.6) Let $f, g \in A_{0}$. Then

$$
(f, g)_{k+l}=\frac{W_{0}\left(q^{k+l}\right)}{W_{0}\left(q^{\varepsilon k}\right)}\left(\delta_{\varepsilon, k} f, \delta_{\varepsilon, k} g\right)_{k}
$$

Proof We have

$$
\begin{aligned}
\left(\delta_{\varepsilon, k} f, \delta_{\varepsilon, k} g\right)_{k} & =\operatorname{ct}\left(f g^{*} \delta_{\varepsilon, k} \delta_{\varepsilon, k}^{*} \Delta_{S, k}\right) \\
& =\operatorname{ct}\left(f g^{*} \nabla_{S, k+l}\left(\Delta_{\varepsilon, k}^{0}\right)^{-1}\right) \\
& =W_{0}\left(q^{\varepsilon k}\right)<f, g^{0}>_{k+l} \\
& =\frac{W_{0}\left(q^{\varepsilon k}\right)}{W_{0}\left(q^{k+l}\right)}(f, g)_{k+l}
\end{aligned}
$$

by (5.8.4) and (5.1.34).
(5.8.7) For each $i \in I_{0}$ we have
(i) $\left(T_{i}-\tau_{i}^{(\varepsilon)}\right) \delta_{\varepsilon, k}(X)=\left(s_{i} \delta_{\varepsilon, k}\right)(X)\left(T_{i}-\tau_{i}\right)$,
(ii) $\left(T_{i}-\tau_{i}\right) \delta_{\varepsilon, k}\left(X^{-1}\right)=\left(s_{i} \delta_{\varepsilon, k}\right)\left(X^{-1}\right)\left(T_{i}-\tau_{i}^{(\varepsilon)}\right)$.

Proof (i) By (4.3.15) we have

$$
T_{i} \delta_{\varepsilon, k}(X)-\left(s_{i} \delta_{\varepsilon, k}\right)(X) T_{i}=\boldsymbol{b}_{i}(X)\left(\delta_{\varepsilon, k}(X)-\left(s_{i} \delta_{\varepsilon, k}\right)(X)\right)
$$

If $\varepsilon\left(s_{i}\right)=1$ this is zero, since $s_{i}$ permutes the $a \in S_{01}^{+}$such that $l(a)=1$ and hence fixes $\delta_{\varepsilon, k}$. If on the other hand $\varepsilon\left(s_{i}\right)=-1$, then by (4.2.3)

$$
\begin{aligned}
& T_{i} \delta_{\varepsilon, k}(X)-\left(s_{i} \delta_{\varepsilon, k}\right)(X) T_{i} \\
& \quad=\left(\boldsymbol{c}_{i}\left(X^{-1}\right)-\tau_{i}^{-1}\right) \delta_{\varepsilon, k}(X)+\left(\boldsymbol{c}_{i}(X)-\tau_{i}\right)\left(s_{i} \delta_{\varepsilon, k}\right)(X) \\
& \quad=-\tau_{i}^{-1} \delta_{\varepsilon, k}(X)-\tau_{i}\left(s_{i} \delta_{\varepsilon, k}\right)(X)
\end{aligned}
$$

because $\delta_{\varepsilon, k} / s_{i} \delta_{\varepsilon, k}=\delta_{a_{i}, k} / \delta_{-a_{i}, k}=-\boldsymbol{c}_{i} / \overline{\boldsymbol{c}}_{i}$.
The proof of (ii) is similar.

## Next we have

(5.8.8) $\quad U_{\varepsilon} A=\delta_{\varepsilon, k} A_{0}$.

Proof Let $f \in U_{\varepsilon}$ A. By (5.5.9), $\left(T_{i}-\tau_{i}^{(\varepsilon)}\right) f=0$ for all $i \neq 0$. Hence (5.8.7) (i) shows that $g=\delta_{\varepsilon, k}^{-1} f$ is killed by $T_{i}-\tau_{i}$ for each $i \neq 0$, and hence is $W_{0}$-symmetric. Consequently $w_{0}\left(\delta_{\varepsilon, k}^{-1} f\right)=\delta_{\varepsilon, k}^{-1} f$, i.e.,

$$
\delta_{\varepsilon, k} w_{0}(f)=w_{0}\left(\delta_{\varepsilon, k}\right) f
$$

Now $\delta_{\varepsilon, k}$ and $w_{0}\left(\delta_{\varepsilon, k}\right)$ are coprime elements of $A$. Hence $\delta_{\varepsilon, k}$ divides $f$ in $A$, so that $g \in A_{0}$ and $f \in \delta_{\varepsilon, k} A_{0}$.

Conversely, if $f \in \delta_{\varepsilon, k} A_{0}$, then $\left(T_{i}-\tau_{i}^{(\varepsilon)}\right) f=0$ for all $i \neq 0$ by (5.8.7) (i), and therefore $f \in U_{\varepsilon} A$ by (5.5.10) (ii).
(5.8.9) Let $\lambda \in L_{++}$. Then

$$
P_{\lambda+\rho_{l}, k}^{(\varepsilon)}=\varepsilon\left(w_{0}\right) q^{n(k, l) / 2} \delta_{\varepsilon, k} P_{\lambda, k+l},
$$

where

$$
n(k, l)=\frac{1}{2} \sum_{a \in S_{0}^{+}} k(a) l(a)
$$

and

$$
\rho_{l}=\frac{1}{2} \sum_{a \in S_{01}^{+}} l(a) u_{a} a
$$

where $u_{a}=1$ if $2 a \notin S$, and $u_{a}=2$ if $2 a \in S$.

Proof Since $P_{\lambda+\rho_{l}, k}^{(\varepsilon)} \in U_{\varepsilon} A$, it follows from (5.8.8) that $P_{\lambda+\rho_{l}, k}^{(\varepsilon)}=\delta_{\varepsilon, k} g$ for some $g \in A_{0}$. The leading term in $P_{\lambda+\rho_{l}, k}^{(\varepsilon)}$ is $e^{w_{0} \lambda-\rho_{l}}$, and in $\delta_{\varepsilon, k}$ is $\varepsilon\left(w_{0}\right) q^{-n(k, l) / 2} e^{-\rho_{l}}$. Hence

$$
\begin{equation*}
g=\varepsilon\left(w_{0}\right) q^{n(k, l) / 2} m_{\lambda}+\text { lower terms. } \tag{1}
\end{equation*}
$$

Let $\mu \in L_{++}, \mu<\lambda$. The highest exponential that occurs in $\delta_{\varepsilon, k} m_{\mu}$ is $e^{w_{0}\left(\mu+\rho_{l}\right)}$. Since $P_{\lambda+\rho_{l}, k}^{(\varepsilon)}$ is a linear combination of the $E_{w\left(\lambda+\rho_{l}\right)}, w \in W_{0}$, it follows that

$$
\left(\delta_{\varepsilon, k} g, \delta_{\varepsilon, k} m_{\mu}\right)_{k}=0
$$

and hence by (5.8.6) that

$$
\begin{equation*}
\left(g, m_{\mu}\right)_{k+l}=0 \tag{2}
\end{equation*}
$$

for all $\mu \in L_{++}$such that $\mu<\lambda$. From (1) and (2) we conclude that $g=$ $\varepsilon\left(w_{0}\right) q^{n(k, l) / 2} P_{\lambda, k+l}$.

In particular, when $\lambda=0$ we have

$$
\begin{equation*}
P_{\rho_{l}, k}^{(\varepsilon)}=\varepsilon\left(w_{0}\right) q^{n(k, l) / 2} \delta_{\varepsilon, k} \tag{5.8.10}
\end{equation*}
$$

and therefore, for any $\lambda \in L_{++}$,

$$
\begin{equation*}
P_{\lambda, k+l}=P_{\lambda+\rho l, k}^{(\varepsilon)} / P_{\rho l, k}^{(\varepsilon)} . \tag{5.8.11}
\end{equation*}
$$

Thus when $\varepsilon$ is the sign character of $W_{0}$ we have

$$
\begin{equation*}
P_{\lambda, k+1}=Q_{\lambda+\rho, k} / Q_{\rho, k} \tag{5.8.12}
\end{equation*}
$$

where $k+1$ is the labelling $a \mapsto k(a)+1$ of $S$, and

$$
\begin{equation*}
\rho=\frac{1}{2} \sum_{a \in \mathrm{~S}_{01}^{+}} u_{a} a . \tag{5.8.13}
\end{equation*}
$$

(In the cases (1.4.1) and (1.4.3), $\rho=\frac{1}{2} \sum_{\alpha \in R^{+}} \alpha$; in the case (1.4.2), $\rho=$ $\frac{1}{2} \sum_{\alpha \in R^{+}} \alpha^{\vee}$.)

Remark (5.8.12) may be regarded as a generalization of Weyl's character formula, which is the case $k=0$ : for then $E_{\lambda}=e^{\lambda}$ for all $\lambda \in L$, and $Q_{\lambda+\rho, 0}=\varepsilon\left(w_{0}\right) \sum_{w \in W_{0}} \varepsilon(w) e^{w(\lambda+\rho)}$.

From (5.8.6) and (5.8.9) we have

$$
\begin{aligned}
\left(P_{\lambda+\rho_{l}, k}^{(\varepsilon)}, P_{\lambda+\rho_{l}, k}^{(\varepsilon)}\right)_{k} & =\left(\delta_{\varepsilon, k} P_{\lambda, k+l}, \delta_{\varepsilon, k} P_{\lambda, k+l}\right)_{k} \\
& =\frac{W_{0}\left(q^{\varepsilon k}\right)}{W_{0}\left(q^{k+l}\right)}\left(P_{\lambda, k+l}, P_{\lambda, k+l}\right)_{k+l}
\end{aligned}
$$

and therefore, by (5.7.12),

$$
\frac{\left(P_{\lambda, k+l}, P_{\lambda, k+l}\right)_{k+l}}{\left(P_{\lambda+\rho_{l}, k}, P_{\lambda+\rho_{l}, k}\right)_{k}}=\frac{W_{0}\left(q^{k+l}\right) \xi_{\lambda+\rho_{l}}^{(-\varepsilon)}}{W_{0}\left(q^{\varepsilon k}\right) \xi_{\lambda+\rho_{l}}^{(-1)}},
$$

Equivalently, by (5.1.34) and (5.3.2),

$$
\begin{equation*}
\frac{\left|P_{\lambda, k+l}\right|_{k+l}^{2}}{\mid P_{\lambda+\rho_{l}, k}^{2}}=\frac{W_{0}\left(q^{k}\right) \xi_{\lambda+\rho_{l}}^{(-\varepsilon)}}{W_{0}\left(q^{\varepsilon k}\right) \xi_{\lambda+\rho_{l}}^{(-1)}}, \tag{5.8.14}
\end{equation*}
$$

where

$$
|f|_{k}^{2}=<f, f>_{k}
$$

for $f \in A$.

The right-hand side of (5.8.14) can be reformulated, as follows. Let $\mu=$ $\lambda+\rho_{l}$. Then we have, in the notation of (5.3.11),

$$
\begin{equation*}
\frac{W_{0}\left(q^{k}\right) \xi_{\mu}^{(-\varepsilon)}}{W_{0}\left(q^{\varepsilon k}\right) \xi_{\mu}^{(-1)}}=\frac{\Delta_{S^{\prime}, k^{\prime}+l^{\prime}}^{+}\left(\mu+\rho_{k^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}-l^{\prime}}^{-}\left(-\mu-\rho_{k^{\prime}}\right)}{\Delta_{{S^{\prime}, k^{\prime}}^{+}}\left(\mu+\rho_{k^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\mu-\rho_{k^{\prime}}\right)} . \tag{5.8.15}
\end{equation*}
$$

Proof We shall verify (5.8.15) when $S=S(R)$ (1.4.1); the other cases are analogous. Consider first the right-hand side. From (5.1.12) we have

$$
\Delta_{S^{\prime}, k^{\prime}+l^{\prime}}^{+} / \Delta_{S^{\prime}, k^{\prime}}^{+}=\prod_{\substack{\alpha \in R^{+} \\ l(\alpha)=1}}\left(1-q^{k(\alpha)} e^{\alpha^{\vee}}\right)
$$

and

$$
\Delta_{S^{\prime},-k^{\prime}-l^{\prime}}^{-} / \Delta_{S^{\prime},-k^{\prime}}^{-}=\prod_{\substack{\alpha \in R^{+} \\ l(\alpha)=1}}\left(1-q^{-k(\alpha)} e^{-\alpha^{\vee}}\right)^{-1}
$$

so that the right-hand side of (5.8.15) is equal to

$$
\begin{equation*}
\prod_{\substack{\alpha \in R^{+} \\ l(\alpha)=1}} \frac{1-q^{k(\alpha)+<\mu+\rho_{k}, \alpha^{\vee}>}}{1-q^{-k(\alpha)+<\mu+\rho_{k}, \alpha^{\vee}>}} \tag{1}
\end{equation*}
$$

Next, consider the left-hand side of (5.8.15). From (2.4.4) we have

$$
S^{\prime}(v(\mu))=\left\{\alpha^{\vee} \in\left(R^{\vee}\right)^{+}:<\mu, \alpha^{\vee} \gg 0\right\}
$$

so that by (5.6.7)

$$
\frac{\xi_{\mu}^{(-\varepsilon)}}{\xi_{\mu}^{(-1)}}=\prod_{\substack{\alpha \in R^{+} \\<\mu, \alpha^{\vee} \gg 0}} \frac{\boldsymbol{c}_{\alpha^{\vee},-\varepsilon k}\left(r_{k}(\mu)\right)}{\boldsymbol{c}_{\alpha^{\vee},-k}\left(r_{k}(\mu)\right)} .
$$

Since $\mu$ is dominant,

$$
r_{k}(\mu)=w_{0 \mu}\left(\mu+\rho_{k}\right)
$$

by (2.8.7), where $w_{0 \mu}$ is the longest element of the isotropy group $W_{0 \mu}$ of $\mu$ in $W_{0}$. Since $<\mu, w_{0 \mu} \alpha^{\vee}>=<\mu, \alpha^{\vee}>$, it follows that $w_{0 \mu}$ permutes the roots
$\alpha^{\vee}$ such that $<\mu, \alpha^{\vee} \gg 0$. Hence

$$
\frac{\xi_{\mu}^{(-\varepsilon)}}{\xi_{\mu}^{(-1)}}=\prod_{\substack{\alpha \in R^{+} \\<\mu, \alpha^{\vee} \gg 0}} \frac{\boldsymbol{c}_{\alpha^{\vee},-\varepsilon k}\left(\mu+\rho_{k}\right)}{\boldsymbol{c}_{\alpha^{\vee},-k}\left(\mu+\rho_{k}\right)}
$$

The terms in this product corresponding to roots $\alpha \in R^{+}$such that $\varepsilon\left(s_{\alpha}\right)=1$ (i.e., $l(\alpha)=0$ ) are equal to 1 . Hence we may assume that $l(\alpha)=1$, which by (5.7.3) implies that $<\mu, \alpha^{\vee} \gg 0$. Hence finally we have

$$
\begin{equation*}
\frac{\xi_{\mu}^{(-\varepsilon)}}{\xi_{\mu}^{(-1)}}=\prod_{\substack{\alpha \in R^{+} \\ l(\alpha)=1}} q^{-k(\alpha)} \frac{1-q^{k(\alpha)+<\mu+\rho_{k}, \alpha^{\vee}>}}{1-q^{-k(\alpha)+<\mu+\rho_{k}, \alpha^{\vee}>}} \tag{2}
\end{equation*}
$$

As in $\S 5.7$ we have

$$
\begin{aligned}
W_{0}\left(q^{\varepsilon k}\right) & =\bar{W}_{1}\left(q^{k}\right) W_{-1}\left(q^{-k}\right) \\
W_{0}\left(q^{k}\right) & =\bar{W}_{1}\left(q^{k}\right) W_{-1}\left(q^{k}\right)
\end{aligned}
$$

so that

$$
\begin{align*}
W_{0}\left(q^{k}\right) / W_{0}\left(q^{\varepsilon k}\right) & =W_{-1}\left(q^{k}\right) / W_{-1}\left(q^{-k}\right) \\
& =\prod_{\substack{\alpha \in R^{+} \\
l(\alpha)=1}} q^{k(\alpha)} . \tag{3}
\end{align*}
$$

From (2) and (3) we see that the left-hand side of (5.8.15) is equal to (1).

From (5.8.14) and (5.8.15) we have

$$
\begin{equation*}
\frac{\left|P_{\lambda, k+l}\right|_{k+l}^{2}}{\left|P_{\lambda+\rho_{l}, k}\right|_{k}^{2}}=\frac{\Delta_{S^{\prime}, k^{\prime}+l^{\prime}}^{+}\left(\lambda+\rho_{k^{\prime}+l^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}-l^{\prime}}^{-}\left(-\lambda-\rho_{k^{\prime}+l^{\prime}}\right)}{\Delta_{S^{\prime}, k^{\prime}}^{+}\left(\lambda+\rho_{k^{\prime}+l^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\lambda-\rho_{k^{\prime}+l^{\prime}}\right)} \tag{5.8.16}
\end{equation*}
$$

This provides the inductive step in the proof of the norm formula:

$$
\begin{equation*}
\left|P_{\lambda, k}\right|_{k}^{2}=\Delta_{S^{\prime}, k^{\prime}}^{+}\left(\lambda+\rho_{k^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\lambda-\rho_{k^{\prime}}\right) \tag{5.8.17}
\end{equation*}
$$

Proof (a) Suppose first that $S=S(R)$ (1.4.1). If $k(\alpha)=1$ for all $\alpha \in R$, then $P_{\lambda, k}=\chi_{R, \lambda}$ and $\left|P_{\lambda, k}\right|_{k}^{2}=1$ for all $\lambda \in L_{++}$by (5.3.15). On the other hand, it follows from the definitions that

$$
\Delta_{S^{\prime}, k^{\prime}}^{+} \Delta_{S^{\prime},-k^{\prime}}^{-}=\prod_{\alpha \in R^{+}}\left(1-e^{\alpha^{\vee}}\right) /\left(1-e^{-\alpha^{\vee}}\right)
$$

so that $\Delta_{S^{\prime}, k^{\prime}}^{+}\left(\lambda+\rho_{k^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\lambda-\rho_{k^{\prime}}\right)=1$.
Hence (5.8.17) is true when all the labels $k(\alpha)$ are equal to 1 . But now (5.8.16) shows that the norm formula is true for $(\lambda, k)$ if it is true for $\left(\lambda+\rho_{l}, k-l\right)$. Hence it is true whenever the labels $k(\alpha)$ are positive integers.
(b) Suppose next that $S=S(R)^{\vee}(1.4 .2)$. If $k^{\vee}(\alpha)=1$ for all $\alpha \in R$, in the notation of (5.1.13), then again $P_{\lambda, k}=\chi_{R^{\vee}, \lambda}$ and $\left|P_{\lambda, k}\right|_{k}^{2}=1$ for all $\lambda \in L_{++}$ (5.3.15), and the conclusion is the same as before: (5.8.17) is true whenever the $k^{\vee}(\alpha)$ are positive integers.
(c) Finally, suppose that $S$ is of type $\left(C_{n}^{\vee}, C_{n}\right)(1.4 .3)$, and that the labels $k(a)$ are positive integers. By (5.1.28) (iii), $\nabla_{S, k}$ (and therefore also $P_{\lambda, k}$ ) is symmetrical in $u_{1}, \ldots, u_{4}$, where

$$
\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=\left(q^{k_{1}},-q^{k_{2}}, q^{\frac{1}{2}+k_{3}},-q^{\frac{1}{2}+k_{4}}\right)
$$

Let $l=(1,1,0,0)$. Then (5.8.16) shows that the norm formula is true for the parameters $\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ if and only if it is true for the parameters $\left(q^{-1} u_{1}, q^{-1} u_{2}\right.$, $\left.u_{3}, u_{4}\right)$. Hence by symmetry it is true for $\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ if and only if it is true when any two of the $u_{i}$ are replaced by $q^{-1} u_{i}$. In terms of the labelling $k$, this means that the norm formula is true for $k$ if and only if it is true for $k-m$, where $m \in \mathbb{Z}^{5}$ is an element of the group $M$ generated by the six vectors in which two of the first four components are equal to 1 and the remaining three are zero. This group $M$ consists of the vectors $\left(m_{1}, m_{2}, m_{3}, m_{4}, 0\right) \in \mathbb{Z}^{5}$ such that $m_{1}+\cdots+m_{4}$ is even. Hence we reduce to the situation where $k_{2}=k_{3}=k_{4}=0$, i.e. to the case of $S=S(R)$ with $R$ of type $B_{n}$, already dealt with in (a) above.
(d) We have now established the norm formula (5.8.17) for all affine root systems $S$, under the restriction that the labels $k(a)$ are integers $\geq 0$. To remove this restriction we may argue as follows. First, in view of (5.3.13), we may assume that $\lambda=0$, so that we are required to prove that

$$
\begin{equation*}
<1,1>_{k}=\Delta_{S^{\prime}, k^{\prime}}^{+}\left(\rho_{k^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\rho_{k^{\prime}}\right) \tag{5.8.18}
\end{equation*}
$$

for arbitrary $k$. Both sides of (5.8.18) are meromorphic functions of $q$, where $|q|<1$, and $r \leq 5$ other variables $t_{1}, \ldots, t_{r}$, say (where $\left\{t_{1}, \ldots, t_{r}\right\}=\left\{q^{k(a)}\right.$ : $a \in S\}$ ). As we have seen, the two sides of (5.8.18) are equal whenever each $t_{i}$ is a positive integral power of $q$. Hence to complete the proof it is enough to show that they are equal when $t_{1}=\cdots=t_{r}=0$, i.e. when $k(a) \rightarrow \infty$ for all $a \in S$.

From (5.1.35) we have in this situation

$$
<1,1>_{\infty}=(1,1)_{\infty}=\operatorname{ct}\left(\Delta_{S, \infty}\right)
$$

and by (5.1.7)

$$
\Delta_{S, \infty}=\prod_{\substack{a \in S^{+} \\ 2 a \notin S}}\left(1-e^{a}\right)
$$

From [M2], Theorem (8.1) (namely the denominator formula for affine Lie algebras), it follows that the constant term of $\Delta_{S, \infty}$ when $S=S(R)$ is $(q ; q)_{\infty}^{-n}$ (where $n$ is the rank of $R$ ). On the other hand, it is easily seen that the right-hand side of (5.8.18) reduces to $(q ; q)_{\infty}^{-n}$ when $k=\infty$. Hence when $S=S(R)$, the two sides of (5.8.18) are equal at $t_{1}=\cdots=t_{r}=0$. Likewise, when $S=S(R)^{\vee}$, both sides of (5.8.18) are equal to $\prod_{i \in I_{0}}\left(q_{\alpha_{i}} ; q_{\alpha_{i}}\right)^{-1}$ when $t_{1}=\cdots=t_{r}=0$. This completes the proof of the norm formula (5.8.17).

Finally, we shall calculate ( $E_{\lambda}, E_{\lambda}$ ) for $\lambda \in L$. The result is

$$
\begin{equation*}
\left(E_{\lambda}, E_{\lambda}\right)=\prod_{a^{\prime} \in S^{\prime}(\lambda)}\left(\Delta_{a^{\prime}, k^{\prime}} \Delta_{a^{\prime},-k^{\prime}}\right)\left(r_{k^{\prime}}(\lambda)\right) \tag{5.8.19}
\end{equation*}
$$

where

$$
S^{\prime}(\lambda)=\left\{a^{\prime} \in S^{\prime+}: \chi\left(D a^{\prime}\right)+<\lambda, D a^{\prime} \gg 0\right\}
$$

In particular, when $\lambda=0$ :

$$
\begin{equation*}
(1,1)=\left(\Delta_{S^{\prime}, k^{\prime}}^{-} \Delta_{S^{\prime},-k^{\prime}}^{-}\right)\left(-\rho_{k^{\prime}}\right) \tag{5.8.20}
\end{equation*}
$$

Proof First of all, (5.8.20) follows from (5.8.18) by use of (5.1.35), (5.1.40) and (5.1.41):

$$
\begin{aligned}
(1,1) & =W_{0}\left(q^{k}\right)<1,1> \\
& =\Delta_{S^{\prime}, k^{\prime}}^{0}\left(-\rho_{k^{\prime}}\right)^{-1} \Delta_{S^{\prime}, k^{\prime}}^{+}\left(\rho_{k^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\rho_{k^{\prime}}\right) \\
& =\Delta_{S^{\prime}, k^{\prime}}^{-}\left(-\rho_{k^{\prime}}\right) \Delta_{S^{\prime},-k^{\prime}}^{-}\left(-\rho_{k^{\prime}}\right)
\end{aligned}
$$

Next, from (5.2.15) we have

$$
\begin{equation*}
\left(E_{\lambda}, E_{\lambda}\right)_{1}=\prod_{a^{\prime} \in S^{\prime}\left(u^{\prime}(\lambda)^{-1}\right)}\left(\left(\Delta_{a^{\prime}, k^{\prime}} \Delta_{a^{\prime},-k^{\prime}}\right)\left(r_{k^{\prime}}(\lambda)\right)\right)^{-1} \tag{1}
\end{equation*}
$$

Let $b^{\prime}=-u^{\prime}(\lambda)^{-1} a^{\prime} \in S^{\prime+}$. Then $a^{\prime}\left(r_{k^{\prime}}(\lambda)\right)=-b^{\prime}\left(-\rho_{k^{\prime}}\right)$, so that (1) becomes

$$
\begin{equation*}
\left(E_{\lambda}, E_{\lambda}\right)_{1}=\prod_{b^{\prime} \in S^{\prime}\left(u^{\prime}(\lambda)\right)}\left(\left(\Delta_{b^{\prime}, k^{\prime}} \Delta_{b^{\prime},-k^{\prime}}\right)\left(-\rho_{k^{\prime}}\right)\right)^{-1} \tag{2}
\end{equation*}
$$

(since $\Delta_{-b^{\prime}, k^{\prime}} \Delta_{-b^{\prime},-k^{\prime}}=\Delta_{b^{\prime}, k^{\prime}} \Delta_{b^{\prime},-k^{\prime}}$ ).
If $b^{\prime} \in S^{\prime}\left(u^{\prime}(\lambda)\right)$ then $D b^{\prime}<0$ by (2.4.7) (i). Hence from (2) and (5.8.20) we obtain

$$
\begin{align*}
\left(E_{\lambda}, E_{\lambda}\right) & =\left(E_{\lambda}, E_{\lambda}\right)_{1}(1,1) \\
& =\prod_{b^{\prime}}\left(\Delta_{b^{\prime}, k^{\prime}} \Delta_{b^{\prime},-k^{\prime}}\right)\left(-\rho_{k^{\prime}}\right) \tag{3}
\end{align*}
$$

where the product is over $b^{\prime} \in S^{++}$such that $u^{\prime}(\lambda) b^{\prime} \in S^{++}$and $D b^{\prime}<0$. Equivalently, with $a^{\prime}=u^{\prime}(\lambda) b^{\prime}$,

$$
\begin{equation*}
\left(E_{\lambda}, E_{\lambda}\right)=\prod_{a^{\prime}}\left(\Delta_{a^{\prime}, k^{\prime}} \Delta_{a^{\prime},-k^{\prime}}\right)\left(r_{k^{\prime}}(\lambda)\right) \tag{4}
\end{equation*}
$$

where the product is now over $a^{\prime} \in S^{\prime+}$ such that $b^{\prime}=u^{\prime}(\lambda)^{-1} a^{\prime} \in S^{\prime+}$ and $D b^{\prime}<0$. If $a^{\prime}=\alpha^{\prime}+r c$ then

$$
b^{\prime}=u^{\prime}(\lambda)^{-1} a^{\prime}=v(\lambda) \alpha^{\prime}+\left(<\lambda, \alpha^{\prime}>+r\right) c .
$$

Now by (2.4.6) $v(\lambda) \alpha^{\prime}<0$ if and only if $<\lambda, \alpha^{\prime}>+\chi(\alpha)>0$. Hence if $a^{\prime} \in S^{\prime+}$ and $v(\lambda) \alpha^{\prime}<0$ then

$$
<\lambda, \alpha^{\prime}>+r \geq<\lambda, \alpha^{\prime}>+\chi\left(\alpha^{\prime}\right)>0
$$

so that $b^{\prime} \in S^{\prime+}$. Hence the set of $a^{\prime}$ in the product (4) is precisely $S^{\prime}(\lambda)$.

Suppose in particular that $S=S(R)(1.4 .1)$ and the labels $k(\alpha)$ are positive integers. Then $S^{\prime}=S\left(R^{\vee}\right)$ and $\alpha^{\vee}+r c \in S^{\prime}(\lambda)$ if and only if $r \geq \chi(\alpha)$ and $<\lambda, \alpha^{\vee}>+\chi(\alpha)>0$. If $\alpha \in R^{+}$and $<\lambda, \alpha^{\vee} \gg 0$ we get a contribution

$$
\prod_{i=0}^{k(\alpha)-1} \frac{1-q^{<r_{k}(\lambda), \alpha^{\vee}>+i}}{1-q^{<r_{k}(\lambda), \alpha^{\vee}>-i-1}}
$$

to $\left(E_{\lambda}, E_{\lambda}\right)$. If on the other hand $\alpha \in R^{+}$and $<\lambda, \alpha^{\vee}>\leq 0$ then $-\alpha^{\vee}+r c \in$ $S^{\prime}(\lambda)$ for $r \geq 1$, and we get a contribution

$$
\prod_{i=0}^{k(\alpha)-1} \frac{1-q^{-<r_{k}(\lambda), \alpha^{\vee}>+i+1}}{1-q^{-<r_{k}(\lambda), \alpha^{\vee}>-i}} .
$$

Hence in terms of

$$
[s]=q^{s / 2}-q^{-s / 2}
$$

we obtain

$$
\begin{equation*}
\left(E_{\lambda}, E_{\lambda}\right)=q^{N(k) / 2} \prod_{\alpha \in R^{+}}\left(\prod_{i=0}^{k(\alpha)-1} \frac{\left[<r_{k}(\lambda), \alpha^{\vee}>+i\right]}{\left[<r_{k}(\lambda), \alpha^{\vee}>-i-1\right]}\right)^{\eta\left(<\lambda, \alpha^{\vee}>\right)} \tag{5.8.21}
\end{equation*}
$$

(where $N(k)=\sum_{\alpha \in R^{+}} k(\alpha)^{2}$ as in (5.1.16)), in agreement with [M7], (7.5). (Note that $C_{k}$ as defined in [M7] is equal to $q^{-N(k) / 2} \Delta_{k}$.)

Finally, we shall indicate another method of calculating $\left(E_{\lambda}, E_{\lambda}\right)$ where $\lambda \in$ $L$. This method uses results from $\S 5.5-\S 5.7$ to express $\left(E_{\lambda}, E_{\lambda}\right)$ in terms of
$\left.<P_{\mu}, P_{\mu}\right\rangle$, where $\mu=\lambda_{+}$is the dominant weight in the orbit $W_{0} \lambda$. (When $\lambda$ itself is dominant we have already done this, in the proof of (5.7.12).)

Recall from Chapter 2 that $v(\lambda)$ (resp. $\bar{v}(\lambda)$ ) is the shortest element $w \in W_{0}$ such that $w \lambda=w_{0} \mu$ (resp. $w \mu=\lambda$ ). Thus $v(\lambda) \bar{v}(\lambda)$ takes $\mu$ to $w_{0} \mu$, and $w_{0}=v(\lambda) \bar{v}(\lambda) w_{0 \mu}$, where $w_{0 \mu}$ is the longest element of $W_{0}$ that fixes $\mu$. We have

$$
l\left(w_{0}\right)=l(v(\lambda))+l(\bar{v}(\lambda))+l\left(w_{0 \mu}\right)
$$

and therefore

$$
\begin{equation*}
\tau_{w_{0}}=\tau_{v(\lambda)} \tau_{\bar{v}(\lambda)} \tau_{w_{0 \mu}} . \tag{5.8.22}
\end{equation*}
$$

Let

$$
F_{\lambda}=U^{+} E_{\lambda}
$$

which by (5.7.2) is a scalar multiple of $F_{\mu}$. In fact

$$
F_{\mu}=\varphi_{\lambda} F_{\lambda}
$$

where

$$
\begin{equation*}
\varphi_{\lambda}=\prod_{a^{\prime}} \Delta_{a^{\prime}, k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right) \tag{5.8.23}
\end{equation*}
$$

and the product is over $a^{\prime} \in S_{0}^{\prime-}$ such that $<\lambda, a^{\prime} \gg 0$.

Proof Let $i \in I_{0}$. From (5.7.2), if $\left\langle\lambda, \alpha_{i}^{\prime}\right\rangle<0$ we have

$$
F_{\lambda}=\tau_{i} c_{-\alpha_{i}^{\prime}, k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right) F_{s_{i} \lambda}
$$

Now by (2.7.2) (ii), if $\alpha^{\prime}$ is positive then $\bar{v}(\lambda)^{-1} \alpha^{\prime}$ is a negative root if and only if $<\lambda, \alpha^{\prime}><0$. By taking a reduced expression for $\bar{v}(\lambda)^{-1}$, it follows that

$$
F_{\lambda}=\left(\tau_{\bar{v}(\lambda)} \prod_{\substack{\alpha^{\prime} \in R^{\prime} \\<\lambda, \alpha^{\prime} \gg 0}} \boldsymbol{c}_{\alpha^{\prime}, k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right)\right) F_{\mu}
$$

which by (5.1.2) gives the stated value for $\varphi_{\lambda}$.

Next we have

$$
\begin{equation*}
\left(E_{\lambda}, E_{\lambda}\right)=\tau_{w_{0}}^{2} W_{0 \mu}\left(\tau^{-2}\right)<P_{\mu}, P_{\mu}>/ \varphi_{\lambda}^{*} \xi_{\lambda}^{(-1)} \tag{5.8.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{\lambda}^{(-1)}=\tau_{v(\lambda)}^{2} \prod_{\substack{a^{\prime} \in S_{0}^{\prime+} \\<\lambda, a \gg 0}} \Delta_{a^{\prime},-k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right)^{-1} \tag{5.8.25}
\end{equation*}
$$

Proof From (5.7.7) and (5.7.10) we have

$$
P_{\mu}=\tau_{w_{0}} W_{0 \mu}\left(\tau^{2}\right)^{-1} F_{\mu}
$$

and hence

$$
\begin{aligned}
\left(P_{\mu}, P_{\mu}\right) & =\frac{\varphi_{\lambda} \varphi_{\lambda}^{*}\left(U^{+} E_{\lambda}, U^{+} E_{\lambda}\right)}{W_{0 \mu}\left(\tau^{2}\right) W_{0 \mu}\left(\tau^{-2}\right)} \\
& =\frac{W_{0}\left(q^{k}\right) \varphi_{\lambda} \varphi_{\lambda}^{*}\left(U^{+} E_{\lambda}, E_{\lambda}\right)}{\tau_{w_{0}} W_{0 \mu}\left(\tau^{2}\right) W_{0 \mu}\left(\tau^{-2}\right)} \quad \text { by }(5.5 .17) \\
& =\frac{W_{0}\left(q^{k}\right) \varphi_{\lambda}^{*}\left(P_{\mu}, E_{\lambda}\right)}{\tau_{w_{0}}^{2} W_{0 \mu}\left(\tau^{-2}\right)}
\end{aligned}
$$

Now by (5.7.8)

$$
P_{\mu}=\sum_{\lambda \in W_{0} \mu} \xi_{\lambda}^{(-1)} E_{\lambda}
$$

where (5.6.7)

$$
\xi_{\lambda}^{(-1)}=\tau_{v(\lambda)} \boldsymbol{c}_{S^{\prime},-k^{\prime}}(v(\lambda))\left(r_{k^{\prime}}(\lambda)\right)
$$

which agrees with the value of $\xi_{\lambda}^{(-1)}$ stated above. Hence we obtain

$$
\left(P_{\mu}, P_{\mu}\right)=\frac{W_{0}\left(q^{k}\right) \varphi_{\lambda}^{*} \xi_{\lambda}^{(-1)}\left(E_{\lambda}, E_{\lambda}\right)}{\tau_{w_{0}}^{2} W_{0 \mu}\left(\tau^{-2}\right)}
$$

Since

$$
<P_{\mu}, P_{\mu}>=W_{0}\left(q^{k}\right)^{-1}\left(P_{\mu}, P_{\mu}\right)
$$

by (5.1.35) and (5.3.2), we obtain $\left(E_{\lambda}, E_{\lambda}\right)$ as stated.
It remains to recast the right-hand side of (5.8.24) in the form of (5.8.19). Consider first $\left.<P_{\mu}, P_{\mu}\right\rangle$ : by (5.8.17),

$$
<P_{\mu}, P_{\mu}>=\prod_{\substack{a^{\prime} \in S^{\prime+} \\ D a^{\prime}>0}} \Delta_{a^{\prime}, k^{\prime}}\left(\mu+\rho_{k^{\prime}}\right) \prod_{\substack{a^{\prime} \in S^{\prime} \\ D a^{\prime}<0}} \Delta_{a^{\prime},-k^{\prime}}\left(-\mu-\rho_{k^{\prime}}\right)
$$

This is unaltered by replacing $\mu$ by $-w_{0} \mu$, since $-w_{0}$ permutes the factors in each of the two products. We have

$$
w_{0} \mu-\rho_{k^{\prime}}=r_{k^{\prime}}\left(w_{0} \mu\right)=r_{k^{\prime}}(v(\lambda) \lambda)=v(\lambda) r_{k^{\prime}}(\lambda)
$$

Hence, putting $a^{\prime}=\alpha^{\prime}+r c$ and $b^{\prime}=\beta^{\prime}+r c$, where $\beta^{\prime}=-v(\lambda)^{-1} \alpha^{\prime}$ in the first product, and $\beta^{\prime}=v(\lambda)^{-1} \alpha^{\prime}$ in the second product, we shall obtain

$$
\begin{equation*}
<P_{\mu}, P_{\mu}>=\prod_{b^{\prime} \in \Sigma_{0}} \Delta_{b^{\prime}, k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right) \prod_{b^{\prime} \in \Sigma_{1}} \Delta_{b^{\prime},-k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right) \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Sigma_{0}=\left\{b^{\prime}=\beta^{\prime}+r c \in S^{\prime}: v(\lambda) \beta^{\prime} \in S_{0}^{\prime-} \text { and } r \geq 0\right\}, \\
& \Sigma_{1}=\left\{b^{\prime}=\beta^{\prime}+r c \in S^{\prime}: v(\lambda) \beta^{\prime} \in S_{0}^{\prime-} \text { and } r>0\right\} .
\end{aligned}
$$

By (2.4.6), $v(\lambda) \beta^{\prime} \in S_{0}^{\prime-}$ if and only if $\chi\left(\beta^{\prime}\right)+<\lambda, \beta^{\prime} \gg 0$. Hence

$$
\begin{aligned}
& \Sigma_{0}=S^{\prime}(\lambda) \cup\left\{\beta^{\prime} \in S_{0}^{\prime-}:<\lambda, \beta^{\prime}>\geq 0\right\} \\
& \Sigma_{1}=S^{\prime}(\lambda)-\left\{\beta^{\prime} \in S_{0}^{\prime+}:<\lambda, \beta^{\prime} \gg 0\right\}
\end{aligned}
$$

so that (1) above becomes

$$
\begin{equation*}
<P_{\mu}, P_{\mu}>=c_{1} c_{2} c_{3} \prod_{a^{\prime} \in S^{\prime}(\lambda)}\left(\Delta_{a^{\prime}, k^{\prime}} \Delta_{a^{\prime},-k^{\prime}}\right)\left(r_{k^{\prime}}(\lambda)\right), \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{1}=\prod_{\substack{\beta^{\prime} \in S_{0}^{\prime} \\<\lambda, \beta^{\prime} \gg 0}} \Delta_{\beta^{\prime}, k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right)=\varphi_{\lambda}=\tau_{\bar{v}(\lambda)}^{-2} \varphi_{\lambda}^{*} \tag{3}
\end{equation*}
$$

by (5.8.23),

$$
\begin{equation*}
c_{2}=\prod_{\substack{\beta^{\prime} \in S_{0}^{\prime+} \\<\lambda, \beta^{\prime} \gg 0}} \Delta_{\beta^{\prime},-k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right)^{-1}=\tau_{v(\lambda)}^{-2} \xi_{\lambda}^{(-1)} \tag{4}
\end{equation*}
$$

by (5.8.25), and

$$
c_{3}=\prod_{\substack{\beta^{\prime} \in S^{\prime} \\<\lambda, \beta^{\prime}>=0}} \Delta_{\beta^{\prime}, k^{\prime}}\left(r_{k^{\prime}}(\lambda)\right)
$$

Now if $\beta^{\prime} \in S_{0}^{\prime-}$ and $<\lambda, \beta^{\prime}>=0$, we have

$$
<r_{k^{\prime}}(\lambda), \beta^{\prime}>=<\lambda-v(\lambda)^{-1} \rho_{k^{\prime}}, \beta^{\prime}>=<\rho_{k^{\prime}}, \alpha^{\prime}>
$$

where $\alpha^{\prime}=-v(\lambda) \beta^{\prime} \in S_{0}^{\prime+}$. Also

$$
<\mu,-w_{0} \alpha^{\prime}>=<v(\lambda) \lambda,-\alpha^{\prime}>=<\lambda, \beta^{\prime}>=0
$$

so that

$$
\begin{equation*}
c_{3}=\prod_{\substack{\alpha^{\prime} \in S_{0}^{\prime+} \\<\mu, \alpha^{\prime}>=0}} \Delta_{\alpha^{\prime}, k^{\prime}}\left(\rho_{k^{\prime}}\right)=W_{0 \mu}\left(\tau^{2}\right)^{-1} \tag{5}
\end{equation*}
$$

by (5.1.40).
If we now substitute (2)-(5) into the right-hand side of (5.8.24) and make use of (5.8.22), we shall finally obtain

$$
\left(E_{\lambda}, E_{\lambda}\right)=\prod_{a^{\prime} \in S^{\prime}(\lambda)}\left(\Delta_{a^{\prime}, k^{\prime}} \Delta_{a^{\prime},-k^{\prime}}\right)\left(r_{k^{\prime}}(\lambda)\right)
$$

as desired.

### 5.9 Shift operators

In this section we shall give another proof of the relation (5.8.16), using shift operators. Unlike the previous proof, it makes essential use of duality (§4.7). We retain the notation of the previous sections.

For each indivisible $a^{\prime} \in S^{\prime}$, let

$$
\delta_{a^{\prime}}=\delta_{a^{\prime}, k^{\prime}}= \begin{cases}\left(e^{a^{\prime} / 2}-e^{-a^{\prime} / 2}\right) \boldsymbol{c}_{a^{\prime}, k^{\prime}} & \text { if } 2 a^{\prime} \notin S^{\prime},  \tag{5.9.1}\\ \left(e^{a^{\prime}}-e^{-a^{\prime}}\right) \boldsymbol{c}_{a^{\prime}, k^{\prime}} & \text { if } 2 a^{\prime} \in S^{\prime},\end{cases}
$$

(so that $\delta_{a^{\prime}}^{*}=-\delta_{a^{\prime}}$ ), and let

$$
\begin{equation*}
\delta_{\varepsilon, k^{\prime}}^{\prime}=\prod_{\substack{a^{\prime} \in \in S_{0}^{\prime+} \\ l^{\prime}\left(a^{\prime}\right)=1}} \delta_{a^{\prime}, k^{\prime}}, \tag{5.9.2}
\end{equation*}
$$

where $S_{01}^{\prime+}=\left\{a^{\prime} \in S^{\prime+}: a^{\prime}(0)=0\right.$ and $\left.\frac{1}{2} a^{\prime} \notin S^{\prime}\right\}$.
(5.9.3) For each $i \in I_{0}$ we have
(i) $\left(T_{i}-\tau_{i}^{(\varepsilon)}\right) \delta_{\varepsilon, k^{\prime}}^{\prime}\left(Y^{-1}\right)=\left(s_{i} \delta_{\varepsilon, k^{\prime}}^{\prime}\right)\left(Y^{-1}\right)\left(T_{i}-\tau_{i}\right)$,
(ii) $\left(T_{i}-\tau_{i}\right) \delta_{\varepsilon, k^{\prime}}^{\prime}(Y)=\left(s_{i} \delta_{\varepsilon, k^{\prime}}^{\prime}\right)(Y)\left(T_{i}-\tau_{i}^{(\varepsilon)}\right)$.

Proof These follow from (5.8.7) by taking adjoints (5.1.22) and then applying duality (4.7.6).

Now let

$$
\begin{aligned}
G_{\varepsilon} & =\delta_{\varepsilon, k}(X)^{-1} \delta_{\varepsilon, k^{\prime}}^{\prime}\left(Y^{-1}\right), \\
\hat{G}_{\varepsilon} & =\delta_{\varepsilon, k^{\prime}}^{\prime}(Y) \delta_{\varepsilon, k}(X)
\end{aligned}
$$

(5.9.4) $G_{\varepsilon}$ and $\hat{G}_{\varepsilon}$ each map $A_{0}$ to $A_{0}$.

Proof Let $f \in A_{0}$. Then $\left(T_{i}-\tau_{i}\right) f=0$ for all $i \neq 0$, and hence by (5.9.3)(i) $\delta_{\varepsilon, k^{\prime}}^{\prime}\left(Y^{-1}\right) f$ is killed by $T_{i}-\tau_{i}^{(\varepsilon)}$, and hence lies in $U_{\varepsilon} A=\delta_{\varepsilon, k} A_{0}$ (5.8.8). Consequently $G_{\varepsilon} f \in A_{0}$.

Next, $\delta_{\varepsilon, k} f \in U_{\varepsilon} A$, hence is killed by $T_{i}-\tau_{i}^{(\varepsilon)}$, so that by (5.9.3)(ii) we have $\left(T_{i}-\tau_{i}\right) \hat{G}_{\varepsilon} f=0$ for all $i \neq 0$, and therefore $\hat{G}_{\varepsilon} f \in A_{0}$.

Next we have

$$
\begin{equation*}
\delta_{\varepsilon, k^{\prime}}^{\prime}\left(Y^{-1}\right) U^{+}=U_{\varepsilon} \delta_{\varepsilon, k^{\prime}}^{\prime}(Y) \tag{5.9.5}
\end{equation*}
$$

Proof By duality it is enough to show that

$$
\delta_{\varepsilon, k}\left(X^{-1}\right) U_{\varepsilon}=U^{+} \delta_{\varepsilon, k}(X)
$$

By (5.8.7) we have $\left(T_{i}-\tau_{i}\right) \delta_{\varepsilon, k}\left(X^{-1}\right) U_{\varepsilon}=0$ for all $i \neq 0$, and hence by (5.5.10)(ii)

$$
\delta_{\varepsilon, k}\left(X^{-1}\right) U_{\varepsilon}=U^{+} f(X)
$$

for some $f \in A$. Now $U_{\varepsilon}$ and $U^{+}$are both of the form $T\left(w_{0}\right)+$ lower terms, i.e. of the form

$$
\boldsymbol{c}_{+}(X) w_{0}+\text { lower terms }
$$

hence

$$
\delta_{\varepsilon, k}\left(X^{-1}\right) \boldsymbol{c}_{+}(X)=\boldsymbol{c}_{+}(X)\left(w_{0} f\right)(X)
$$

giving $f(X)=\delta_{\varepsilon, k}(X)$ as required.
(5.9.6) Let $f, g \in A_{0}$. Then

$$
<G_{\varepsilon} f, g^{0}>_{k+l}=q^{k \cdot l}<f,\left(\hat{G}_{\varepsilon} g\right)^{0}>_{k},
$$

where $k \cdot l=\sum_{a \in S_{01}^{+}} k(a) l(a)$.

Proof By (5.1.34) and (5.8.6) we have

$$
\begin{align*}
<G_{\varepsilon} f, g^{0}>_{k+l} & =\left(G_{\varepsilon} f, g\right)_{k+l} / W_{0}\left(q^{k+l}\right) \\
& =\left(\delta_{\varepsilon, k^{\prime}}^{\prime}\left(Y^{-1}\right) f, \delta_{\varepsilon, k}(X) g\right)_{k} / W_{0}\left(q^{\varepsilon k}\right) \tag{1}
\end{align*}
$$

Since $f \in A_{0}$ we have

$$
U^{+} f=\tau_{w_{0}}^{-1} W_{0}\left(q^{k}\right) f
$$

and therefore

$$
\begin{aligned}
\delta_{\varepsilon, k^{\prime}}^{\prime}\left(Y^{-1}\right) f & =\frac{\tau_{w_{0}}}{W_{0}\left(q^{k}\right)} \delta_{\varepsilon, k^{\prime}}^{\prime}\left(Y^{-1}\right) U^{+} f \\
& =\frac{\tau_{w_{0}}}{W_{0}\left(q^{k}\right)} U_{\varepsilon} \delta_{\varepsilon, k^{\prime}}^{\prime}(Y) f
\end{aligned}
$$

by (5.9.5). Since $U_{\varepsilon}$ is self-adjoint ((5.5.17)(iii)), it follows that (1) is equal to

$$
\begin{equation*}
\tau_{w_{0}}\left(\delta_{\varepsilon, k^{\prime}}^{\prime}(Y) f, U_{\varepsilon} \delta_{\varepsilon, k}(X) g\right)_{k} / W_{0}\left(q^{k}\right) W_{0}\left(q^{\varepsilon k}\right) \tag{2}
\end{equation*}
$$

Now $\delta_{\varepsilon, k}(X) g \in U_{\varepsilon} A$ by (5.8.8), hence by (5.5.17)(ii)

$$
U_{\varepsilon} \delta_{\varepsilon, k}(X) g=\left(\tau_{w_{0}}^{(\varepsilon)}\right)^{-1} W_{0}\left(q^{\varepsilon k}\right) \delta_{\varepsilon, k}(X) g
$$

Since $\tau_{w_{0}} / \tau_{w_{0}}^{(\varepsilon)}=\varepsilon\left(w_{0}\right) q^{k \cdot l}$, it follows that (2) is equal to

$$
\varepsilon\left(w_{0}\right) q^{k \cdot l}\left(\delta_{\varepsilon, k^{\prime}}^{\prime}(Y) f, \delta_{\varepsilon, k}(X) g\right)_{k} / W_{0}\left(q^{k}\right)
$$

which in turn is equal to

$$
q^{k \cdot l}\left(f, \hat{G}_{\varepsilon} g\right)_{k} / W_{0}\left(q^{k}\right)=q^{k \cdot l}<f,\left(\hat{G}_{\varepsilon} g\right)^{0}>_{k}
$$

since the adjoint of $\delta_{\varepsilon, k^{\prime}}^{\prime}(Y)$ is $\varepsilon\left(w_{0}\right) \delta_{\varepsilon, k^{\prime}}^{\prime}(Y)$ by (5.1.24).
(5.9.7) Let $\lambda \in L_{++}$. Then

$$
\begin{aligned}
G_{\varepsilon} P_{\lambda+\rho_{l}, k} & =d_{k, l}(\lambda) P_{\lambda, k+l} \\
\hat{G}_{\varepsilon} P_{\lambda, k+l} & =\hat{d}_{k, l}(\lambda) P_{\lambda+\rho_{l}, k}
\end{aligned}
$$

where

$$
\begin{aligned}
& d_{k, l}(\lambda)=q^{k \cdot l / 2} \delta_{\varepsilon,-k^{\prime}}^{\prime}\left(\lambda+\rho_{k^{\prime}+l^{\prime}}\right) \\
& \hat{d}_{k, l}(\lambda)=\varepsilon\left(w_{0}\right) q^{-k \cdot l / 2} \delta_{\varepsilon, k^{\prime}}^{\prime}\left(\lambda+\rho_{k^{\prime}+l^{\prime}}\right)
\end{aligned}
$$

Proof Let $\mu \in L_{++}, \mu<\lambda$. By (5.9.6) we have

$$
<G_{\varepsilon} P_{\lambda+\rho_{l}, k}, m_{\mu}>_{k+l}=q^{k \cdot l}<P_{\lambda+\rho_{l}, k},\left(\hat{G}_{\varepsilon} m_{\mu}\right)^{0}>_{k}
$$

Now the leading monomial in $\delta_{\varepsilon, k} m_{\mu}$ is $e^{w_{0}\left(\mu+\rho_{l}\right)}$, and therefore $\left(\hat{G}_{\varepsilon} m_{\mu}\right)^{0}$ is a scalar multiple of $m_{\mu+\rho_{l}}+$ lower terms. It follows that $<G_{\varepsilon} P_{\lambda+\rho_{l}, k}, m_{\mu}>_{k+l}=0$ for all $\mu \in L_{++}$such that $\mu<\lambda$, and hence that $G_{\varepsilon} P_{\lambda+\rho_{l}, k}$ is a scalar multiple of $P_{\lambda, k+l}$, say

$$
G_{\varepsilon} P_{\lambda+\rho_{l}, k}=d_{k, l}(\lambda) P_{\lambda, k+l} .
$$

Hence

$$
\begin{equation*}
\delta_{\varepsilon, k^{\prime}}^{\prime}\left(Y^{-1}\right) P_{\lambda+\rho_{l}, k}=d_{k, l}(\lambda) \delta_{\varepsilon, k} P_{\lambda, k+l} . \tag{1}
\end{equation*}
$$

Since $P_{\lambda+\rho_{l}, k}=E_{w_{0}\left(\lambda+\rho_{l}, k\right.}+$ lower terms, it follows from (5.2.2) that the coefficient of $e^{w_{0}\left(\lambda+\rho_{l}\right)}$ in the left-hand side of (1) is

$$
\begin{aligned}
\delta_{\varepsilon, k^{\prime}}^{\prime}\left(r_{k^{\prime}}\left(w_{0}\left(\lambda+\rho_{l}\right)\right)\right. & =\delta_{\varepsilon, k^{\prime}}^{\prime}\left(w_{0}\left(\lambda+\rho_{k^{\prime}+l^{\prime}}\right)\right) \\
& =\varepsilon\left(w_{0}\right) \delta_{\varepsilon,-k^{\prime}}^{\prime}\left(\lambda+\rho_{k^{\prime}+l^{\prime}}\right)
\end{aligned}
$$

(note that $l^{\prime}=l$ in all cases); whereas on the right-hand side of (1) the coefficient is

$$
d_{k, l}(\lambda) \varepsilon\left(w_{0}\right) q^{-k \cdot l / 2} .
$$

This gives the stated value for $d_{k, l}(\lambda)$. For $\hat{G}_{\varepsilon}$, the proof is analogous and is left to the reader.

In view of (5.9.7), the operators $G_{\varepsilon}$ and $\hat{G}_{\varepsilon}$ are called shift operators: $G_{\varepsilon}$ shifts the labelling $k$ upwards to $k+l$, and $\hat{G}_{\varepsilon}$ shifts down from $k+l$ to $k$.

From (5.9.6) and (5.9.7) we deduce

$$
\begin{equation*}
\frac{\left|P_{\lambda, k+l}\right|_{k+l}^{2}}{\left|P_{\lambda+\rho_{l}, k}\right|_{k}^{2}}=q^{k \cdot l} \frac{\delta_{\varepsilon, k^{\prime}}^{\prime}\left(\lambda+\rho_{k^{\prime}+l^{\prime}}^{\prime}\right)}{\delta_{\varepsilon,-k^{\prime}}^{\prime}\left(\lambda+\rho_{k^{\prime}+l^{\prime}}\right)} . \tag{5.9.8}
\end{equation*}
$$

Proof Take $f=P_{\lambda+\rho_{l}, k}$ and $g=P_{\lambda, k+l}$ in (5.9.6). By (5.9.7) we have

$$
<G_{\varepsilon} f, g^{0}>_{k+l}=d_{k, l}(\lambda)\left|P_{\lambda, k+l}\right|_{k+l}^{2}
$$

and

$$
<f,\left(\hat{G}_{\varepsilon} g\right)^{0}>_{k}=\hat{d}_{k, l}(\lambda)^{0}\left|P_{\lambda+\rho_{l}, k}\right|_{k}^{2} .
$$

Hence

$$
\frac{\left|P_{\lambda, k+l}\right|_{k+l}^{2}}{\left|P_{\lambda+\rho_{l}, k}\right|_{k}^{2}}=q^{k \cdot l} \frac{\hat{d}_{k, l}(\lambda)^{0}}{d_{k, l}(\lambda)}
$$

which gives (5.9.8).
To reconcile (5.9.8) with (5.8.16), suppose for example that $S=S(R)$ (1.4.1); then $S^{\prime}=S\left(R^{\vee}\right)$ and $k^{\prime}=k$, so that

$$
\Delta_{S^{\prime}, k+l}^{+} / \Delta_{S^{\prime}, k}^{+}=\prod_{\substack{\alpha \in R^{+} \\ l(\alpha)=1}}\left(1-q^{k(\alpha)} e^{\alpha^{\vee}}\right)
$$

and

$$
\Delta_{S^{\prime},-k-l}^{-} / \Delta_{S^{\prime},-k}^{-}=\prod_{\substack{\alpha \in R^{+} \\ l(\alpha)=1}}\left(1-q^{-k(\alpha)} e^{-\alpha^{\vee}}\right)^{-1}
$$

Hence the right-hand side of (5.8.16) is equal to

$$
\begin{equation*}
\prod_{\alpha \in R^{+}} \frac{1-q^{k(\alpha)+<\lambda+\rho_{k+l}, \alpha^{\vee}>}}{1-q^{-k(\alpha)+<\lambda+\rho_{k+l}, \alpha^{\vee}>}} \tag{1}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
q^{k \cdot l} \delta_{\varepsilon, k^{\prime}}^{\prime} / \delta_{\varepsilon,-k^{\prime}}^{\prime} & =q^{k \cdot l} \prod_{\substack{\alpha \in R^{+} \\
l(\alpha)=1}} \frac{q^{k(\alpha) / 2} e^{\alpha^{\vee} / 2}-q^{-k(\alpha) / 2} e^{-\alpha^{\vee} / 2}}{q^{-k(\alpha) / 2} e^{\alpha^{\vee} / 2}-q^{k(\alpha) / 2} e^{-\alpha^{\vee} / 2}} \\
& =\prod_{\substack{\alpha \in R^{+} \\
l(\alpha)=1}} \frac{1-q^{k(\alpha)} e^{\alpha^{\vee}}}{1-q^{-k(\alpha)} e^{\alpha^{\vee}}},
\end{aligned}
$$

and therefore the right-hand side of (5.9.8) is equal to (1). Similarly in the other cases (1.4.2), (1.4.3).

### 5.10 Creation operators

The group $W$ acts on $V$ as a group of displacements, and by transposition acts also on $F$, the space of affine-linear functions on $V:(w f)(x)=f\left(w^{-1} x\right)$ for $w \in W, f \in F$ and $x \in V$. Since we identify $\lambda \in L$ with the function $x \mapsto$ $<\lambda, x>$ on $V$, we have to distinguish $w \lambda \in V$ and $w \cdot \lambda: x \mapsto<\lambda, w^{-1} x>$. When $w \in W_{0}$ we have $w \lambda=w \cdot \lambda$, but for example $s_{0} \lambda$ and $s_{0} \cdot \lambda$ are not the same: we have

$$
\begin{align*}
s_{0} \lambda & =\xi+s_{\xi} \lambda,  \tag{5.10.1}\\
s_{0} \cdot \lambda & =s_{\xi} \lambda+<\lambda, \xi>c
\end{align*}
$$

where $\xi=\varphi$ (the highest root of $R$ ) in cases (1.4.1) and (1.4.2), and $\xi=\varepsilon_{1}$ in case (1.4.3).

From (4.7.3) we have

$$
\begin{equation*}
\left(T_{i}-\boldsymbol{b}_{i}\left(X^{a_{i}}\right)\right) X^{\lambda}=X^{s_{i} \cdot \lambda}\left(T_{i}-\boldsymbol{b}_{i}\left(X^{a_{i}}\right)\right) \tag{5.10.2}
\end{equation*}
$$

for all $i \in I$ and $\lambda \in L$, where

$$
\boldsymbol{b}_{i}\left(X^{a_{i}}\right)=\boldsymbol{b}\left(\tau_{i}, \tau_{i}^{\prime} ; X^{a_{i}}\right)
$$

and in particular

$$
X^{a_{0}}=q^{m} X^{-\xi}
$$

where $m=\frac{1}{2}$ in case (1.4.3), and $m=1$ otherwise.
By applying $\omega^{-1}: \tilde{\mathfrak{F}} \rightarrow \tilde{\mathfrak{F}}^{\prime}$ to (5.10.2) we shall obtain

$$
Y^{-\lambda}\left(T_{i}-\boldsymbol{b}_{i}\left(Y^{-a_{i}}\right)\right)=\left(T_{i}-\boldsymbol{b}_{i}\left(Y^{-a_{i}}\right)\right) Y^{-s_{i} \lambda}
$$

when $i \neq 0$, and

$$
Y^{-\lambda}\left(\omega^{-1}\left(T_{0}\right)-\boldsymbol{b}_{0}\left(q^{m} Y^{\xi}\right)\right)=q^{<\lambda, \xi>}\left(\omega^{-1}\left(T_{0}\right)-\boldsymbol{b}_{0}\left(q^{m} Y^{\xi}\right)\right) Y^{-s_{\xi} \lambda}
$$

Hence if we define

$$
\begin{equation*}
\boldsymbol{\alpha}_{i}=T_{i}-\boldsymbol{b}_{i}\left(Y^{-a_{i}}\right) \tag{5.10.3}
\end{equation*}
$$

for $i \neq 0$, and

$$
\begin{equation*}
\boldsymbol{\alpha}_{0}=\omega^{-1}\left(T_{0}\right)-\boldsymbol{b}_{0}\left(q^{m} Y^{\xi}\right) \tag{5.10.4}
\end{equation*}
$$

as operators on $A^{\prime}$, we shall have

$$
\begin{equation*}
Y^{\lambda} \boldsymbol{\alpha}_{i}=\boldsymbol{\alpha}_{i} Y^{s_{i} \lambda} \tag{5.10.5}
\end{equation*}
$$

for $i \neq 0$ and $\lambda \in L$, and

$$
\begin{equation*}
Y^{\lambda} \boldsymbol{\alpha}_{0}=q^{-<\lambda, \xi>} \boldsymbol{\alpha}_{0} Y^{s_{\xi} \lambda} \tag{5.10.6}
\end{equation*}
$$

Suppose first that $i \neq 0$, and let $\mu \in L^{\prime}$. Then we have

$$
Y^{\lambda} \boldsymbol{\alpha}_{i} E_{\mu}^{\prime}=\boldsymbol{\alpha}_{i} Y^{s_{i} \lambda} E_{\mu}^{\prime}=q^{-<s_{i} \lambda, r_{k}^{\prime}(\mu)>} \boldsymbol{\alpha}_{i} E_{\mu}^{\prime}
$$

by (5.2.2'). Suppose that $s_{i} \mu>\mu$, then $s_{i}\left(r_{k}^{\prime}(\mu)\right)=r_{k}^{\prime}\left(s_{i} \mu\right)$ by (2.8.4), and hence $\boldsymbol{\alpha}_{i} E_{\mu}^{\prime}$ is a scalar multiple of $E_{s_{i} \mu}^{\prime}$. To obtain the scalar, we need the coefficient of $e^{s_{i} \mu}$ in $\boldsymbol{\alpha}_{i} E_{\mu}^{\prime}$. Now $\boldsymbol{b}_{i}\left(Y^{-a_{i}}\right) E_{\mu}^{\prime}$ is a scalar multiple of $E_{\mu}^{\prime}$, hence does not contain $e^{s_{i} \mu}$. Since $s_{i} \mu>\mu$ we have $<\mu, \alpha_{i} \gg 0$ by (2.7.9) and hence

$$
T_{i} e^{\mu}=\tau_{i}^{-1} e^{s_{i} \mu}+\text { lower terms }
$$

by (4.3.21). It follows that

$$
\begin{equation*}
\boldsymbol{\alpha}_{i} E_{\mu}^{\prime}=\tau_{i}^{-1} E_{s_{i} \mu}^{\prime} \tag{5.10.7}
\end{equation*}
$$

if $i \neq 0$ and $s_{i} \mu>\mu$.
Next, consider the case $i=0$. Then we have, using (5.10.6),

$$
\begin{aligned}
Y^{\lambda} \boldsymbol{\alpha}_{0} E_{\mu}^{\prime} & =q^{-<\lambda, \xi>} \boldsymbol{\alpha}_{0} Y^{s_{\xi} \lambda} E_{\mu}^{\prime} \\
& =q^{-<\lambda, \xi>-<s_{\xi} \lambda, r_{k}^{\prime}(\mu)>} \boldsymbol{\alpha}_{0} E_{\mu}^{\prime} \\
& =q^{-<\lambda, s_{0}\left(r_{k}^{\prime} \mu\right)>} E_{\mu}^{\prime}
\end{aligned}
$$

by (5.10.1). Suppose that $s_{0} \mu>\mu$, then $s_{0}\left(r_{k}^{\prime} \mu\right)=r_{k}^{\prime}\left(s_{0} \mu\right)$ by (2.7.13), and hence $\boldsymbol{\alpha}_{0} E_{\mu}^{\prime}$ is a scalar multiple of $E_{s_{0} \mu}^{\prime}$. We shall show that in fact

$$
\begin{equation*}
\boldsymbol{\alpha}_{0} E_{\mu}^{\prime}=\tau_{v\left(s_{0} \mu\right)} \tau_{v(\mu)}^{-1} E_{s_{0} \mu}^{\prime} \tag{5.10.8}
\end{equation*}
$$

Proof Since $s_{0} s_{\xi}=t(\xi)$ we have $T_{0} T\left(s_{\xi}\right)=Y^{\xi}$ and therefore $T\left(s_{\xi}\right) \omega^{-1}\left(T_{0}\right)=$ $X^{-\xi}$, so that

$$
\omega^{-1}\left(T_{0}\right)=T\left(s_{\xi}\right)^{-1} X^{-\xi}
$$

As before, we require the coefficient of $e^{s_{0} \mu}$ in $T\left(s_{\xi}\right)^{-1} X^{-\xi} e^{\mu}=T\left(s_{\xi}\right)^{-1} e^{\mu-\xi}$, which by (4.3.23) is $q^{f(\mu)}$, where

$$
f(\mu)=\frac{1}{2} \sum_{\alpha \in R^{+}} \eta(<\xi-\mu, \alpha>) \chi\left(s_{\xi} \alpha\right) \kappa_{\alpha}
$$

Now if $\alpha \in R^{+}$, we have $s_{\xi} \alpha \in R^{-}$unless $\langle\xi, \alpha>=0$. Hence

$$
\begin{equation*}
f(\mu)=\frac{1}{2} \sum_{\substack{\alpha \in R^{+} \\<\xi, \alpha \gg 0}} \eta(<\xi-\mu, \alpha>) \kappa_{\alpha} \tag{1}
\end{equation*}
$$

On the other hand, by (4.3.25),

$$
\tau_{v(\mu)}=q^{g(\mu)}
$$

where

$$
g(\mu)=\frac{1}{4} \sum_{\alpha \in R^{+}}(1+\eta(<\mu, \alpha>)) \kappa_{\alpha}
$$

Now if $<\xi, \alpha>=0$ we have $<s_{0} \mu, \alpha>=<\mu, \alpha>$. Hence

$$
g(\mu)-g\left(s_{0} \mu\right)=\frac{1}{4} \sum_{\substack{\alpha \in R^{+} \\<\xi, \alpha \gg 0}}\left(\eta(<\mu, \alpha>)-\eta\left(<s_{0} \mu, \alpha>\right)\right) \kappa_{\alpha}
$$

In this sum we may replace $<s_{0} \mu, \alpha>$ by

$$
-<s_{0} \mu, s_{\xi} \alpha>=<\xi-\mu, \alpha>
$$

and hence using (1) we obtain

$$
f(\mu)+g(\mu)-g\left(s_{0} \mu\right)=\frac{1}{4} \sum_{\substack{\alpha \in R^{+} \\<\xi, \alpha \gg 0}}(\eta(<\xi-\mu, \alpha>)+\eta(<\mu, \alpha>)) \kappa_{\alpha}
$$

In this sum, if $\alpha \neq \xi^{\vee}$ then $<\xi, \alpha>=1$, and

$$
\eta(1-<\mu, \alpha>)+\eta(<\mu, \alpha>)=0
$$

Finally, since $s_{0} \mu>\mu$ we have $a_{0}(\mu)>0$ and hence $<\mu, \xi>\leq 0$, so that

$$
\begin{aligned}
\eta\left(<\xi-\mu, \xi^{\vee}>\right)+\eta\left(<\mu, \xi^{\vee}>\right) & =\eta\left(2-<\mu, \xi^{\vee}>\right)+\eta\left(<\mu, \xi^{\vee}>\right) \\
& =1-1=0 .
\end{aligned}
$$

It follows that

$$
f(\mu)=g\left(s_{0} \mu\right)-g(\mu)
$$

which completes the proof.

Next, let $j \in J$ and let

$$
\begin{equation*}
\boldsymbol{\beta}_{j}=\omega^{-1}\left(U_{j}^{-1}\right) \tag{5.10.9}
\end{equation*}
$$

Let $\lambda \in L$. Then by (3.4.5) we have

$$
U_{j}^{-1} X^{\lambda} U_{j}=X^{u_{j}^{-1} \cdot \lambda}
$$

where $u_{j}=u\left(\pi_{j}^{\prime}\right)=t\left(\pi_{j}^{\prime}\right) v_{j}^{-1}$, so that

$$
\begin{align*}
u_{j} \lambda & =\pi_{j}^{\prime}+v_{j}^{-1} \lambda, \\
u_{j}^{-1} \cdot \lambda & =v_{j} \lambda+<\lambda, \pi_{j}^{\prime}>c . \tag{5.10.10}
\end{align*}
$$

Hence

$$
U_{j}^{-1} X^{\lambda}=q^{<\lambda, \pi_{j}^{\prime}>} X^{v_{j} \lambda} U_{j}^{-1}
$$

and therefore (with $\lambda$ replaced by $-\lambda$ )

$$
\begin{equation*}
Y^{\lambda} \boldsymbol{\beta}_{j}=q^{-<\lambda, \pi_{j}^{\prime}>} \boldsymbol{\beta}_{j} Y^{v_{j} \lambda} \tag{5.10.11}
\end{equation*}
$$

Now let $\mu \in L^{\prime}$. Then

$$
\begin{aligned}
Y^{\lambda} \boldsymbol{\beta}_{j} E_{\mu}^{\prime} & =q^{-<\lambda, \pi_{j}^{\prime}>} \boldsymbol{\beta}_{j} Y^{v_{j} \lambda} E_{\mu}^{\prime} \\
& =q^{-<\lambda, \pi_{j}^{\prime}+v_{j}^{-1} r_{k}^{\prime}(\mu)>} \boldsymbol{\beta}_{j} E_{\mu}^{\prime} \\
& =q^{-<\lambda, u_{j}\left(r_{k}^{\prime}(\mu)\right)>} \boldsymbol{\beta}_{j} E_{\mu}^{\prime} .
\end{aligned}
$$

Since $u_{j}\left(r_{k}^{\prime}(\mu)\right)=r_{k}^{\prime}\left(u_{j} \mu\right)$ by (2.8.4), it follows that $\boldsymbol{\beta}_{j} E_{\mu}^{\prime}$ is a scalar multiple of $E_{u_{j} \mu}^{\prime}$. In fact we have

$$
\begin{equation*}
\boldsymbol{\beta}_{j} E_{\mu}^{\prime}=\tau_{v\left(u_{j} \mu\right)} \tau_{v(\mu)}^{-1} E_{u_{j} \mu}^{\prime} \tag{5.10.12}
\end{equation*}
$$

Proof We have $U_{j}^{-1}=U_{i}$, where $i=-j$ in the notation of $\S 2.5$. Since $u_{i} v_{i}=\tau\left(\pi_{i}^{\prime}\right)$, it follows that

$$
U_{i}=T\left(u_{i}\right)=Y^{\pi_{i}^{\prime}} T\left(v_{i}\right)^{-1}
$$

and therefore

$$
\boldsymbol{\beta}_{j}=\omega^{-1}\left(U_{i}\right)=T\left(v_{i}^{-1}\right)^{-1} X^{-\pi_{i}^{\prime}}
$$

so that

$$
\boldsymbol{\beta}_{j} e^{\mu}=T\left(v_{i}^{-1}\right)^{-1} e^{\mu-\pi_{i}^{\prime}}
$$

Since $v_{i}^{-1}\left(\mu-\pi_{i}^{\prime}\right)=u_{i}^{-1} \mu=u_{j} \mu$, it follows from (4.3.23) that

$$
\boldsymbol{\beta}_{j} e^{\mu}=q^{f(\mu)} e^{u_{j} \mu}+\text { lower terms }
$$

where now

$$
f(\mu)=\frac{1}{2} \sum_{\alpha \in R^{+}} \eta\left(<\pi_{i}^{\prime}-\mu, \alpha>\right) \chi\left(v_{i} \alpha\right) \kappa_{\alpha}
$$

By (4.2.4), $\chi\left(v_{i} \alpha\right)=1$ if and only if $<\pi_{i}^{\prime}, \alpha \gg 0$. Now $\pi_{i}^{\prime}$ is a minuscule fundamental weight, so that $<\pi_{i}^{\prime}, \alpha>=0$ or 1 for each $\alpha \in R^{+}$. Hence

$$
\begin{equation*}
f(\mu)=-\frac{1}{2} \sum_{\substack{\alpha \in R^{+} \\<\pi_{i}^{i}, \alpha>=1}} \eta(<\mu, \alpha>) \kappa_{\alpha} \tag{1}
\end{equation*}
$$

since $\eta\left(<\pi_{i}^{\prime}-\mu, \alpha>\right)=\eta(1-<\mu, \alpha>)=-\eta(<\mu, \alpha>)$.
On the other hand, by (4.3.25), we have

$$
\tau_{v(\mu)}=q^{g(\mu)}
$$

where

$$
g(\mu)=\frac{1}{4} \sum_{\alpha \in R^{+}}(1+\eta(<\mu, \alpha>)) \kappa_{\alpha}
$$

so that

$$
\begin{equation*}
g(\mu)-g\left(u_{j} \mu\right)=\frac{1}{4} \sum_{\alpha \in R^{+}}\left(\eta(<\mu, \alpha>)-\eta\left(<u_{j} \mu, \alpha>\right) \kappa_{\alpha}\right. \tag{2}
\end{equation*}
$$

If $<\pi_{j}^{\prime}, \alpha>=0$ let $\beta=v_{j} \alpha \in R^{+}$. Then

$$
<u_{j} \mu, \alpha>=<\pi_{j}^{\prime}+v_{j}^{-1} \mu, \alpha>=<\mu, \beta>
$$

and

$$
<\pi_{i}^{\prime}, \beta>=<v_{j}^{-1} \pi_{i}^{\prime}, \alpha>=-<\pi_{j}^{\prime}, \alpha>=0
$$

by (2.5.9).

If on the other hand $<\pi_{j}^{\prime}, \alpha>=1$, let $\beta=-v_{j} \alpha \in R^{+}$. Then

$$
<u_{j} \mu, \alpha>=1-<\mu, \beta>
$$

so that $\eta\left(<u_{j} \mu, \alpha>\right)=-\eta(<\mu, \beta>)$, and $<\pi_{i}^{\prime}, \beta>=1$.
Hence if we define

$$
\varepsilon_{\beta}=\left\{\begin{array}{cl}
1 & \text { if }<\pi_{i}^{\prime}, \beta>=0 \\
-1 & \text { if }<\pi_{i}^{\prime}, \beta>=1
\end{array}\right.
$$

we have

$$
\begin{equation*}
\sum_{\alpha \in R^{+}} \eta\left(<u_{j} \mu, \alpha>\right) \kappa_{\alpha}=\sum_{\beta \in R^{+}} \varepsilon_{\beta} \eta(<\mu, \beta>) \kappa_{\beta} . \tag{3}
\end{equation*}
$$

From (1), (2) and (3) it follows that

$$
\begin{aligned}
f(\mu)+g(\mu)-g\left(u_{j} \mu\right) & =\sum_{\alpha \in R^{+}}\left(\left(\varepsilon_{\alpha}-1\right)+1-\varepsilon_{\alpha}\right) \eta(<\mu, \alpha>) \kappa_{\alpha} \\
& =0 .
\end{aligned}
$$

This completes the proof of (5.10.12).
(5.10.13) Let $\mu \in L^{\prime}$ and let

$$
u(\mu)=u_{j} s_{i_{1}} \cdots s_{i_{p}}
$$

be a reduced expression. Then

$$
E_{\mu}^{\prime}=\tau_{v(\mu)}^{-1} \boldsymbol{\beta}_{j} \boldsymbol{\alpha}_{i_{1}} \cdots \boldsymbol{\alpha}_{i_{p}}(1)
$$

Proof For each $i \in I$, if $a_{i}(\mu)>0$ then $s_{i} u(\mu)=u\left(s_{i} \mu\right)>u(\mu)$, by (2.4.14). Also, if $i \neq 0$, we have $v(\mu) s_{i}=v\left(s_{i} \mu\right)<v(\mu)$, so that $\tau_{v\left(s_{i} \mu\right)}=\tau_{i}^{-1} \tau_{v(\mu)}$. Hence (5.10.13) follows from (5.10.7), (5.10.8) and (5.10.12).

For this reason the operators $\boldsymbol{\alpha}_{i}(i \in I)$ and $\boldsymbol{\beta}_{j}(j \in J)$ are called 'creation operators': they enable us to construct each $E_{\mu}^{\prime}$ from $E_{0}^{\prime}=1$. Dually, by interchanging $S$ and $S^{\prime}, k$ and $k^{\prime}$, we may define operators $\boldsymbol{\alpha}^{\prime}{ }_{i}, \boldsymbol{\beta}_{j}^{\prime}$ on $A$ which enable us to construct each $E_{\lambda}(\lambda \in L)$ from $E_{0}=1$.

## Notes and references

The symmetric scalar product (5.1.29) was introduced in [M5], and the nonsymmetric scalar product (5.1.17) (which is more appropriate in the context of
the action of the double affine Hecke algebra) by Cherednik [C2]. The polynomials $E_{\lambda}$ were first defined by Opdam [O4] in the limiting case $q \rightarrow 1$, and then for arbitrary $q$ in [M7] (for the affine root systems $S(R)$ with $R$ reduced), and in greater generality by Cherednik in [C3]. The proofs of the symmetry and evaluation theorems in $\S 5.2$ and $\S 5.3$ are due to Cherednik ([C4], [C5]), as is indeed the greater part of the material in this chapter.

To go back in time a bit, the symmetric polynomials $P_{\lambda}$ were first developed for the root systems of type $A_{n}$ in the 1980 's, as a common generalization of the Hall-Littlewood and Jack symmetric functions [M6]. The symmetry theorem (5.3.5) in this case was discovered by Koornwinder, and his proof is reproduced in [M6], Chapter 6, which also contains the evaluation theorem (5.3.12) and the norm formula (5.8.17) for $S$ of type $A_{n}$, without any overt use of Hecke algebras. (Earlier, Stanley [S3] had done this in the limiting case $q \rightarrow 1$, i.e. for the Jack symmetric functions.) What is special to the root systems of type $A$ is that all the fundamental weights are minuscule, so that the corresponding $Y$-operators (4.4.12) can be written down explicitly; and these are precisely the operators used in [M6].

From the nature of these formulas in type $A$ it was clear what to expect should happen for other root systems - all the more because the formula for $\left|P_{\lambda}\right|^{2}$ when $\lambda=0$ delivers the constant term of $\nabla$, which had been the subject of earlier conjectures ([D1], [A1], [M4], [M11]). The preprint [M5] contained a construction of the polynomials $P_{\lambda}$ for reduced affine root systems, and conjectured the values of $\left|P_{\lambda}\right|^{2}$ and $P_{\lambda}\left(\rho_{k}^{\prime}\right)$. Again, in the limiting case $q \rightarrow 1$, Heckman and Opdam ([H1], [H2], [O1], [O2]) had earlier constructed the $P_{\lambda}$ (which they called Jacobi polynomials); and then Opdam [O3] saw how to exploit the shift operator techniques that he and Heckman had developed, to establish the norm and evaluation formulas in this limiting case.

Cherednik [C2] now brought the double affine Hecke algebra into the picture, as a ring of operators on $A$, as described in Chapter 4. He constructed $q$ analogues of the shift operators, and used them to evaluate $\left|P_{\lambda}\right|^{2}$ for reduced affine root systems. His proof is reproduced in $\S 5.9$. The alternative proof of the norm formula in $\S 5.8$ is essentially that of [M7], which in turn was inspired by [O4].

Finally, the case where the affine root system is of type $\left(C_{n}^{\vee}, C_{n}\right)$ was worked out by van Diejen [V2] in the self-dual situation (i.e., $k^{\prime}=k$ in our notation), and then in general by Noumi [N1], Sahi ([S1], [S2]), and Stokman [S4]. The constant term of $\nabla_{S, k}$ (i.e., the case $\lambda=0$ of the norm formula) had been calculated earlier by Gustafson [G2].

## 6

## The rank 1 case

When the affine root system $S$ has rank 1, everything can be made completely explicit, and we are dealing with orthogonal polynomials in one variable. There are two cases to consider:
(a) $S=S^{\prime}$ is of type $A_{1}$, and $L=L^{\prime}$ is the weight lattice;
(b) $S=S^{\prime}$ is of type $\left(C_{1}^{\vee}, C_{1}\right)$, and $L=L^{\prime}$ is the root lattice.

We consider (a) first.

### 6.1 Braid group and Hecke algebra (type $\boldsymbol{A}_{\mathbf{1}}$ )

Here $R=R^{\prime}=\{ \pm \alpha\}$, where $|\alpha|^{2}=2$, and $L=L^{\prime}=\mathbb{Z} \alpha / 2$. We have $a_{0}=1-\alpha$ and $a_{1}=\alpha$, acting on $V=\mathbb{R}$ as follows: $a_{0}(\xi)=1-\xi$ and $a_{1}(\xi)=\xi$ for $\xi \in \mathbb{R}$. Thus the simplex $C$ is the interval $(0,1)$, and $W_{S}$ is the infinite dihedral group, freely generated by $s_{0}$ and $s_{1}$, where $s_{0}$ (resp. $s_{1}$ ) is reflection in 1 (resp. 0). The extended affine Weyl group $W$ is the extension of $W_{S}$ by a group $\Omega=\{1, u\}$ of order 2 , where $u$ is reflection in the point $\frac{1}{2}$, so that $u$ interchanges 0 and $1, a_{0}$ and $a_{1}$. We have $s_{0}=u s_{1} u$, so that $W$ is generated by $s_{1}$ and $u$ with the relations $s_{1}^{2}=u^{2}=1$.

The braid group $\mathfrak{B}$ has generators $T_{0}, T_{1}, U$ with relations

$$
\begin{equation*}
U^{2}=1, \quad U T_{1} U=T_{0} \tag{6.1.1}
\end{equation*}
$$

(there are no braid relations). Let $Y=Y^{\alpha / 2}$, then

$$
Y=T_{0} U=U T_{1}
$$

so that $\mathfrak{B}$ is generated by $T_{1}$ and $Y$ subject to the relation $T_{1} Y^{-1} T_{1}=Y$. Alternatively, $\mathfrak{B}$ is generated by $T_{1}$ and $U$ with the single relation $U^{2}=1$.

The double braid group $\tilde{\mathfrak{B}}$ is generated by $T_{1}, X, Y$ and a central element $q^{1 / 2}$, with the relations

$$
\begin{equation*}
T_{1} X T_{1}=X^{-1}, \quad T_{1} Y^{-1} T_{1}=Y, \quad U X U^{-1}=q^{1 / 2} X^{-1} \tag{6.1.2}
\end{equation*}
$$

where $U=Y T_{1}^{-1}=T_{1} Y^{-1}$. The duality antiautomorphism $\omega$ maps $T_{1}, X, Y, q^{1 / 2}$ respectively to $T_{1}, Y^{-1}, X^{-1}, q^{1 / 2}$. Thus it interchanges the first two of the relations (6.1.2); and since $U X=T_{1} Y^{-1} X$ we have $\omega(U X)=$ $Y^{-1} X T_{1}=T_{1}^{-1}(U X) T_{1}$, so that $\omega\left((U X)^{2}\right)=T_{1}^{-1}(U X)^{2} T_{1}=q^{1 / 2}$. Thus duality is directly verified.

Next, the affine Hecke algebra $\mathfrak{5}$ is the $K$-algebra generated by $T_{1}$ and $U$ subject to the relations $U^{2}=1$ and

$$
\begin{equation*}
\left(T_{1}-\tau\right)\left(T_{1}+\tau^{-1}\right)=0 \tag{6.1.3}
\end{equation*}
$$

where $K$ is the field $\mathbb{Q}\left(q^{1 / 2}, \tau\right)$. We shall write

$$
\tau=q^{k / 2}
$$

and we shall assume when convenient that $k$ is a non-negative integer (in which case $\left.K=\mathbb{Q}\left(q^{1 / 2}\right)\right)$.

The double affine Hecke algebra $\tilde{\mathfrak{F}}$ is the $K$-algebra generated by $T_{1}, X, Y$ subject to the relations (6.1.2) and (6.1.3), i.e. it is the quotient of the group algebra of $\tilde{\mathfrak{B}}$ over $K$ by the ideal generated by $\left(T_{1}-\tau\right)\left(T_{1}+\tau^{-1}\right)$. Since $\omega$ fixes $T_{1}$, it extends to an antiautomorphism of $\tilde{\mathfrak{H}}$.

Let $x=e^{\alpha / 2}$ and let $A=K\left[x, x^{-1}\right]$. Also let

$$
\begin{equation*}
\boldsymbol{b}(X)=\frac{\tau-\tau^{-1}}{1-X^{2}}, \quad \boldsymbol{c}(X)=\frac{\tau X^{2}-\tau^{-1}}{X^{2}-1} \tag{6.1.4}
\end{equation*}
$$

Then $\tilde{\mathfrak{H}}$ acts on $A$ as follows: if $f \in A$,

$$
\begin{equation*}
X f=x f, \quad U f=u f, \quad T_{1} f=\left(\boldsymbol{b}(X)+\boldsymbol{c}(X) s_{1}\right) f \tag{6.1.5}
\end{equation*}
$$

where $\left(s_{1} f\right)(x)=f\left(x^{-1}\right)$ and $(u f)(x)=f\left(q^{1 / 2} x^{-1}\right)$.
We have $s_{1} X=X^{-1} s_{1}$, and

$$
s_{1}=\boldsymbol{c}(X)^{-1}\left(T_{1}-\boldsymbol{b}(X)\right)
$$

as operators on $A$. Applying $\omega$, we obtain

$$
Y^{-1}\left(T_{1}-\boldsymbol{b}\left(Y^{-1}\right)\right) \boldsymbol{c}\left(Y^{-1}\right)^{-1}=\left(T_{1}-\boldsymbol{b}\left(Y^{-1}\right)\right) \boldsymbol{c}\left(Y^{-1}\right)^{-1} Y
$$

so that if we put

$$
\begin{equation*}
\boldsymbol{\alpha}=T_{1}-\boldsymbol{b}\left(Y^{-1}\right)=U Y-\boldsymbol{b}\left(Y^{-1}\right) \tag{6.1.6}
\end{equation*}
$$

we have

$$
\begin{equation*}
Y^{-1} \boldsymbol{\alpha}=\boldsymbol{\alpha} Y \tag{6.1.7}
\end{equation*}
$$

Again, we have $U X=q^{1 / 2} X^{-1} U$ and $U=T_{1} Y^{-1}$, so that

$$
\begin{equation*}
\boldsymbol{\beta}=\omega(U)=X T_{1}=X U Y \tag{6.1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
Y^{-1} \boldsymbol{\beta}=q^{1 / 2} \boldsymbol{\beta} Y \tag{6.1.9}
\end{equation*}
$$

### 6.2 The polynomials $\boldsymbol{E}_{\boldsymbol{m}}$

As in $\S 5.1$, the scalar product on $A$ is

$$
(f, g)=\operatorname{ct}\left(f g^{*} \Delta_{k}\right)
$$

where

$$
\Delta_{k}=\left(x^{2} ; q\right)_{k}\left(q x^{-2} ; q\right)_{k}
$$

We shall assume that $k$ is a non-negative integer. Then

$$
\Delta_{k}=(-1)^{k} q^{k(k+1) / 2} x^{-2 k}\left(q^{-k} x^{2} ; q\right)_{2 k}
$$

which by the $q$-binomial theorem is equal to

$$
\sum_{r=-k}^{k}(-1)^{r} q^{r(r-1) / 2}\left[\begin{array}{c}
2 k \\
k+r
\end{array}\right] x^{2 r}
$$

where

$$
\left[\begin{array}{l}
n \\
r
\end{array}\right]=(q ; q)_{n} /(q ; q)_{r}(q ; q)_{n-r}
$$

is the $q$-binomial coefficient, for $0 \leq r \leq n$. In particular, the constant term of $\Delta_{k}$ is $\left[\begin{array}{c}2 k \\ k\end{array}\right]$, i.e.,

$$
(1,1)=\left[\begin{array}{c}
2 k  \tag{6.2.1}\\
k
\end{array}\right]
$$

For each $m \in \mathbb{Z}$, let $E_{m}=E_{m \alpha / 2}$ in the notation of $\S 5.2$. We have $\rho_{k^{\prime}}=\frac{1}{2} k \alpha$ and hence

$$
r_{k^{\prime}}\left(\frac{1}{2} m \alpha\right)= \begin{cases}\frac{1}{2}(m+k) \alpha & \text { if } m>0, \\ \frac{1}{2}(m-k) \alpha & \text { if } m \leq 0,\end{cases}
$$

so that by (5.2.2) the $E_{m}$ are elements of $A$ characterized by the facts that the coefficient of $x^{m}$ in $E_{m}$ is 1, and that

$$
Y E_{m}= \begin{cases}q^{-(m+k) / 2} E_{m} & \text { if } m>0  \tag{6.2.2}\\ q^{(-m+k) / 2} E_{m} & \text { if } m \leq 0\end{cases}
$$

The adjoint of $Y$ (for the scalar product $(f, g)$ ) is $Y^{-1}$, from which it follows that the $E_{m}$ are pairwise orthogonal. If $m>0, E_{m}$ is a linear combination of $x^{m-2 i}$ for $0 \leq i \leq m-1$, and $E_{-m}$ is a linear combination of $x^{m-2 i}$ for $0 \leq i \leq m$.
(6.2.3) If $m \geq 0$ we have

$$
\begin{aligned}
E_{-m-1} & =q^{k / 2} \boldsymbol{\alpha} E_{m+1}, \\
E_{m+1} & =q^{-k / 2} \boldsymbol{\beta} E_{-m}
\end{aligned}
$$

where $\boldsymbol{\alpha}, \boldsymbol{\beta}$ are given by (6.1.6) and (6.1.8).
Proof By (6.1.7),

$$
Y \boldsymbol{\alpha} E_{m+1}=\boldsymbol{\alpha} Y^{-1} E_{m+1}=q^{(m+k+1) / 2} \alpha E_{m+1},
$$

so that by (6.2.2) $\alpha E_{m+1}$ is a scalar multiple of $E_{-m-1}$. But

$$
\boldsymbol{\alpha} E_{m+1}=U Y E_{m+1}-\boldsymbol{b}\left(Y^{-1}\right) E_{m+1},
$$

in which $\boldsymbol{b}\left(Y^{-1}\right) E_{m+1}$ is a scalar multiple of $E_{m+1}$, hence does not contain $x^{-m-1}$. Also in

$$
U Y E_{m+1}=q^{-(m+k+1) / 2} E_{m+1}\left(q^{1 / 2} x^{-1}\right)
$$

the coefficient of $x^{-m-1}$ is $q^{-k / 2}$. It follows that $\boldsymbol{\alpha} E_{m+1}=q^{-k / 2} E_{-m-1}$, which gives the first of the relations (6.2.3).
Next, by (6.1.9),

$$
Y \boldsymbol{\beta} E_{-m}=q^{-1 / 2} \boldsymbol{\beta} Y^{-1} E_{-m}=q^{-(m+k+1) / 2} \boldsymbol{\beta} E_{-m},
$$

so that by (6.2.2) $\boldsymbol{\beta} E_{-m}$ is a scalar multiple of $E_{m+1}$. But

$$
\boldsymbol{\beta} E_{-m}=X U Y E_{-m}=q^{(m+k) / 2} x E_{-m}\left(q^{1 / 2} x^{-1}\right),
$$

in which the coefficient of $x^{m+1}$ is $q^{k / 2}$. Hence $\boldsymbol{\beta} E_{-m}=q^{k / 2} E_{m+1}$.
The operators $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are 'creation operators': from (6.2.3) we have, for $m \geq 0$,

$$
\begin{equation*}
E_{-m}=(\boldsymbol{\alpha} \boldsymbol{\beta})^{m}(1), \quad E_{m+1}=q^{-k / 2} \boldsymbol{\beta}(\boldsymbol{\alpha} \boldsymbol{\beta})^{m}(1), \tag{6.2.4}
\end{equation*}
$$

since $E_{0}=1$.

We shall now calculate the polynomials $E_{m}$ explicitly. For this purpose we introduce

$$
\begin{aligned}
& f(x, z)=1 /(x z ; q)_{k}\left(x^{-1} z ; q\right)_{k+1}=\sum_{m \geq 0} f_{m}(x) z^{m} \\
& g(x, z)=x /(x z ; q)_{k+1}\left(q x^{-1} z ; q\right)_{k}=\sum_{m \geq 0} g_{m}(x) z^{m} .
\end{aligned}
$$

By the $q$-binomial theorem we have

$$
\begin{aligned}
& f(x, z)=\sum_{i, j \geq 0}\left[\begin{array}{c}
k+i-1 \\
i
\end{array}\right]\left[\begin{array}{c}
k+j \\
j
\end{array}\right] x^{i-j} z^{i+j}, \\
& g(x, z)=\sum_{i, j \geq 0}\left[\begin{array}{c}
k+i-1 \\
i
\end{array}\right]\left[\begin{array}{c}
k+j \\
j
\end{array}\right] q^{i} x^{-i+j+1} z^{i+j},
\end{aligned}
$$

so that

$$
f_{m}(x)=\sum_{i+j=m}\left[\begin{array}{c}
k+i-1  \tag{6.2.5}\\
i
\end{array}\right]\left[\begin{array}{c}
k+j \\
j
\end{array}\right] x^{i-j}
$$

$$
g_{m}(x)=\sum_{i+j=m}\left[\begin{array}{c}
k+i-1  \tag{6.2.6}\\
i
\end{array}\right]\left[\begin{array}{c}
k+j \\
j
\end{array}\right] q^{i} x^{-i+j+1}
$$

Since $T_{1}=\boldsymbol{b}(X)+\boldsymbol{c}(X) s_{1}$ (6.1.5), a brief calculation gives

$$
\begin{aligned}
& T_{1} f(x, z)=q^{k / 2} f\left(q^{1 / 2} x^{-1}, q^{1 / 2} z\right) \\
& T_{1} g(x, z)=q^{-(k+1) / 2} g\left(q^{1 / 2} x^{-1}, q^{1 / 2} z\right)
\end{aligned}
$$

Since $Y=U T_{1}$ it follows that

$$
\begin{aligned}
& Y f(x, z)=q^{k / 2} f\left(x, q^{1 / 2} z\right) \\
& Y g(x, z)=q^{-(k+1) / 2} g\left(x, q^{1 / 2} z\right)
\end{aligned}
$$

and therefore

$$
Y f_{m}=q^{(k+m) / 2} f_{m}, \quad Y g_{m}=q^{-(k+m+1) / 2} g_{m}
$$

for all integers $m \geq 0$.
From (6.2.2) it follows that $f_{m}$ (resp. $g_{m}$ ) is a scalar multiple of $E_{-m}$ (resp. $\left.E_{m+1}\right)$. Since the coefficients of $x^{-m}$ in $f_{m}$ and of $x^{m+1}$ in $g_{m}$ are each equal to $\left[\begin{array}{c}k+m \\ m\end{array}\right]$, it follows from (6.2.5) and (6.2.6) that

$$
E_{-m}=\left[\begin{array}{c}
k+m  \tag{6.2.7}\\
m
\end{array}\right]^{-1} \sum_{i+j=m}\left[\begin{array}{c}
k+i-1 \\
i
\end{array}\right]\left[\begin{array}{c}
k+j \\
j
\end{array}\right] x^{i-j}
$$

(6.2.8) $\quad E_{m+1}=\left[\begin{array}{c}k+m \\ m\end{array}\right]^{-1} \sum_{i+j=m}\left[\begin{array}{c}k+i-1 \\ i\end{array}\right]\left[\begin{array}{c}k+j \\ j\end{array}\right] q^{i} x^{-i+j+1}$
for all $m \geq 0$.
We shall now calculate $E_{m}\left(q^{-k / 2}\right), m \in \mathbb{Z}$. We have

$$
\begin{aligned}
f\left(q^{-k / 2}, z\right) & =1 /\left(q^{-k / 2} z ; q\right)_{k}\left(q^{k / 2} z ; q\right)_{k+1} \\
& =1 /\left(q^{-k / 2} z ; q\right)_{2 k+1} \\
& =\sum_{m \geq 0} q^{-m k / 2}\left[\begin{array}{c}
2 k+m \\
m
\end{array}\right] z^{m}
\end{aligned}
$$

and likewise

$$
\begin{aligned}
g\left(q^{-k / 2}, z\right) & =q^{-k / 2} /\left(q^{-k / 2} z ; q\right)_{k+1}\left(q^{(k+1) / 2} z ; q\right)_{k} \\
& =q^{-k / 2} /\left(q^{-k / 2} z ; q\right)_{2 k+1} \\
& =q^{-k / 2} \sum_{m \geq 0} q^{-m k / 2}\left[\begin{array}{c}
2 k+m \\
m
\end{array}\right] z^{m},
\end{aligned}
$$

from which it follows that

$$
\begin{align*}
E_{-m}\left(q^{-k / 2}\right) & =q^{-m k / 2}\left[\begin{array}{c}
2 k+m \\
m
\end{array}\right] /\left[\begin{array}{c}
k+m \\
m
\end{array}\right],  \tag{6.2.9}\\
E_{m+1}\left(q^{-k / 2}\right) & =q^{-(m+1) k / 2}\left[\begin{array}{c}
2 k+m \\
m
\end{array}\right] /\left[\begin{array}{c}
k+m \\
m
\end{array}\right] .
\end{align*}
$$

As in $\S 5.2$, we can express $x E_{m}$ and $x^{-1} E_{m}$ as linear combinations of the $E_{r}$. The formulas are

$$
\begin{equation*}
x E_{m}=E_{m+1}-\frac{q^{m}\left(1-q^{k}\right)}{1-q^{m+k}} E_{1-m} \quad(m \geq 1) \tag{6.2.10}
\end{equation*}
$$

$$
\begin{align*}
x E_{-m}= & \frac{\left(1-q^{m}\right)\left(1-q^{2 k+m}\right)}{\left(1-q^{k+m}\right)^{2}} E_{1-m}  \tag{6.2.11}\\
& +\frac{1-q^{k}}{1-q^{k+m}} E_{m+1}
\end{align*}
$$

$$
\begin{equation*}
x^{-1} E_{1-m}=E_{-m}-\frac{1-q^{k}}{1-q^{m+k}} E_{m} \quad(m \geq 1) \tag{6.2.12}
\end{equation*}
$$

$$
\begin{align*}
x^{-1} E_{m+1}= & \frac{\left(1-q^{m}\right)\left(1-q^{2 k+m}\right)}{\left(1-q^{k+m}\right)^{2}} E_{m}  \tag{6.2.13}\\
& +\frac{q^{m}\left(1-q^{k}\right)}{1-q^{k+m}} E_{-m}
\end{align*}
$$

$$
(m \geq 0)
$$

Proof These may be derived as in $\S 5.2$, or proved directly. To prove (6.2.13), for example, we observe that $\left(x^{-1} E_{m+1}, x^{m-2 i}\right)=\left(E_{m+1}, x^{m+1-2 i}\right)=0$ for $1 \leq i \leq m$, so that $x^{-1} E_{m+1}$ is orthogonal to $E_{m-2 i}$ for $1 \leq i \leq m-1$. But $x^{-1} E_{m+1}$ is a linear combination of $E_{m-2 i}$ for $0 \leq i \leq m$, and since they are pairwise orthogonal it follows that

$$
\begin{equation*}
x^{-1} E_{m+1}=\lambda E_{m}+\mu E_{-m} \tag{1}
\end{equation*}
$$

for scalars $\lambda, \mu$ to be determined. Here $\mu$ is the coefficient of $x^{1-m}$ in $E_{m+1}$, which by (6.2.8) is $q^{m}\left(1-q^{k}\right) /\left(1-q^{k+m}\right)$; and $\lambda$ is determined by considering the coefficient of $x^{m}$ on either side of (1), which gives

$$
1=\lambda+\mu\left(1-q^{k}\right) /\left(1-q^{k+m}\right)
$$

and hence the stated value for $\lambda$.

From (6.2.13) we obtain

$$
\begin{aligned}
\left(E_{m+1}, E_{m+1}\right) & =\left(E_{m+1}, x^{m+1}\right)=\left(x^{-1} E_{m+1}, x^{m}\right) \\
& =\frac{\left(1-q^{m}\right)\left(1-q^{2 k+m}\right)}{\left(1-q^{k+m}\right)^{2}}\left(E_{m}, E_{m}\right)
\end{aligned}
$$

for $m \geq 1$, since $\left(E_{-m}, E_{m}\right)=0$. Hence

$$
\frac{\left(E_{m}, E_{m}\right)}{(1,1)}=\prod_{i=1}^{m-1} \frac{\left(1-q^{i}\right)\left(1-q^{2 k+i}\right)}{\left(1-q^{k+i}\right)^{2}}
$$

and hence by (6.2.1)

$$
\left(E_{m}, E_{m}\right)=\left[\begin{array}{c}
2 k+m-1  \tag{6.2.14}\\
k
\end{array}\right] /\left[\begin{array}{c}
k+m-1 \\
k
\end{array}\right]
$$

for $m \geq 1$.
Now $E_{m+1}$ and $E_{-m}$ are related by

$$
\begin{equation*}
E_{m+1}=x E_{-m}^{*} \tag{6.2.15}
\end{equation*}
$$

for $m \geq 0$; this follows from comparison of (6.2.7) and (6.2.8), or by simple considerations of orthogonality. Hence from (6.2.14)

$$
\left(E_{-m}, E_{-m}\right)=\left[\begin{array}{c}
2 k+m  \tag{6.2.16}\\
k
\end{array}\right] /\left[\begin{array}{c}
k+m \\
k
\end{array}\right] .
$$

### 6.3 The symmetric polynomials $\boldsymbol{P}_{\boldsymbol{m}}$

Let

$$
A_{0}=\left\{f \in A: f(x)=f\left(x^{-1}\right)\right\}=K\left[x+x^{-1}\right]
$$

As in $\S 5.1$, the symmetric scalar product on $A_{0}$ is

$$
\begin{equation*}
<f, g>=<f, g>_{k}=\frac{1}{2} \operatorname{ct}\left(f g \nabla_{k}\right) \tag{6.3.1}
\end{equation*}
$$

where $f, g \in A_{0}$ and

$$
\nabla_{k}=\left(x^{2} ; q\right)_{k}\left(x^{-2} ; q\right)_{k}
$$

We shall assume as before that $k$ is a non-negative integer when convenient. From (5.1.40) we have

$$
<1,1>_{k}=\left(1+q^{k}\right)^{-1}(1,1)_{k}
$$

so that by (6.2.1)

$$
<1,1>_{k}=\left[\begin{array}{c}
2 k-1  \tag{6.3.2}\\
k-1
\end{array}\right]
$$

For each integer $m \geq 0$, let

$$
P_{m}=P_{m, k}=P_{m \alpha / 2, k}
$$

in the notation of §5.3. By (5.3.3) the $P_{m}$ are elements of $A_{0}$, pairwise orthogonal for the scalar product (6.3.1), and characterised by the facts that the coefficient of $x^{m}$ in $P_{m}$ is equal to 1 , and that

$$
\begin{equation*}
\left(Y+Y^{-1}\right) P_{m}=\left(q^{(m+k) / 2}+q^{-(m+k) / 2}\right) P_{m} . \tag{6.3.3}
\end{equation*}
$$

Let $Z=\left(Y+Y^{-1}\right) \mid A_{0}$. Since $T_{1} f=\tau f$ for $f \in A_{0}$, we have

$$
\begin{align*}
Z & =\left(\tau+T_{1}^{-1}\right) U=\left(T_{1}+\tau^{-1}\right) U \\
& =\left(\boldsymbol{b}(X)+\tau^{-1}\right) u+\boldsymbol{c}(X) s_{1} u \\
& =\boldsymbol{c}\left(X^{-1}\right) u+\boldsymbol{c}(X) s_{1} u \tag{6.3.4}
\end{align*}
$$

To calculate the $P_{m}$, let $z$ be an indeterminate and let

$$
F(x, z)=F_{k}(x, z)=1 /(x z ; q)_{k}\left(x^{-1} z ; q\right)_{k}
$$

By the $q$-binomial theorem, the coefficient of $z^{m}$ in $F(x, z)$ is

$$
F_{m}=F_{m, k}=\sum_{i+j=m}\left[\begin{array}{c}
k+i-1  \tag{6.3.5}\\
i
\end{array}\right]\left[\begin{array}{c}
k+j-1 \\
j
\end{array}\right] x^{i-j}
$$

We now have

$$
\begin{equation*}
Z F(x, z)=\tau F\left(x, q^{1 / 2} z\right)+\tau^{-1} F\left(x, q^{-1 / 2} z\right) \tag{6.3.6}
\end{equation*}
$$

Proof From (6.3.4),

$$
\begin{aligned}
\left(x-x^{-1}\right) Z F(x, z)= & \left(\tau x-\tau^{-1} x^{-1}\right) F\left(q^{1 / 2} x, z\right) \\
& +\left(\tau^{-1} x-\tau x^{-1}\right) F\left(q^{-1 / 2} x, z\right)
\end{aligned}
$$

On multiplying both sides by $q^{(k-1) / 2} z\left(q^{-\frac{1}{2}} x z ; q\right)_{k+1}\left(q^{-\frac{1}{2}} x^{-1} z ; q\right)_{k+1},(6.3 .6)$ is equivalent to

$$
\begin{equation*}
(\delta-\gamma) \alpha \beta+(\beta-\alpha) \gamma \delta=(\beta-\gamma) \alpha \delta+(\delta-\alpha) \beta \gamma, \tag{1}
\end{equation*}
$$

where $\alpha=\left(1-q^{-1 / 2} x z\right), \beta=\left(1-q^{-1 / 2} x^{-1} z\right), \gamma=\left(1-q^{k-1 / 2} x z\right)$, $\delta=\left(1-q^{k-1 / 2} x^{-1} z\right)$. Both sides of (1) are manifestly equal.

From (6.3.6) it follows that

$$
Z F_{m}=\left(q^{(k+m) / 2}+q^{-(k+m) / 2}\right) F_{m}
$$

for each $m \geq 0$, and hence that $F_{m}$ is a scalar multiple of $P_{m}$. Hence, from (6.3.5), we have

$$
P_{m}=\left[\begin{array}{c}
k+m-1  \tag{6.3.7}\\
m
\end{array}\right]^{-1} \sum_{i+j=m}\left[\begin{array}{c}
k+i-1 \\
i
\end{array}\right]\left[\begin{array}{c}
k+j-1 \\
j
\end{array}\right] x^{i-j} .
$$

Next, we have

$$
F\left(q^{k / 2}, z\right)=1 /\left(q^{-k / 2} z ; q\right)_{2 k}
$$

so that

$$
F_{m}\left(q^{k / 2}\right)=q^{-m k / 2}\left[\begin{array}{c}
2 k+m-1 \\
m
\end{array}\right]
$$

and therefore

$$
\begin{align*}
P_{m}\left(q^{k / 2}\right) & =q^{-m k / 2}\left[\begin{array}{c}
2 k+m-1 \\
m
\end{array}\right] /\left[\begin{array}{c}
k+m-1 \\
m
\end{array}\right]  \tag{6.3.8}\\
& =q^{-m k / 2} \prod_{i=0}^{m-1} \frac{1-q^{2 k+i}}{1-q^{k+i}}
\end{align*}
$$

The polynomials $F_{m}$ are the continuous $q$-ultraspherical polynomials, in the terminology of [G1]. They were first introduced by L. J. Rogers in
the 1890's [R1,2,3]. Precisely,

$$
C_{m}\left(\cos \theta ; q^{k} \mid q\right)=F_{m}\left(e^{i \theta}\right)
$$

in the notation of [G1], p. 169.

The norm formula (5.8.17) in the present case takes the form

$$
\begin{align*}
<P_{m}, P_{m}> & =\prod_{i=1}^{k-1} \frac{1-q^{m+k+i}}{1-q^{m+k-i}}  \tag{6.3.9}\\
& =\left[\begin{array}{c}
2 k+m-1 \\
k
\end{array}\right] /\left[\begin{array}{c}
m+k \\
k
\end{array}\right] .
\end{align*}
$$

In terms of the $E$ 's, we have

$$
\begin{equation*}
P_{m}=E_{-m}+\frac{q^{k}\left(1-q^{m}\right)}{1-q^{k+m}} E_{m} \tag{6.3.10}
\end{equation*}
$$

Finally, we shall consider the shift operator (§5.9) in the present situation. Let

$$
\delta_{k}(x)=\tau x-\tau^{-1} x^{-1} .
$$

Then $\delta_{k}\left(Y^{-1}\right)=\tau T_{1}^{-1} U-\tau^{-1} U T_{1}$, so that for $f \in A_{0}$

$$
\begin{aligned}
\delta_{k}\left(Y^{-1}\right) f & =\left(\tau T_{1}^{-1}-1\right) U f \\
& =\tau \boldsymbol{c}(X)\left(s_{1}-1\right) u f
\end{aligned}
$$

The shift operator is

$$
G=\delta_{k}(X)^{-1} \delta_{k}\left(Y^{-1}\right)
$$

so that

$$
G f=\tau\left(x-x^{-1}\right)^{-1}\left(s_{1} u-u s_{1}\right) f
$$

for $f \in A_{0}$. Apart from the factor $\tau=q^{k / 2}$, this is independent of $k$, so we define

$$
\begin{equation*}
G^{\prime}=\tau^{-1} G=\left(x-x^{-1}\right)^{-1}\left(s_{1} u-u s_{1}\right) \tag{6.3.11}
\end{equation*}
$$

as an operator on $A_{0}$. Explicitly,

$$
\left(G^{\prime} f\right)(x)=\left(x-x^{-1}\right)^{-1}\left(f\left(q^{-1 / 2} x\right)-f\left(q^{-1 / 2} x\right)\right)
$$

for $f \in A_{0}$. We calculate that

$$
G^{\prime} F_{k}(x, z)=q^{-1 / 2}\left(1-q^{k}\right) z F_{k+1}\left(x, q^{-1 / 2} z\right)
$$

so that

$$
G^{\prime} F_{m, k}=q^{-m / 2}\left(1-q^{k}\right) F_{m-1, k+1}
$$

and therefore

$$
\begin{equation*}
G^{\prime} P_{m, k}=\left(q^{-m / 2}-q^{m / 2}\right) P_{m-1, k+1} \tag{6.3.12}
\end{equation*}
$$

It follows from (6.3.12) that

$$
\begin{equation*}
<G^{\prime} P_{m, k}, P_{n-1, k+1}>_{k+1}=0 \tag{6.3.13}
\end{equation*}
$$

for $m \neq n$.
Let

$$
\theta=s_{1} u-u s_{1}, \quad \Phi_{k+1}=\left(x-x^{-1}\right)^{-1} \nabla_{k+1}
$$

Then (6.3.13) takes the form

$$
\operatorname{ct}\left(\theta\left(P_{m, k}\right) \Phi_{k+1} P_{n-1, k+1}\right)=0
$$

or equivalently

$$
\operatorname{ct}\left(P_{m, k} \theta\left(\Phi_{k+1} P_{n-1, k+1}\right)\right)=0
$$

for $n \neq m$. This shows that $P_{m, k}$ is a scalar multiple of

$$
\nabla_{k}^{-1} \theta\left(\Phi_{k+1} P_{m-1, k+1}\right)=\Phi_{k}^{-1} G^{\prime}\left(\Phi_{k+1} P_{m-1, k+1}\right)
$$

Consideration of the coefficient of $x^{m+2 k}$ in $\nabla_{k} P_{m, k}$ and in $\theta\left(\Phi_{k+1} P_{m-1, k+1}\right)$ now shows that

$$
\begin{equation*}
P_{m, k}=\frac{q^{m / 2}}{1-q^{2 k+m}} \Phi_{k}^{-1} G^{\prime}\left(\Phi_{k+1} P_{m-1, k+1}\right) \tag{6.3.14}
\end{equation*}
$$

(and hence that $\Phi_{k}(X)^{-1} \circ G^{\prime} \circ \Phi_{k+1}(X)$ is a scalar multiple of the shift operator $\left.\hat{G}=\delta_{k}(Y) \delta_{k}(X)\right)$.

Iterating (6.3.14) $m$ times, we obtain

$$
\begin{equation*}
P_{m, k}=c_{m, k} \Phi_{k}^{-1} G^{\prime m}\left(\Phi_{k+m}\right) \tag{6.3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{m, k}=q^{m(m+1) / 4} /\left(q^{2 k+m} ; q\right)_{m} \tag{6.3.16}
\end{equation*}
$$

("Rodrigues formula").

### 6.4 Braid group and Hecke algebra (type ( $\boldsymbol{C}_{1}^{\vee}, \boldsymbol{C}_{1}$ ))

Suppose now that $S=S^{\prime}$ is of type $\left(C_{1}^{\vee}, C_{1}\right)$, so that $R=R^{\prime}=\{ \pm \alpha\}$, where $|\alpha|^{2}=2$, and $L=L^{\prime}=\mathbb{Z} \alpha$. The simple affine roots are $a_{0}=\frac{1}{2}-\alpha$ and $a_{1}=\alpha$, acting on $\mathbb{R}: a_{0}(\xi)=\frac{1}{2}-\xi$ and $a_{1}(\xi)=\xi$ for $\xi \in \mathbb{R}$. The simplex $C$ is now the interval $\left(0, \frac{1}{2}\right)$, and $W=W_{S}$ is the infinite dihedral group, generated by $s_{0}$ and $s_{1}$ where $s_{0}(\xi)=1-\xi$ and $s_{1}(\xi)=-\xi$.

The braid group $\mathfrak{B}$ is now the free group on two generators $T_{0}, T_{1}$. Let $Y=Y^{\alpha}$, so that

$$
Y=T_{0} T_{1}
$$

and $\mathfrak{B}$ is freely generated by $T_{1}$ and $Y$.
The double braid group $\tilde{\mathfrak{B}}$ is generated by $T_{1}, X, Y$, and a central element $q^{1 / 2}$, where $X=X^{\alpha}$. Since $\left.<L, \alpha\right\rangle=2 \mathbb{Z}$ the relations (3.4.1)-(3.4.5) are absent, i.e., there are no relations between $T_{1}, X, Y$, and $\tilde{\mathfrak{V}} \cong \mathbb{Z} \times F_{3}$ where $F_{3}$ is a free group on three generators. The antiautomorphism $\omega: \tilde{\mathfrak{V}} \rightarrow \tilde{\mathfrak{B}}$ is defined by

$$
\omega\left(q^{1 / 2}, T_{1}, X, Y\right)=\left(q^{1 / 2}, T_{1}, Y^{-1}, X^{-1}\right)
$$

Let

$$
\begin{equation*}
T_{0}^{\prime}=q^{-1 / 2} X T_{0}^{-1}=q^{-1 / 2} X T_{1} Y^{-1}, \quad T_{1}^{\prime}=X^{-1} T_{1}^{-1} \tag{6.4.1}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
T_{0}^{\prime} T_{0} T_{1}^{\prime} T_{1}=q^{-1 / 2} \tag{6.4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega\left(T_{0}, T_{0}^{\prime}, T_{1}, T_{1}^{\prime}\right)=\left(X T_{1}^{\prime} X^{-1}, T_{0}^{\prime}, T_{1}, Y^{-1} T_{0} Y\right) \tag{6.4.3}
\end{equation*}
$$

Let $k=\left(k_{1}, k_{2}, k_{3}, k_{4}\right)$ be a labelling of $S$, as in $\S 1.5$, and let $k^{\prime}=\left(k_{1}^{\prime}, k_{2}^{\prime}\right.$, $k_{3}^{\prime}, k_{4}^{\prime}$ ) be the dual labelling. Let

$$
\begin{array}{ll}
\kappa_{1}=k_{1}+k_{2}=k_{1}^{\prime}+k_{2}^{\prime}, & \kappa_{1}^{\prime}=k_{1}-k_{2}=k_{3}^{\prime}+k_{4}^{\prime},  \tag{6.4.4}\\
\kappa_{0}=k_{3}+k_{4}=k_{1}^{\prime}-k_{2}^{\prime}, & \kappa_{0}^{\prime}=k_{3}-k_{4}=k_{3}^{\prime}-k_{4}^{\prime},
\end{array}
$$

and let

$$
\begin{equation*}
\tau_{i}=q^{\kappa_{i} / 2}, \quad \tau_{i}^{\prime}=q^{\kappa_{i}^{\prime} / 2} \quad(i=0,1) \tag{6.4.5}
\end{equation*}
$$

Thus replacing $k$ by $k^{\prime}$ amounts to interchanging $\tau_{0}$ and $\tau_{1}^{\prime}$.
Let $K=\mathbb{Q}\left(q^{1 / 2}, \tau_{0}, \tau_{0}^{\prime}, \tau_{1}, \tau_{1}^{\prime}\right)$ and let $A=K\left[x, x^{-1}\right]$, where $x=e^{\alpha}$. The affine Hecke algebra $\mathfrak{H}$ is the $K$-algebra generated by $T_{0}$ and $T_{1}$
subject to the relations

$$
\begin{equation*}
\left(T_{i}-\tau_{i}\right)\left(T_{i}+\tau_{i}^{-1}\right)=0 \quad(i=0,1) \tag{6.4.6}
\end{equation*}
$$

As in $\S 4.2$, let

$$
\begin{aligned}
& \boldsymbol{b}_{i}(x)=\boldsymbol{b}\left(\tau_{i}, \tau_{i}^{\prime} ; x\right)=\frac{\tau_{i}-\tau_{i}^{-1}+\left(\tau_{i}^{\prime}-\tau_{i}^{\prime-1}\right) x}{1-x^{2}} \\
& \boldsymbol{c}_{i}(x)=\boldsymbol{c}\left(\tau_{i}, \tau_{i}^{\prime} ; x\right)=\frac{\tau_{i} x-\tau_{i}^{-1} x^{-1}+\tau_{i}^{\prime}-\tau_{i}^{\prime-1}}{x-x^{-1}}
\end{aligned}
$$

for $i=0,1$. Then $\mathfrak{H}$ acts on $A$ as follows:

$$
\begin{equation*}
T_{i} f=\left(\boldsymbol{b}_{i}\left(X_{i}\right)+\boldsymbol{c}_{i}\left(X_{i}\right) s_{i}\right) f \tag{6.4.7}
\end{equation*}
$$

for $f \in A$, where $X_{1}=X$ and $X_{0}=q^{1 / 2} X^{-1}$, and

$$
X f=x f, \quad\left(s_{0} f\right)(x)=f\left(q x^{-1}\right), \quad\left(s_{1} f\right)(x)=f\left(x^{-1}\right)
$$

The double affine Hecke algebra $\tilde{\mathfrak{F}}$ is generated over $K$ by $T_{1}, X, Y$ subject to the relations (6.4.6) and

$$
\begin{equation*}
\left(T_{i}^{\prime}-\tau_{i}^{\prime}\right)\left(T_{i}^{\prime}+\tau_{i}^{\prime-1}\right)=0 \quad(i=0,1) \tag{6.4.8}
\end{equation*}
$$

where $T_{0}^{\prime}, T_{1}^{\prime}$ are given by (6.4.1). More symmetrically, $\tilde{\mathfrak{F}}$ is generated over $K$ by $T_{0}, T_{0}^{\prime}, T_{1}, T_{1}^{\prime}$ subject to the relations (6.4.2), (6.4.6) and (6.4.8).

Dually, $\tilde{\mathfrak{F}}^{\prime}$ has generators $T_{1}, X, Y$ subject to the relations derived from (6.4.6) and (6.4.8) by interchanging $\tau_{0}$ and $\tau_{1}^{\prime}$. Since by (6.4.3) $\omega\left(T_{0}\right)$ (resp. $\omega\left(T_{1}^{\prime}\right)$ ) is conjugate in $\tilde{\mathfrak{B}}$ to $T_{1}^{\prime}$ (resp. $T_{0}$ ), it follows that $\omega$ extends to an anti-isomorphism of $\tilde{\mathfrak{H}}^{\prime}$ onto $\mathfrak{H}$.

### 6.5 The symmetric polynomials $\boldsymbol{P}_{\boldsymbol{m}}$

In the present case it is more convenient to consider the symmetric polynomials $P_{\lambda}$ before the non-symmetric $E_{\lambda}$. As in $\S 6.3$, let $A_{0}=K\left[x+x^{-1}\right]$. The symmetric scalar product on $A_{0}$ is now

$$
\begin{equation*}
<f, g>=<f, g>_{k}=\frac{1}{2} \operatorname{ct}\left(f g \nabla_{k}\right) \tag{6.5.1}
\end{equation*}
$$

where now, as in (5.1.25),

$$
\nabla_{k}=\frac{\left(x^{2} ; q\right)_{\infty}\left(x^{-2} ; q\right)_{\infty}}{\prod_{i=1}^{4}\left(u_{i} x ; q\right)_{\infty}\left(u_{i} x^{-1} ; q\right)_{\infty}}
$$

and

$$
\begin{equation*}
\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=\left(q^{k_{1}},-q^{k_{2}}, q^{1 / 2+k_{3}},-q^{1 / 2+k_{4}}\right) \tag{6.5.2}
\end{equation*}
$$

For each integer $m \geq 0$, let

$$
P_{m}=P_{m, k}=P_{m \alpha, k}
$$

in the notation of $\S 5.3$. The polynomials $P_{m}$ are elements of $A_{0}$, pairwise orthogonal for the scalar product (6.5.1), and are characterized by the facts that $P_{m}$ is a linear combination of $x^{r}+x^{-r}$ for $0 \leq r \leq m$, and that the coefficient of $x^{m}+x^{-m}$ is equal to 1 . We have

$$
\begin{equation*}
\left(Y+Y^{-1}\right) P_{m}=\left(q^{m+k_{1}^{\prime}}+q^{-m-k_{1}^{\prime}}\right) P_{m} . \tag{6.5.3}
\end{equation*}
$$

Let $Z=\left(Y+Y^{-1}\right) \mid A_{0}$. Since $T_{1} f=\tau_{1} f$ for $f \in A_{0}$, we have

$$
\begin{aligned}
Z & =\tau_{1} T_{0}+T_{1}^{-1} T_{0}^{-1} \\
& =\tau_{1} T_{0}+\left(T_{1}-\tau_{1}+\tau_{1}^{-1}\right)\left(T_{0}-\tau_{0}+\tau_{0}^{-1}\right) \\
& =\left(T_{1}+\tau_{1}^{-1}\right)\left(T_{0}-\tau_{0}\right)+\tau_{0} \tau_{1}+\tau_{0}^{-1} \tau_{1}^{-1} \\
& =\left(s_{1}+1\right) \boldsymbol{c}_{1}\left(X_{1}^{-1}\right) \boldsymbol{c}_{0}\left(X_{0}\right)\left(s_{0}-1\right)+q^{k_{1}^{\prime}}+q^{-k_{1}^{\prime}} .
\end{aligned}
$$

Now

$$
\tau_{1} \boldsymbol{c}_{1}\left(X_{1}^{-1}\right)=\left(1-q^{k_{1}} X^{-1}\right)\left(1+q^{k_{2}} X^{-1}\right) /\left(1-X^{-2}\right)
$$

and

$$
\tau_{0} c_{0}\left(X_{0}\right)=\left(1-q^{k_{3}+1 / 2} X^{-1}\right)\left(1+q^{k_{4}+1 / 2} X^{-1}\right) /\left(1-q X^{-2}\right)
$$

so that

$$
\begin{equation*}
Z^{\prime}=q^{k_{1}^{\prime}} Z=\left(s_{1}+1\right) f\left(X^{-1}\right)\left(s_{0}-1\right)+1+q^{2 k_{1}^{\prime}} \tag{6.5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x)=\left(\prod_{i=1}^{4}\left(1-u_{i} x\right)\right) /\left(1-x^{2}\right)\left(1-q x^{2}\right) \tag{6.5.5}
\end{equation*}
$$

To calculate the polynomials $P_{m}$ explicitly, we shall use the symmetric polynomials

$$
g_{m}(x)=\left(u_{1} x ; q\right)_{m}\left(u_{1} x^{-1} ; q\right)_{m} \quad(m \geq 0)
$$

as building blocks. They form a $K$-basis of $A_{0}$.

We have

$$
\begin{equation*}
Z^{\prime} g_{m}=\lambda_{m} g_{m}+\mu_{m} g_{m-1} \tag{6.5.6}
\end{equation*}
$$

where

$$
\begin{aligned}
\lambda_{m} & =q^{-m}+q^{m+2 k_{1}^{\prime}} \\
\mu_{m} & =\left(1-q^{-m}\right)\left(1-q^{m-1} u_{1} u_{2}\right)\left(1-q^{m-1} u_{1} u_{3}\right)\left(1-q^{m-1} u_{1} u_{4}\right) .
\end{aligned}
$$

Proof Since $s_{0} x=q x^{-1}$ we calculate that

$$
\frac{\left(s_{0}-1\right) g_{m}(x)}{1-q x^{-2}}=q^{-1} u_{1} x\left(q^{m}-1\right)\left(u_{1} x ; q\right)_{m-1}\left(q u_{1} x^{-1} ; q\right)_{m-1}
$$

and hence that

$$
f\left(X^{-1}\right)\left(s_{0}-1\right) g_{m}(x)=q^{-1}\left(q^{m}-1\right) u_{1} h(x) g_{m-1}(x),
$$

where

$$
h(x)=x^{2}\left(1-q^{m-1} u_{1} x^{-1}\right)\left(1-u_{2} x^{-1}\right)\left(1-u_{3} x^{-1}\right)\left(1-u_{4} x^{-1}\right) /\left(x-x^{-1}\right) .
$$

Now we have

$$
\begin{aligned}
h(x)+h\left(x^{-1}\right)= & q^{1-m} u_{1}^{-1}\left(1-q^{m-1} u_{1} u_{2}\right)\left(1-q^{m-1} u_{1} u_{3}\right)\left(1-q^{m-1} u_{1} u_{4}\right) \\
& -q^{1-m} u_{1}^{-1}\left(1-q^{2 k_{1}^{\prime}+m}\right)\left(1-q^{m-1} u_{1} x\right)\left(1-q^{m-1} u_{1} x^{-1}\right) .
\end{aligned}
$$

For both sides are linear in $x+x^{-1}$ and agree when $x=q^{m-1} u_{1}$, hence are proportional; moreover the coefficients of $x+x^{-1}$ on either side are equal to $1-q^{2 k_{1}^{\prime}+m}$, since $u_{1} u_{2} u_{3} u_{4}=q^{2 k_{1}^{\prime}+1}$.

Hence

$$
\begin{aligned}
Z^{\prime} g_{m}= & \left(1-q^{-m}\right)\left(1-q^{m-1} u_{1} u_{2}\right)\left(1-q^{m-1} u_{1} u_{3}\right)\left(1-q^{m-1} u_{1} u_{4}\right) g_{m-1} \\
& +\left(1+q^{2 k_{1}^{\prime}}-\left(1-q^{-m}\right)\left(1-q^{2 k_{1}^{\prime}+m}\right)\right) g_{m} \\
= & \lambda_{m} g_{m}+\mu_{m} g_{m-1} .
\end{aligned}
$$

Since the $g_{m}$ form a $K$-basis of $A_{0}, P_{m}$ is of the form

$$
P_{m}=\sum_{r=0}^{m} \alpha_{r} g_{r} .
$$

Hence by (6.5.3)

$$
\begin{equation*}
Z^{\prime} P_{m}=\lambda_{m} P_{m}=\sum_{r=0}^{m} \lambda_{m} \alpha_{r} g_{r}, \tag{1}
\end{equation*}
$$

and by (6.5.6)

$$
\begin{equation*}
Z^{\prime} P_{m}=\sum_{r=0}^{m} \alpha_{r}\left(\lambda_{r} g_{r}+\mu_{r} g_{r-1}\right) \tag{2}
\end{equation*}
$$

(where $g_{-1}=0$ ). From (1) and (2) we obtain

$$
\lambda_{m} \alpha_{r}=\lambda_{r} \alpha_{r}+\mu_{r+1} \alpha_{r+1},
$$

so that

$$
\begin{aligned}
\alpha_{r+1} / \alpha_{r} & =\left(\lambda_{m}-\lambda_{r}\right) / \mu_{r+1} \\
& =\frac{q\left(1-q^{-m+r}\right)\left(1-q^{2 k_{1}^{\prime}+m+r}\right)}{\left(1-q^{r+1}\right)\left(1-q^{r} u_{1} u_{2}\right)\left(1-q^{r} u_{1} u_{3}\right)\left(1-q^{r} u_{1} u_{4}\right)},
\end{aligned}
$$

from which it follows that $P_{m, k}$ is a scalar multiple of the $q$-hypergeometric series

$$
\begin{equation*}
\varphi_{m, k}=\sum_{r=0}^{m} \frac{q^{r}\left(q^{-m} ; q\right)_{r}\left(q^{2 k_{1}^{\prime}+m} ; q\right)_{r}\left(u_{1} x ; q\right)_{r}\left(u_{1} x^{-1} ; q\right)_{r}}{(q ; q)_{r}\left(u_{1} u_{2} ; q\right)_{r}\left(u_{1} u_{3} ; q\right)_{r}\left(u_{1} u_{4} ; q\right)_{r}} \tag{6.5.7}
\end{equation*}
$$

and more precisely that

$$
\begin{equation*}
P_{m, k}=c_{m, k} \varphi_{m, k} \tag{6.5.8}
\end{equation*}
$$

where

$$
c_{m, k}=u_{1}^{-m}\left(u_{1} u_{2} ; q\right)_{m}\left(u_{1} u_{3} ; q\right)_{m}\left(u_{1} u_{4} ; q\right)_{m} /\left(q^{2 k_{1}^{\prime}+m} ; q\right)_{m}
$$

The polynomials $P_{m, k}$ are (up to a scalar factor) the Askey-Wilson polynomials [A2]. Since $\nabla_{k}$ is symmetric in $u_{1}, u_{2}, u_{3}, u_{4}$, so are the $P_{m, k}$.

From (6.5.7) we have

$$
\varphi_{m, k}\left(q^{k_{1}}\right)=\varphi_{m, k}\left(u_{1}\right)=1
$$

so that

$$
\begin{equation*}
\varphi_{m, k}=\tilde{P}_{m, k} \tag{6.5.9}
\end{equation*}
$$

in the notation of $\S 5.3$. Also from (6.5.7) we have

$$
\begin{aligned}
\varphi_{m, k}\left(q^{n+k_{1}}\right) & =\sum_{r \geq 0} \frac{q^{r}\left(q^{-m} ; q\right)_{r}\left(q^{-n} ; q\right)_{r}\left(q^{2 k_{1}+n} ; q\right)_{r}\left(q^{2 k_{1}^{\prime}+m} ; q\right)_{r}}{(q ; q)_{r}\left(u_{1} u_{2} ; q\right)_{r}\left(u_{1} u_{3} ; q\right)_{r}\left(u_{1} u_{4} ; q\right)_{r}} \\
& =\varphi_{n, k^{\prime}}\left(q^{m+k_{1}^{\prime}}\right)
\end{aligned}
$$

since $k_{1}+k_{i}=k_{1}^{\prime}+k_{i}^{\prime}$ for $i=2,3,4$. Hence

$$
\begin{equation*}
\tilde{P}_{m, k}\left(q^{n+k_{1}}\right)=\tilde{P}_{n, k^{\prime}}\left(q^{m+k_{1}^{\prime}}\right) \tag{6.5.10}
\end{equation*}
$$

which is the symmetry law (5.3.5) in the present context.

The norm formula (5.8.17) in the present case, when expressed in terms of $u_{1}, \ldots, u_{4}$ and $q^{2 k_{1}^{\prime}}=q^{-1} u_{1} u_{2} u_{3} u_{4}$, takes the form (6.5.11) $<P_{m}, P_{m}>=\frac{\left(q^{2 m+2 k_{1}^{\prime}} ; q\right)_{\infty}\left(q^{2 m+2 k_{1}^{\prime}+1} ; q\right)_{\infty}}{\left(q^{m+1} ; q\right)_{\infty}\left(q^{m+2 k_{1}^{\prime}} ; q\right)_{\infty} \prod_{i<j}\left(q^{m} u_{i} u_{j} ; q\right)_{\infty}}$.

Let $G^{\prime}$ be the operator on $A_{0}$ defined by (6.3.11). Then we have

$$
\begin{equation*}
G^{\prime} P_{m, k}=\left(q^{-m / 2}-q^{m / 2}\right) P_{m-1, k+1 / 2} \tag{6.5.12}
\end{equation*}
$$

Proof We calculate that

$$
G^{\prime} g_{r}=u_{1} q^{-1 / 2}\left(q^{r}-1\right)\left(u_{1} q^{1 / 2} x ; q\right)_{r-1}\left(u_{1} q^{1 / 2} x^{-1} ; q\right)_{r-1}
$$

from which and (6.5.7) it follows that $G^{\prime} \varphi_{m, k}$ is a scalar multiple of $\varphi_{m-1, k+1 / 2}$, and hence that $G^{\prime} P_{m, k}$ is a scalar multiple of $P_{m-1, k+1 / 2}$, where

$$
k+\frac{1}{2}=\left(k_{1}+\frac{1}{2}, k_{2}+\frac{1}{2}, k_{3}+\frac{1}{2}, k_{4}+\frac{1}{2}\right) .
$$

Since

$$
G^{\prime}\left(x^{m}+x^{-m}\right)=\left(q^{-m / 2}-q^{m / 2}\right)\left(x^{m-1}+\cdots+x^{1-m}\right)
$$

we have (6.5.12).

Let

$$
\Phi_{k}=\nabla_{k} /\left(x-x^{-1}\right)
$$

Then

$$
\begin{equation*}
P_{m, k}=c_{m, k} \Phi_{k}^{-1} G^{\prime}\left(\Phi_{k+\frac{1}{2}} P_{m-1, k+\frac{1}{2}}\right) \tag{6.5.13}
\end{equation*}
$$

where

$$
c_{m, k}=-q^{m / 2} /\left(1-q^{2 k_{1}^{\prime}+m}\right)
$$

Proof From (6.5.12) it follows that

$$
<G^{\prime} P_{m, k}, P_{n-1, k+\frac{1}{2}}>_{k+\frac{1}{2}}=0
$$

whenever $m \neq n$, or equivalently

$$
\begin{equation*}
\operatorname{ct}\left(\theta\left(P_{m, k}\right) \Phi_{k+\frac{1}{2}} P_{n-1, k+\frac{1}{2}}\right)=0 \tag{1}
\end{equation*}
$$

where

$$
(\theta f)(x)=f\left(q^{-1 / 2} x\right)-f\left(q^{1 / 2} x\right)
$$

We may replace (1) by

$$
\operatorname{ct}\left(P_{m, k} \theta\left(\Phi_{k+1 / 2} P_{n-1, k+1 / 2}\right)\right)=0
$$

i.e., by

$$
<P_{m, k}, \Phi_{k}^{-1} G^{\prime}\left(\Phi_{k+1 / 2} P_{n-1, k+1 / 2}\right)>_{k}=0
$$

whenever $m \neq n$. Hence $\Phi_{k}^{-1} G^{\prime}\left(\Phi_{k+1 / 2} P_{m-1, k+1 / 2}\right)$ is a scalar multiple of $P_{m, k}$.
Now

$$
\Phi_{k+1 / 2}\left(q^{1 / 2} x\right) / \Phi_{k}(x)=-q^{-1 / 2} x^{-2} \prod_{i=1}^{4}\left(1-u_{i} x\right)=-q^{1 / 2} u(x)
$$

say; and since $\Phi_{k}\left(x^{-1}\right)=-\Phi_{k}(x)$ we have

$$
\Phi_{k+1 / 2}\left(q^{-1 / 2} x\right) / \Phi_{k}(x)=-q^{-1 / 2} u\left(x^{-1}\right),
$$

so that

$$
\begin{equation*}
\Phi_{k}^{-1} G^{\prime}\left(\Phi_{k+1 / 2} P_{m-1, k+1 / 2}\right)=q^{1 / 2}\left(p(x)-p\left(x^{-1}\right)\right) /\left(x-x^{-1}\right) \tag{2}
\end{equation*}
$$

where

$$
p(x)=u(x) P_{m-1, k+1 / 2}\left(q^{1 / 2} x\right)
$$

Since

$$
u(x)=q^{2 k_{1}^{\prime}+1} x^{2}+\cdots+x^{-2}
$$

we have

$$
p(x)=q^{2 k_{1}^{\prime}+(m+1) / 2} x^{m+1}+\cdots+q^{(1-m) / 2} x^{-m-1}
$$

and therefore the coefficient of $x^{m}+x^{-m}$ in (2) is $q^{-m / 2}\left(q^{2 k_{1}^{\prime}+m}-1\right)$.

From (6.5.13) it follows that

$$
\begin{equation*}
P_{m, k}=d_{m, k} \Phi_{k}^{-1} G^{m}\left(\Phi_{k+m / 2}\right) \tag{6.5.14}
\end{equation*}
$$

where

$$
d_{m, k}=(-1)^{m} q^{m(m+1) / 4} /\left(q^{2 k_{1}^{\prime}+m} ; q\right) m
$$

(since when $k$ is replaced by $k+\frac{1}{2}, k_{1}^{\prime}$ is replaced by $k_{1}^{\prime}+1$ ).

### 6.6 The polynomials $\boldsymbol{E}_{\boldsymbol{m}}$

To calculate the polynomials $E_{m}=E_{m \alpha}(m \in \mathbb{Z})$ we proceed as follows. The symmetric polynomials $P_{m}$ were defined with reference to $x_{0}=0$ as origin; they are stable under $s_{1}$ (so that $T_{1} P_{m}=\tau_{1} P_{m}$ ) and are eigenfunctions of the operator $Z=T_{0} T_{1}+T_{1}^{-1} T_{0}^{-1}$, with eigenvalues $q^{m+k_{1}^{\prime}}+q^{-m-k_{1}^{\prime}}$. Equally, they are eigenfunctions of the operator

$$
Z^{\dagger}=T_{1} Z T_{1}^{-1}=T_{1} T_{0}+T_{0}^{-1} T_{1}^{-1}
$$

on $A$ with the same eigenvalues. If we now take $x_{1}=\frac{1}{2}$ as origin, the effect is to interchange $a_{0}$ and $a_{1}, T_{0}$ and $T_{1}, k_{1}$ and $k_{3}$, and $k_{2}$ and $k_{4}$, so that the labelling $k$ is replaced by

$$
\begin{equation*}
k^{\dagger}=\left(k_{3}, k_{4}, k_{1}, k_{2}\right) \tag{6.6.1}
\end{equation*}
$$

We obtain polynomials

$$
\begin{equation*}
P_{m, k}^{\dagger}(x)=P_{m, k^{\dagger}}\left(q^{1 / 2} x^{-1}\right)=P_{m, k^{\dagger}}\left(q^{-1 / 2} x\right), \tag{6.6.2}
\end{equation*}
$$

stable under $s_{0}$ (so that $T_{0} P_{m}^{\dagger}=\tau_{0} P_{m}^{\dagger}$ ) which are eigenfunctions of $Z^{\dagger}$ and of $Z$ with eigenvalues $q^{m+k_{1}^{\prime}}+q^{-m-k_{1}^{\prime}}$.

In $P_{m}^{\dagger},\left(u_{1}, \ldots, u_{4}\right)$ is replaced by

$$
\left(q^{-1 / 2} u_{3}, q^{-1 / 2} u_{4}, q^{1 / 2} u_{1}, q^{1 / 2} u_{2}\right)
$$

or equivalently, since $P_{m}^{\dagger}$ is symmetric in these four arguments, by

$$
\left(q^{1 / 2} u_{1}, q^{1 / 2} u_{2}, q^{-1 / 2} u_{3}, q^{-1 / 2} u_{4}\right)
$$

Hence by (6.5.7) and (6.5.8) we have

$$
\begin{equation*}
P_{m, k}^{\dagger}=c_{m, k}^{\dagger} \varphi_{m, k}^{\dagger} \tag{6.6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi_{m, k}^{\dagger}=\sum_{r=0}^{m} \frac{q^{r}\left(q^{-m} ; q\right)_{r}\left(q^{2 k_{1}^{\prime}+m} ; q\right)_{r}\left(u_{1} x ; q\right)_{r}\left(q u_{1} x^{-1} ; q\right)_{r}}{(q ; q)_{r}\left(q u_{1} u_{2} ; q\right)_{r}\left(u_{1} u_{3} ; q\right)_{r}\left(u_{1} u_{4} ; q\right)_{r}} \tag{6.6.4}
\end{equation*}
$$

and

$$
\begin{align*}
c_{m, k}^{\dagger} & =\frac{q^{-m / 2} u_{1}^{-m}\left(q u_{1} u_{2} ; q\right)_{m}\left(u_{1} u_{3} ; q\right)_{m}\left(u_{1} u_{4} ; q\right)_{m}}{\left(q^{2 k_{1}^{\prime}+m} ; q\right)_{m}}  \tag{6.6.5}\\
& =q^{-m / 2} \frac{1-q^{m} u_{1} u_{2}}{1-u_{1} u_{2}} c_{m, k} .
\end{align*}
$$

Now for each $m \geq 0$ the space

$$
V_{m}=\left\{f \in A: Z f=\left(q^{m+k_{1}^{\prime}}+q^{-m-k_{1}^{\prime}}\right) f\right\}
$$

is two-dimensional, spanned by $E_{m}$ and $E_{-m}$. From above, $V_{m}$ is also spanned by $P_{m}$ and $P_{m}^{\dagger}$. Hence each of $E_{m}, E_{-m}$ is a linear combination of $P_{m}$ and $P_{m}^{\dagger}$. Since

$$
P_{m}=x^{m}+x^{-m}+\cdots, \quad P_{m}^{\dagger}=q^{-m / 2} x^{m}+q^{m / 2} x^{-m}+\cdots,
$$

and since $E_{m}$ does not contain $x^{-m}$, it follows that

$$
\begin{equation*}
E_{m}=\frac{P_{m}-q^{-m / 2} P_{m}^{\dagger}}{1-q^{-m}} \tag{6.6.6}
\end{equation*}
$$

Next, we have by (5.7.8)

$$
P_{m}=\lambda E_{m}+E_{-m}
$$

where

$$
\begin{aligned}
\lambda & =\tau_{1} \boldsymbol{c}\left(\tau_{1}, \tau_{0} ; q^{-\left(m+k_{1}^{\prime}\right)}\right) \\
& =\frac{\left(1-q^{-m}\right)\left(1+q^{-m-k_{1}^{\prime}+k_{2}^{\prime}}\right)}{1-q^{-2 m-2 k_{1}^{\prime}}} \\
& =-\frac{\left(1-q^{m}\right)\left(u_{1} u_{2}-q^{m+2 k_{1}^{\prime}}\right)}{1-q^{2 m+2 k_{1}^{\prime}}} .
\end{aligned}
$$

From this and (6.6.6) we obtain

$$
\begin{equation*}
E_{-m}=\frac{1-q^{m} u_{1} u_{2}}{1-q^{2 m+2 k_{1}^{\prime}}} P_{m}+\frac{q^{m / 2}\left(u_{1} u_{2}-q^{m+2 k_{1}^{\prime}}\right)}{1-q^{2 m+2 k_{1}^{\prime}}} P_{m}^{\dagger} \tag{6.6.7}
\end{equation*}
$$

for $m \geq 0$. These two formulas (6.6.6) and (6.6.7) give $E_{m}$ and $E_{-m}$ explicitly as linear combinations of the two $q$-hypergeometric series $\varphi_{m, k}^{\dagger}$ (6.6.4) and $\varphi_{m, k}$ (6.5.7). Namely:
(6.6.8) For all $m \in \mathbb{Z}, E_{m}$ is a scalar multiple of

$$
\left(1-u_{1} u_{2}\right) \varphi_{|m|, k}+\left(u_{1} u_{2}-q^{k_{1}^{\prime}-\bar{m}}\right) \varphi_{|m|, k}^{\dagger},
$$

where

$$
\bar{m}=\left\{\begin{array}{cl}
m+k_{1}^{\prime} & \text { if } m>0 \\
-m-k_{1}^{\prime} & \text { if } m \leq 0
\end{array}\right.
$$

This follows from (6.6.5), (6.6.6) and (6.6.7).

Finally, we consider creation operators for the $E_{m}$. From $\S 5.2$, the $E_{m}$ are the eigenfunctions of the operator $Y$ on $A=K\left[x, x^{-1}\right]$ :

$$
Y E_{m}=\left\{\begin{array}{cl}
q^{-m-k_{1}^{\prime}} E_{m} & \text { if } m>0,  \tag{6.6.9}\\
q^{m+k_{1}^{\prime}} E_{m} & \text { if } m \leq 0 .
\end{array}\right.
$$

From (4.7.3) we have

$$
\left(T_{i}-\boldsymbol{b}_{i}^{\prime}(X)\right) X_{i}^{-1}=X_{i}\left(T_{i}-\boldsymbol{b}_{i}^{\prime}(X)\right) \quad(i=0,1)
$$

in $\tilde{\mathfrak{F}}^{\prime}$, where $X_{1}=X, X_{0}=q^{1 / 2} X^{-1}$, and

$$
\begin{aligned}
& \boldsymbol{b}_{0}^{\prime}(X)=\boldsymbol{b}\left(\tau_{1}^{\prime}, \tau_{0}^{\prime} ; q^{1 / 2} X^{-1}\right) \\
& \boldsymbol{b}_{1}^{\prime}(X)=\boldsymbol{b}\left(\tau_{1}, \tau_{0} ; X\right)
\end{aligned}
$$

Applying $\omega: \tilde{\mathfrak{G}}^{\prime} \rightarrow \tilde{\mathfrak{F}}$ gives

$$
Y\left(T_{1}-\boldsymbol{b}\left(\tau_{1}, \tau_{0} ; Y^{-1}\right)\right)=\left(T_{1}-\boldsymbol{b}\left(\tau_{1}, \tau_{0} ; Y^{-1}\right)\right) Y^{-1}
$$

and $\left(\operatorname{since} \omega\left(T_{0}\right)=T_{1}^{-1} X^{-1}\right)$

$$
q^{-1 / 2} Y^{-1}\left(T_{1}^{-1} X^{-1}-\boldsymbol{b}\left(\tau_{1}^{\prime}, \tau_{0}^{\prime} ; q^{1 / 2} Y\right)=q^{1 / 2}\left(T_{1}^{-1} X^{-1}-\boldsymbol{b}\left(\tau_{1}^{\prime}, \tau_{0}^{\prime} ; q^{1 / 2} Y\right)\right.\right.
$$

So if we define

$$
\begin{aligned}
& \boldsymbol{\alpha}_{0}=T_{1}^{-1} X^{-1}-\boldsymbol{b}\left(\tau_{1}^{\prime}, \tau_{0}^{\prime} ; q^{1 / 2} Y\right) \\
& \boldsymbol{\alpha}_{1}=T_{1}-\boldsymbol{b}\left(\tau_{1}, \tau_{0} ; Y^{-1}\right)
\end{aligned}
$$

we have

$$
\begin{equation*}
Y \boldsymbol{\alpha}_{0}=q^{-1} \boldsymbol{\alpha}_{0} Y^{-1}, \quad Y \boldsymbol{\alpha}_{1}=\boldsymbol{\alpha}_{1} Y^{-1} \tag{6.6.10}
\end{equation*}
$$

The operators $\boldsymbol{\alpha}_{0}, \boldsymbol{\alpha}_{1}$ on $A$ are 'creation operators': namely
(6.6.11) We have

$$
\begin{aligned}
\boldsymbol{\alpha}_{0} E_{-m} & =\tau_{1} E_{m+1} & (m \geq 0) \\
\boldsymbol{\alpha}_{1} E_{m} & =\tau_{1}^{-1} E_{-m} & (m>0)
\end{aligned}
$$

Proof Consider $\alpha_{1} E_{m}$. Since

$$
Y \boldsymbol{\alpha}_{1} E_{m}=\boldsymbol{\alpha}_{1} Y^{-1} E_{m}=q^{m+k_{1}^{\prime}} \boldsymbol{\alpha}_{1} E_{m}
$$

it follows from (6.6.9) that $\alpha_{1} E_{m}$ is a scalar multiple of $E_{m}$. To find the scalar multiple, consider the coefficient of $x^{-m}$ in $\boldsymbol{\alpha}_{1} E_{m}$. Now $\boldsymbol{b}\left(\tau_{1}, \tau_{0} ; Y^{-1}\right) E_{m}$ is a
scalar multiple of $E_{m}$, hence does not contain $x^{-m}$; also

$$
T_{1} x^{m}=\tau_{1} x^{m}+\left(\tau_{1} x-\tau_{1}^{-1} x^{-1}+\tau_{0}-\tau_{0}^{-1}\right)\left(x^{-m}-x^{m}\right) /\left(x-x^{-1}\right)
$$

in which the coefficient of $x^{-m}$ is $\tau_{1}^{-1}$. Hence $\boldsymbol{\alpha}_{1} E_{m}=\tau_{1}^{-1} E_{-m}$.
Next,

$$
Y \boldsymbol{\alpha}_{0} E_{-m}=q^{-1} \boldsymbol{\alpha}_{0} Y^{-1} E_{-m}=q^{-\left(m+1+k_{1}^{\prime}\right)} \boldsymbol{\alpha}_{0} E_{-m},
$$

so that by (6.6.9) $\boldsymbol{\alpha}_{0} E_{-m}$ is a scalar multiple of $E_{m+1}$. As before, $\boldsymbol{b}\left(\tau_{1}^{\prime}, \tau_{0}^{\prime} ; q^{1 / 2} Y\right)$ $E_{-m}$ is a scalar multiple of $E_{-m}$, hence does not contain $x^{m+1}$; and

$$
\begin{aligned}
T_{1}^{-1} X^{-1} x^{-m}= & \tau_{1}^{-1} x^{-m-1} \\
& +\left(\tau_{1} x-\tau_{1}^{-1} x^{-1}+\tau_{0}-\tau_{0}^{-1}\right)\left(x^{m+1}-x^{-m-1}\right) /\left(x-x^{-1}\right)
\end{aligned}
$$

in which the coefficient of $x^{m+1}$ is $\tau_{1}$. Hence $\boldsymbol{\alpha}_{0} E_{-m}=\tau_{1} E_{m+1}$.

From (6.6.11) it follows that

$$
\begin{equation*}
E_{-m}=\left(\boldsymbol{\alpha}_{1} \boldsymbol{\alpha}_{0}\right)^{m}(1) \tag{6.6.12}
\end{equation*}
$$

for $m \geq 0$, and

$$
\begin{equation*}
E_{m}=\tau_{1}^{-1} \boldsymbol{\alpha}_{0}\left(\boldsymbol{\alpha}_{1} \boldsymbol{\alpha}_{0}\right)^{m-1}(1) \tag{6.6.13}
\end{equation*}
$$

for $m \geq 1$.
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## Index of notation

| A, $A_{0}: 4.3$ | $e^{\lambda^{\prime}}: 4.2$ |
| :---: | :---: |
| $A^{\prime}, A_{0}^{\prime}: 4.2$ | $e^{\mu}, e^{f}: 4.3$ |
| $A^{\prime}(Y): 4.2$ |  |
| $A[c]: 4.4$ | $F, F^{0}: 1.1$ |
| $A_{\lambda}: 5.4$ |  |
| $a_{i}(i \in I): 1.2$ | $G_{\varepsilon}, \hat{G}_{\varepsilon}: 5.9$ |
| $a^{\vee}=2 a /\|a\|^{2}: 1.2$ | $G_{a}: 4.6$ |
| $a_{i}^{\prime}(i \in I): 1.4$ |  |
|  | $H_{f}: 1.1$ |
| B : 1.2 | $\mathfrak{5}: 4.1$ |
| $\mathfrak{\text { B }}$ : 3.1 | 式, $\tilde{\mathfrak{F}}^{\prime}: 4.7$ |
| $\mathfrak{\mathfrak { Z }}: 3.4$ | $\mathfrak{H}_{0}: 4.3$ |
| $\tilde{\mathfrak{B}}^{\prime}: 3.5$ |  |
| $\mathfrak{Z}_{0}: 3.3$ | $I: 1.2$ |
| $\boldsymbol{b}(t, u ; x): 4.2$ | $I_{0}: 2.1$ |
| $\boldsymbol{b}_{i}: 4.3$ |  |
| $\boldsymbol{b}_{a, k}: 4.4$ | $J: 2.5$ |
| $\boldsymbol{b}_{i}^{\prime}, \boldsymbol{b}_{\alpha}^{\prime}: 5.4$ | $J^{\prime}: 3.4$ |
| $C: 1.2$ | $K: 4.1,5.1$ |
| $c: 1.1$ | $k, k^{\prime}: 1.5,4.4,5.1$ |
| $c_{0}: 1.4$ | $k_{i}, k_{i}^{\prime}: 1.5$ |
| $\boldsymbol{c}(t, u ; x): 4.2$ | $k(w): 5.1$ |
| $\boldsymbol{c}_{i}: 4.3$ | $k^{\vee}(\alpha): 5.1$ |
| $\boldsymbol{c}_{a, k}: 4.4$ |  |
| $\boldsymbol{c}(w): 4.4$ | L, $L^{\prime}: 1.4$ |
| $\boldsymbol{c}_{\lambda}^{\prime}: 5.3$ | $L_{++}, L_{++}^{\prime}: 2.6$ |
| $\boldsymbol{c}_{+}^{\prime}: 5.6$ | $l: 5.8$ |
| ct : 5.1 | $l(w): 2.2$ |
| $D: 1.1$ | $m_{i}(i \in I): 1.2$ |
| $d_{k, l}, \hat{d}_{k, \ell}: 5.9$ | $m_{i}^{\prime}(i \in I): 1.3$ |
|  | $m_{\lambda}: 5.3$ |
| $E: 1.1$ | $m_{\lambda^{\prime}}: 4.4$ |
| $E_{\lambda}, E_{\mu}^{\prime}, \tilde{E}_{\lambda}, \tilde{E}_{\mu}^{\prime}: 5.2$ |  |
| $e: 1.4$ | $O_{1}, \ldots, O_{5}: 1.3$ |

$P, P^{\vee}: 1.4$
$P_{\lambda}, P_{\mu}^{\prime}, \tilde{P}_{\lambda}, \tilde{P}_{\mu}^{\prime}: 5.3$
$P_{\lambda}^{(\varepsilon)}: 5.7$
$Q, Q^{\vee}: 1.4$
$Q_{+}^{\vee}: 2.6$
$Q_{\lambda}: 5.7$
$q, q_{0}: 3.4$
$q_{\alpha}: 5.1$
$R, R^{\vee}, R^{\prime}: 1.4$
$R^{+}: 1.5$
$r_{k^{\prime}}, r_{k}^{\prime}: 2.8$
$S, S^{\vee}, S(R), S^{+}, S^{-}: 1.2$
$S_{1}, S_{2}: 1.3$
$S^{\prime}: 1.4$
$S_{0}: 5.1$
$S(w): 2.2$
$S(k): 5.1$
$s_{f}, s_{u}: 1.1$
$s_{i}(i \in I): 2.1$
$s_{i}^{(\varepsilon)}: 5.5$
$T_{i}, T(w): 3.1$
$T_{0}^{\prime}, T_{n}^{\prime}: 4.3$
$t_{a}: 5.1$
$t(v): 1.1$
$U_{j}(j \in J): 3.1$
$U_{\varepsilon}, U^{+}, U^{-}: 5.5$
$u\left(\lambda^{\prime}\right): 2.4$
$u_{i}: 2.5$
$u^{\prime}(\lambda): 2.8$
$V: 1.1$
$V_{k}\left(k \in J^{\prime}\right): 3.5$
$V_{\varepsilon}, V_{\varepsilon}^{\prime}, \mathscr{\mathscr { F }}_{\varepsilon}: 5.6$
$v\left(\lambda^{\prime}\right): 2.4$
$v_{i}: 2.5$
$\bar{v}\left(\lambda^{\prime}\right): 2.7$
W: 1.4, 2.1
$W^{\prime}: 2.1$
$W_{0}: 1.4,2.1$
$W_{S}: 1.2$
$W_{0}\left(q^{k}\right): 5.1,5.8$
$W_{0}\left(t^{(\varepsilon)}\right): 5.5$
$W_{0 \lambda}, W_{0 \lambda}(t): 5.3$
$w_{0}: 2.4$
$w_{k}: 3.4$
$w^{(\varepsilon)}: 5.5$
$X^{f}, X^{\Lambda}, X^{L}, X_{k}: 3.4$
$x_{i}, x_{0}: 1.2$
$(x ; q)_{\infty},(x ; q)_{k}: 5.1$
$Y^{\lambda^{\prime}}, Y^{\lambda^{\prime}}: 3.2$
$Y_{j}^{\prime}: 3.4$
$\alpha_{i}(i \in I): 1.2$
$\alpha_{i}^{\prime}(i \in I): 1.4$
$\boldsymbol{\alpha}_{i}(i \in I): 5.10$
$\beta: 4.3,4.7$
$\beta^{\prime}: 4.2$
$\boldsymbol{\beta}_{j}(j \in J): 5.10$
$\Delta, \Delta_{S, k}, \Delta^{\prime}, \Delta_{S^{\prime}, k^{\prime}}: 5.1$
$\Delta_{S, k}^{ \pm}: 5.3$
$\triangle_{a}, \Delta_{a, k}: 5.1$
$\Delta_{1}, \Delta^{0}: 5.1$
$\nabla: 5.1$
$\delta_{a}, \delta_{a, k}, \delta_{\varepsilon, k}: 5.8$
$\delta_{a^{\prime}}, \delta_{\varepsilon, k}^{\prime}: 5.9$
$\varepsilon: 5.5$
$\eta: 2.8$
$\eta_{i}^{(\varepsilon)}, \eta_{w}^{(\varepsilon)}: 5.6$
$\theta, \theta^{\prime}: 4.7$
$k_{i}, k_{i}^{\prime}, k_{\alpha}: 4.3,4.4$
$k_{a}, k_{a}^{\prime}: 4.6,5.1$
$\lambda_{+}^{\prime}, \lambda_{-}^{\prime}: 2.4$
$\Lambda, \Lambda^{+}: 1.4,5.1$
$\xi_{\lambda}^{(\varepsilon)}: 5.6$
$\pi_{i}^{\prime}: 2.5$
$\pi_{i}: 3.4$
$\rho_{k^{\prime}}, \rho_{k}^{\prime}: 1.5$
$\rho_{\varepsilon k^{\prime}}: 5.5$
$\Sigma\left(\lambda^{\prime}\right): 2.6$
$\Sigma^{0}\left(\lambda^{\prime}\right): 4.4$
$\sigma: 1.5,2.2$
$\tau_{i}, \tau_{i}^{\prime}: 4.1,5.1$
$\tau_{a}, \tau_{a}^{\prime}: 4.1,4.4$
$\tau_{w}: 4.3$
$\tau_{i}^{(\varepsilon)}, \tau_{w}^{(\varepsilon)}: 5.5$
$v_{i}: 4.2$
$\varphi: 1.4$
$\varphi_{\lambda}^{ \pm}: 5.2$
$\chi: 2.1,4.1$
$\psi: 1.4$
$\Omega: 2.2$
$\Omega^{\prime}: 1.4$
$\omega: 3.5,4.7$

## Index

affine Hecke algebra: 4.1
affine-linear: 1.1
affine root system: 1.2
affine roots: 1.2
affine Weyl group: 1.2
alcove: 1.2
Askey-Wilson polynomials: 6.5
basic representation: 4.3-4.5
basis of an affine root system: 1.2
braid group: 3.1
braid relations: 3.1
Bruhat order: 2.3
Cartan matrix: 1.2
classification of affine root systems: 1.3
constant term: 5.1
continuous $q$-ultraspherical polynomials: 6.3
creation operators: $5.10,6.2,6.6$.
derivative: 1.1
dominance partial order: 2.6
double affine Hecke algebra: 4.7
double braid group: 3.4
dual affine root system: 1.2
dual labelling: 1.5
duality: 3.5, 4.7
Dynkin diagram: 1.2
extended affine Weyl group: 2.1
gradient: 1.1
Hecke relations: 4.1
highest root: 1.4
highest short root: 1.4
indivisible root: 1.2
intertwiners: 5.7
involutions $f \mapsto f^{*}, f \mapsto \bar{f}, f \mapsto f^{0}: 5.1$
irreducible affine root system: 1.2
Koornwinder's polynomials: 5.3
labelling: 1.5
length: 2.2
negative affine root: 1.2
norm formulas: 5.8, 5.9
normalized scalar products: 5.1
orthogonal polynomials $E_{\lambda}: 5.2$
partial order on $L^{\prime}: 2.7$
positive affine root: 1.2
rank: 1.2
reduced affine root system: 1.2
reduced expression: 2.2
reflection: 1.1
Rodrigues formula: 6.3
root lattice: 1.4
saturated subset: 2.6
scalar product: 1.1, 5.1
shift operators: 5.9
special vertex: 1.2
symmetric orthogonal polynomials $P_{\lambda}: 5.3$
symmetric scalar product: 5.1
symmetrizers: 5.6
symmetry: 5.2
translation: 1.1
weight function: 5.1
weight lattice: 1.4
Weyl group: 1.2

