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PREFACE 

Most of the problems posed by Physics to Mathematical Analysis 
are boundary value problems for partial differential equations 
and systems. 

Among them, the problems concerning linear evolution equations 
have an outstanding position in the study of the physical world, 
namely in fluid dynamics, elastodynamics, electromagnetism, 
plasma physics and so on. 

This Institute was devoted to these problems. It developed 
essentially the new methods inspired by Functional Analysis and 
specially by the theories of Hilbert spaces, distributions and 
ultradistributions. The lectures brought a detailed exposition 
of the novelties in this field by world known specialists. 

We held the Institute at the Sart Tilman Campus of the University 
of Liege from September 6 to 17, 1976. It was attended by 99 
participants, 79 from NATO Countries [Belgium (30), Canada (2), 
Denmark (I), France (15), West Germany (9), Italy (5), Turkey 
(3), USA (14)] and 20 from non NATO Countries [Algeria (2), 
Australia (3), Austria (I), Finland (1), Iran (3), Ireland (I), 
Japan (6), Poland (1), Sweden (I), Zair (1)]. There were 5 courses 
of_ 6_ h.ollI'.s~. 1. nL lJ., h.t;l.l.I.rl"~, 1. n,L ,_ h.t;l.l.I.r.!'~ , ?_ n.f~ ?_ h,,<;\!,t.r~"~ r:w.i... 1, rU'L 
1 hour. Moreover, 30 advanced half an hour seminars were 
organized by the participants to discuss the last contributions 
to the field. 

I wish to express my warmest thanks to the NATO Organization 
which was the main sponsor of this meeting and to the University 
of Liege and the "Fonds National de la Recherche Scientifique" 
of Belgium who also contributed financially to its achievement. 

My special gratitude is due to Professor F. Cerulus, Representa­
tive of Belgium to the NATO Science Committee and to Dr. T. Kester, 
NATO Scientific Officer in charge with the AS! programme. 



VIII PREFACE 

I have been helped by a Scientific and Organizing Committee 
constituted by my Liege Colleagues Prof. J. Etienne, J. Gobert, 
P. Leonard and J. Schmets. The members of our staffs also 
contributed to the success of the Institute. I am very grateful 
to all of them. 

H.G. GARNIR 
Director of the Institute. 
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LAPLACE TRANSFORM METHODS FOR EVOLUTION EQUATIONS 

Richard Beals 

University of Chicago 

The evolution equations considered here are of the form 

(1) u1(t) = A{t)u(t) + f(t). t> 0 ; u(O) = U o . 

The given function f and the unknown function u take values in a 

complex Banach space X, and the initial condition uOis in X. 

The A{t) are closed linear operators with domains dense in X. 

The time-independent case is the case A(t) == A, As we shall 

see, taking Laplace transforms (formally) leads very naturally 

to considering the resolvent operators Rx. = (U - Af 1, and what 

we describe here could as well be titled "resolvent methods for 

evolution equations." We shall survey some conditions on the 

Rx. or Rx. (t) which (a) bear on the existence, uniqueness, or 

qualitative behavior of solutions and (b) a re verifiable for 

inte re sting clas se s of PDEs. We outline how the conditions are 

derived for PDEs and how they are used to construct solutions 

of (1), and indicate some further lines of research. 

Gamir (ed.), Boundary Value Problems for Linear Evolution Partial Equations. 1-26. 
All Rights Reserved. Copyright © 1977 by D. Reidel Publishing Company, Dordrecht-Holland. 



2 RICHARD BEALS 

1. Abstract time-independent problems 

If u is a piecewise continuous X-valued function on [0,00) 

[0,00) such that I u(t) I ~ M exp(-wt), then its Laplace transform 

u is the holomorphic X-valued function defined on the half-plane 

Re ~ > w by 

u(>..) = fOO exp( ->..t)u(t)dt. 

o 

There is a symbolic "inversion formula" 

(Z) u(t) = -1:-1 eUU(>")d~ , 
Z'II'l r 

a 

where r is the oriented vertical line from a - ioo to a + ioo, 
a 

and a > max {O, w} • 

Consider the time-independent case of (1), by a purely 

formal argument. A formal Laplace transformation of (1) and 

integration by parts gives 

Au(A) + {(A) = foOO u' (t). -" dt • -uo + ).Ii().). 
so 

We apply (Z) and interchange the order of integration: 

Z'II'iu(t) =[ e>"t~ uOd~ + f 100 e>"(t-S)R~f(S)dS d>" 
r r 0 

so 

(3 ) 

where 

(4) 

u(t) = U(t)uo + it U{t-s)f(s)ds 
o 

1 f >..t = z-:- e R, d>" , 
"11'1 r /I. 

U(t) t > 0 • 

Here r is some suitable oriented contour homotopic to rand 
a 

having the singularities of R>.. - the spectrum of A - to its left. 
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All this, we emphasize, is purely formal. We do not need to 

make this derivation itself rigorous; we only need to show that in 

certain cases solutions are unique and are expressible by (3) 

and (4). 

Let us begin with the question of uniqueness. Let D A be 

the domain of A. 

lui A = I Aul + lui· 

It is a Banach space with the graph norm 
-1 

Let us suppose Rx. = (U - A) exists for 

real X. > X.o and satisfies 

(5) e. > 0 • 

Theorem (Lyubich). The problem (1) has at most one 

solution u continuous to X, such that u(t) E D A and the strong 

derivative u'{t) exists for each t > O. 

We sketch the proof. Let u be a solution with data zero, 

and let u 1 (t) = R~ u{t) for some ~ > X.O' Then u 1 is continuous 

to D A' continuously differentiable, and satisfies (1) with data 

zero. Given T > 0, let 

rT X.(T t) 
(6) w(x.) = Joe - u 1 (t)dt • 

Then integration by parts shows 

(7) Aw(X.) = u1 (T) + x.w(x.) , 

so 

(8) 

Because of (6), w is entire of exponential type and bounded for 
- eX. 

Re X. < O. Because of (8) and (5), e w(x.) - 0 as X. - + 00. 

A Phragmen-Lindelof argument shows that w is bounded, hence 

constant. By (7), the constant must be zero, so 

u(T) = (U - A)u1 (T) = 0 . 



4 RICHARD BEALS 

The condition (5) will be satisfied in the cases we con-

sider, so we turn to the question of existence and construction of 

solutions, based on the heuristic formulas (3), (4). 

We say that the evolution equation as sociated to A is 

strictly parabolic if there are positive M, >-'0' 0 such that 

(9) R>-. exists and satisfies II Rx. 1I ~ M 1>-.1- 1 whenever 
1 

Jx.1 ? X.o and I arg x.1 ~ Zrr + 5 • 

In this case we let r be the boundary of the region described 

in (9). Thenthe integral (4) certainly converges and defines a 

bounded, infinitely differentiable operator from X to D A' 

Moreover, 

(10) 2rriu ' (t) = 1 ex.t>-'R>-. d>-' = 
r 

= 0 + 2 rri A U (t ) • 

Note that II U(t) II remains bounded as t ... O. To see this, 
-1 2 

integrate by parts in (3) to change the integrand to t exp(At)R>-., 

move the contour of integration to the vertical line Re >-. = t- 1 , 

and estimate using (9). It is easy to check that U(t)uO ...... uo as 

t - 0 whenever U o E D A' and the boundedness result just 

mentioned then yields this convergence for each U o E X. We 

have essentially proved the theorem of Hille, that such an 

operator A generates a holomorphic semigroup. The following 

is an easy consequence. 

Theorem. If A is strictly parabolic, then for any 

Uo E X and any Holder-continuous f, the time-independent 

problem (1) has a unique solution u, continuous on [0, (0) and 

C 1 ~ (0, (0), given by (3), (4). 
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To see that (4) gives a solution, it is helpful to write 

(11) i t rt 
U(t-s)f(s)ds = J" U(t-s)[f{s) - f(t)]ds + V(t)f(t), 

a a 

rt 1 f x.t -1 
V{t) =)0 U(s)ds = 2'1Ti r (e - 1)X. Rx. dX.. 

where 

Now V(t): X -. D A for t > O. It is easy to see that U(t) has 
-1 

norrn O{t ) as a map of X to D A' so (11) shows that u(t) ED A 

for t > O. The desired differentiability may also be established 

by using (11) and our other information about U(t). 

We say that the evolution equation associated to A is 

weakly hyperbolic if there are positive M, N, and X.O' and a 

such that 0 ~ a < 1, such that 

(12) Rx. exists and satisfies II Rx. II ~ MI x. I N when I X. I ~ X.o 
a 

and Re X. ~ Co 11m X. I . 

(Note that according to our definitions, strictly parabolic im­

plies weakly hyperbolic! ) In this case, let r be the contour 

bounding the region (12), and let 

b 
where a < b < 1 and we take the principal branch of z on the 

plane slit along the negative real axis. As X. -. 00 on or to the 

left of r, 

It follows that the integral 

1 1 At U (t) = z-:- e h£, (X.)R, dX. 
1Tl r I\. 

exists for E> 0, t 2: 0; moreover U~ (t) = AU€. (t), t 2: O. Thus 

if U o E X, then u(t) = UE (t)uO is a solution of u l = Au such that 
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u(o) = U£ (0) U o = J€ U o • It can be shown [ 7 ] that JE, is 

injective and has dense range YE.' Let us equip Yt with the 

norm which makes J f an isometry from X to Ye. If Uo E Y£ 

and if f is continuous to Y€. ' it follows easily that the (unique) 

solution of (1) is given by 

jt -1 
o Ue(t-s)J£. f{s)ds. 

The requirement of lying in Ye. may be considered as a smooth­

ness condition, in fact a Gevrey condition, in terms of A [7]. If 
n 

v E Y €. then v is in the domain of A for each n and there is 

a cy > 0 such that 

(13) 
n n -1 

sup IA ulcy r(l3n+1) <00, 13 = 1/b. 
n 

Conversely, if (13) is true for large enough CY, then v E Ye; • 

We have seen that in the strictly parabolic case the homo­

geneous (f == 0) problem has a unique, and well-behaved solution 

for each U o E Xi in the weakly hyperbolic case there is a solution 

for each sufficiently "smooth" uo. The "natural" initial condition 

for the homogeneous problem would seem to be U o e DA • By a 

result of Phillips [27], there is a unique solution u, C 1 on [0,00), 

for each Uo E D A if and only if A generates a Co semigroup. 

The well-known condition for this [17] is that there be constants 

M and >"0 such that 

(14) R>,. exists and satisfies II R>,.n II ~ M(Re >,. - >"0) -n for each 

>,. such that Re >,. > >"0 . 

Because the constant M is to be independent of n, these 

inequalities are difficult to verify directly except in the contrac­

tive case, and resolvent methods seem of limited value here. 
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Many other results relating properties of the resolvent 

operators to properties of solutions of the time-independent 

problem are known; see in particular the book of S. G. Krein 

[19], the survey article of Lyubich [24], the extensive paper of 

Agmon-Nirenberg [2], and also [6], [11], [13]. [26]. [34]. The 

"distribution s emigroup" approach of Lions [23] also leads to 

resolvent estimates; see [5]. [20] for example. The estimates 

(12) appear also in the context of distribution semigroups: see 

Chazarain [10]. 

2. Abstract time-dependent problems. 

One would like to construct a solution of the problem 

ul(t) = A(t)u(t) + f(t). t> s; u(s) = uo 
by a variation-of-constants formula 

(15) u(t) = U(t, s)uO + 1s 
U(t. r)f(r)dr. 

o 
The "evolution operator" U should satisfy 

(16) 
a at U{t. s} = A{t)U(t. s). t > s ; U(s. s) = I. 

In (16). s is merely a parameter. In particular. if U(t) = U(t.O) 

then 

(17) UI(t) = A(t)U(t), t > 0 ; U(O) = I. 

Formally. we may attempt to solve (17) by writing it as an inte­

gral equation and solving by the Picard iterative method: 
t 

U{t) = I +1 A{s)U{s)ds, 

(18) 0 t 

U(t) = 'L,OO V (t), Vo = I , V 1(t) =1 A(s)V (s)ds. o n n+ 0 n 

There is a case discovered by Ovcyannikov and Treves, among 

others, in which (18) makes sense even for unbounded A(t). 



8 

Suppose 

X C X 
cr T 

from X 
cr 

RICHARD BEALS 

(X ) is a family of Banach spaces, 0'::: 0- .::: 1. Suppose 
0-

if T < 0-, and lui .::: lui • Suppose A(t) is bounded 
T 0- -1 

to X 
T 

if T < 0-, with norm IIA(t)IIT,cr ~ C(T-cr) , 

and suppose t .... A(t) is continuous to ~(X , X). Then it is 
cr T 

not difficult to show by induction that the operators V in (18) 
n 

satisfy 
I -1 -1 n I VnllT,1T ~ (n!) [Cn(T-IT) t] , 

Therefore the series (18) converges in £(X, X ) if 
cr T 

It I < (T-cr)(Ce)-\ and solutions exist for small time. The 

classical Cauchy-Kowalewski theorem can be proved in this way: 

suppose A(t) is a first order system of PDEs in x= (xi"'" xn ) 

with coefficients which are continuous in (t. x) and analytic in x 

for x near 0, Let X consist of those functions of x analytic 
cr 

near 0, such that 

See [33] for details, For a recent version in which the A(t) are 

analytic pseudodifferential operators, see Baouendi-Goulaouic 

[ 4]. 

We consider now a time-dependent strictly parabolic 

case, Suppose that the A(t) have a common domain D, with 

fixed norrn liD' and that t l-+ A{t) is Lipschitz-continuous to 

;t (D. X). We assume a uniform version of (9): 

( 19) 
-1 

= (U - A(t» exists and satisfies 
1 

lA-I ~ A-O and I arg A- I ~ 2" 11" + 6 , 

Finally, we assume that for some fixed J-L, 

bnuous to .£(X, D). 

t r+ R (t) is con­
J-L 
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Theorem (Tanabe [32] - Sobolevskii [29]). There are 

operators U{t, s), t 2:. s, such that (t, s) ... U(t, s) is continuous 

in the strong operator topology for t ~ s, continuous in norm 

for t > s, and such that (16) holds. 

Start with an approximate solution UO(t, s): 

(20) UO(t, s) = 2:i ~ e)..(t-s)R>.. (s)d>... 

Then 

(21.) 

where 

IIi 1 (t, s) = [A(t) - A(s)]UO(t, s). 

From (21) and (15) we get (formally) 
t 

UO(t, s) = U(t, s) - i U(t, r)1Ii 1 (r, s)dr • 
s 

One may hope, therefore, to find U in terms of Uo by an 

integral equation of the form 
t 

(22) U(t, s) = UO(t, s) + 1 Uo(t, r)lIi(r, s)ds • 
s 

If (16) and (22) were true, we should expect 
t 

o = (:t - A(t»U(t, s) = -IIi 1 (t,S) + IIi (t,s) -L 1Ii1 (t,r)lIi(r,s)dr. 
s 

Thus we obtain an integral equation for IIi and solve by iteration: 
t 

(23) lIi(t,s) = IIi 1(t, s) +f IIi 1(t, r)lIi(r, s)dr , 

s t 

(24) IIi = 2:::;'lIin ' IIi n+1{t,s) = [ 1Ii 1(t,r)lIin{r,s)dr 
s 

-1 
Now it follows from (20) that Uo(t, s) has norm ~ C(t-s) as 

operator from X to D, so the ~ 1 are uniformly bounded as 

operators in X (locally), and the series in (24) converges to a 

solution of (23). With enough more work, it can be shown that 
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U given by (22) has the stated properties. (The estimates (19) 

are stronger than necessary; see [30], for example.) 

Next we consider an abstract time-dependent weakly 

hyperbolic case. We assume a uniform version of (12), 

together with some strengthening of it: 

(25) R)... (t) exists and satisfies II R)... (t) II ~ MI AI'll -1 when 

IAI ~AO and Re A. ~cOllm A.l a , where 0 '::;a,'ll < 1; 

(26) when A is real and > AO' II RA (t) Il~M I A.1- 1 • 

Choose r'3 such that 1 < r'3 < a-i. As noted in section 1, the 

operator defined formally by (20) makes sense on the Gevrey 

space X C X, where 
T, t 

m m -1 
I u I = sup I A (t ) u I T r (r'3m +1 ) • 

T,t m 

Our aim here is to combine the Ovcyannikov-Treves and 

Tanabe-Sobolevskii methods. A careful analysis of UO(t, s) 

shows that in a fixed interval T,o- E [TO'o-O] c (0,00), UO(t, s) 

maps X to X with norm 
o-,s T,S 

Iluo(t,s)1I • ~ C(o--Tf P 
T,O",S 

provided 0- >T and It-sis. T = T(T 0). Here 0.5. P < 1. Reason­

able (i. e. verifiable) assumptions on the A(t) imply 

lui s.jul if jt- s l.5. C(o--T), 
T,t o-,s 

j{A(t) - A(s»uIT,t ~ Clt-sIIT-o-j-r'3 if It-sj'::;C(o--T). 

Let ~ 1 be as before. Combing the last three inequalities, 

(27) j~1(t,s)ul .::;Clt-sIIT-o-l-P-r'3lul if It-sl ~C1(o--T). 
T,t T,S 

-1 
Let 0 = 2-r'3+p. If r'3 < 'll ,then 0 > 0 and by induction we get 
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(28) -1 I 6-2 n Ill? (t,s)ul ~ r(n6) [Cr(6) t-s I (<r-T) ]. 
n T,t 

Thus Il? may be defined by (24), and U by (22); see [9]. 

The (explicit or implicit) assumption above that the A(t) 

have the same domain is es sential, since otherwise Il? 1 may not 

be defined. This assumption is natural for the Cauchy problem, 

but not for general mixed problems (where the boundary con­

ditions are incorporated in t he domain of A). Kato and Tanabe 

[18] removed the assumption by taking 

1 1 x.(t-s) 
Uo(t,s) = -2-.- e Rx. (t)dt 

1n r 
and looking again for a solution of the form (22). The formal 

solution is again given by (24), with 

(For another approach, see Da Prato [12]). 

It is possible to consider abstract mixed problems more 

directly. We begin with the time-independent case. Suppose W 

is a Banach space dense in X and 

B: W - Y , fi: w - X, bounded. 

Suppose B is onto, and let A be the restriction of .A to 

ker{B). Let Jl. = A.I - Jt and 
A. 

SA. = Jl A. ® B: W - X E9 Y • 

Then Sx. has inverse Tx. if and only if A.I - A has inverse Rx.' 

A formal Laplace transforITl shows that the ITlixed probleITl 

(29) u' = .A u + f, Bu = g, u(O) = u o 

would have a solution of the form 

(30) u{t) = U{t)JXuO + it u{t- s)h(s)ds 
o 
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Here J X is the injection X .... X ~ Y, h(s) = [£(s), g(s)], and 

U(t): X ~ Y - X , 

(31) 1 1 At U(t) = ~ e Tx. dX. . 
'Tn r 

-1 
It is too TImch to expect that II Tx. 1I ~ M 1x.1 

cribed by (19), say, but one may have 

in the re gion de s -

If so, the integral (31) exists and it can be shown that for 

Lipschitz functions f and g. (30) is a solution of (29). 

In the time-dependent version, the boundary operators 

B(t) and the operators .A.(t) vary. while W is fixed; of 

course the domain of A(t) = ker B(t) may vary within W. We 

look for solutions of the time-dependent problem (29) in the form 
t 

u(t) = U(t. O)JXuO + 10 U(t. s)h(s)ds • 

where 

au 
"'8t(t. s) = A(t)U(t. s). BU{t. s) = 0, t > s, U(s. s)JX = 1. 

A formal argument suggests that U can be constructed by (22). 

(24). where 
1 1 X.(t-s) 

UO{t.s)= 2"1T"i r e Tx.{s)ds. 

lII1 (t. s) = (j{ (t) - Ji{S))Uo(t. s) ~ (B(s) - B(t))UO(t. s). 

This approach does not seem to have been carried through, even 

for the strictly parabolic case. 

3. The Cauchy problem for PDEs, 

We begin with a system of first order in t. having con­

stant coefficients, Let x = (Xi"'" x). D = -ia .• 
t n j J 

u: (u1 ..... urn) = u(x, t). and 
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A(u) = a(D)u = 
where the a are m X m matrices. Let 

ClI 

( 2)m 220m L2 , X= L = LEDLED ••• w 

and let the domain DA consist of those u E X such that 

a(~ )a(~) E (L2)m, where G is the Fourier transform and 

a(~ ) = 2: ~ ClIa • (For a more general treatment of constant 
ClI 

coefficient problems, see the book of Gelfand-Shilov [15].) 

13 

A Fourier transform- ODE argument shows uniqueness of solu­

tions of the Cauchy problem for at - A (with X as space of initial 

conditions!) with no further as sumptions I but let us consider the 

criterion of Lyubich anyway. It is easy to see that X.I-A is 

invertible if and only if the matrix X.I - a{~) is invertible for 
n 

every ~ E R , and also 

11(x.I-A)-1 11 = sup 11(>..I-a(~))-1H < 00. 

~ 
-1 

Suppose Rx. = (AI - A) exists for large real x.. The 

Seidenberg-Tarski Theorem [28] implies that r(x.) = II Rx. 1I is 

an algebraic function of X. for large real x., so the Lyubich 

growth condition (5) is automatically satisfied when the resolvent 

exists for large real x.. 

If -A is strongly elliptic, i. e. , at - A is parabolic in the 

classical sense, it is readily seen that (9) is satisfied and the 

equation is strictly parabolic in the sense above. Ellipticity is 

not nec es sary: conside r 

This operator is not elliptic, but satisfies {9}. The operator 
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at - A is not parabolic in the classical sense, though it is in our 

sense (or that of Gelfand-Shilov [i5]). 

It should also be noted that the choice of space X is i.m­

portant. The evolution equation for 

A = 

obtained by reducing (at - ~)2 to first order in t, is not strictly 
2 2 s 

parabolic in X, but it is in H EB L. (As usual, H denotes 

the Sobolev space consisting of u E .J' such that 

(1-l:lsl)s~(s) E L2.) 

Consider now the "weakly hyperbolic case." Again there 

is some conflict of terminology - we have already noted that 

"strictly parabolic 11 implies "weakly parabolic. 11) Consider the 

operators A1 , A 2 , A3 given respectively by 

(32) 

Then a - Ai has characteristic polynomial p(T, s) = 
t 2 

det{iTI - a(s)) = -(T - S 1) , so is (weakly) hyperbolic in the 

classical sense, but the spectrum of Ai is all of <t • While 

at - A2 is not hyperbolic in the classical sense, it is weakly 

hyperbolic in our sense. Finally, at - A3' which is obtained by 

reducing the wave equation to first order in t, is weakly hyper-
.. 1 2 . 2 2 

bollc m H E9 L but not In L E9 L in the stronger sense of (25), 

since IIRAII -1 as A - +00. 

To exhibit a general class of weakly hyperbolic equations, 

we suppose that AO = a O (~) is homogeneous of order 1, and that 
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the roots T of det(iTI - aO(S» are real and 'I 0 for S ERn\(O); 

thus AO itself is elliptic. An easy argument based in part on 

homogeneity shows [8]: 

when Re A ~ 0, where k is the maximum multiplicity of the 

roots T. If A = AO + B, where B is a constant matrix, then 
-1 -1 

RA = (U - A) exists whenever (A.! - AO) exists and 

/I B(A.! - AO) -ill ::;. 1/Z; moreover in such a case 

I -11 -k l Ik - 1 
I RAIl :5. ZII (U - AO) I::;. Zc(Re A) A 

This is true when 
-1 

a=1-k , 

so c\ -A is weakly hyperbolic. The condition here that AO be 

elliptic is unfortunate - it rule s out Maxwell! s equations -

though Ai above shows what may otherwise occur. When there 

is an associated "divergence n , a homogeneous 

such that a O{£) is invertible on kerb(£) for 

we may restrict A to the closure of ker(B) in 

a weakly hyperbolic problem. 

system B = b(D) 

£ E Rn \ (0), then 

(LZ)m and obtain 

In discussing operators with variable coefficients, we 

shall consider single equations of parabolic and weakly hyper­

bolic type, starting with a time-independent parabolic equation. 

Suppose 

P = p{x, at'D) = 
~ k a 
L--- Pka(x) at D 
qk+ lal:5. M 

where the coefficient of atm (m = M/ q) is 1; and all coefficients 

are smooth with bounded derivatives of all orders. Consider the 

associated homogeneous operators 
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We suppose that the Q are lUliformly elliptic, uniformly for z 
z 1 

such that Izl = 1 and ql arg z I s. "2 "I\" + O. Reduce to a system 
. 1 

of first order in 1\ by the standard method: Vj = a;- u, 

i ~ j ~ m, and 

(Av}j = v j +1 ' j < m, 

Let X = HM-qEB HM - 2q EB , .. EB HO, Considering A in X is 
# 2 m #-1 

equivalent to considering A in (L) ,where A = SAS and 

S = s(D) is the matrix of pseudodifferential operators with 

symbols 

. M-q M-2q 2 I 12 (34) s(;) = dlag«; > ,<; > ".,,1), <; > = 1 +; , 

Then A# is a matrix of t\Jdo's of order L Our assumptions 

imply that Pz = z qDo - A# is elliptic for z in the above set. 

Choose cp lOin Je (R), Given u E J5(Rn )m, let 

ut-. (xO' x) = cp(xO} exp(ifJ.' SO)u(x), fJ. = t-. 1/ q . 

The standard elliptic estimate for P : 
z 

(35) Ilvll i ~ C(IIPzvll + liviD 

-1 
shows (taking z = 1.l.11.l.1 and letting v = ut-.) that 

1t-.IIJull + Ilull1 ~ C 1(IIt-.I-A #)ull) 

1 I arg t-.l ~ "2"lT' + 0 and I t-.I is large, when Thus a - A# is 
t 

strictly parabolic in X, (The trick of deriving estimates with 

a parameter directly from known elliptic estimates seems to be 

due to Agmon.) The passage to the time-dependent case via the 
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Tanabe-Sobolevskii method is clear: assume the coefficients are 

Lipschitz in t. 

We turn to weakly hyperbolic problems. Suppose 

p = p(x, a ,D) = , Pk aD, ~ ka 

t k+ al~ mat 

and p = 1. Suppose the coefficients are smocth with 
mO 

bounded derivatives and suppose the roots T of 

are real and # 0 when ~ E Rn (0). Reduce to a first order 
m-1 m-2 0 

system at - A as above, and take X = H ED H e ... e H • 

Assume for the moment that the coefficients of Pare constant 
# -1 

and that P is homogeneous. Let A = SAS ,where S has 

symbol (34) with M = m, q = 1, Then a# (~) satisfies an 

estimate (33), and it follows that 

(36) I A I "', II u·1I . + '" II u.11 ·+1 L J m-J L-.t J m-J 

where vA = (AI - A#)u, Now estimates like (36) with "frozen" 

coefficients can be patched together by a partition of unity (as in 

the old elliptic theory), or a pseudodifferential parametrix can 

be constructed, to carry (35) over to the variable coefficient 

case. In that case (35) holds with 2k in place of k and A 

large, IRe AI ~ colAla; see [8], 

To pass to the time-dependent weakly hyperbolic case by 

the methods of the preceding section, we need the strong esti­

mates relating the abstract Gevrey spaces associated with the 

operators A(t), It is enough to assume that the coefficients are 
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Lipschitz in t and lie in a sufficiently small classical Gevrey 

class in x (uniformly in t). Results for such problems were 

first obtained by Ohya [25] and Leray-Ohya [22], using methods 

very different from those here; see also Steinberg [31]. 

4. Mixed problems for PDEs. 

Consideration of mixed problems leads rapidly to ODEs, 

so we begin with a quick discussion of constant coefficient 

ODEs. Let d = d/ dy and consider the problem 

(37) Pu(y) = f{y), Y ~ 0 

where m. 

P = p(d) = ~: Pjdj , Bk = bk(d) = Lo Jbkjdj 

We assume that Pm = 1. If the Bk are of different orders 

and r ~ m, then (37) will have an (m-r)-dimensional affine 

space of solutions. Suppose that f has compact support, and 

we look for a bounded (as y .. (0) solution. If p(z} has no 

pure imaginary roots z, then any solution of the homogeneous 

(f = 0) problem grows or decays exponentially. There is a base 

of decaying solutions 

(38) cp/y) = 2~i i 
r 

zy j-i -1 
e z p{z) dz, 

where m is the number of roots of p with negative real part, 

and r _ is a curve in Re z < 0 enclosing those roots. The 

problem (37) with f = 0 will have a unique bounded solution for 

each g = (g1' .•• , gr) E C r if and only if the matrix Q with 

entries 

(39) 

is non- singular. 
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Now let r+ be a curve in Re z > 0 enclosing the remaining 

roots of p, and let 

(40) G(y) = ±. 21 .1 e ZY p(z)-1dz , ±. y > 0, 
"m r 

"+ 

19 

G(O) = O. Then PG = 0 for y ~ 0, G has continuous derivatives 

of orders up to m-2, and 

It follows that if f has compact support, then u = G * f is a 
. 2 

bounded solutIOn of Pu = f. The L -norm of u is bounded by 

the L2 -norm of f multiplied by the L1 -norm of G, and similarly 

for derivatives of u in terms of derivatives of G. 

Under the above assumptions, the unique bounded solution 

of (37) is u = U o + u1 , where 

(41) U o = L c. <po , 
J J 

The condition that Q be non- singular is equivalent to the alge­

braic condition that no non-trivial linear combination of the 

bk(z) be a multiple of p (z) = IT (z - z.), the Z.IS being the 
- J J 

roots of p with negative real part. 

Consider now a constant coefficient problem in the 
n 

quarter space R + X R X R+ = {(t, x, y)}, of the parabolic kind 

considered in the previous section: 

(42) Pu = f , Bku(t, x, 0) = 0, k ~ r, a~u(o, x, y) = v/x, y), j< m, 

where 
, i ex j 

p. . at D a , p = pCa ,D ,'a ) = 
t x y 

qi+ lal+j = M 
lexJ x y 

Bk = bk ( a ,D , a ) = 
t x y 

L aid:f'a j 
t x Y 

qi + I ex I + j = M. 
J 
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and M j < M, P mOO = 1 (m = Mq_1). Let us examine the 

corresponding family of ODEs with 

(43) Px.,~ (d) = p(x., ~,d), b k , x., ~ (d) = bk(X., ~ ,d), 

~ ERn, jarg x.j ~ I '11" + o. Under the ellipticity assumption 

of the preceding section, Px., ~ (z) will have no imaginary roots. 

We assume that each matrix Q(A, £) for (43) is non-singular. 

Let p = p(x., ~) = j x.j1/q + I ~ I. Homogeneity considerations 

show that 

(44) 

and that the roots z of Px.. ~ are of size O{p) and at distance 

O(p) from the imaginary axis. It follows that 

(45) la kG{x.,~;y)1 ~Cp1-M+kexp{_oplyj) , 
y 

(46) 
k j-M+k la rp.(x.,~;Y)I~ p exp(-oplyj), 

y J 

Now reduce (42) to a system of first order in t, with the 

boundary conditions Bu = 0 incorporated in the domain of the 

correspondirg A. To solve (U - A)v = h, we take the Fourier 

transform in the x-variables, and get a problem equivalent to 

the boundary value problem for (43). The representation (41) 

for the solution, and the estimates (44)-(46) lead to the estimates 

(35) of the last section. The passage to coefficients variable in 

x (and to operators with lower-order terms) is now made in the 

way which is standard for elliptic boundary conditions, and one 

may use the Kato-Tanabe methods to allow variation in t. 

The results we have outlined for strictly parabolic 

problems are due to Agranovich-Vishik [3]. The authors obtain 
2 

L -results by the Laplace transform approach, but do not reduce 

to a system of first order in t and so do not use the Kato-
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Tanabe method for the time-dependent case. The latter approach 

was suggested by Browder and carried out by Lau [21] to get 

LP -results. 

Finally, we consider weakly hyperbolic problems. 

Consider (41), where P and Bk are of the above form with q= 1, 

so m = M and the operators are homogeneous. We suppose 

that the roots T of p(T. ~. iTJ) are real and! 0 for non-zero 

(~ , TJ) E Rn+1. Then p(}", ~ , z) has no imaginary roots z when 

~ E Rn and Re},,! O. We assume that the matrices Q(}", ~) 

associated with (43) are non-singular for each such }", S • 
Homogeneity considerations and the Seidenberg-Tarski theorem 

show that in place of (44)-(46) we get estimates 

-1
1 

N M-Mk-j 
1 Q(}", U jk :So C<r p • 

lakG(}",~;y)! ~ C<rN/-M+kexp(_o<rNp!yl), 
y 

la k9'.(}",~;Y)1 ~ C<rNpj-M+kexp(_o<rNplyl), 
y J 

where p = I A I + I ~ I and <r = 1 A -iRe A I. These estimates 

give estimates of the form (36) for the system of first order in 

time. Thus the problem is weakly hyperbolic. The passage to 

coefficients varying with x and problems on a cylindrical 

domain is carried out once more by a patching argument; 

see [8]. 

5. Further remarks. 

We have emphasized the "strictly parabolic" and 

"weakly hyperbolic" problems in this summary because for 

such problems the qualitative features one expects can be 

derived, ultimately, from resolvent estimates; moreover the 
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resolvent estimates obtained are sufficiently stable to carryover 

to operators with variable coefficients. For strictly hyperbolic 

equations, for example, semigroup or constructive (Fourier 

integral operator) methods seem to be necessary for optimal 

results. 

Boundary conditions for mixed problems have as ances-

tors the Lopatinskii-Shapiro conditions of elliptic theory. Con­

ditions fo r constant coefficient strictly hyperbolic equations 

were given by Agmon [1] and for general constant-coefficient 

Petrowskii-correct problems by Hersh [16], both in a quarter 

space. 

The Agranovich-Vishik-Lau treatment of parabolic prob­

lems described here obviously relies heavily on the (mixed) 

homogeneity of the principal terms of the operators, and it is 

the corresponding (weighted) ellipticity which makes the passage 

from constant to variable coefficients relatively straightforward. 

The re are problems which are II strictl y parabolic II in the 

present sense which are not in the Agranovich-Vishik class, for 

example 

ul = 0 
x = 0 

n 

t> 0 , x > 0 , 
n 

ul = v 0 ' 
t= 0 

-a I t u = vi' 
t= 0 

This example is due to Donaldson, who has made an extensive 

study of the type of non-homogeneous problems for which the 

corresponding estimates are stable enough to pass to variable 

coefficients [14]. 

The study of weakly hyperbolic problems in [8], outlined 

here, also relies heavily on homogeneity considerations. Again 

there are problems weakly hyperbolic in the abstract sense but not 
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of this type, but there seems to be no general study of such 

problems. 
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The work of Leray-Ohya for the Cauchy problem shows 

that the "ellipticity" assumption (non-vanishing of the 

characteristic roots) in our discussion should not be necessary; 

it would be interesting to remove it from the present approach. 

Results for the time-dependent weakly hyperbolic 

Cauchy problem can be obtained by the methods outlined here, 

but the time-dependent mixed problem remains to be done. 

Some refinement of the Kato-Tanabe method might suffice; an 

alternative (and possibly more promising) approach is to refine 

the method outlined at the end of section 2 along the lines of the 

refinement of the Tanabe -Sobolevskii method as given in 

section 2. 
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PREFACE. These notes on Hyperbolic Differential Equations and 
Waves are centred about the existence and properties of wave 
solutions for the flUl space problem and for the half space or 
mixed problem. Thus the emphasis is on elementary solutions, 
the geometry of wave surfaces, singularities and lacunas in 
the case of propagation in Rn. The mixed initial boundary 
problem is studied from several points of view in the constant 
coefficient case followed in Chapter 6 by a description of the 
extensive recent work on the variable coefficient problem. The 
exposition is intended to be self-contained as far as possible, 
but in a topic that has attracted so much interest in recent 
years some references to the current literature have been 
necessary for reasons of space. By its nature the topic of 
hyperbolic equations spans the range between theoretical analysis 
and applied techniques so an attempt has been made to show the 
interest of both as well as their mutual interaction. 

~w thanks are due to Professor Garnir and the sponsors of 
the NATO Advanced Study Conference on hyperbolic differential 
equations and wave propagation for the invitation to give these 
lectures and for their cooperation in preparing these notes for 
publication. 

G.F.D. Duff 

CHAPTER 1. HYPERBOLIC EQUATIONS AND CAUCHY'S PROBLEM 

1.1 Historical introduction 

The classification of linear partial differential equations into 
the three well known types, elliptic, parabolic and hyperbolic, 
corresponds to basic properties and problems which are widely 
different for the equations of the various types. In these 
notes the solutions of hyperbolic equations, often known as 
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waves, will be studied in the context of the initial value prob­
lem, or Cauchy problem, while recent developments in the theory 
and application of the mixed initial and boundary value problems 
will be described. The study of mixed problems has received 
much attention during the past fifteen years and the initiation 
of this emphasis was perhaps stimulated by the remarks of 
L. G~rding in his review of linear partial differential equations 
at the Edinburgh International Mathematical Congress in 1958. 

We begin with the Cauchy problem in the case of constant co­
efficients. Historically, the d'Alembert solution of the initial 
value problem for the one space dimensional wave equation, 

with u(x, 0) = ljJ(x) , ~~(x ,0) = I/J(x) , was the first "wave 
formula"; it is 

Jx+ct 
u(x ,t) = ~{IjJ(x +ct) +1jJ(x -ct)} + 2~ I/J(x)ds • 

x-ct 

Already the properties of continuous dependence on data, propa­
gation of singularities along characteristics, and finite domain 
of dependence are visible in this d'Alembert formula. 

Wave propagation in higher dimensions was studied in detail 
by Hadamard with his method of the 'finite part' of a divergent 
integral, and using also the method of descent which is related 
to the "clean cut' wave propagation property for an odd number 
of space dimensions, which we study below under 'lacunas'. 
Formulas for the 'elementary solution' were given by l~damard 
and Herglotz, but with the advent of distributions according to 
L. Schwartz, a more convenient and comprehensive notation be­
came available, and we make use of it as follows. Let the 
Laplacian 6 be defined in Rn as 

11 = 11 
n 

••• + 

where {Xl' x2 , ..•• ~} are Cartesian coordinates. Let 0 (t) 
denote the symbolic Dirac delta distribution, defined by 

J f(t)o(t)dt = f(O) , 

and 0n(x) the corresponding n dimensional Dirac distribution. 
Then the wave equation in Rn 
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has the elementary solution 

where H(t) = O(x <0) and l(x ~O) is the Heaviside function. 
Also the fractional order of differentiation is defined using 
the Riemann - Liouville fractional integral of order CI. E I(; ; 

C( 1 JX a-I I f(x) = "f["aT (x-t) f(t)dt 
a 

Indeed an integration theory for the wave equation depending on a 
generalization of this fractional integral has been put forward 
by M. Riesz, but we shall use only the more adaptable method of 
distributions and Fourier transforms as described in Shilov (1), 
or Gelfand and Shilov (1, vols. 1 and 3). 

In the general theory of linear partial differential 
operators, as described by Hormander and others, hyperbolic poly­
nomials playa special role as the operators which permit a well 
posed Cauchy problem. A condition of real and distinct roots for 
homogeneous hyperbolic polynomials generalizes the algebraic 
character of the wave operator T2 - P 2. We study here the 
elementary solutions and their singularities which lie on well 
defined wave fronts, separating regions of analytically distinct 
character that are related to lacunas. 

Symmetric hyperbolic systems of first order equations are 
related by elimination processes to hyperbolic higher order 
equations and we shall examine the Riemann matrix for such a 
system with constant coefficients. The Riemann matrix or 
elementary solution also shares the wave front geometry and the 
analytic character of the elementary solution of the higher 
order equation. We also study in this chapter hyperbolic systems 
of second order equations and anisotropic waves of which aniso­
tropic elastic waves are a prominent example. Then we take up 
the properties of certain 'regular' equations and systems which 
are not hyperbolic and may therefore exhibit such 'parabolic' 
characteristics as wave propagation with infinite speed. We 
postpone to the next chapter consideration of mixed initial 
boundary value problems in which the spatial domain is bounded 
by a hyperplane boundary, so that boundary conditions and 
reflection phenomena arise. 
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1.2 Elementary properties and solutions 

For equations with constant coefficients, we make repeated 
use of the Fourier transform in Rn : 

( h 1 J ix o ~ Ff~)=f(~)=~ ne f(x)dx 

(21T)2 R 

and its inverse 

where x = (xl ' . •• ,~) E Rn. E; = (E; 1 • • .• ,E;n) E Rn . 
Fourier transforms of distributions may be defined by considering 
the space S: of all ~ E COO(Rn) such that sup IxSDa~(x)1 <00 , 

where a = (ai' .•• ,an' S = (Sl , ..• ,Sn) x are multi indices 
(Hormander, Gelfand and Shilov ,vol. 1). The set S' of 
temperate distributions may be defined as the dual of S, i.e. 
the set of continuous linear forms on S. Then the Fourier 
transform for u E S' is defined as u( ~) = u( ¢) for all ~ E S . 
The Fourier transform maps S onto Sand S' onto S' , iso­
morphically, and is continuous in the weak t~pology on S. By 
Parseval's theorem, if u E L2(Rn ), then u E L2(Rn) and 

"ull 2 = "ull 2 . 
Note also that if u E E' then its Fourier transform is the 

function u(~) = ux(e-iXOE;), which defines an entire analytic 
function of E; called the Fourier -Laplace transform. By the 
Paley -Wiener theorem (Hormander 1, p. 21) it follows that an 
entire analytic function u(~) is the Fourier Laplace transform 
of a distribution with support in the sphere Ixl ~ A if and 
only if there ~e crnstants C ,N such that lu(~)1 
~ C(l + I ~I )NeA1Im ~ . We shall employ this theorem to estimate 
the domain of dependence, or the support, of the distributions 
representing waves propagated with finite velocity. 

As the Fourier transform of the Dirac distribution is a 
constant, the Fourier transform of -i ~ is E;u(E;) , and the 
~ou!ier t

1
. rtansform of a convolution ul * u2 is the product 

ul u2 , follows that the smoothness of a function u is re-
flected in the polynomial smallness of u at infinity, and vice 
versa. We shall frequently use Fourier transforms of polynomials 
which thus represent distributions of finite order. 

Example 1. The elementary solution of the wave equation 
Utt = ~u + 0n(x)o(t). Here 

2h 
utt(E; ,t) = -E; u + o(t) • 

Assuming u = 0 for t < 0, we find after one integration over 
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t that 

u( E; ,0) = 0 ut (E; ,0+) = 1 • 

Hence we require for t > 0 this solution of the ordinary 
differential equation Utt + E; 2u = 0, namely 

li(E; ,t) = siikf 1t 

Conse(!uently, 

li(x ,t) = ~ J eixoE; si,lflt ds 
(2n) Rn s 

= ___ 1 ___ J eixos si,lflt Isl n- l dlsldn , 
(2n)n Rn s n 

dn = sinn- 2ededn 1 n n-where 

where 0 ~ e ~ n and hence -1 ~ ~ = cos e ~ 1. Here dnn 
is the solid angle element in n space dimensions, dnn_l in 
n-l dimensions while wn ' wn_l denote the total solid angles. 
Thus we find, formally, 

u(x ,t) = wn_l r M( Ixll~1 )sin( Islt) Isl n- 2 dlsl , 
o 

where 3 

M(s) = ___ 1 ___ r eiS~(l_/)n; d~ 
(2n)n -1 

Ic ln- 2 As the factor ~ in the expression above may lead to 
divergence of the integral, in the classical though not in the 
distribution sense, we consider the following device which 
applies for n odd. We write 

n-l 

u(x ,t) = Wn_l(-1)2-l}~r-2 r M(lxllE;l)cos(IE;lt)dlE;1 
o 

and observe that the inner integral can be written in the form of 
a Fourier integral 

~ 1: M( Ixl 1E;I)eilslt dlsl = 2\;1 1: M(s)eist/lxl ds 
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From ~h~ def~nition of M(s) it is clear that (2n)n/2 M(s) and 
(1-\1 )tn-3J/2 H(l- \1 2 ) are a pair of Fourier transforms, so 
that the above Fourier integral equals 

n-3 

1 1 [ t2 ] 2 

(2n)n 21xl 1 - ixj2 
Thus the elementary solution u now takes the form 

n-l {[ ]n;3 [ ]} W 1 "2 a n-2 1 t 2 t 2 
u(x ,t) = ~(-l) (-J ~ 1 - -- H 1 - --

(2n)n at 21 X I Ixl 2 Ixl 2 

Since the polynomial in t being differentiated has degree 
n-3, the coefficient or term that accompanies H in the 
Leibnitz expansion will be zero. Since HI = 0, the support of 
this distribution lies on the light cone t = Ixl • 

Thus if we consider the initial value problem with data 
u(x ,0) = 0, Ut(x ,0) = ~(x) , the solution can be shown to be 
(Courant 1, vol. II, p. 686), (Shilov 1, pp. 154, 288) 

u(x ,t) 

n-3 

1 an - 2 Jt 2 2 2 
= -:-(n--=2""'")-'. --2 (t - r) rQ(x, r)dr 

atn- 0 

where the mean value 

Q(x ,r) :: .l:... J ~(x +ar)drl , 
wn rl a 

lal = 1 . 

n 

It can be shown that the same formula gives the solution for n 
even either by direct calculation or by the method of descent 
from n dimensions to n-l dimensions. 

For comparison we include here the elementary solution of 
the heat flow equation in n dimensions, and that of the Stokes 
equation describing viscous flow. 

Then 

Example 2. Let u(x, t) :: 0 for t < 0, and 

au --1'1 u 
at n 

o(x)o(t) • 

u(~ ,t) satisfies the ordinary differential equation 
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1~12U=~ 
n 

ti( ~ , t) - 0 , 

(21T)2 
Thus 

_I ~ 12t 
u(~ , t) = .;:;e __ _ 

n 

(21T)2 

so that 

u(x ,t) 1 J _ix'~_1~12t = -- e d~ 
(21T)n Rn 

= 1 e-lxI2/4tH(t). 
(2M)n 

G. F. D. DUFF 

t < 0 • 

Example 3. The Stokes equation, which we shall consider for 
one space dimension only, combines the properties of wave propa­
gation and diffusion and it occurs in many branches of fluid 
mechanics and vibration theory (Lagerstrom et all), (Ewing et al 
1, p. 272). The equation is 

u = u + uxxt + o(x)o(t) tt xx 

It is more convenient to find this elementary solution by using 
the Laplace transform 

ti(t ,y) = [ e-XYu(t ,x)dx . 

Thus we obtain for u(t ,y) the ordinary differential equation 

- 2- 2- () Utt = y u + y ut + 0 t 

which has solution 
'\ t A2t 

u(t ,y) = Ae + Be 

Here A1A2 are the roots of the characteristic equation 

A2 /A 
2 

0 - Y = 
so Ai =iL [y - /y2+ 4] 2 

A2 =iL [y + /y2 + 4] 
2 
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The initial conditions 
suffice to determine A and 

~(t ,y) = 

~(O ,y) = 0 
B so that 

and 

y 2t 
2 

1 ~ 1 ~ 
-;;y';y- + 4t -zY';y- + 4t 

(e- -e ) 
= e 

y// +4 

The inversion integral is 

1 IC+ iOO -u(t ,x) = ~ u(t ,y)eXY dy 
Tfl c-ioo 
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ut (0 ,y) = 1 

and we note that the expression for u(t ,y) is unchanged by a 
permutation of the s~uare root /y2 +4 so that this contour of 
integration can be deformed past the branch points at ±2i with­
out a contribution arising there. However a two sheeted Riemann 
surface for the s~uare root function is necessary to evaluate the 
integral asymptotically. We shall use the method of steepest 
descents (Erdelyi~)for which we must examine each of the two 
exponential terms separately. 

We set a = t and observe that the first exponent is then 

The zeros of g1(y) are found from the cubic e~uation 
3 ' 2 --( 1 y + ~ay + 4y + 2 a -2) = 0 and thus a real root exists. For 

t positive, the second exponential term does not contribute to 
the leading asymptotic order of magnitude, and so is omitted. A 
detailed calculation may be found in (Duff and Ross, 1) and we 
~uote here only some results for (1, = i - 0, a - 00 and a - 1 . 

For a - 0 we find 
1 2t 1;. 2;. 

u( t ,x) ::: -- exp (-t + 3.2- 3 t 3 X 3) 

2/3Tft 

For ()(. - 00 

u( t ,x) ::: _1_ exp[ t - ~~) 
213Tft 

and for a-I, that is x - t, we find 
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u(t ,X) ::: _1_ exp[-O.579t(~-1)2) • 
121ft 

G.F.D. DUFF 

We may observe that along the line x = t, or a = 1 , 
the decrease of this elementary solution is algebraic only, not 
exponential, just like the behaviour of the heat flow solution 
for x = O. The lines x = ±t are called subcharacteristics 
for the Stokes equation; they are determined by the linear terms 
in the expansions of Al{Y) and A2{Y) for y small. Along 
each subcharacteristic x = ±t travels a slowly diffusing wave 
so Stokes equation displays the properties of both hyperbolic and 
parabolic types. 

1.3 Finite propagation speed 

Because the property of wave propagation with finite speed 
is fundamental for hyperbolic equations, we include here the 
uniqueness proof of this property. Let 

L(u) = Utt - tJ.u 
n 

= Utt - L 
j=l 

= 0 

and let S cp(x , t) = 0 denote an initial surface which is 
spacelike: 

Suppose that u and u~ vanish on S (zero Cauchy data) 
and let P be a point such that the retrograde 
characteristic cone with vertex P meets the interior of S 
and is cut off by S from the "past". Then we assert that 
u(p) = 0 • (Figure 1). 

For the proof we require the identity 

which we integrate over region R bounded by the retrograde 
cone and S. Since the expression on the right is a divergence, 
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Fig. 1. Domain of dependence of p(x,t). 

Fig. 2. Intersection of a sharp or diffuse wave front 
with a world line. 
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we can apply Gauss' Theorem, and obtain 

where 

0 J (u~tn + 

n n 
utu x. JdS = I u2 t - 2 I x. n cone j=l J j=l Xj In 

= tone 

n 2 
1 I (u t - utx. J dS t j=l x. n In n J 

(x. ,t) denotes the unit normal to the cone, with 
n In n 

I x~ which expresses the characteristic or null property 
j=l In 

of the cone. Note also that the vanishing of Cauchy data re­
moves the integral over S from the equation. From the positive 
definiteness of the last expression above we conclude that 
u t - utx. = 0, j = 1 ... n. As each of these expressions x. n In 

J 
is a derivative tangential to the n -dimensional cone, it 
follows that all tangential derivatives vanish so that u is 
constant on the cone. Finally, therefore, being zero on S, u 
must also be zero at P. 

The foregoing proof of uniqueness can easily be extended to 
second order equations with variable coefficients which can be 
interpreted as defining an indefinite Riemannian metric. Again, 
the null cone or characteristic cone is defined by the geodesic 
lines of this metric which are null (of zero length) in the 
metric, and which pass through the given point P (Courant, 1, 
p. 564). 

The domain of dependence of u on the Cauchy data is now 
clearly defined by the retrograde cone with vertex P. Any 
change of data on S , which does not affect values within or 
on the cone, does not change u(p) , so we note that the domain 
of dependence of P is defined by the surface and interior of 
the cone. For odd space dimensions, the actual domain of 
dependence is the surface of the cone only, while for even space 
dimensions the interior of the cone, and not the surface, is the 
actual domain. 

Another description of this difference in behaviour of the 
wave equation in even and odd dimension is as follows. In the 
odd dimensional case, a short signal emitted is received as an 
equally short signal. Thus we speak of sharp wave propagation, 
and sharp wave fronts which change instantaneously at a given 
point of space signalling the arrival of an abrupt signal. The 
elementary solution in these cases contains Dirac distributions 
or their derivatives. We say that in odd space dimensions the 
wave equation satisfies Huyghens' Principle (Courant, 1, p. 208) 
of sharp wave propagation. (Figure 2 ). We also speak of the 
interior of the wave cone as a lacuna, or gap, in this case. In 
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contrast, the wave equation in even space dimensions has an 
elementary solution with support the interior of the wave cone. 
Thus the arrival or onset of a signal is sharp, but its ending 
trails on forever at a given point of space, even if the emitted 
signal terminates. We say that this wave propagation is diffuse. 

For the initial value problem there is an extended form of 
HuYghens' Principle, due to Lax (Courant, 1, p. 735) which 
describes the singularities of the solution. Since the 
elementary solution is singular only on the wave cone, it follows 
that singularities (lack of smoothness) of the data are 
propagated only along wave cones. 

1.4 Mixed initial and boundary value problems 

The existence proof for solutions of Cauchy's problem for a 
second order hyperbolic differential equation in n variables 
was given by Sobelev and by Kryzanski and Schauder in 1936. The 
latter authors also were able to prove existence for the mixed 
problem in which one boundary condition is specified as well as 
two initial conditions. We shall discuss their method and 
particularly the L2 estimates used. 

We begin with the problem in a cylinder, D = R x [0 ,T] , 
where R c Rn. Let S be the bound.ary surface S = aR, and 
let E = S x [0 ,T], while RO and RT denote initial and 
final positions of the space region R. (Figure 3 ). Consider 
the hyperbolic equation 

L(u) = Utt - 6u + b·Vu + cu = f in D = R x [O,T] (1.4.1) 

We impose Cauchy data 

u(x ,t) = uo(x) , ut(x ,t) = u1 (x) , X E R (1.4.2) 

and a boundary condition of the Dirichlet type 

u(x ,t) = g(x ,t) , (x ,t) ES x [0 ,T] (1.4.3) 

or of the Neumann type or more general Robin type 

au + () dn hu = g x ,t , (1.4.4) 

where g, hare given functions on S x [0 ,T]. We assume for 
the moment sufficient smoothness of R, l' , g , h. By sub­
tracting if necessary a suitable function from u, we can 
assume that the boundary conditions are homogeneous - that is 
that g(x ,t) = 0 on S x [0 ,T]. (This may involve some minor 
adjustment of smoothness conditions at a later stage). 

Multiply (1.4.1) by Ut and integrate over the domain 
D = R x [0 ,T]. We find 
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D=Rx[O,T] 

o Ro 

S 

Fig. 3. Mixed problem on a space-time cylinder. 

t 

y 

x 

o 

Fig. 4. Mixed problem in a half-space x>o. 
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ffD Ut{Utt - ~U + b-Vu + cu - f}dxdt 

= fID H d~(Ui + (VU)2) + b-Vuut + CUUt - fUt}dxdt 

If Ut ~~ dSdt 
Sx[O,T] 

= ~ E(T) - ~ E(O) + IID (b-Vu + cu - f)ut dxdt 

I I Ut ~~ dSdt 
SX[O,T] 

where 

and Vu denotes the n -dimensional gradient vector with 
components ux.' 

~ 
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From the homogeneous boundary conditions we see that for the 
Dirichlet condition ~ vanishes since u = 0 for all t, on 
S. For the Neumann condition we require a further transforma­
tion of the dependent variable. Let n denote a space co­
ordinate normal to S, and let h be defined in a neighbour­
hood of S as a function of XES and n. Then set 
¥v= uexp(- fhdn) and observe that v satisfies the condition 
d!r= 0 on S. Since the above transformation leads to a 
different equation for v of the same type, we can assume this 
done beforehand. Then reverting to u as variable, we have 
au = 0 on S x[O ,T]. In both of these cases, the surface ,m 
integral will vanish. 

We now estimate E(t) for 0 < t < T in terms of the data 
and the integral 

H(t) = J u 2 dx. (1.4.6) 
Rt 

We note that for 
while 

Thus 

t =0 we have H(O) which is given, 
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~ H(t)~ S; E(t)~ 
dt 

whence on integration with respect to t, 

G.F.D. DUFF 

Applying Schwarz inequality to the integral term we easily ~ind 

H ( t) S; 2H ( 0) + 2t E ( t) • 

All terms in the integral over D on the right 
estimate can now be majorized by integrals of E(t) 
with coefficients depending on the data. Thus 

f fD boVuout dxdt S; max b ( dt fR ut oVu dx 

S; max b J: ~ E(t)dt 

while 

and 

where 

(1.4.7) 

of the main 
or R(t) , 

Supposing then that· b ,c are bounded, we obtain an esti­
mate for E(t) of the form 
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E(T) ~ E(O) + C1H(0) + C2 I: E(t)dt 

= Co + C2 IT E(t)dt • 

(1.4.8) 

o 

This ine'luality of Gronwall type is easily "integrated" to yield 
, C2T 

E(T) ~ Co e 

(set Y(T) = J: E(t)dt and employ a comparison theorem for the 

first order differential ine'luality satisfied by Y.) 
Thus E(T) is bounded by a number depending only on T, 

the data and coefficients of the e'luation. 
To complete the uni'lueness theorem is now very easy, for this 

estimate applied to the difference of two solutions gives 
E(T) = 0, whence u = 0 . 

To complete the existence theorem several methods are avail­
able but we shall describe the original method using analytic 
approximation (Kryzanski -Schauder, 1, Courant, 1, vol. II, 
p. 670). Given data, coefficients and domain of k degrees of 
differentiability, we first construct a se'luence of analytic 
problems that approximate the given one uniformly for 0 ~ t ~ Tl 
in the sense of the uniform norm for all derivatives up to and 
including k. Analytic solutions exist (except that a "corner 
condition" must hold, see below) and these are defined in a uni­
form t -interval. The foregoing estimates are now applied to 
the solution and its derivatives up to and including order k, 
and they show uniform convergence in the H norm and E norm 
to a limit; that is, convergence in the space W~. By the 
Sobolev lemma, all derivatives of order less than k - ~ will 
converge uniformly, and it will follow that a solution with 
derivatives of orders less than k - ~ exists in a certain time 
interval 0 ~ t ~ T1 • Repeating the entire procedure, we can 
extend the time interval for which the solution is defined as 
long as the smoothness hypotheses continue valid. The solution 
remains in the Hilbert space W~(D). These results can also be 
established for e'luations with variable coefficients aik(x, t) 
of d2u/dXidx 

Consider now more general linear boundary conditions. For 
simplicity we now work locally, with initial hyperplane t = 0 , 
and boundary hyperplane x = O. (Figure 4 ). Let y i denote 
coordinates of a space variable in the boundary, i = 1 , . .. , n-l • 
and set Yl = y. Then the most general linear boundary condition 
of first order is 

Bu = PUt + 'lux + ruy + wu = g . 
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By solving Bu = g as a first order partial differential equa­
tion we can arrange that g = 0, and by solving 

Bv = pVt + qv + rv + wv = 0 , x y 

we can formally reduce the boundary condition by setting u=vz 
Then z satisfies PZt + qzx + rz = 0, so we shall assume 
that the coefficient w = 0 henceforth. 

Let the hyperbolic equation considered be the wave equation 
n-l 

Lu = Utt - Uxx - uyy I U = f , 
j=2 Ylj 

and let us choose a first order multiplier 

Mu = aUt + SUx + YUy , 

noting that a = 1, S = y = 0 in the previous result. After 
calculation we obtain an integral identity 

J J Mu LudVdt = JR [~(U~ +U~ +U~ +: U;j) + SUxUt +YUyUt ] dV 
T J 

+ JsI:t~(U~ + U! - U~ 
- yu U ]dSdt x y 

+ ••• 

where the terms omitted are a quadratic form over the spacetime 
domain in derivatives of u We see that the new energy 
integral E(t) contains the quadratic form 

a( 2 2 2 n-l 
2" ut + Ux + uy + I 

i=2 

and this form is positive definite only if a2 > S2 + y2, the 
condition for the vector (a, S ,y) defining the multiplier Mu 
to be timelike. This we now assume. 

We observe that the integrated surface terms contain the 
quadratic form 

n-l 
Q ( 0) = --2S ut

2 - .§. u 2 + .§. u 2 +.§. l: u 2 - au u - yu u • 
2 x 2 Y 2 i=2 Yi x t x Y 

As the surface integral terms are evaluated at the lower limit 
x = 0, this form must be negative definite (or at least, 
bounded above, if an estimate including E(t) is to be found. 
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Algebraically, the problem becomes: for what values of 
can a spacelike multiplier (a. ,13 ,y) be found, so that 

p ,~ ,r 
Q(O) 

is bounded above independently of ut ,u ,u. ,'ll.._ ? 
x J Yi 

Clearly this form of the problem does not in general have 
solutions - that is, nonempty sets of boundary coefficients 
leading to ~uadratic estimates. 

Consider the boundary condition Bu = Put + ~ux + rUy = 0 
where p ~ 0, and without loss of generality p > O. 1n the 
~uadratic estimates choose 

a. = p 13 = 0 y = r 

which is compatible with 0. 2 > 13 2 + y2 provided Irl < p. Then 

-Q(O) 2o.uxut + 2yuxuy 

= 2u (pUt + ru ) x y 

= -2u (~u ) x x 
2 = -2~u ~ 0 x 

provided ~ ~ O. We conclude that the estimates and existence 
theorem will hold if P > 0, ~ ~ 0, Irl < p • 

However the limitations of this method are evident, and the 
mixed problem has therefore had to be approached by other and 
more penetrating means. First among these has been consideration 
of mixed problems with constant coefficients, wherein the 
stability or well posedness can be studied using exponential 
solutions. 

1.5 Elementary solution in a fixed region 

Let R be a fixed region of space, with boundary surface 
S, and consider the solution of the wave e~uation 

Utt = c2~u + F(P ,t) 

in R x [0 ,T] = D with given initial conditions 

u(p ,0) = f(P) 

ut(p,O) = g(p) 

anfr a boundary condition on S x [0 ,T] of one of the three 
classical forms: 
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a) Dirichlet: u(p , t) = h(P , t) P E s 

b) Neumann: u (p , t) h(P , t) P E S n 

c) Robin: u + ~(p)u = h(P ,t) , P E S , 
n 

where ~(p) > 0 

These problems can be treated by analogy with the theory of 
domain functionals for elliptic or parabolic equations, with the 
one difference that the Green's functions now obtained are dis­
tributions and the convergence of their eigenfunction expansions 
is in the distribution sense. 

For simplicity consider the Dirichlet boundary condition and 
let all data but Ut(p ,0) = g(p) be zero. Then ~e make use of 
the ~igenfunctions un(p) and eigenvalues An = kn of the 
domaln R: 

u (p) = 0 on S. 
n 

Here we assume the existence of a complete orthonormal set 
of eigenfunctions and we expand the solution u(p) in a Fourier 
series: 

u(p) I c (t)u (p) , 
n n 

where 

(t) 
= 

JR 
u(P)un(P)dVp . c 

n 

Now 

" c (t) 
n 

= JR Utt(P)un(P)dVp 

= c2 JR b,u un (P)dVp 

JR u'b,un(P)dVp + 
3u 3u 

= c 2 c 2 J (u u 3:) dS 
S n 3n 

_c 2k2 J
R 

u(p)un (P)dVp n 

Here we have noted un = u = 0 on S, the eigenvalue equation 
for un and the definition of cn(t). Also initial conditions 
for cn(t) follow if we note that cn(O) = 0 and 
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C~(O) = JR Ut(P ,O)un(P)dVp 

= JRg(P)Un(P)dVp 

where the Fourier coefficient 
Since 

is thus defined. 

C" (t) 2 2 () + C k c t = 0 
n n n 

we now have 
sin(k ct) 

cn(t) = gn --k~::"""­
n 

The solution function is 
00 

u(p,t)= I 
n=l 

c (t)u (p) 
n n 

00 sin(k ct) f g(Q)U (Q)dVQu (p) 
n 

where 

L = 
R n n n=l 

= i K(P ,Q ,t)g(Q)dVQ ' 
R 

00 

K(P,Q,t)= I 
n=l 

u (p)u (Q) 
n n 

sin k ct 
n 

k c 
n 

k c 
n 

is the Green's function or elementary solution of the wave 
equation for this region and boundary condition. 
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A study of its derivation shows that the series for K con­
verges in the distribution sense. Because of conceptual diffi­
culties with this type of convergence, Green's function treat­
ments of the wave equation were seldom used for general domains. 
However there is no lack of clarity or rigor in their use 
provided that the limitations of the distribution convergence are 
observed. In practice it is sufficient to assume that the data 
fUnctions are test fUnctions with a finite degree of differen­
tiability. 

If the series can be summed then the Green's function be­
comes known, and this has been done for ~ when the elementary 
solution is found. Outside the wave cone, the Green's function 
vanishes, but the multiple reflections within a region must be 
taken into account to find the singular set or wave front set. 
For a half space this leads to reflection problems to be 
considered in Chapters 3 and 4 below. 
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Setting Lu = ~ Utt - ~u, we find that K has the 
c 

following properties: 

LpK(P ,Q ,t) = o(t)o(p ,Q) , 

where the Dirac distribution is given by the dyadic expansion 

Also 

while 

00 

o(p ,Q) = L u (p)u (Q) . 
n=l n n 

lim K(P ,Q ,t) = 0 
t-+O+ 

lim Kt(P ,Q ,t) = o(p ,Q) 
t-+O+ 

K(P,Q,t)=O for PES • 

A general representation formula for the solution of the 
nonhomogeneous problem can be found by applying Green1s formula 
to the product region D = R x [0 ,T], and letting the 
functions within be u(Q ,T) and K(P ,Q ,T +e: -T). To prove 
such a result strictly it is necessary to remove the singularities 
of K, say by convolving K with a smooth test function having 
support in a neighbourhood, which is then made to approximate to 
the Dirac distribution. Details are left to the reader. We have, 
with e: > 0 

JJD[u(Q ,T)LQK(P ,Q ,T+e: -T) - Lu(Q ,T)K(P ,Q ,T+e:-T)]dVdT 

= c12 J
R 

{u(Q ,T)Kt(P ,Q ,e:) - ut(Q ,T)K(P ,Q ,e:)}dV 

- ~ ( u(Q ,0)Kt(P ,Q ,T+e:) - ut(Q ,O)K(P ,Q ,T+ddV 
c JR 

-I: dT fs{u(Q ,T) K(P 'Qa~~+e:-T) 

_ au(Q ,T) K(P ,Q ,T+e: -T)}dS . 
an 

Let e: -+ 0 and also replace u(Q ,0) , ut(Q ,0) by Cauchy data, 
similarly for other data. In the integral over D the first 
term vanishes as T + £ - T > O. In the first integral on the 
right we use Kt -+ 0 as £ -+ 0 while the second term vanishes 
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in the limit. In the surface integral the first term brings in 
Dirichlet data while the second vanishes as K satisfies the 
homogeneous Dirichlet condition. 

The result can be written 

u(p ,t) = _c 2 J
D 

K(P ,Q ,t -T)F(Q ,T)dVQ dT 

+ JR K(P ,Q ,t)g(Q)dVQ - IR Kt(P ,Q ,t)f(Q)dVQ 

+ c 2 J:dT Is a~: (p ,Q ,t-T)h(Q ,T)dSQ 
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Similar representation formulas can be derived for the solutions 
of the Neumann or Robin boundary conditions, using the ~igen­
functions and eigenvalues for the corresponding Sturm-Lionville 
problem to define the appropriate wave kernel K. However this 
method will clearly not work for boundary conditions involving 
time derivatives and these must be discussed as mixed initial 
boundary value problems. 

CHAPTER 2. HYPERBOLIC EQUATIONS OF HIGHER ORDER AND SYSTEMS 

2.1 Hyperbolic equations of higher order. The slowness and wave 
surfaces 

Just as the wave equation has a real characteristic cone 
T2 = ~2 with two real roots T = I~I , T = -I~I for all real 
~, so a hyperbolic equation of higher order is defined by this 
same property. Let p(~) be a homogeneous polynomial of degree 
m in ~ = (~1 , .•• '~n '~n+l = T) , let Dk = -ia/axk ' and let 

0. = (0.1 , •.• ,Cln+l) be a multi-index with 10.1 = Cl1 + ••• +Cln+l • 
Then P is called hyperbolic with respect to T = ~n+l if 

p(~ + TN) = 0 N=(O,O , ... ,0 ,1) 

has only real roots T for real ~. Thus the normal cone of P, 
with equation p(~) = 0, has m real sheets. (Figure 5 ). 
(There is a definition of hyperbolicity for a nonhomogeneous poly­
nomial (Hormander, 1, p. 130), but we shall confine attention to 
the homogeneous case.) 

The characteristic surfaces of P are those surfaces across 
which a solution can have a singularity, in particular a jump of 
a derivative. If a plane wave 

u=f(~x +···+~x +tT) 
1 1 n n 
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has a singularity (or is a solution in an open set) then, since 
~k skf ', lit = Tf' , and so on, we have P(Sl' .. ·' sn ,T) =0 

assuming only that f(m) 7- 0 When f has a singularity, it 
will lie on a characteristic plane Slxl + ••• + sn~ + tT 
= const. In the xl o"Xn space Rn , this singularity appears 
as a progressing plane wave front, and we may set T = 1 without 
loss of generality. Thus x's = -t + const. and the velocity of 
propagation in Rn is lsi-I, while the direction of the 
normal to the plane wave front is the direction of 
~ = (~l ,... , ~n) 

Thus the set of possible normals is given by 
P(SI ,000 , sn ,1) == p(s ,I) = 0, while the velocity of propa-
gation is inversely proportional to lsi The surface 
S : p(s ,1) = 0 is called the normal surface, or sometimes the 
slowness surface, of P 0 (Courant, I, vol. 2, Cho 6). The 
normal surface S is the point set of plane wave slowness 
vectors in the dual space of S. For the wave equation S is 
the sphere Isl2 = 1 . 

Polynomial P is called strictly hyperbolic if all roots T 
of p(1; ,T) = 0 are real and distinct. Thus PI = (T2_l;i-I;~) 
• (T2 - 41;2 - 41;~) is strictly hyperbolic with normal surface two 
concentrIc circles, but P2 = (T2 -4sy -S~)(T2 -sy -4s~) is not 
strictly hyperbolic because it has double roots at the inter­
sections of the ellipses. The normal surface of P2 consists of 
two ellipses with orthogonal major axes and four points of inter­
section giving rise to double roots of P2(S, T) = 0 . 

A characteri stic surfa.ce ¢ (x , t) = const. of P (I; , T) 
satisfies the first order partial differential equation 
P(V¢ ,¢t) = O. As is known from the theory of first order 
equations, the most general characteristic surface is an envelope 
of plane characteristics. The envelope of all characteristics 
through the origin is the characteristic cone C = 
{(x ,t)lxos +t = 0 , p(s ,1) = O}. To every sheet of S corres­
ponds a sheet of C which thus also contains m real sheets. 
To each point of S corresponds a tangent to C. 

Again, it is convenient to take t = const. and define the 
wave surface W(t) as the intersection of C with the plane 
t = const. Thus W(t) is the t -fold magnified image of 
W = W(l); if a point source disturbance occurs at the origin at 
the instant t = 0, such as 0n(x)o(t) , then W(t) is the 
wave front locus of the propagating disturbance. 

To each point of S corresponds a tangent hyperplane of 
W, which is the polar of the given point as pole, the reference 
conic of the polarity being the unit sphere. It follows that W 
is obtained geometrically from C by duality and is the polar 
reciprocal of C with respect to the unit sphere. This 
relationship is involutory and C is obtained from W by polar 
inversion as well. 

The degree of the algebraic surface H is however 
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Fig. 5. Normal cone p(s)=O. 

hyperbolic, 

S 

Non-strictly hyperbolic. 

Fig. 6. Normal and Wave Surfaces of Fourth Order. 
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considerably higher in general than the degree of S; it is 
rather the class number of S, the greatest number of tangent 
planes to S passing through a given n-I-plane. The degree of 
W is at most m(m_l)n-l , and will be less if S has certain 
point singularities that may appear in the non-strictly hyper­
bolic case. 

If P is strictly hyperbolic, S consists of m con­
centrically enclosed sheets, of which the outermost will extend 
to infinity for m odd. The wave surface W reverses the order 
of containment and is bounded for hyperbolic P. As the degree 
of P is m, any straight line can meet the innermost sheet of 
S at most twice, the next at most four times, and so on. Thus 
the innermost sheet of S is convex while dually the outermost 
or leading sheet of W must also be convex having at most two 
parallel tangent hyperplanes. The next sheet of W can have at 
most four hyperplane tangents parallel, which allows simple cusp 
singularities, and the successive interior sheets of W can have 
more complicated point singularities. Thus the wave surface of 
PI in the above example consists of two concentric circles. But 
the intersecting ellipses of the normal surface P2 give rise to 
a wave surface of two intersecting dual ellipses together with 
ruled surface components forming the convex hull of the set of 
ellipses. Figure 6. A suitable perturbation such as r2(~,T) + 

3P2 
E~(~,T) can separate the double points leaving a convex inner 
sheet and class 4 outer sheet for the perturbed normal surface. 
The perturbed wave surface then has a simple convex outer sheet 
and an inner sheet with four large cusp formations each con­
taining two cusp points. 

To summarize, the relationship between S and W can be 
stated in several different ways. Each is the polar reciprocal 
with respect to the unit circle, o~ the other. The point 
equation of S is the tangential equation of W , and vice versa. 
Given S , we can construct W as follows: let ~ be a tangent 
plane to S at P, and Q the foot of the normal from the 
origin to ~. Then let R be the point inverse to Q with 
respect to the unit sphere; R lies on W. Reciprocally, the 
same construction yields P on S given R on W. We see 
also that the position vector on S is a normal at the cor~ 
responding point of W, and vice versa. To a point of inflection 
on S corresponds a cusp on W , to a double point on S a 
double ruled surface or planar sheet on W. 

Further discussion of the algebraic geometry of reciprocal 
surfaces may be found in Courant (1), Duff (3), and in Musgrave 
(1-3). 
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2.2 Elementary solutions and estimates. 

Consider now the construction of an elementary solution of 
the equation 

P(D ,Dt)u = 6 (x)6(t) , x n 

that is, a solution with u = 0 for t < 0 Expressions in-
volving the n+l dimensional Fourier transform have been studied 
by Atiyah, Bott and G~rding (1,2), and H6rmander (1, p.137), but 
we shall follow the n-dimensional Fourier transform method of 
Petrowsky ( 1) and Gelfand-Shilov, (vol. 1). Setting 

A [00 ix o !; 
u(!;,t) = ooe u(x,t)dx, 

we find 

u = 0, t < 0 

and this ordinary differential equation has the Green's function 
Duff-Ross ( 1) 

G(!;,t) .m+l 
= 1. 

where the contour indicated encircles all roots A of P(!;,A) = 0 • 
Then the elementary solution is 

1 f · r t iAt 1 
( ) -; ( ) 1.X ° <, e dl\ 

K x,t = G !;,t = (2 )n+l.m e d!; p(!; ,A) • 
1T 1. Rn 

It will be noted that a sum of terms each referring to one root 
Ak(1;) are implied on the right side here. Thus it is possible 
to transform this expression into an integral over the normal 
surface S and thus to obtain the following formulae of 
Herglotz ( 1) and Petrowsky ( 1). As we shall give the cor­
responding formulae for first order systems in detail, we omit 
the calculation here and quote the results, (see for example 
Gelfand-Shilov, vol. 1, p.139). For odd n, we have 

_(_l)~(n-l) J 1 
K(x, t) = ----'---=":------ (x. 1;+t )m-n-

2(2 1T )n-l(m_n_l) ! 
!':: 

sgn( x· 1;+t) I I ( ) VP sgn 1;°VP 
dS 
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where VP denotes the gradient with respect to ~ of p(~,t) 
at a point of S. For even n, we have 

K(X,t) = 

The existenre theorems for Cauchy's problem for higher order 
hyperbolic equations have been proved by Leray (1), G~rding (3), 
Hormander ( 1 ) and others using estimates which generalize the 
second order case. The essence of these estimates is an algebraic 
proof of positive definiteness of the energy integral that 
generalizes E(t) in the second order case. We shall give here 
a sketch of this proof, due to Leray (1 ). 

A suitable multiplier of order m-l is needed for quad­
ratic integral estimates, and Leray observed that the necessary 
algebraic property of the multiplier Q is that it should be 
strictly hyperbolic and that the sheets of its normal cone should 
separate those of P, the strictly hyperbolic operator under 
study. Let 

m 

p ( ~ , A) = L (A - Ak ( ~ )) 
k=l 

where the Ak(~) are real and distinct for ~ real. Then let 

m-l 
Q( ~,A) = L (A - ].1k (~)) , 

k=l 

n where 1.1 < ].11 < 1.2 < ].12 < ••• < ~-l < "m holds for ~ E R • 
Such operators exist since the polynomial ~i has this property 
by Rolle's Theorem, and any hyperbolic polynomial sufficiently 
close to it does also. Let 

k=l, ••• ,m 

and observe that Pk has degree m-l in A so that the m 
independent polynomials Pk form a basis for polynomials of 
degree m-l in A. Hence 

Q(~,A) 
m 
L Yk(l;) Pk(~,A) , 

k=l 

where the coefficients Yk are easily evaluated by setting 
A = A~ ; as Pk(~,A~) = 0 , ~ ~ k. Thus 
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> 0 

by the separation property. 
The energy integral will be de~ined as 

and it will be noted that E(t) contains pseudodi~~erential 
operators speci~ied by the Pk • However, by Parseval's Theorem 

f m 2 
E(t) = I Yk(!;)lpk(~,Dt)ul d~ 

n k=l R 

and we shall work with Fourier trans~orms u(~,t) in ~ to 
estimate derivatives later. 

Since Dt = -i a/at , we have 

a m A 2 
at I Yk(~) IPk(~,Dt) ul 

k=l 
m 

= I Yk(~) i[DtPk(Dt)U • Pk(D)~ - Pk(Dt ) UDtPk(Dt)~] 
k=l 

m 
= I Y k (~) i [ (Dt -Ak ) P k (Dt ) U • P k (Dt ) ~ 

k=l 

- P k (D t ) u (D t - Ak ) P k (D t ) ~] 

=/f {P(Dt ) U· YkPk(Dt ) u - ykPk(Dt ) uP(Dt ) u} 
k=l 

In these expressions the conjugate operator Dt = ia/at operates 
only on IT. Integrating over ~,we obtain 

aat E(t) = -2JIm[p(Dt )U .Q(Dt)u]d~ 

= -2 J Im[P(Dx,Dt ) u· Q(Dx,Dt ) 1i]dx 
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again using Parseval' s theorem. To obtain estimates, we set 
P(DX,Dt) u = f and observe that the right side now contains 
derivatives of u up to order m-l only. Thus, integrating over 
t , we have 

t 

E(t) = E(O) - 2IfIm[f Q(D) ti] dxdt' 

o 
t 

:s; E(O) + 2fllfI12I1Dm-luI12dt' 

o 
t 

:S E(O) + cJllfll2 E(t') dt' 

o 
This inequality of Gronwall type can be integrated to yield a 
bound for E(t) that depends only on t , the region and 
equation, and the data. We shall not pursue this aspect here, 
referring the reader for e~ample to Hormander, Chapter 9.2. For 
variable coefficients, further terms will appear on the right 
side of these estimates. 

However we now wish to show that all derivatives of order up 
to m-l can be estimated in the 12 norm in terms of E(t) In 
view of Parseval's relation, we have 

JID:D~uI2 dx = JIr,aAJI,I21~12 dr, 

where 
in A 

lal + JI, :Sm-l 
and write 

We now consider as a polynomial 

Here the coefficients Pk(r,) can be evaluated by setting 
A = Ak(r,) , with the result that 

F,ax. (F,) JI, 
k 

Pk(F,) = Pk(F"Ak(F,») 

Since all Ak(r,) are homogeneous of degree 1, Pk(F,) 
geneous of degree zero in F, , and can be estimated by 
values of r, with 1r,1 = I. Because all Ak(r,) are 
it now follows readily that Pk(F,) is bounded. Hence 

is homo­
considering 
distinct, 
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JID~D~uI2dx ~ k~JPk(E,;)PR,(E,;) Pk (E,;,Dt ) UPR,(E,;,Dt ) udE,; 

~ C M 1 P k ( E,;, D t) u 12 dE; 

= KE(t) • 

This completes the demonstration of these estimates for higher 
order homogeneous hyperbolic differential equations. 

A treatment of the existence theorem using a reduction to 
a hyperbolic system of first order equations is given by 
Mizohata (2 , Chapter 6). We shall next turn to the study of 
estimates for first order systems. 

Consider next a first order symmetric hyperbolic system of 
the form 

dU at r = 

n dU 
I A'J _s + B u 
I rs ax rs s 

v= r 

57 

with initial conditions Ur(x,O) = fr(x) in a domain R, and 
boundary conditions to be specified below. Here r,s = l, ••• ,m 
and x = l, ••• ,n while A'J= (A~s) and B = (Brs) are mXm 
matrices with components suitably smooth functions of x and t, 
where x = (xl, ••• ,Xn). The coefficient matrices of the first 
derivative terms are assumed s~1mnetric: A~s = A~r and unless 
otherwise specified all coefficients and functions will be 
assumed real. (In the complex case, the A'J are Hermitean). 
Symmetric hyperbolic systems were introduced by Friedrichs (1). 

In the above normal form the hyperbolic character of the 
system is expressed by the symmetry of the A'J and L2 estimates 
for the nr can be derived as follows. Let 

E(t) = f u u dV 
R r r 

where summation over r is understood. Then 
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dE(t) 
dt 
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B u ]dV rs s 

= f A v u u n dS + f [B - L a:rs 1 dV . rs r s r rs aX 
S R r r 

Here the symmetry property has been utilized to express the 
quadratic form as a perfect differential. Also nr denotes the 
outward normal to S the bounding surface of R • 

Boundary conditions will be specified, to control the surface 
integral term. Consider the signature of the matrix 

A'n=LAVn 
r v 

at a typical point of S. By symmetry the eigenvalues are real 
and we suppose k are positive and m-k negative. Performing 
if necessary a rotation in the ur vector space, we may write 

where 
All = 
whole 

(A • n) u U ::: AI u u + A II u u 
rs r s rs r s rs r s 

AI = diag(Al, ..• ,Ak) is positive (or non-negative) and 
diag(Ak+l, ••. ,Am) is negative. The quadratic form as a 
is therefore bounded above if the boundary conditions are 

taken as 

u.=g. j=l, ... ,k 
J J 

with datum functions gj • More generally, however, we may take 
linear boundary conditions 

m 

uJ' = L S . Q. uQ. + g. 
Q.=k+l J J 

provided that substitution in the quadratic form again yields an 
expression bounded above. The condition for this is seen to be 
that the matrix 
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CR, == (I "'S'R,S' + "R,0R, J R, ,p == k +1, '" ,m 
p j==l J J JP P 

is negative, say CR, «- oIII' where ° > 0 . 
Under these con~itions the surface integral is bounded above 

by a quantity G(t) dependent on the data, and 

dE(t) ° J uI21 dS :::; G(t) + KE(t) , 
dt aR 

aAv 
where K is an upper bound for the matrix B - I ax over the 

v 
region and valid for the time period considered. Supposing also 
that G(t):::; G, we easily find for E(t) a bound of the form 

E( t) + ° Is U~I dS dt :::; (~( 0) + ~) eKt • 

This bound, and similar estimates for the derivatives of ur 
with respect to Xv and t up to any desired order, can be used 
as in §1.4 to establish an existence theorem for the symmetric 
hyperbolic system. Uniqueness of the solution is evident as 
E(O) and G can be taken as zero in the event that all data are 
zero. A slight modification covers the presence of a non­
homogeneous term on the right side of the differential equation. 
We return in §6.3 to consideration of the types of boundary 
conditions that lead to well posed initial and boundary value 
problems. 

2.3 The Riemann matrix of a hyperbolic system 

Consider the first order system 
-+ n -+ 

au I A ~ v=1,2, ••• (2.2.1) -= , n , at v ax 
v==l v 

-+ 
where u = (u1 ' ••• ,Urn) is an m component vector, and 
Av = (arsv ) are m x m constant matrices. We assume that 
(2.2.1) is hyperbolic, that is, the characteristic roots of the 

n 
matrix A(n) == L Avnv are all real. For a hyperbolic system, 

v==l 
the initial value problem of Cauchy is correctly set (well-posed), 
the initial condition being ~(x, 0) g(x). The solution u 
can be expressed as a convolution 

~(x ,t) == f R(x-z ,t)g(z)dz, 

Rn 
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where R(x, t) denotes the Riemann matrix or elementary solu­
tion: thus 

aR n 
-;;-t = L A 
a v=l V 

and initially, 

aR 
ax v 

R(x ,0) = o(x)E , 

for t > 0 

where E denotes the m x m unit matrix. A solution li( x , t) 
of the nonhomogeneous system 

-+ n -+ 
au 

L A au + f(x,t) -= 
at v ax V=l v 

can easily be expressed in the convolution form 

-+ Itf -++ -+-+ u(x ,t) = R(x-y ,t-T)f(y ,T)dydT 
o Rn 

To calculate the Fourier transform of R, we note that 

A 1 J ix' ~ R(~ ,t) = ~ n R(x ,t)e dx 

(21T) 2 R 
and 

aR(~ ,t) = -i l.A ~ H(~ ,t) 
at r v 

A -n/2 
with R(~ ,0) = (21T) E. The matrix solution of this matrix 
ordinary differential equation is 

H( E,; ,t) 1 ( . = ~ exp-1 

(21T)2 

= _1_ exp(-iA(~)) 
n . 

(21T)2 

Hence the inverse Fourier transform leads to the formula 

R(x ,t) = ___ 1 ___ J exp(-i[x'E,;E + A(~)t])d~ . 
(2n)n Rn 

We now study this matrix in its dependence on x 
support, singularities, and asymptotic behaviour. 

and t, its 
Duff (4). 
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Let Ak( C;) , k = 1 , ••. ,m be the characteristic roots of 
A(C;) = ~ A C; that is, roots of 

v v v ' 

det (A ( C;) - AE)) = I A( EJ - AE I = 0 • 

The Ak(C;) are assumed real, and they are of first degree in C;, 
so that A~(SC;) = SAk(C;). There exists a nonsingular matrix 
T = (tik(C;») which reduces A(C;) to its Jordan canonical form: 
A = TJT- 1 ; J = T-IAT. When A has distinct roots,or is 
symmetric, then J = diag(Aj(C;))' By permanence of matrix 
functional relations, 

exp(-iA(C;)t) = Texp(-iJ(C;))T- 1 , 

and supposing J diagonal we see that 

R(x ,t) = _1_ f Tdiag foo expl-i(x'n +tAk(n)) I c;1) 
(2rr)n Inl=l 0 

• 1c;l n- 1 dlc;IT-1 d~n ' 

where C; = 1C;ln, Inl = 1. Setting s = X'n + tAk(n) we con­
sider the inner integral 

foo exp(-islc;1 )1C;l n- l dlc;1 
o 

This is the Fourier transform of a distribution as set forth in 
Gelfand-Shilov (1, vol. 1, p. 1(2). Thus 

R(x ,t) 
= (_i)n(n_l)! 

(2rr)n 
f T(n)diag(x'n +tAk(n) -iOr~-ld~n 

Inl=l 

= (n-l)! f (x·nE +tA(n) _iO)-n dQ . 
(2rri)n Inl=l n 

Note that for t = 0 this form reduces to the distributional 
plane wave representation of the 8 function (Gelfand-Shilov, 1, 
vol. 1, p. (7), namely 

8 (x)E = (n-l)! f (x'n - iO)-n dQ • E. 
n (2rri)n Inl=l n 

The formula shows incidentally that 
degree -n in * and t together. 

R(x ,t) is homogeneous of 
The distributional character 
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of R is now explicit as the singularities have been gathered 
into the integrand. We shall study below the extent to which the 
n-l remaining integrations smooth out this singularity Qf order 
n. 

Exam;Ele 1. If n = 1 , then R(x ,t) = o(xE + tAl • 
Exam;Ele 2. Let m = 1 so the system becomes the scalar 

equation 

au n au -= L a at v ax v=l v 

Then R(x, t) = o(xv + ta) a scalar n-dimensional delta 
function. The domain of dependence of the solution is in this 
case a single point, Xv = -tav ' v = 1 , . .. ,n • 

Then 

Example 3. The 1 dimensional wave equation, 

u = v 
t x v = u 

t x A = (~ ~) 

R(x,t) = o(~ t] _l.(c(x+t) +c(x-t) , c(x+t) -c(x-t)] 
x - 2 c (x+t) - 0 (x-t ) , c ( x+t) + 0 (x-t ) 

Returning to the general system in n space dimensions, we 
see that a plane wave 

+ + 
u(x ,t) = af(x'l; + tTl 

will satisfy the system if and only if 

L(A (I;)-TC )a =0. pq pq q 

That is, T must be a characteristic root Ak(l;) 

det(A(I;) - TE) = 0 , 

+ 
and Q must be an associated eigenvector. The normal cone is 
the above determinant locus, while again the normal surface S 
is defined as the intersection of the normal cone with the hyper­
plane T = -1. The jth sheet of the wave cone is found from the 
envelope relations 

as. dA~ _ 
-.J..=x +t--IL 0 al; r 31; - , 

r r 

j =1 , ... ,m 

r =1 , ... ,n 

Setting t =1 we see that W is found by eliminating 
1;1 ,'" ,I;n from the n relations with j fixed. 

We now show that the domain of dependence is contained in 
the convex closure of the wave surface W(t). The energy 
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integral is 

E( t) = f u u dV, 
R(t) p p 

where R(t) is a suitable time varying space domain. Let a 
denote the inward velocity of the boundary of R normal to it­
self. Then 

dE(t) ---= J 
du 

2 up afdV u u a dS 
p P dt R(t) 

J au 
2 u IA --9. dV 

R(t) p v pqv dXV 
-J uuodS 

aR p p 

= J _a_ (A u u )dV - J u u a dS 
R(t)axv pqv p q aR p p 

= f (I A n - 00 )u u dS. 
aR v pqv v pq p q 

Here we have used the symmetry property Apqv = Aqpv 
derivative of the quadratic expression in up, uq • 
this last expression non-positive we must choose 0 

large as the largest eigenvalue of A(n) = LAn 
v v v 

to form the 
To make 

at lea,st as 
But this 

condition is exactly fulfilled if we choose R(t) to be the con­
vex closure of the wave surface W(t l -t) , where t~ is a 
given positive number. (Figure 7). If now u (x ,0) = 0 in 
W(t l ) then E(t) = 0 for 0 ~ t tl and it ¥ollows that 
Uu(O,tl-O) is zero. If ~(x,t) is continuous at (O,t) 
then ~(O ,t l ) will also be zero, and this completes the 
proof. 

Conversely, we see that the support of the Riemann matrix 
R(x ,t) is the convex closure of W(t). 

2.4 The order of the singularities 

Returning to the representation formula for R(x. t). we 
note that the integrand is singular when one of the phases 
Sj = x·n + tAj(n) vanishes. Since the wave surface Wet) is 
the envelope of these loci, the principle of stationary phase 
suggests that any singularities of R(x ,t) will lie on Wet) 
The singular parts of these integrals can be regarded as the sum 
of all singular contributions from the characteristic planes 
through the point. The density of these, weighted by solid angle 
in the n space, is itself singular precisely on the envelope 
Wet) , and the order of singularity of this density determines 
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the order of the singularity of R(x ,t) on W(t) 
Denote the Riemann-Liouville fractional integral of order 

a. by 

I~ f(x) = r(~) C(X-t)a.-l f(t) dt = r(~) I: ua.-l f(x-u) du , 

where the upper limit b on the right may be replaced by x-a 
if necessary. Denote the Weyl fractional integral of order a. 
by 

These fractional integrals satisfy 

"'£'ra.+lf(x) = 10. f(x) 
dx ± ± 

and the composition law 

ct S () ct+S ( ) I± I± f x = I± f x 

holds. We note also that 

ct 

r~ f(x) 

where K > 0 • 
We require the following stationary phase lemma proofs of 

which can be found in Duff (4) or Ludwig (2). 

Lemma. Let 

I = I f(s)g(n)dn 1 ••• dn 
n-l ' 

where f is a distribution singular at the origin and 

is a power series in 
leading term having 
principal axis form. 
with leading term 

n1 "'nn-l with nonsingular quadratic 
n+ positive and n_ negative coefficients in 

Then I has an asymptotic expansion in s 
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which proceeds in steps of a half order integration in successive 
terms. 

We now calculate the singularity of R(x, t) at a point of 
the sheet of the wave Eurface dual to a given root, say Ak(n). 
Choose a fixed time t, and a point x close to Wk. Let Xo 
be the foot of the perpendicular from x to Wk , and no the 
corresponding value of n. Then the tangent plane to Wk at 
Xo has the equation xonO + tAk(no) = o. Since also no is 
normal to Wk at Xo ' we have s = (x -xo) ·nO where s is 
the distance I x - Xo I of x from Wk . 

Now write 

Sk = x·n + tAk(n) 

= s + xo(n -no) + xoono + Uk (n) 

= s + xo(n -no) + t(\(n) Ak(no)) 

Let n(j = (0,0,0, ... ,0,1) and expand Ak(n) in powers of 
n 1 ' • •• ,nn-l· We find 

S = s + 
k 

Using the envelope relations 

we find 

cos e ° (s +!. nt 
2 j,2=1 

t a2 Ak 
+- I n.n . 

2 'k an . ano' J 2 
J OJ ~ 

aAk 
x OJ' + t-a-- = 0, and 

nOj 

where the terms omitted are of third or higher order in nj , 
and where cos e = n - nO • 

We shall apply the lemma for stationary phase to the 
diagonalized form of the Riemann matrix, and therefore it is con­
venient to express the components o~ the diagonalizing matrix T 
in a particular algebraic ~orm. The columns o~ T are eigen­
vectors tk that satisfy 
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for ~ = ~k. Thus the components ti(~ ,n) can be computed as 
polynomial functions of ~ and n We shall also normalize 
the ti(~ ,n) to unit length which involves a division by a 
square root of a polynomial. Then the normalized ti(~ ,n) , 
i =1, ... ,n are homogeneous functions of ~ and n of degree 
zero. 

The transforming matrix T = (t~(~k ,n)) is orthogonal (or 
unitary) so that T- 1 = T' (or T'). For any matrix function 
f(A) , we have an expression for the (i ,k) component as 
follows: 

f(A)ik (Tf(J)T-l}ik 

= (Tg(J)T'}ik 

(T diagf(~o)T') ok 
J l 

Therefore the components of the Riemann matrix are 

(n-l) ! J I 
(211i)n j=l 

Inl=l 

Taking the term singular on the jth sheet 
consider 

J t . ( ~. , n)tk ( ~ ° , n) 
l J J d~ I n I = 1 --=---"-( s-. --""':i o;:"')-n""--- n 

J 

where 

Sj = cos e(s + ~ ckQ, nknQ, + ••• ) . 

we have to 

Noting that cos e = n-no is equal to unity when n no' 
we find the leading singular term to be 

() t.(~. ,n)tk(~' ,n) n /2 n /2 
~_,,",n:.:.-...;l::..<.,.;!,--_-::- l ,J J I + I - ( s _ iO)-n 

3n-l n+ 1 n-l I 
2 det ckQ, 

2 2 11 2 i nt 

Here the det(ckQ,) can be shown to be the Gaussian curvature of 
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S at the value of n involved. If the surface S is strictly 
convex then either n+ or n equals zero and in certain cases 
where the delta function portion of (s -iO)-n appears,the 
support of the singular term will be a point, or ~rill lie entirely 
on one side of the wave sheet Wj . 

In certain directions n the Gaussian curvature of S may 
vanish; such an inflection on S corresponds to a cusp on W 
and a generalized form of the stationary phase lemma is needed. 
Duff (4): 

If 

S=s+tl:cna 
a 

where the leading terms in the series are of degree nj 
then the integral I has the asymptotic expansion 

-n+d +d d d 
1 2 1 2 .-n 

c·t I 1+ (s -10) 

where 

in 

the sums denoting terms with positive or negative values in the 
series expansion. The expansion proceeds in steps of l/nj 
integrations in each variable. 

In certain cases the numbers nj must be defined with 
reference to a Newton diagram for the power series. Also note 
that an odd order term such as n3 gives ~ise to both positive 
and negative values and hence a term in 1+3 and another in I~3 
An integral of a distribution (x-iO)-n is to be understood 
as being regularized in the sense of Gelfand -Shilov (1, vol. 1, 
p. 24), which means that certain terms are introduced to avoid 
divergence of the integrals over test functions giving the values 
of the integrated distribution. 

Example 

_00 

The vanishing of one principal curvature on S, increasing 
the first term from order 2 to order 3, increases the order of 
the spatial cusp singularity by i. Also the power of decay 
with time t is reduced by i so that at large distances the 
wave front remains more concentrated along the corresponding 
rays. 

Consider two sheets of S that approach each other by a de­
formation leading to a double point. While still separate, there 
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will be on one sheet an inflection locus glvlng rise to a cusp 
locus as above. Within the inflection locus a large curvature on 
S develops leading to a widely extended near flat wave front 
bounded by the cusp locus and having correspondingly weak ampli­
tude. In the limit a double point of S forms, and the plane or 
ruled surface wave front drops to a weaker sing~arity. Ludwig 
and Granoff (1) have derived a system of propagation equations 
for this wave front, and estimate its singularity as ~ unit 
smoother for each dimension of planarity. 

We conclude this section by giving a further formula for 
'R(x ,t) expressed as an integral over the normal surface S, 
The equation of the kth sheet of S can be written as 
Ak(~) = 1~IAk(n) = 1. We note that the surface element on S 
is given by 

where 
angle 
or on 

1 In-l 
no l;dS = ~ dn, 

n 

l; is the unit normal to S so that n's = cos e , the 
e is that between the radius vector and the normal on S 
W. Also we observe that 

(x'nE + tA(n) - iO)-n dQ 
n 

1~ln(x'~ + tA(~) - iO)-n dQ 
n 

= (x' ~ + tA ( ~ ) -n 
iO) ~'n dS 

Therefore, since A = 1 on S, and ti(A ,n) are homogeneous 
of degree zero, 

R. (x ,t) = (n-l)1 J 
lk (2rri)n S 

t i (1 , U tk (1 , ~) 
--==------':.::.--- S· n dS 
(x'~+t_iO)n 

This formula is the closest analogue of the Herglotz - Petrowsky 
formula for higher order hyperbolic equations. 

The singular locus of this integrand is the section of S 
by the hyperplane x'~ + t = 0, so the singularities of the 
solution arise from points on this locus or in its neighbourhood. 
As t increases, the hyperplane moves away from the origin, and 
an instant t' at which it is tangent to a sheet Sj of S is 
the moment the corresponding wave sheet Wj of W(t) reaches 
x. As t ~ tj the intersection of the variable hyperplane with 
Sj' which is a "vanishing cycle" in the sense of Petrowski 
(1, p. 327), shrinks to a point and disappears. Thus the 
singularity of the solution involves the eigenvectors attached to 
that point. 

To summarize: the leading singular term in Rik is a dis­
tribution multiple of the eigenvector ti(l,~), with leading 
term polarized parallel to it: 
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Fig. 7. Region of exclusive influence. 

• 

Fig. 8. Singularity at an ordinary point. , 

Fig. 9. Singularity at cusp locus of W corresponding to an 
inflection point of S . 

69 

Fig. 10. Singularity on a ruled surface of W corresponding to 
a double point of S . 
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(x-y + t - iO)-n • 

Further studies of the precise forms of this singularity in the 
highly singular cases are still desirable. However, the leading 
cases may be indicated as follows (Duff 4, Ludwig 1, 4). 

1. An ordinary point of S 
of S ~ 0 ). Then all ns = 
n - !(n-l) = ~(n+l) and the 
ordinary point. (Figure 8). 

(det Q = K the Gaussian curvature 
2, the order of the singularity is 
corresponding point of W is an 

2. An Inflection point or locus on S 
ponding on W a cusp locus. Then one 
a singularity t or more higher on W 
time reduced by the same power of t 

(det Q = 0) and corres­
or more ns ~ 3, giving 
, with attenuation in 
(Figure 9). 

3. A double point or locus of S and a ruled surface portion 
on W. Then to a point of the ruled surface corresponds a dual 
line x·~ + t = 0 through the double point but not tangent to 

1 S. Hence the ns is reduced to 1, and the singularity is 2 
degree lower for each such dimension or index ns ' while 
attenuation in t is as much higher. This case is related to 2. 
above when 2 sheets of S meet in a limiting case. (Figure 10) . 

• 

CHAPTER 3. PROPERTIES OF ELEMENTARY SOLUTIONS 

3.1 Lacunas 

The name 'lacuna' (or gap) was first used by Petrowski whose 
famous paper (1) can be regarded as the foundation of the modern 
theory. However the basic idea of lacunas, namely the vanishing 
of a wave solution in certain space regions determined by wave 
fronts, goes much further back in the case of the wave equation 
for which the bounded domain of dependence was known by the early 
19th century. Also the name of "Huyehens Principle" was given 
to the sharp or clean cut wave propagation in 1 or 3 (or odd) 
space dimensions, and this can be subsumed under the theory of 
lacunas merely by noting that the interior of the wave surface is 
a lacuna for n odd. For n even diffusion of waves occurs and 
the interior of W is not a lacuna. 

We shall give here a brief description of the results of 
Petrowsky and of some results of Atiyah, Garding, and Bott (1, 2) 
who have recently extended and consolidated Petrowsky's work. 
These studies involve extensive work in the algebraic topology of 
the surfaces Sand W, which we shall not attempt to describe 
in detail, referring the reader to the original papers instead. 

Petrowsky considers a hyperbolic polynomial P(D) , 
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homogeneous of degree m, and the elementary solution K(t ,x} 
such that 

P(D}K(t ,x} = <5 (x)<5(t) , 
n 

while K(t ,x} = 0 for t < O. The formulas given in a previous 
section for K(t ,x) are then expressed by means of the function 

<P(x,s)-J dO 
- P=O ~~ sk + s ' 

where s is complex and the integration is carried out over the 
normal surface S. Then, for n odd, 

K(t ,x) = -2i Jt ( }m-n-l ( ) t-s v s, x dx, 
(2ni)n(m-n-l)! 0 

and for n even 

K( t ,x} 2 t (t_s)m-n-l u(s, x}dx, 
(2TIi) n(m_n_l}! 0 

where <p(s +0 ,x} = u(s ,x} + iv(s ,x} • 

Thus K(t ,x) is expressed by means of a distribution very 
similar to the power (x_iO)-n used for the Riemann matrix. 
However a lacuna in the sense of Petrowsky will occur for those 
regions determined by W(x ,t) where <p(x ,s) = O. Petrowsky 
expresses <p as an integral over certain topological cycles in 
the n-2 dimensional algebraic surface pes ,1) = 0 and 
x • S +t = O. This surface has complex dimension n-2. 

Petrowsky defines p-2 dimensional cycles Creal and Cimag 
for the cases n odd or even, respectively, as follows. In the 
hyperplane X' S +t = 0 choose a coordinate sn so that 
x • S = xnsn and the hyperplane becomes xnsn +t = O. Then let 
Sn-l be any other S coordinate (in this particular system). 
Project parallel to Sn-l in the hyperplane xnsn +t = 0, that 
is draw the straight lines parallel to Sn-l in it. For Creal 
and n odd, take the real intersection points of these lines 
with the normal surface S. For Cima~ and n even, take the 
complex intersection points, of these llnes with S, together 
with the real points that are limits o~ the complex points. Both 
cycles ~ormed in this way have dimension p-2, and lie in the 
algebraic surface S n {x • t;, +t = O} of complex dimension p-2 

Then Petrowsky shows that a lacuna occurs if these cycles 
are homologous to zero on the complex surface. More precisely, 
in the case m ~ n, there is a lacuna if and only if the cycle 
Creal (n odd) or Cimag (n even) corresponding to an inner 
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point (-xk) of the region is homologous to zero in the above 
complex algebraic surface. In the case m > n, a further con­
struction is given for a cycle E formed by drawing certain 
"f· 1m "c C Th b d ff·· t 1 S on real or imag' e a ove necessary an su lClen 
condition then applies to E in this case m > n . 

These Petrowsky lacunas are stable, that is, they do not 
disappear under sufficiently small variations of the coefficients, 
if P is regularly hyperbolic so that S has no double points. 

In the case n = 2, Petrowsky shows by calculating a sum 
of residues that if all points of intersection of S with 
x • ~ + t = 0 are real, then there is a lacuna. Dually, this 
means that if m real tangents to W(t) pass through (x), 
then x lies in a lacuna. Examples of this occur in two 
dimensional magnetohydrodynamic wave propagation, Weitzner (1), 
Bazerand Yen (1). Petrowsky also shows in general that if a 
system of hyperbolic equations with constant coefficients gives 
rise to a single higher order equation satisfied by each compon­
ent of the system, then a lacuna of the higher order equation is 
necessarily a lacuna for the system. However the converse 
proposition is not in general true, as the system may have other 
lacunas as well. 

o 
Atiyah, Bott and Garding have extended and refined 

Petrowski's results. They define a polynomial P to be hyper­
bolic if and only if its principal part a satisfies a(e) ~ 0 
for a given e E Rn, e ~ 0, and also p(S; +te) ;>0 0 for all 
real S; when 11m tl is large enough. Then P(D) is said to 
be hyperbolic with respect to e(p E hyp(e) , a E Hyp(e)). Thus 
when P = a E Hyp(e) the condition implies that a(S; +te) = 0 
has m real roots for every S; E Rn. Also a(S;) is real, 
apart from a possible constant complex factor which can be dis­
carded. If the roots of a(S; +te) = 0 are all distinct, 
a E HypO(e) and is called strongly hyperbolic. Indeed every P 
with principal part a is hyperbolic only if a is strongly 
hyperbolic; these P are denoted as the class hypO(e). For 
simplicity we shall assume that P and a are complete poly­
nomials in Rn, that is, that they are not polynomials on any 
proper linear subspace of Rn. 

Supposing that a(S;) is a homogeneous polynomial, let 
A = {a(s;) = O} be the associated hypersurface, the complex 
normal cone. Then its real part Re A meets every real straight 
line parallel to 8 in m points. If A is strongly hyper­
bolic and the line does not meet the origin, these m points are 
distinct. The component r(A ,e) of Re Z - Re A, where 
Z = (xl' •.• ,xn ) ~ ~n, that contains e is an open convex 
cone. Now P E hyp(e) will imply P E hyp(n) for every 
n E r(A,e) = r(p,e). 

The fundamental solution E(P ,x) = E(P,8 ,x) of P with 
support in X' 8 ~ 0 is just the Fourier Laplace inverse 
transform of p_ 1 that is , 
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E(P. ,x) = (2n)-n J p(~ _in)-leiX(~-in) d~ 
Rn 

where n c·r, such that P(~-in) ~ O. The expression is 
independent of n and by the Paley - Wiener - Schwartz theorem, 
E(P , x) = 0 unless X' n ;:: 0 for all x cr. This condition 
can be taken to define the dual wave-cone K = K( P , e) = K(A , 6) 
of P. This cone of wave propagation is closed and convex, and 
meets every half space X' n = const. where n E r, in a 
compact set. K is also the closed convex hull of the support of 
E. Also if P = a + b where b has lower degree then it can be 
shown that ba-l ( i; - is6) tends to zero uniformly in i; when 
s -+ 00. Consequently the relation 

00 

\ ( -k. \k k+l E(P ,6 ,x) = L -1) b(DrE(a ,6 ,x) 
k=O 

is valid and this reduces the problem to the case of homogeneous 
a 

When a is strongly hyperbolic it can be shown by choice of 
a suitable path of integration that E is holomorphic in x 
outside the wave cone. If double points or other singularities 
occur, the wave cone must be interpreted as the convex hull as in 
earlier sections, and the same holomorphic behaviour of E can 
then be established. 

Supposing a is homogeneous, one can p~rform a radial inte­
gration in the integral. Atiyah, Bott and Garding give the 
following result: For x 1 W(A ,6) the wave cone, then 

DVE(a ,x) = i(2n)1-n I xO(ix' i;)~Va(~)-lw(~) 
0.* q 

when q = m - n - I v I ~ 0, and 

DVE(a ,x) = (2n)-n J XO(ix • 1;)l;va(I;)-lw(l;) , 
t da* q 

x 

when q < 0 Here 

{ 
tr/r! 

x~(t) = r+l 
(-1) (-r-l)! tr 

for r ~ 0 

for r < 0 

and the Leray cycle 

n* = (A,x ,0)* E Hn_l(Z* -A* ,X*) is the homology class 
of the images of a certain S(x)+ in Z* under the maps 

I; -+ I; - i v( 1;) ~ E R u ~ 0 . 
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Also W(~) = Ek~kTk(~)' where Tk(~) is the right cofactor of 
d~k in T(~) = d~l II ••• IId~n . 

The tube operation tx: Hn_2(X* -X* nA*) -+ Hn_I(Z* -A* uX*) 
is generated by the boundary of a small 2 - disc in the normal 
bundle of X* when its centre moves on X* Because of the 
orientation x· ~w(x .~) > 0, the homology class a* depends 
strongly on the parity of n and is the counterpart of Petrowsky 
cycles Creal and Cimag for the cases n odd or even. 
Petrowsky's formulas can be obtained for q ~ 0 by taking one 
residue onto A*, and for q < 0 by taking two successive 
residues onto A * n X* . 

The definition of lacuna is also extended; thus a component 
L of the complement of the singular support of E is called a 
lacuna if E has a COO extension from L to E. Then a 
lacuna still has the property that it is bounded by sharp wave 
fronts - fronts that arrive "without advance warning". When E 
vanishes in L, L is said to be a strong lacuna. If n > 4 , 
there are homogeneous hyperbolic a such that W is not all of 
SSE(a) (singular support of E(a)); however if k is large 
enough, W = SSE(ak ). A lacunary component L of the comple­
ment of W such that E(P) has a COO extension from L to E 
is called regular. In a regular lacuna, E(a) is a polynomial 
of degree m-n in (x, t) ,'SO that for m < n the lacuna is 
strong &S E(a) must vanish. If L is a regular lacuna for all 
powers ak , k =1 ,2 , .•• , and P E hypeS) has principal part 
a, then E(P ,s) will be an entire function in L and hence 
L is a lacuna in the extended sense. This will occur if 
aa*(A ,x ,s) = 0 in Hn_2(X* - X* n A*) which is essentially 
Petrowsky's condition. There are examples for every m ,n of 
such stable Petrowsky lacunas. 0 

The main result of Atiyah, Bott and Garding is stated as k 
follows: For k sufficiently large, all regular lacunas for a 
are Petrowsky lacunas, with the support of E(ak ) being the 
propagation cone K(A ,S) and singular support the wave front 
surface W(A, S) Also, for k large enough,the trivial 
(exterior) lacuna is the only strong lacuna for ak Their two 
papers contain a variety of other results based on a detailed 
study of the cohomology of algebraic varieties. 

3.2 Second order systems 

A hyperbolic system represents wave propagation without 
frictional dissipation and it is therefore natural to consider 
systems of the type 

p,q,s 
C pqrs ax ax 

p q 
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where p, q = 1 , . .. ,n and r, s = 1 , . .. ,m, the order 01-

the system being therefore 2m. For this system we derive an 
expression for the Green's matrix, the elementary solution in Rn 
wi th a point source at x = 0 , t = 0 • 

An exponential solution 
i(At+~x) 

u = a e p p 
r r 

will satisfy the system provided 

c ~ ~ )a = 0 . 
pqrs p"q s 

Thus A2 must be a characteristic root of the matrix C(~) 
= (LCpqrs~p~q)' which we shall assume is positive definite so 
that A rema1ns real. We shall also assume without loss of 
genera~ity that .cpqrs = cqprs ' and we assume further that 
C(~) 1S symmetr1c: cpqrs .= cpqsr ' It then follows that 
AN(~) , N = 1 , ... ,m, 1S real and of degree one in 
~ : AN( T~) = I T I AN( U . 

As C(~) is symmetric, it may be diagonalized by an ortho­
gonal unitary matrix T : 

c(~) = TJT-l , 

where J = diag(A~(~)) The columns of T are the normalized 
eigenvectors of C(~), constructible as homogeneous functions of 
desreezero in A,~ from the linear equations for as as above. 
Set 

a =t(A,~) 
s s 

then 
T =t(A(~),~) rs s r 

is homogeneous of degree zero in ~. The orthogonal or unitary 
relations TT = E and TT = E become 

Lt(A ,~)t(A<,,~)=8 
s p s q" pq 

and 

We seek a solution of the homogeneous equations with initial 
conditions 
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au 

up(x ,0) = 0 , -a-r (x ,0) = gp(x) , 

where gp(x) will later be taken as a delta function. An appro­
priate form of solution is given by the Fourier transform 

At t = 0 we have 

whereas on multiplication by t (AM(~) ,~) and summation over p 
we find p 

c~·~~) = A (~) L gp(~)tP(AM(~) ,~) 
M P 

so that 

If now we specialize gq(x) to be a delta function we have 
gq(~) = 0qq' say, and it is evident that the Green's matrix has 
the form 

Taking the inverse Fourier transform we find 

Setting ~ = 1~ln , 

J t (AN ,n)t (AN ,n) 
G (x, t) = I p q dQ 
pq Qn (2n)n AN (n) 

. foo e-ix·nl~1 sin(AN(n)I~lt) 1~ln-2dl~1 • 
o 

The radial integral may be expressed as a difference of two 
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integrals each of the form 

foo e-ial~1 1~ln-2dl~1 = F(I~I~-2) 
o 

= .n-l( l)n-l( 2)' r -n+l (_l)n-l. 6(n-2)] 
~ - n-. La - (n-2)! ~1T (a) 

Thus we have 

G (x, t) 
pq 

° [(xon + tAN ( n) + iO) -n+l 

- (xon -tA (n) +iO)-n+l]dQ 
N n 

Again, using the relation ~o~dS = 1~ln dQn' we can transform 
this expression to an integral over the m-sheeted normal 
surface S. On the Nth sheet AN(~) = 1, so 

G (x, t) = (n-2)! J. t (1 ,~)t (1 ,~) [(xon +t +iO)-n+l 
pq 2(21Ti)n S p q 

- (xon -t +iO)-n+1J ~o ~dS 

Here again ~ is the unit normal to S. 
An interesting example of a second order system is the set 

of equations of motion for elastic waves in a 3 - dimensional 
anisotropic medium (Duff, 3). Here m =n = 3 and a detailed 
analysis of the normal and wave surfaces has been made by 
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Musgrave (1, 2, 3, 4). Section diagrams for zinc (hexagonal 
symmetry) and nickel (cubic symmetry) are shown in Figures 11,12,13. 
A detailed analysis of the solution formulas shows for this type 
of system that: there is a sharp wave (of degree equal to that 
of the data) on each sheet of the wave surface. (so that for 
certain directions in the examples shown five sharp waves cross 
each point). There is also a continuous wave. or volume wave 
again with the smoothness of the initial data. in the regions 
between the outer and innermost wave sheets. But the innermost 
region is a lacuna so there is no diffusion of waves just as in 
the case of the wave equation in three space dimensions 

The elastic equations for an isotropic medium form a 
particularly simple case which was actually solved by Stokes (1) 
in 1849. The number of elastic constants is reduced to two and 
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z z 

Fig. 11. Inverse surface S , and wave surface W, for elastic 
waves in zinc. Rotational symmetry about Z axis 
(after Musgrave). 

Fig. 12. Inverse and wave surfaces (cross section in (1,0,0) 
plane) of nickel, (cubic symmetry). 

Z 

Fig. 13. Inverse and wave surfaces (cross section in (1,1,0) 
plane) of nickel, (cubic symmetry). 
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the equations take the form 

Cl 2u 
Cl6 2 

P ----12. = (A+jl ) --+jl'i7u 
Clt 2 Clx p 

P 

with 
Clu 

6 = I~ 
p p 

Taking density p = 1 for simplicity, we may note that the normal 
surface consists of two spheres. The inner sheet is single, and 
the outer sheet has multiplicity two. Thus the outer wave sheet 
corresponds to P -waves of pressure, or compression, with one 
eigenvector oriented radially. The double inner spherical wave 
sheet represents two tangential modes of oscillation, called S 
waves or shear waves. The two eigenvectors are tangential and 
the S wave velocity is ~, whereas the P wave velocity is 
lA +2jl • 

The solution formula for the initial value problem is 

u (x ,t) = 4t J I'; I'; g (h+2jltl'; +x)dn 
p 1T n pqq I'; 

r; 

+4t J (0 -1';1';)g(~tl';+x)dn 1T n pq p q q I'; 
I'; 

+ 4t1T II (3r; I'; -0 )g (z+x)dn .9:..hl p q pq q I'; lZT 
/iJ t < I z I < IA + 2jl t 

Here z = Izlr; , 1r;1 = 1. The central lacuna is evident. 
stokes solution underlies much applied work in seismology which 
in turn contributes to the understanding of the structure of the 
Earth, and, recently of the Moon. Boundary waves for this system 
in the half space problem are called Rayleigh waves, and will be 
studied later. Detailed study of both direct and reflected 
waves may be found in Cagniard (1) and Ewing, Jardetsky and Press 
(1) • 

Another famous example which shows interesting wave propa­
gation properties is the set of equations of crystal optics 
(Courant, 1, p. 602). These have the form 

where 

-~ 
p 

Clu 
6 = div ~ = E ~ Clx 

P 

6 , p=1,2,3, 
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Here (u , u , u) are components of the electric vector E, 
and 01 ;02 :03 3are numbers related to the three principal di­
electric constants of the crystalline optic medium. 

The normal surface is the two sheeted Fresnel surface 

3 
F(I:;,) I 

p=l 

2 
I:;, 
P 1 , 

which has four double "conical" points in the coordinate plane of 
the largest and smallest 0p' The wave surface turns out to be 
a Fresnel surface also: 

3 
F 1 (x) = I 

p=l 

-1 
The numbers 0p 
The wave surface 
conical points. 

3.3 Localization 

2 x 
p = 1 

JxJ2 -1 
- ° P 

are the reciprocals of the dielectric constants. 
also includes four plane "lids" dual to the 

The more complicated singularities of elementary solutions 
are related to higher order zeros of the hyperbolic polynomial, 
that is, to multiplicities of the normal surface. Atiyah, Bott 
and Garding (1) have developed a general approach to the study of 
singularities based on a process of localization of P, and 
adapting to hyperbolic polynomials a method of Hormander (1). 
Given a hyperbolic polynomial P of degree m and a point 
I:;, = (1:;,1 , ... ,I:;,n' T) in the vicinity of which P is to be 
studied, consider the expansion of tmp(t-ll:;, +~) in ascending 
powers of t. Let PI:;,(~) be the first nonzero term, of degree 
say p in t : 

t~(t-\ +d = tPPI:;,(~) +O(tP+l) 

Call p = ml:;,(P) the multiplicity of P at 1:;" ordinarily 
equal to the number of sheets of the normal cone passing through 
1:;,. The polynomial PI:;,(~) is called the localization of P at 
t;,. If a{t;,) is the principal part of P, and a(t;,) 7 0 , 
then Pt;,(s) = a(t;,) = const. If a(l:;,) 7 0 but grad a(t;,) $ 0 , 
then p = 1 and Pt;,(s) = grad a(~) • ~ + const. has degree 1 . 
If P is not strongly hyperbolic, higher orders may occur at 
mul tiple po:~nts of p( t;,) = 0 If P = a is homogeneous, then 

t~(t-lt;,+~) = a{t;,+td = tPa (s) + O(tP+l ) 
t;, 

that is the 
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principal part of Ps and is hyperbolic, and that the local cone 
r(as ,e) contains the normal cone rea ,e) The wave cone, or 
propagation cone K(P ,e) is the geometric dual of r(p, e) 

K(P ,e) = K(a ,e) = {x Ix E Rn+l ,xr(a ,e) ~ O} • 

Generally, the convex boundary of K(P, e) is the outermost wave 
surface. However the singular support of E(P ,e ,x) consists 
of other, interior, sheets as well. These can be described using 
the local propagation cones K(a. e) = K(as ,e). When 
a(s) 7 0, S E Rn+l, then Ps(s) = a(s) = const. and 
rs = Rn+l, K( = {O}. If a(s) = 0 but grad a(s) 7 0, then 
as(s) = LSkda/dsk so that rs is the half space 
as(e)-las(s) > 0 and K( is the half ray spanned by 
as(e)-lgrad a(s) If P is not strongly hyperbolic, rs may 
be smaller than a half space and Ks larger than a half ray -
they may both be dual proper cones. We can now define the wave 
front surface W(a ,8) as the union of all the Ks 

W = w(r ,8) = vJ(a ,e) =U Ks(P ,e) , 
s 

The fundamental solution is 

- -n J eix(s +in) 
E (p , x) - (2 'IT) +1 P (s + in) d s , 

Rn 

S 7 0 . 

where nE - se - rep ,e) with s large enough, has as its 
support K(P, e). For the principal part a, the formula can 
be written as a distribution integral, 

E(a ,x) = _1_ J a (s)-leixs ds , 
(2'IT)n Rn+l -

where 

a ( 1;)-1 ( )-1 
<, = lim a s + i tn , nE -rea ,8) • 

t-rO+ 

For a nonhomogeneous hyperbolic polynomial P, we may write 
P = a +b, and 

co 

p-l(S +in) = I 
k=O 

Then it follows that 
co 

E(P ,e ,x) I 
k=O 

k k -k-l 
(-1) b(s +in) a(s +in) 

k k k+l 
(-1) beD) E(a ,e, x) , 
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where the series converges in the distribution sense. For proofs 
we refer to Atiyah, Bott and Garding (1, p. 143). 

The localized elementary solution E~(P, e ,x) = E(P~ , e ,x) 
has its support in the local cone: S(E~) c K~ = K(P~ , e) 
c K(P , e). Hormander (2) has shown that in a certain sense E~ 
is just a localization of E, as in the following localization 
theorem of Atiyah, Bott and Garding. 

Let p be the multiplicity of P at ~. Then 

tm-Pe-itx~E(x) ~ E~(x) as t ~ 00 

where the limit is taken in the distribution sense. Further, 

S(E t) c SS(E) 

for ~ ~ 0, where SS denotes singular support. 
We·shall give the extremely direct and instructive proof by 

Atiyah, Bott and Garding. Let 

Et(X) = e-itx E(x) = (27T)-n f p(t~ +t:;+in)-leiX(r; +in)dr; 

Rn+l 

Then 

With n = se for sufficiently large s, the right hand side 
approaches (for t -+00 ) 

(27T)-n f p~(r;+in)-l g(r;+in)dr; = (E~(X) ,g(-x)) . 
n+l 

R 

This shows that tm-Pe-itx~E(x)-+ E~(x) . Now let g E catV) , 
where V is the complement of SSE. With ~ ~ 0 then by the 
Riemann -Lebesgue lemma, 

f tm-Pe-itx~E(P ,x)g(x)dx 

will tend to zero as t tends to infinity. Thus (E~(X) ,g(x)i V 
= 0 and so S(E~) lies in the complement of V which is / 
SS(E) . 

This result yields the generalized envelope relation SS(E) 
~ U~~OS(E~). Whether equality holds in this inclusion is not 
known. The theorem also extends to derivatives of E(P ,x) : 
if F = Q(D)E, then F~ = Q~(D)E(P~) for ~ real and the 
multiplicity factor m 1S that of Q/P = f Then 

mr;(f)-m(f) 't ~ 
t e- 1 x F(x) ~ F[(x) as t -+ 00 

sense, while S(F~) c SS(F) for ~ ~ 0 . 
in the distribution 
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Analytic continuation with respect to a complex power para­
meter s is also defined, thus let 

Es(a ,x) = (21T)-n f a(1;; +in)-seix(l;;+in)dl;;, ne: - r(a ,e) . 

Then Es is of degree ms -n in x and a(D)Es = Es_l ' while 
Eo(x) = o(x). This construction generalizes the work of M. Riesz, 
(1) and is related to results of Gelfand -Shilov (1). 

In their second paper (2), Atiyah, Bott and G£rding study 
behaviour of E(a ,x) close to the wave front surface w(p, e) 
which is a cone in Rn+l = {x , ••• ,xn ,xn+l = t} if 
e = {O ,0 , ••• O,l} Let t be a component of the complement 
of W(a, e) and y a point of aL. Then E is said to be Coo 
(or holomorphically) sharp if y has a neighbourhood N such 
that E has a COO (or holomorphic) extension from L to 
L n N. There is a "local Petrowski condition" for holomorphic 
sharpness from L at y, namely S(a,x,e)*EHn_2(Y*-Y*nA*) 
when x E L is close enough to y. (Compare with the global 
Petrowsky condition S(a, x ,e)* = 0 in Hn_2(X* -X* n A*) , 
which implies x belongs to a lacuna for all powers of a.) It 
is shown that the local Petrowsky condition is necessary for 
sharpness at any point of W with non-degenerate curvature. For 
such ordinary or non-degenerate points, the Petrowsky condition 
is therefore both necessary and sufficient for sharpness. 

The remaining singular points of E are those arising from 
multiple points of a(I;;) = 0, and forming ruled surface or 
"plane" components of the wave fronts. A hyperplane wave front 
of W(a ,e) corresponds to a conical point of Re A = {a(I;;) = O} 
the normal cone, and the main result is given for this case. At 
a conical point the localized polynomial a£(~) has lineality 
with minimal dimension for a cone, this implies L(al;;) = CI;; . 
(The lineality L(Q) is the largest linear space such that Q 
is a polynomial on Rn+l/L). The plane portion of W( a , e) is 
then just the local propagation cone K(al;; ,e) c Rn+l which 
spans the hyperplane x·1;; = O. If, close to y, W(a, e) 
coincides with K(a~ ,e) , then we say that y E K(a~ ,e) is a 
simple point of W(a, e) • 

We also need the concept of a reduced wave surface W for 
the localized polynomial. The reduced wave front W(a, e) is 
the union of the local propagation cones K(a~ ,e) when ~ is 
real and does not lie in L(A). We note that for a complete 
polynomial the reduced wave cone coincides with the ordinary wave 
cone. Thus the reduced wave cone w(an ,9) is distinct in this 
situation because an has nonzero lineality. After these pre­
liminaries we can state the result for plane wave fronts. It is 
that if y E K(a~ ,e) - W(a~ ,e) is a simple point of W(a ,e) , 
then for all k > 0, E(ak , ex) is holomorphically sharp at y 
from both sides of K(a~ ,e). We omit the proof, which depends 
on showing that the local Petrowsky condition holds, and instead 
refer the reader to the papers cited by Atiyah, Bott and G~rding. 
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When a function or distribution has different asymptotic 
expansions on the two sides of a hyperplane xl = 0, then it is 
said to be weakly sharp there. The asymptotic expansion of its 
jump can then be defined, and takes the form 

J(f) - L e,(X )f.(x') 
j J 1 J 

where fj(X') E Coo(M :x1 =0) 

k 
e (t) = e(t)t 
k k! 

Here also 

are integrals and derivatives of the Heaviside function e(t) 
= H(t) = 1 for t > 0, and 0 for t < 0. J(f) is 
essentially defined by f = fl + J(f) , where f E COO • 

If 1;=(1,0,0,0, .•• ) is a conical poiAt of a(l;) =0 
with multiplicity p, then a(~) = ~m-Pas(~') mod~m-p-l , 
where ~'= (~2 ,'" ,~) and as(~,)l is a complet~ polynomial 
of degree p. The dua~ cone K(al;, e) is then contained in 
the hyperplane xl = 0. Then E(a, e ,x) is weakly sharp 
across xl = 0, and the asymptotic expansion of its jump is 

I 8 1+ . (xl) H +1' (x'), 
'>0 m-p- J p -J-n 
J-

where the indices specify homogeneity. Here also 

H . (x') = I Q. n (D' )E(aHl ,x') 
p+l-J-n J~ n 

O~£~j 

with 8 j £ polynomials delined as follows by the formal expansion 
of a(~ )-1 in terms of rational functions with denominators 
powers of ~l 

a(~)-l = 

This expansion relates the singularities of E(a ,6 ,x) 
across the plane face to the behaviour of the elementary solutions 
of the localized powers. If the elementary solutions 
E(ak ,8 ,x) are themselves holomorphically sharp for large k 
and some y ~ ° with Yl = 0, then the above series converges 
for small x-y to the jump function of E(a ,8 ,x) , which is 
a locally bounded function as p < m, and is continuous if 
p < m-l. Indeed, the homogeneity of the terms in the series 
expansion show that the jump then has a form that can be given 
for any power ak as 
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where the indices again indicate homogeneity, and where H is 
holomorphic. 
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Also it can be shown that if the Petrowsky condition for a~ 

holds at y, that is, j3(a~ ,y ,S)* = 0 in Hn-3(Y* -y* nAt> 
with a~ being considered as a polynomial in Rn mod Cn , then 
Hkp+l_n(x) is a polynomial. In particular, if kp <n-l, it 
must be zero, so that E(ak , 8 ,x) is holomorphic across 
W(a ,S) at y. Thus if Y is in a lacuna for all powers of 
a~ (considered as a polynomial on Rn/C~) then H(x) must be 
a polynomial and so must itself or in its derivatives vanish for 
kp < n -1. Then, as stated above, E(ak ,S ,x) is holomorphic 
across W(a ,S) at y so that no singularity is carried on this 
sheet of the wave surface. 

As an application of this powerful result, it is easily seen 
that for n = 3, the wave front of a first order symmetric 
hyperbolic system carries no singularity on the relatively open 
plane parts associated with multiple points of its normal surface. 
For n > 3, the same will be true for hyperplane wave front 
parts if the appropriate Petrowsky condition holds. 

Thus the singular support of E(a ,S ,x) does not contain 
lacunas of the localization provided that certain homogeneity 
conditions hold. The local Petrowsky condition is thereby re­
lated to the global Petrowsky condition in the next lower 
dimension. 

Employing the localization method, Tsuji (5) has recently 
studied the case where p(~) = p(, ,~) is a product of strictly 
hyperbolic polynomials. Here , is dual to Dt = id/ot, t a 
fixed time coordinate, and ~k is dual to Dx = i%xk 
k = 1 , . .. ,n. THus k 

where 
about 

K C/.. 

p(, ,~) = II P.(, ,~) 1 , 

i=l 1 

p. has order m1· and I (Xl'mi = m . 
( 100 0) ,~ consider 

= (21T)-n-l r 
J n+l 
R 

-m( ) -m-l e dod~ 

Then for localization 

J 
i( t, + x~) 

= s 2n 1 
Rm+l P ( 0 0 ,~O) + s - (, , U) 
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Expanding in powers o~ -1 
s we have 

1 

S-N-l 1 
+ (N+l)! ~+l (0° , 1;0, s , T , i;)y 

where p is the local multiplicity of P at (a O , ~O) , and 

and is a polynomial of degree :'>mj . 

De~ine 

amd set ek = -m-k+p. Then the elementary solution has an 
asymptotic expansion: 

L 
j=O 

e. 
E.(OO ,1;0 ,T ,I;)s J 

J 

for which each remainder term 

e rOO N-l e J 
S- Nle-iS(to +xi; )E(t \' (0 ° ) j , x) - L EJ. a , i; , T , I; S 

j=O 

tends to EN in D'(RN+l ) as s 7 00 Also the singular 
support contains the union of all localized supports: 

SSE => u U 
(oO,t;°)E:Sn j=O 

supp E.(oO ,~O ,T ,~) • 
J 

Denoting this union set on the right by WF(E) , the wave 
front set, Tsuji shows that it is closed, and gives a special 
uniformity argument which shows that equality holds above, i.e. 
that WF(E) = SSE . 

The order of singularity of E on WF(E) is then studied 
using a Hilbert space definition of the order which gives 
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results ~ step different from our earlier definition based on 
homogeneity. It is shown by estimating orders of the Ek that 

1) For strictly hyperbolic P, the order agrees with our 
earlier value of -m + ~ n + ¥2 (homogeneous definition). 

2) If the multiplicity is constant and k -p£e, the 
singularity becomes k -1 steps sharper than in I), and 

3) If the multiplicity is not constant (multiple points), 
the singularity at a point of the ruled surface is ~(k-l) steps 
sharper than in 1). 

CHAPTER 4. THE HALF-SPACE PROBLEM, WITH CONSTANT COEFFICIENTS 

4.1 Boundary conditions for the wave equation 

We study here our first "mixed" problem in which boundary 
conditions as well as initial conditions are given. For the 
wave equation 

Lu t.u 

it is appropriate to give Cauchy initial conditions u(x, 0) 
= f(x) , Ut(x ,0) = g(x) , for x > 0, and a single boundary 
condition 

B(Dt,D ,D)u=h(t,y), x y 

for x = 0 , t > 0 and arbitrary y~, ... 'Yn' Thus 
u = u(t ,x 'Y2 , ••• 'Yn) is sought 1n the quarter space t > 0 , 
x > 0 . 

Since waves propagate with the maximum velocity c, it 
follows that any point more distant than ct from the boundary 
is not affected by the presence of the boundary condition, and 
we shall therefore not need to treat this region further. On its 
boundary x = ct -there arise possible discontinuities or 
singularities due to the onset of a wave emitted from the 
boundary at time t = O. Certain compatibility conditions 
connecting the initial and boundary data will determine the 
presence and magnitude of this wave. We shall chiefly treat the 
region ct > x in which the boundary conditions take effect. 

Consider the problem of the reflection of waves from the 
boundary; given that Lu = o(x -xo)cSn_l(y)cS(t) with zero 
Cauchy data and Bu = O. Waves spread with velocity c from 
the source and first encounter the boundary when t = xo/c . 
Their reflection or absorption is determined by B(,,~ ,n) 

Example 1. 

Bu = u = 0 for x = 0 . 
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The solution can be found by placing an opposite "image" at the 
image point (-x ,0) and the reflected wave has just the 
opposite. sign. ~e entire incident and reflected waves remain 
within the portion of the sphere r S ct, where 
r2 = (x -xO)2 + Ey2, where x > O. These results also hold if 
B contains only even powers of d/dx 

Example 2. 

au 
Bu = -- = 0 for x = 0 . ax 

This Neumann condition can be satisfied by a positive image at 
(-xo ,0) and the waves are reflected with no change of sign­
they are even functions of x. Velocity of propagation at most 
c is again observed. The same is seen to hold if B contains 
only odd powers of a/ax. 

If however Bu = 0 gives rise to wave propagation in the 
boundary, then we can only assert that the disturbance cannot 
reach any point with r > ct and x > ct - Xo • We now examine 
the region r > ct and x s ct - Xo which may be reached by a 
wave travelling on the boundary for a part of its path, and note 
that this will occur only if B contains both even and odd 
powers of d/dx. This problem was first studied by Bondi (1). 

Let 

v = Bu ; 

since we assume B has constant coefficients also, we have 

Lv = LBu = BLu = 0 

in the region r > O. Since v = 0 on B, reflection with 
change of sign only holds for v and hence v is propagated 
with velocity at most c Thus v = 0 for r > ct. That is, 
for x ~ 0 and r > ct we have 

Bu = v = 0 

Since u vanishes for r > ct, x > ct - xO ' it follows that 
there is a characteristic surface of the operator B separating 
the support of u from this outer region. Since u satisfies 
both Lu = 0 and Bu = 0 in r > ct, x S ct - xo ' the 
boundary of its support there must be a characteristic of L and 
of B. Thus we conclude that u vanishes in this region unless 
Land B have a common characteristic in r > ct > h , 
o < x S ct -h. This gives a second condition necessary for 
"faster than sound" boundary wave propagation. 

Bondi has shown that such "ultrasonic" propagation does 
occur for capillary surface waves. The basic equation is the 
wave equation, Lu = Utt - liu = 0 in three space dimensions. 
Let the surface be z = const. then the boundary condition is 
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Bu=lm+ --+----=0. ( a2 a2 ] au 
1 ax2 ay2 az 

As ~u = Utt we may write 

and now Land B have common characteristics namely z ± t 
= const. Hence "infinitely fast" boundary propagation may occur. 

To construct a solution, we place the origin at the image 
point 0 of S as shown in Figure 14. 
L~t r2 = x2 + y2 + z2 , 
r 0 = x2 + y2 + (z + 2h) 2 
and p2 = x2 + y2 . I 
We set 

u 

where 

Uo 

is the 

U 
1 

= U o + u 1 + u2 

H(t -ro) 
= 

ro 

emitted wave, 

= H(t-r) 
r 

p 

and Fg. 14. 

h 

h 

o 

Field point 
and image I 

P source 
in plane. 

is the first approximation by even reflection to the reflected 
wave. Then the remaining "diffracted" wave u2 satisfies 

BU2 = [£ + 2(£ __ £]]u2 
at2 az at2 az2 

2a 2 H(t -r) 
=---.;;:~-;;..<.. 

r 

= -~ <5' (t - r) . 
r 

Also Lu = 0 and u = 0 whenever z +h >t • 

z=h 

0, 

As the equation for u contains no derivatives 
x or y, a solution of the form 

with res-
pect to 

,p) = r dt;; r dTH(-r ,t;; ,p)F(t-l ,z-t;;) 
_00 0 

cp(t , z 

maybe tried, where H(t, z ,p) = -2r-1o'(t -r). This will 
satisfy all conditions provided the kernel F satisfies 
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BF 

F( 0 ,Z) = 0 

[(1 + ~) aF( t , Z)J = 0 (Z) 
az at -'t=o 

A typical exponential solution for BF = 0 is 

exp[iuz ± iut/l ;~u] • 

Combining these to satisfy the other two conditions, we are led 
to 

F( t ,z) J
oo eiuz sin(ut~) 

2~ du--- ~.u 
_00 1 +iu u ---

1 +iu 

In the integrand, the only singularity is the essential singu­
larity at u = i, and we choose the path of integration to 
pass above u = i. Then F(t, z) will vanish whenever the path 
of integration can be closed by the upper infinite semicircle. 
Hence it follows that F(t ,z) = 0 for z > t . 

Thus in the expression for ~ we need only consider values 
of l; and T satisfying t - T 2: z - l;, or l; > Z + T - t. As 
H( T , l; ,p) = 0 for l; > T, we find ~(t, Z ,p) = 0 for Z > t. 
Thus ~ satisfies the correct boundary relation and vanishes 
for z > t. The consolidated expression for ~ is now 

~(z ,t) 

~ t-p2 

_A2_p2 

Joo iu( z-l;) I, ~( ~l ~ du..::e-l-+-l"....u- cosLu/~ t -11;;2 +p2L 
1l;2+p2 _00 

for t 2: P , 
interval for 

while ~ = 0 
l; given by 

for t < p • In the permitted 

z + A2_p2 2: Z - l; ± {t _1s2+p2} 2: Z _A2_p2, 

we see that the path of integration can again be closed if 

z> A2_p2. That is, r > t , Z > 0 imply ¢ o as well. 
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Hence ~ is confined to 
velocity of sound. But 
~ -+ '" as p -+ O. Also 
equation at p = 0 

regions that can be reached with the 
~ cannot coincide with u2 ' for 
~ turns out not to satisfy the wave 
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A new complementary integral ~ is thus 
the wave equation and boundary condition, and 
above singularity. Bondi shows that it is 

required, satisfying 
cancelling the 

~(t , z , p) = -~ r du Ie::: cos [ut/l !~~]Ko (I (1 ~~u) J ' 
-'" 

where ~ath of integration also passes above z = i, and 
He ulll + iu > 0 along the path. By closing the path of integra­
tion one finds that W = 0 for z > t. A detailed calculation 
is necessary to show that the singularities for p = 0 cancel. 
Then we can take u2 = ~ + ~ and Bondi shows that this solu­
tion is unique. 

By the steepest descent method it can be shown that for 
p > 5t , 

so there is a very small signal at large distances close to the 
boundary. For 1.05 ~ pit ~ 4.98 the values of ~ oscillate 
and decrease exponeetially, while for pit ~ 1.05 they oscillate 
with damping as p-~ only. 

This capillary wave problem is the first known example of a 
well posed and physically meaningful ultrasonic boundary wave 
propagation. 

4.2 The Oblique derivative problem 

As a further example of a boundary condition for the wave 
equation, let us take the oblique derivative boundary condition 

dU dU dU 
Bu = at - a. a; - (3 dX = 0 , 

where the boundary is z = 0 and the domain the half space 
z > 0 in three dimensions. 

For the source solution take 

u1(x,y,z,t) = o(c 2t 2 _r2) , 

where r2 = x2 + y2 + (z - Q,) 2, the source being thus located at 
(0 , 0 , JI.). The first reflected wave front may be represented by 
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where r l is the distance from the image point: 
ri = x Z + y Z + (z + .Q,) Z. We choose to represent the full solution 
u as follows: 

so that u3 satisfies the wave equation 

- c2L\u = 0 Utt 

and the boundary condition 

BU3 = B( u2 - u l ) 

= ((l~ - 13 (lOx} (uZ - u l ) 

(l 
-a !J / U -u) 

a;"2 1 • 

As the first terms cancel by symmetry, and the second terms in 
ojaz are equal and opposite on z = 0, we find 

Thus 

We treat this condition as an inhomogeneous first order partial 
differential equation for u 3 ' of the form 

u - au - Su = g( x , z , t) t z x 

The characteristic equations are 

dt dz dx 
T = ~ = -13 ' 

with first integrals z + at = zl ' x + St = xl' Setting also 
t = tl ' we have 

and 

(lot (x,z,t) = 
1 

z = z I - at I' t = t I 

u - au - Su = g ( x - St , z 1 - at I ' t 1 ) t z x 1 I 

The solution of the first order equation is therefore 
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tl 

U 3(X ,z ,t) = J g(X l -f3, ,Zl- a , ,T)d, 
o 

where 

2 
r 1 = 

= 

where 

A = 

B = 

C = 

tl 
= 4a I (z -a, +Q,)0,(c 2,2 -r~)d, , 

o 

(Xl _f3T)2 + y2 + (z+Q,-a,)2 

A,2 + B, + C , 

a 2 + f32 

-2 (f3X1 +a( zl + Q,)) 

x2 + y2 + (z +Q,)2 
1 1 
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In the integral for u 3 we see that the contribution will 
be zero unless c, = r 1 within the interval of integration. 
That is, the linear characteristic must encounter a point of the 
reflected wave front. Hence we see that the contribution is con­
fined to those points which lie in the "shadow" of the reflected 
wave front as defined by the linear characteristic rays. 
( Figure 15) • 

Noting that 

...2:..(C 2T2 _r2) = 2(c2 -Ah - B , 
dT 1 

we find 

_z",--.....:a.....:T=--+-,JL_ 0' (C 2T2 _r2)d(c 2 ,2 _r2) 
2(c2 -Ah -B 1 1 

d [Zl- a 'l+JL I 
= -4a H ( ct 1 - r 1) ----"=----=-2- J 

d(C 2 Tf -r 1 ) 2(c 2 -A) '1 -B 

H(c\ -r1) (aB -2(c2 -A)(ZI +Q,)) 
= -4a 3 

(2(c 2 -Ah1 -B) 

Here T1 denotes the root of c2,2 -r~ = 0, and we see that 
the denominator of the expression for u 3 vanishes only when the 
reflected wave front is tangent to the characteristic line 
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through the field point. That is, the singularity of the wave 
lies on the characteristic surface formed by the shadow lines 
tangent to the reflected wave surface. (Figure 15). Thus an 
ultrasonic wave appears, if and when the direction (-6,0 ,-a ,1) 
becomes tangent to the reflected wave cone at a point of the 
physical half space z > o. This is possible only if 
a. 2 + 6 2 > c 2 • 

4.3 The line source earthquake 

The propagation of elastic "earth quake" waves in a half 
space, a fundamental problem in seismology, has been studied by 
many authors including Rayleigh (1), Lamb (1), Lapwood (1), 
Nakano (l, 2), and Sobolev (2, 3). Here we shall describe only 
the simplest case of a surface line source parallel to the y 
axis, referring the reader to Ewing, Jardetsky, and Press (1, 
eh. 2) for more complete details. 

-+ 
For the displacement vector u in the elastic wave equations 

take scalar and vector potentials ~,~ so that 

u = grad ~ + curl ~ • 

It then follows easily that ~ and ~ satisfy wave equations 
with the pressure and shear wave velocities 

where pa. 2 = A + 2~, p6 2 = ~ with p density, A and ~ the 
isotropic elastic constants. 

For the two dimensional problem with z representing depth 
below the surface, x horizontal distance from a source point, 
the potentials satisfy 

u = ~ - ~ x z 

The surface or boundary conditions of vanishing stress are 

pzxl z=O 
= ~(w +u ) x Z 

pzzi = AS + 2~w 
z=O z 

= ~(2~ +~ xz xx 

=AtI~+2~(~ +~)= zz zx 

The plane wave expressions 

~ = Ae-vz-ikx+iwt ~ = Be-v'z-ikx+iwt 

satisfy the wave equations provided 

o . 
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Fig. 15. Oblique ultrasonic wave front. 

o 00 

k 

Fig. 16. Contours of integration. 
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w 
= -

0. 

and we choose the coefficients A, B to satisfy boundary con­
ditions representing a force applied vertically to the surface: 

p I = 0 xz z=O pzzi z=O 

-ikx+iwt 
= Ze 

Inserting the plane wave expressions in these conditions, we find 
the linear system 

2Aivk - (2k2 - k2 )B = 0 
f3 

(2k2 _ k2)A + 2ikv'B= Z(k) 
f3 j.J • 

leading to the expressions 

A 
2k2 -k~ Z(k) Al 

F(k) • -j.J- = F(k) 

where the determinant 

2ikv Z(k) BI 

B = F(k) • -j.J- = F(k) 

is known as Rayleigh's function. Apart from its branch points, 
F(k) has a zero K at a point greater than kS ' Numerical 
calculation shows that the corresponding (reciprocal) wave 
velocity is 92% - 95% of the shear wave velocity (j.J/p)~. de­
pending on the ratio of A to j.J. Choosing values for the 
roots v, v' with Re v ~ 0, Re v' ~ 0, we see that the 
free waves arising from this zero, diminish exponentially as 
depth z increases. They are known as surface waves, or Rayleigh 
waves. 

To represent a line source of strength 
set Z(k) = -Qdk/2TI and integrate over k, 
Thus 

Q at x = 0 , 
and then over 

[ 1 J
OO JOO [ -vz 1 

: = 2~ :::-",,1 
-i(kx-wt) 

e 
-=---F~( k"""'):---- dkdw . 

_00 _00 

we 
w • 

Considering first the inner integral over k, we select branch 
cuts in the k plane so that Re v ~ 0, Re v' ~ 0 . 

For complex w = s - io , c;; = k + iT, we have ko. = (s - io ) /0. and 
v 2 =k2 -k;= (k+iT)2 - (s_ia)2/o.2 = (C;;2+iT)2_ (s_ia)2/o.2 so 
that Re v = 0 requires that 
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be real and negative. Then 

Thus the branch cut will lie on a hyperbola defined by the first 
of these conditions, and on the part of it described by the 
second. For s > 0 the branch cuts and pole are situated as in 
Figure 16, and the integral along the real axis can be expressed 
as a sum of two branch cut integrals, a residue at K, and an 
evanescent large semicircle term. 

The residue at K = K1W yields the Rayleigh wave terms 

-iW(K 1X -t) 
e dw [<PI] = i j'" [Ai (K1)e -vz ] 

\)Jl B (K )e -\l'Z 
1 1 

W 

_'" 

where the homogeneity of A, 
factor out all terms in w. 

B and F in k has been used to 
W~iting \I = \lIW, \I' = \llw , 
Kl - S-2, we see that the contri­

from the poles are, in vector matrix 

2 2 _2 ,2 = 
where \11 = Kl - a , VI 
but ions to the displacements 
form, 

[::] = 

_00 

But 

1 1 d J
'" -\I wz-iw(K x-t) 

e W 

_'" 

-iw(K 1x -t) 
..::e_-:::77_'--_ dw • 

F' ( K 1 ) 

I'" -w ( \11 z+i (K 1 x-t)) JOO W ( \11 z-i (K 1 x - t ) ) 
= e dw+ e dw 

o 0 

1 1 
vIz +i(K1x -t) + \llz-i(K1x -t) 

= ___ ..;;;2 __ _ 
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Hence the Rayleigh waves are smooth, within the wave fronts, and 
are an a~proximation to the delta function for small z. Indeed, 

[::1 [
-iK 

2i 1 

vI 

The wave maxima follow the boundary with velocity Kl which is 
slightly less than the compressional wave velocity. Note that 
the amplitude of this wave does not diminish with time or dis­
tance. 

Returning to the expressions for the potentials ¢ and ~, 
we note that F(k) contains only the product vv, and is there­
fore single valued if a cut is made along the ~~al axis from ka 
to kS' It is possible to express -~¢ and 3t in terms of 
integrals having this same single-valu~d property except on this 
cut. 

Thus 

_00 _00 

Set k = KW , 

of kS, v and 
so that 
F(k) 

_00 _00 

-vz+i (kx-wt) dkd ve w . 

dkdw = wdKdw , 
We find, with 

dK 

Kx-tJ 
VIZ 

2J' 

and use the homogeneity 
v = v 1w , 

where the inner integral is evaluated as above. The new integral 
in K has integrand single valued except on the cut. Deform the 
contour using a large lower half plane semicircle, which gives 
zero contribution as the integrand is O(K-2 ) for large K. 
The contour now becomes a loop about the positive real axis. As 
the integrand is single valued for 0 < K < Ka = a-l and for 
K > 6-1 these parts of the contour cancel, except for the 
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R~leigh pole earlier evaluated. We are left with a loop contour 
C about the cut a-l ~ K ~ 8-1 , and therefore 

dK 

where ¢ = ¢ + ¢ 
. t t' 1 2 ~n egra lon over 

the first term being the Rayleigh wave. An 
z from "" to z then yields ¢2 which can 
for z large. be taken to vanish 

Similarly, 

2.1 = -1 JooI 
. -v'z-i(kx-wt) 

2~kvwe dkd 
at 2iT F(k) w 

-"" -w(v'z+i(Kx-t)) 
2iKv 1e 1 

-1 
J""I dKdw =- F( §) 2iT 
_00 

-1 r 2iKv 1 dK 

= 2rrz 
'( (KX _t)2] _00 F(K)vl 1 + -,-

VIZ 

where k = KW and w is again integrated out. Since vl has 
branch point K = a-l and v' has branch point K = 8-1 , it 
follows that the quotient v17v~ is single valued except on the 
cut. Thus a~/at can also be expressed as a sum of a Rayleigh 
pole contribution and a loop contour C integral. The latter is 

dK 

and ~2 can be determined by integration over time from 0 to 
t. We shall omit further details. 

Observe that the loop integrals represent a bundle or 
packet of waves that propagate with velocities from a to 8. 
There are two sharp wave fronts represented by the leading and 
trailing edges of this packet. By the Paley Wiener theorem it 
can be shown that ¢ and W vanish outside the leading wave 
front, and this is an instance of a general result for hyper­
bolic boundary conditons discussed in Chapter 4. The Rayleigh 
wave trails the inner wave front, and at large distances becomes 
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the largest term. 

4.4 The General Mixed Boundary and Initial Value Problem 

Consider a hyperbolic operator P(D) of higher order m, 
an initial manifold t = xn+l = 0, and a boundary hyperplane 
xl = x = O. We now study the construction of a formal solution 
for appropriate mixed boundary conditions. In the following 
section we take up the deeper existential problems for what 
boundary conditions is such a problem well posed. Here we con­
sider a source point at (l/" 0 , 0 ,0 , ••• 0) and construct a 
reflected wave solution for the waves generated by this point 
source. Thus Pu = 8(x -l/,)8n_l(X)8(t) , and u == 0 for t < 0 • 

Let Ak(S, Sj) , k =1 , ••. ,m be the roots of p(t;) 
= P(SI ,Sj ,A) = 0 where Sn+l = A A plane wave solution is 

i(xs+x. 1;. +tAk ) 
e J J 

and on the boundary x = 0 it induces a disturbance with tangen-
tial wave numbers (Sj' Ak(S ,Sj) Reflection in the form of 
waves travelling towards positive values of x can take the form 

i (x. lJkn+x.S .+tAk(S,S.)) 
~ Tv J J J e , 

where P(lJkl/, ,Sj ,Ak) = 0 with Sj ,A given. We select those 
roots lJKl/, with Re(lJKl/,)Ak < 0 which represent wave propagation 
in the reversed direction of increasing x. Thus we have 
l/, = 1, ... ,kl ' where kl is the number of characteristic sur­
faces issuing from x = 0 into the domain x > 0, and is equal 
to the number of boundary conditions. 

Let the boundary conditions be 

Bh(D ,D ,Dt)u = 0 x X' 
h = 1 , ••.• kl 

for x = O. The distinct polynomials Bh shall be linearly 
independent and may involve high orders of differentiation. T!ius 
a plane wave with phase 

==k = (x-R,)t; + x.s. + tAo (s ,1;.) 
J J K J 

gives rise to a trial solution 

i(xlJ n+x.1;.+tAk) 
( ) KTv J J 

ch S ,s j ,Ak e 

Applying the boundary conditions, we find that the coefficients 
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ch are to be determined by the relations 

Now let 

h,R.=l, •.. ,k. 

We also write 

, 
where ]..lk.Q, = ]..lk.Q, for R.;;th, ]..lkh = E;, Then 

c.Q,(E;, , E;, j , Ak ) = -HE;, L'>.Q,(E;, , E;,j ,Ak ) 
-e 

L'>(E;,j'\) 

With Ak = Ak(E;, ,E;,j) , this reflection coefficient pre­
scribes the amplitude and phase of a reflected wave of the .Q,th 
mode produced by an incident kth mode. The above quantities are 
all algebraic functions of (E;, ,E;,j) and L'> is a symmetric 
function of the ]..lkR., .Q, =1 , •.. , k 1 • The "boundary discrimin­
ant" L'> can be regarded as a pseudo-differential operator 
governing the propagation of waves on the boundary. We can con­
struct a normal surface SB and wave surface WB for L'>; it 
is convenient to regard SB as a cylinder in Rn with 
generators parallel to the E;,l axis. A zero of L'>(E;,j, Ak) 
gives a set of wave numbers for which the boundary conditions are 
not independent with respect to P. These characteristic or 
resonance frequencies of the ~ will give rise to surface waves. 
Real zeros of L'>, that is, zeros for which ]lk.Q, is real, will 
give rise to new wave fronts that may be of the ultrasonic or 
supersonic type. Zeros corresponding to complex values of the 
]..lk.Q, give rise to exponentially attenuated waves within the space 
region, which are called Rayleigh waves in seismology. Branch 
points are possible in the ]..lk~(~j' Ak) and these also give rise 
to "branch waves" or "head waves" with ruled surface wave fronts 
having geometry related to the intersection of reflected wave 
fronts with the boundary. To calculate these waves we must form 
the full expression for the reflected elementary solution (Duff, 
5, p. 204). 

We take the incident elementary solution in the form 
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.-m j K(t ,X) = _1. __ 

(27T)n 
Rn 

m 

I 
k=l 

and the reflected term then becomes 

II J/, (~ '~j ,Ak ) 

ll(~j ,Ak ) 

Upon carrying out the usual radial integration over I~I, 
we find the following distributional expression for K2 

where 

t 
n 

m 
I 

k=l 

dQ 
n 

p ( , Ak ) (::0: + iO)n-m+l ' An, nj -

H = !::ko = xllo(n. ,Ak(n.»)+ X.n. + tAk(n ,n.) - J/,n(n.) • 
'" ",' J J J J J J 

For this last step, we must assume that P is homogeneous so that 
all Ak(~ '~j) , llk(~j ,Ak) are homogeneous of degree one. In 
the contrary case, a series expansion in the style of Atiyah, 
Bott and Garding (1), can be e~ployed with first term still homo­
geneous as assumed here. 

Each term above gives rise to a reflected wave front which 
is the envelope of EkJ/, with respect to the dual variables nj 
The singularity and asymptotic expansion for each of these main 
reflected wave fronts can be found using the method of stationary 
phase as in Chapter 2 above. The order of the singularity is the 
same as for the incident wave, and the amplitude involves the 
reflection coefficient as well as other integrand factors con­
taining the llkJ/,' Ak and normal surface curvature terms. For 
details we refer to Duff (5, pp. 205 - 207) • 

The geometry of these reflected wave surfaces brings in the 
head waves that arise from the branch points of the llkJ/,(~j , Ak). 
Consider the case of two wave fronts, fast and slow, respectively. 
Reflection of the fast front creates fast and slow reflected 
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fronts with the slow front inclined more nearly parallel to the 
boundary and hence able to "keep up" with the oblique motion of 
the intersection of the incident fast front with the boundary. 
The slow incident front likewise gives rise to fast and slow re­
flected fronts, but after some time the fast reflected front must 
break away -ahead of the boundary intersection of the slow front. 
The trace of this reflected fast front on the boundary leaves a 
reflected slow wake called a head wave. In such a case there is 
a branch point of the ~k~(Sj' Ak) which gives rise to this term. 
(Figures 17,18). 

By asymptotics it is found that the sharpness of a head 
wave front is one degree less, and the time attenuation one degree 
more, than the other fronts involved. (Duff, 1, p. 213). 
Complex branch points can also give rise to waves that are smooth 
except at the attachment point of a slow reflected front to the 
boundary, see Brekhovskikh (1, p. 290), and Deakin (2, p. 236). 

Consider now the supersonic or ultrasomic or "lateral" 
waves that will arise from a common real zero of ~(Sj' A) 
and p(s ,Sj ,A). Let A = Ab(Sj) be a real root of ~(!;j ,A) 
= 0; the corresponding sheet of SB is a cylinder with 
generators parallel to the !; axis and it corresponds to a wave 
surface on the boundary itself. We suppose that SB has a real 
intersection with S, corresponding to the existence of real 
roots ~£(!;j ,Ab) satisfying p(~£(!;j' Ab ) ,Sj ,Ab) = o. This 
n -2 dimensional locus (~£ ,!;j) on S generates a corres­
ponding ruled wave surface that joins sheets of WR to the 
boundary as a supersonic wave front. (Figure 19) . 

In the integral for the reflected wave we choose a contour 
integral form for the A variable, obtaining 

i= 
e £ dAd!; 
p( t;; ,t;; j ,A) • 

Note that the contour C(Sj) can now be chosen independently of 
t;; which does not appear in Mt;;j' A) whose zeros are the object 
of study. Thus the integration over ~ can be done first, with 
the understanding that powers of t;; in ~£(t;;, t;;j , A) can be 
replaced by ia/a£ operating on =£ = -£t;; + Xjt;;j + X~2(A ,t;;j) 

+ tA and on 
i E£ 

e 

fOO -Ht;; 
e dt;; 

p(S,t;;.,A) 
J 

The integral over t;; then takes the form 
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--~ 

/ 
Fig. 17. Normal surface components for reflection of a slow 

incident front. 

(a) (b) 

Fig. 18. Reflection of a slow incident wave front (a) early 
stage (b) late stage. 
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and may be evaluated by residues in the lower half s - plane. 
However residues exactly on the real contour will appear with 

105 

. factor ~ as we interpret all these integrals as distributions, 
in this case with principal values. So we find 

ni I 
v real m 

I 
Imv <0 

m 

-Hv (s. 
e m J 

, J...) 

, J...) , 

where vm denotes a root of P(Vj ,Sj , A) = 0 . 
If vm is a "reflected" root J.l!l, then the determinant 

~!I,(vm' Sj ,J...) will be zero if m 7 !I, and equal to ~(Sj' J...) 
if m = !I,. 

Let us now reconstitute the integral for K2 

~n(V ,s. ,A) 
Yo m J 
~(S. ,A) 

J 
P ( /:,1) , 

/:V 'So /\ 
S m J 

where 

=nm(J...) = X.S. + XJ.lJA ,S.) + tJ... -!I,v (S. ,J...) • 
'" J J Yv J m J 

Here the prime on the summation sign 
"reflected" values of m for which 
no poles arise. With this in hand we 
eValuation of the integral over A , 

1 j -( -2-n )-'n"---l-i-m 
n-l 

R 

denotes omission of the 
!1ji,/IJ. is zero or unity 
carry out the residue 
obtaining 

b . 
P/:(v 'So ,A ) s m J 

and 

After the radial integration which is possible as Ps ,~!I, and ~ 

are homogeneous functions, we obtain 
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We omit details of the stationary phase evaluation of this 
singularity, but observe that there is one less n -integration 
so the order at a point of nonzero curvature is ~ greater than 
that of the main sheets of W. The order is s-(~in-m+2) and 
also the leading term is homogeneous of degree -(~ -1) 
in x ,t, and £ jointly. For details we again refer to 
Duff (5. p. 217). 

The geometry of the wave front W~m is deducible by duality 
from the geometry of SB and S As W~m corresponds to 
SB n S = L£, we see that W~m is tangent to W£ the ordinary 
reflected sheet, and to WE the "boundary wave surface". Each 
generator of W~m is a ray, or half-line, as each root ~ is 
necessarily a reflected root only. The supersonic wave front 
makes its appearance at the boundary when the reflected sheet 
W£m first becomes tangent to it, or dually, when the expanding 
cone of normals of the reflected sheet first reaches L£. 
(Figure 20). 

The famous example of Rayleigh waves in seismology shows 
that there may be zeros Ab(nj) of the boundary discriminant 
~(Sj A) such that ~£ or vm in the expressions above are 
complex valued, not real. The wave contributions then arising 
are generally smooth, with certain exceptions when source and 
observation point lie on the boundary. There are several 
qualitatively different cases depending on the geometry of SB 
in relation to the incident normal sheet Sm and the reflected 
normal sheet S£. For example, if SB lies outside both S£ 
and Sm so that ~£ and vm are complex valued, then there 
will be a smoothly varying contribution for £ > 0, or x > 0 
It will appear inside the reflected wave sheets and will have 
the form of the distribution (=: +ic)-q, q = ~n +2-m, where 
£ is related to values of x and £. This contribution can 
be large near the boundary if ~n + 2 > m as in the elastic wave 
case where m = 2, n = 3 for this purpose. 

4.5 Singularities and localization 

The singularities of the reflected wave have recently been 
studied by Tsuji (5) and Wakabayashi (1) by the method of 
localization used by Atiyah, Bott and Garding. Their methods may 
be somewhat more elaborate in a general case than those described 
above, but are also capable of great precision when carried out 
in full detail. The order of a singularity is defined by Tsuji 
using a Hilbert space which leads to numbers one half step higher 
than those used above which were based on orders of homogeneity. 
Tsuji and Shirota (1) give an example of fourth order 

P(D) = (D2 _D2 _D2) (a2D2 _D2 _D2) 
t x Y t x Y , 

where a > 1, where a head wave appears with the boundary 
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Fig. 19. Normal surface and boundary normal cylinder sheets. 

(a) (b) 

Fig. 20. Formation after reflection of supersonic boundary 
wave sheets. (a) early stage (b) late stage. 

107 
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conditions BI = 1, B2 = Dx' However when the boundary condi­
tions are B = 1, B2 = Di the branch point disappears and 
there is no head wave. This could also be seen from the symmetry 
with respect to x as discussed for one boundary condition. 

A brief account of the recent work of Wakabayashi (1) will 
now be given and it is noted that Tsuji (5) has also given very 
similar results for homogeneous operators P for the full space 
Rn+l as well as the mixed problem in Rn x R+ The notations 
used are those of Atiyah, G~rding and Bott (1) unless otherwise 
stated. For the mixed problem 

P(D)u(x) = f(x) X E Rn 
+ Xl > 0 

D~U( 0 , x") = 0 
1 

0 ;<; k ;<; m-l x > 0 
n 

Bj(D)U(X) Ix =0 = 0 
n 

1 ;<; j ::; £, xl > 0 

the number £ of boundary conditions equals the number of roots 
iI+ of P(~' -iy<j>' ,iI) = 0 with positive imaginary parts for 
y > Yo' Let 

P+(S;' ,iI) = II~=l(iI-A;(~')) , 

where ~' 
with r = 
contains 

The 

~n-l " ,k' • r and r _ { ,. , ~n-1 ( , 
E::. - 1 YO'!' - 1 0 ' 0 - <;. E::. ; E, 
r(p ,<1» that component of {E, E ~n ,p(~) ~ o} 
<j> the given time1ike direction. 

Lopatinsky determinant is 

[ 
1 j B. (S;' ,A) Ak- l 1 

R( ~') = det 2ni J P + ( ~' , iI) dil 
J J" ,k=l n , ... ,,,, 

,0) Er} 
which 

and it is assumed the problem is E well posed, that is, 
R(S;' +s<l>') ~ 0 for s' E :::n-l and 1ms < -y and Ro(<I>') ~ 0 
where R (E,') is the principal part of R(S;') • The reflected 

" 0 wave 1S 

F(x ,y) 

exp (i( x ' -y' ) • E,' - y E, + x E, ) n n n n+1 

where n E Y ,e + r, n' E y ,e' + ra , nn+' = 0, and 
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Rjk(~') is the k-j Lopatinsky cofactor. 
The method of localization is exploited to study the singu­

larities of this reflected wave. Let r = {~, E3n- l ,(~"~n) E r 
for some ~n E 3} . oThen it is shown that R(~') is holomorphic 
in ~n-l _ iYi~' - ir. The terms homogeneous of each degree in 
R(~') are studied by expanding 

h 
R(t~') = t O[R (~') + t-lR (~') + t-2R (~,) + ••• o 1 2 

hOO being an integer. Then E c 3n- l is defined as 
f {~' E r , R (-i~') ~ o} that contains ~' ; E 

convex cone, R~~') ~ 0 for ~'E 3n- l - IYI~' - if 
is star shaped with respect to ~'. 

The localization of R is defined by a series 

the component 
is an open 

, and ~ 

\ihlR(\i-lr~o'+n') = I Q.(rn'))/L + O(rhol+l/L) , 
j=O J 

where \i is small and hI rational. Then 

the component of {n' E r 0' ; Q~(-in') ~ O} 
~ 

~ is defined as 
[,0' 
that contains ~', 

where Q~(n') is the principal part of Qo(n') ; this set is an 
open convex cone. Also defined are sets 

r 
(~o, ~o ) 

, n+l 

where certain simple reflected roots only are represented in P+. 
Then let 

r 0 = (r(p 0 ,JL) x 3) n r(~O '~no+l) n U: 0 x3 2 ) 
€ ~ ~ 

The reflected wave has a localization expansion (we assume 
Yl = = Yn-l = 0 ) 

Po 
t exp[-it(x' ~Ol_ Y ~o + x ~o )F(x' y x) 

n n n n+1 ' n ' n 

where 

00 

L F (x' 
j=O ~O,j 

'/L x y)t-J 
, n' n 

Po is rational and L an 
00 _ 

(x' ,x ) U j=O suppF_ o . 'Yn x 
n 

~ ,J 

c WF(F(x' 'Yn ,xn )) , for 

integer. Also it is 

[{~O 0 
, -~n 

0 
'~n+l}] 

~o ~ 0 

shown that 
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and that the closed convex hull of the supports, 

where the support cone K is defined as 

K = {x' 'Yn ,x) EX, x'on' -y n +x n l~otiild; oJ 
~O n n n n n+ ~ 

Recall that the wave front set WF(u) of a distribution u 
is a subset of the tangent bundle T*(Rn+l)\O defined as the 
intersection of the characteristic sets yeA) of pseudo­
differential operators of class LO , where Au E COO : 

WF(u) = n y(A); 
AUECoo 

yeA) {(x,~) E T*(Rn+l)/O , lim a(x .t~) = O} 
t-+oo 

Since A may be 
that the spatial 
subset of SSu, 
p.120). 

taken as a COO function on Rn+l , it follows 
projection 'lTWF(n) = {x I (x ,~) E WF(u)} is a 

and in fact 'lTWF(x) = SSu, see Hormander (4, 

The analytic wave front set WF!(u) is defined indirectly 
as the complement of that set (x ,~) E T*(Rn+l) \ 0 of the 
points (xO' ,y~ ,xg) ,~O) such that for some seQuence ¢N 
described below, there is a conic neighbourhood 6 of 
~o in ;:n+l \ 0 with 

F(x' ,y ,x )[¢N(u)](O ~ C(CN)N(l + Igl )-N 
n n 

for ~ E 6 . 

Here {¢N} E C~(Rn+l) satisfies 
hood of (x,O yO x O) in Rn+l , n , n 

Ina¢NI ~ C(CN)lal for lal ~ N. 
Wakabayashi defines two more 

and 

¢N = 1 on a fixed neighbour­
independent of N, and 

sets: 

KO = {( X ' Y x) E X X ' ° n' - y n + x n ;::: 0 -° ' n ' n' n n n n+ I 
~ 

for all n E 

Here for ~O' = 0 . 
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Then he shows that 

This theorem gives an outer estimate of the singular supports of 
the reflected wave functions, and some information of the wave 
fronts as well. An example is given in which the Lopatinski con­
dition is not satisfied, and a particular reflected wave front 
does not appear in consequence. As the complete details are 
intricate, we refer to the forthcoming papers of Wakabayashi (1) 
and Tsuji (5) for proofs and explanations. 
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CHAPTER 5 

Well posed mixed problems for hyperbolic systems with constant 
coefficients. 

1. Stable boundary conditions. For the initial value problem 
for a hyperbolic system, existence theorems have been established 
under very general conditions for constant coefficients and 
variable coefficients, Hormander (1,Ch.9), Garding (2). For the 
mixed initial and boundary value problem, general existence proofs 
and the enumeration of correctly posed boundary conditions are 
still quite recent even for constant coefficients. Here we shall 
describe work of Hersh (1,2) who analysed the algebra of boundary 
conditions and showed that a certain stability condition is neces­
sary and sufficient for the mixed problem to be correctly set. 
We follow the treatment in Hersh (2) which applies to general 
hyperbolic systems with constant coefficients, and will describe 
the case of a single hyperbolic system of higher order. Consider 

P(Dt,Dx,Dy.H!=O l::;j::;m 
J 

where P is an n x n matrix of polynomials and U an n-vector. 
Let P be correct in the sense of Petrowsky, that is, all roots 
, of the characteristic equation det P("i~,in) = 0 satisfy 
Re L < MO for some constant MO independent of ~ and 
n = (nl~ ... ,nm)' Equations correct in the Petrowsky sense in­
clude hyperbolic equations for which in the case where P is 
homogeneous all roots L satisfy Re T = 0 (corresponding to 
ImA = 0 if A = -iT). Parabolic equations such as the heat flow 
equation, Ut = ~u , or Schr5dinger's equation Ut = i~u or the 
vibrating elastic plate equation Utt + ~2u = 0 can also be 
seen to satisfy the Petrowsky condition. Indeed this is the 
natural condition for correctness of the initial problem, because 
it has been shown (Shilov, 1, p.262) that the initial or Cauchy 
problem has a square integrable solution for all square integrable 
initial data if and only if the Petrowsky condition holds. 

Now let P[u] = 0 for x > 0 , t > 0 and y E Rm. Assume 
given Cauchy data which are of integrable square for t = 0 • 
Actually by subtraction of a solution of the Cauchy problem we 
reduce our mixed problem to the case where the Cauchy data are 
zero. Then there are given k boundary conditions for x = 0 , 
t > 0 and y E Rm ,where k will be determined below by the 
character of the roots of det P = O. The boundary matrix B 
is R x nand 

B[(Dt,D ,D )U] 0 = F(t,y) x·y x= 

where F is a k vector on the boundary. 
Hersh now goes about the determination of all B such that 

this problem is correctly posed in L2, and the specification of 



HYPERBOLIC DIFFERENTIAL EQUATIONS AND WAVES 113 

k is an important partial step. The boundary data F are taken 
as a delta function set FO = o(t)O(Yl) •.• o(Ym) Ik where Ik 
is the k x k identity matrix. Then in FO = BU we take U as 
an n x.k matrix with entries consisting of k n-vectors, and we 
think of this U as a Green's matrix. Then a solution V for 
arbitrary data F(y) can be written as a convolution over the 
boundary: 

Let the boundary space N be the set of all n vectors U 
such that PU = 0 for x > 0 and t > 0 , and BU = 0 holds 
for x = 0 , t > O. Consider now exponential solutions 

where the sum is taken over roots ~s of det p( 'l~' ill) = 0 . 
Here Cr,s is a constant n vector, and for a root ss of multi­
plicity ms , then r = O,l, .•. ,ms-l. The finite dimensional 
linear space E(" ill) of these exponentials divides into sub­
spaces E-(Re~ < 0) and E~(Re~ > 0) respectively of dimensions 
~ and ~. Since there are no roots ~ for Re, > MO as 
P("s,i n) ;t 0 then we have in this case E=E- ED E+. Notice 
also that when ReT> MO we also have d-= const., because the 
number d_ of roots with negative real part could change only if 
there appeared a root with zero real part. But this has just been 
seen to be impossible. 

The boundary conditions B and boundary space N will be 
called unstable if N contains exponential solutions U in 
E- (T. i 11) for real nand , with real part posi ti ve and 
arbitrarily large. Such a boundary problem cannot be well posed, 
as a sequence of solutions bounded initially but increasing with­
out limit at any later time t can be selected. 

If N is stable, (not unstable) but the N obtained by 
dropping any boundary condition is unstable, then N is called 
maximally stable. If N is stable, then N n E- ( T , i 11) = 0 for 
Re, > Ml ' n real. Let W be an n x d_ matrix whose columns 
form a basis for E- (T , ill) . Applying the k x n boundary 
operator B, we obtain a k x d_ matrix BW. Setting x = 0 
in BW we obtain a matrix written as e,t + illY B , where 
B = B(T,~s,in). The columns of B span a certain vector space 
of functions of " ~ , n. If one of the columns of W lies in 
N , then as B(N)lx=o = 0 the corresponding column of B would 
be zero, and the linear space generated by the columns of B 
would have dimension less than d_ Likewise, if any vector of 
the column space of W lies in N, the column rank of B is 
reduced. 

Hersh uses "permitted values" of T, n to denote real values 
of n, and values of T with real part greater than MO and 
MI Then N is stable if B has rank d_ for all permitted 
values of , and n Since B must have at least d_ rows, 
therefore k ~ d_ If B is stable, and k = d_ , then B 



114 G. F.D. DUFF 

must be maximally stable. Thus 13 is square and stability, or 
maximal rank, implies that B-1 exists. Then there exists 
exactly one U such that PU = 0 and e-MtU is a tempered 
distribution in the quarter space x > 0 , t > 0 Also BU = 
or on x = 0 , t > 0, and U has zero Cauchy data. This U 
is given by 

( ( -m-l U x,t) = -i 21f) JM+i OO 

dT 

M-ioo 
JOO WB-l d d nl ... ~ 

_00 

where W is a column basis for E-(T,in) and M > max(MO,Ml) 
This formula is established by taking a Laplace transform 

in t , and Fourier transform in Yl, ••• ,Ym. There results a 
system of ordinary differential equations in x: 

with 

P(T,D ,in)U = PU = 0 x 

B(T,D ,in)U = BU = I x 

x > 0 

x = 0 

as boundary conditions. We look for solutions growing_at most 
like xr, and these form a space AE- A2f dimension d . If W 
is a column basis for E-, then U = WE-I since PU = P W B-1 = 0 

AAI AAI ~ 1 ~~ 1 and BU x=O = BW x=O B- = B~- = r . 
Hersh then shows that U is independentAof tQe choice of 

basis for E- and hence unique. Indeed if Wl = WK where 
K = K(T,n) is nonsingular, then 

Ul = WB~l = Wl{BWllx=o}-l = WK{BWKlx=o}-l 

= WK{BWI K}-l = WKK-1 l3-1 = WEl = U . 
x=O 

The integral formula for U
A 

is just the inverse Laplace and 
Fourier transformation of U, which can Qe shown to represent a 
distribution of finite order. That is, U is holomorphic and of 
polynomial growth in (T,n) which can be verified using the de­
creasing character of the exponentials in e~x, and the stability 
of N . 

Kasahara (1) has pointed out that a difficulty arises in the 
calculations of Hersh when multiple eigenvalues are present, since 
the smoothness of generalized eigenvectors wJ as functions of 
T,n cannot be assumed. This difficulty is c1rcumvented by means 
of a Cauchy integral in the complex plane. Kasahara also gives a 
justification for the polynomial growth in T,n of the elementary 
solution in the case of multiple roots, by means of the Seidenberg­
Tarski elimination theorem. 

We also mention here that a similar treatment of the mixed 
problem (at least for Dirichlet boundary conditions) has been 
given by Shilov (1, p.3l8) who makes use of a distributional 
formulation of the boundary conditions for well posedness in the 
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form of analytic continuability of certain expressions in a half 
plane. 

The Hersh criterion of stability can be applied to the equa­
tions of mathematical physics. For the wave equation Utt - c2~u = 0 
say in 3 space dimensions, there is one boundary condition, and 
W = e~x where 

22222 
~ =T/C +n +l; . 

With B = bO + bID + b2Dy + b3Dz + b4Dt where bi E R we set 
'I = W + TV , ~ = pX+ iq and take real and imaginary parts of 
B = 0: 

bO + pbI + wb4 = 0 

qbl + nb2 + ~b3 + ab4 = 0 . 

Then from the relation of the wave equation we find 
2 2 

2 2 w -v n2 + J"2 p - q = --2- + ., 
c 

wv 
pq = 2" 

C 

(5.1.4) 

Then B is unstable if and only if these four relations have real 
solutions with p < 0 and w + +00. 

From (5.1.1) bl and b4 must have the same sign, and if 
bl = b4 = 0 then bO = O. Now solve (5.1.4) for q, insert 
• ru ( f" ~ .L ? J I , n&fu ~.rea:'?".e&1.'"5'to, r\';'.:r 8a..r.i.n'1'o 

This 

(~ - p2] (p2~ 2 + 1] + n 2 + 't 2 = 0 • 

implies Ipl ~ \~I . But, by (5.1.1), 

(-Wb4 - bO) b4 1 b4 1 
P = --:'--""- so that - ~ - , while if - = - then 

b b c be' 
1 1 1 b 

~ > 0 b -
1 

That is, the four relations can not be solved as des-

cribed, and hence B is stable, unless one of the following is 
true: 

(A) bO = bl = b4 = 0 

or (B) 0 

or 

However, if any of these three conditions hold, an explicit 
solution of (5.1.1) to (5.1.4) is easily given, and then B is 
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unstable. For the one space dimensional 
are not present and so -Cp = w whence 
Thus all first order B are correct for 
equation except Dt + cDx • 

G.F.D. DUFF 

wave equation, n, ~ 
bO = 0 and bl = cb4 • 
the one dimensional wave 

For the heat equation and Schrodinger's equation a similar 
analysis shows B is stable unless either bO = bl = b4 = 0 or 
blb4 > 0 

Because of the great interest of these results, the case of 
the vibrating plate equation Utt + ~2u = 0 will be mentioned. 
Again using Laplace transforms in ('[,~) and Fourier transforms 
in n , we find '[2 + (~2 _n 2)2 = 0 so ~ = (n 2 ± i·r)~. For 
each choice of ± sign there is a root ~ with negative real 
part, so d_ = k = 2. Let B = (Bl ,B2) so detB = Bl(~1)B2(~2) 
- Bl(~2)B2(~1) where ~l and ~2 are the two permitted values 
of ~, with ~2 ~ ~l since ReT < MO < 0 . 

Consider the simplest powers of Dx: 
0.1 0.2 

Bl = D B2 = D 
xl x2 

then B is stable if and only if 
0.1 0.2 
~l ~2 

0.1 0.2 
;t ~2 ~l 

for permitted values of '[ , n that is 

Setting n = 0 , one can get equality if 0.1 - 0.2 is a multiple 
of 4. For n ~ 0 , they can be equal only if ial - a2i > 4 or 
ial - a2i = 3. Hence B is stable if and only if ial - a2i = 
1 or 2. Note that for the standard problems the exponents are: 
0,1 for boundary clamped, 0,2 for boundary supported, and 2,3 for 
a free boundary. 

Hersh also considers Maxwell's equations and the isotropic 
elastic wave equations. For the latter he gets stability unless 

(A) bO = bl = b4 = 0 , or 

(B) o < bl/b4 ~ max(~ , I Hp2\l ) or 

(C) bl/b4 = max(~ , I Hp2\l ) and bObl 2': o . 

where the linear boundary condition B(ui) = 0 for each 
i = 1,2,3. More complicated boundary conditions for this elastic 
system are also discussed. 

Observe that in any of these problems it is the zeros of the 
boundary forms B('[,~,in) that destroy stability. Hence powers 
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of B , or other functions of B vanishing only if B vanishes, 
will lead to the same stability results. 

The conditions for stability or well-posedness for these 
boundary value problems can be shown to lead to 12 integral 
estimates for the solutions, Rauch (2), Sarason (1). For if a 
component u is 12 on the boundary surface xl = 0 , then by 
Parseval's theorem its Fourier transform u2 with respect to the 
boundary variables is also 12. Then the full solution is 
expressed as a superposition of terms of the form 

i (y • n + tTk + Xll ) 
u(n)e e 

itTk iXlls 
where e does not increase rapidly with t ,and e does 
increase rapidly with x. Indeed, for Imll > 0 which is the 
usual situation, the x-factor is integrable and square integrable 
over (0,00). It is then easily seen that the solution is 12 
integrable over space with bound increasing at most like eAt in 
t. We return to the 12 estimates in Chapter 6, for variable 
coefficient problems. 

5.2 Propagation of Surface Waves 

Here we describe further work of Hersh (3) on the condition 
for finite surface wave speed, uniqueness, and time reversibility 
of mixed problems. The notion of stable boundary conditions must 
be further refined to that of hyperbolic boundary conditions for 
these purposes. 

Assume now P is corect in Petrowsky's sense and 
and adopt the notations of (4.1). 1et A(n) = Max ReT 
~(T,n) is singular, so that also 

A(n) = inf{ReTiE-(T,in) has dimd­
ReP 

B stable, 
for which 

Since B is stable, we know A ~ M. Now let A(s) = MaxA(~) 
where in·i $ s , j = l, ... ,m , and let r(nl) be the line 
parallel io the imaginary axis of T such that ReT = A(s) + E , 

E > 0 • 
To apply the Paley-Wiener theorem to U , we shall need to 

divide U by a polynomial Q(T) that does not vanish for 
ReT ~ 0 and which has sufficiently high degree. Thus we~let U 
be the inverse 1aplace transform with respect to T of U/Q. 
Since operation by Q(Dt) on U will cancel off the polynomial 
Q(T) so the support in {y,t} of the inverse Fourier transform 
of U contains the support of U. 

It can be shown without difficulty that 
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lJ( n) = 2!i f 
e,tu d a 

Q(, ) 
r 

so that U( n) is seen to be entire in n • Then we have 

Ill( n) I :0; 21n e t ( HE) I I UIIQ ~ , 
r 

and in this estimate lUi as shown in the preceding section is a 
sum of terms like xr eX~ multiplied by a ratio of polynomials 
Rls in (',~,n) . Note that Re~:O; a so the exponentials are 
bounded for x ~ a By a special argument based on the Seidenberg 
Tarski elimination lemma, Hersh shows that minlSI is a piecewise 
algebraic function of E and so can be estimated from below by 
a power of E Hence this estimate follows for each positive E: 

I U ( n) I :0; C ( d (1+ I n In) e t (A( s ) +E) 

Comparing with the Paley Wiener theorem (Ch. 1, Section 1) 
we see that the inverse Fourier transform U(t,x,y) will have 
compact support only if 

IA(s)1 :0; clnl + K c ,K E R • 

If this estimate holds then the velocity of propagation of waves 
near the boundary is at most c If this condition holds, the 
boundary conditions will be called hyperbolic. Roughly speaking, 
B will be hyperbolic if in every element of B(,,~,in) the 
degree of , or ~ equals the degree in n , and this excludes 
conditions such as B = , - n2 of parabolic character. 

~A uniqueness theorem can also be deduced from the behaviour 
of U(n) , using a method similar to that of Holmgren but adapted 
to our special regions. If 

i/, • 

P(D) = L D1p.(Dt,D) 
j=O x J y 

then construct 

H(U,V) = 

and let (U,V) be :;H-orthogunal" if H(U,V) = a Then also 



HYPERBOLIC DIFFERENTIAL EQUATIONS AND WAVES 119 

Also let P*(D) = pT(_D) where T denotes the transpose operation 
on a matrix P. Then let 

N* = {Vlp*v = 0, H(U,V) = OVU E N} 

so that N* is the H-orthocomplement of N. The substitution 
of p* for P in the various E spaces, W matrices, and so on, 
may be indicated by a * : thus W*, A* , A* 

The appropriate Greens formula may be written 

JI(v. PU - U· P*V) dxdt = IH(U,V)dt - IH(U,V)dt 

DO D2 Dl 

where the last terms contain integrands that do not need to be 
specified. Here 

DO = {O<x<X, O<t<T 'Yj E R} 

Dl = {x = 0 O<t<T Yj E R} 

D2 = {x = X O<t<T Yj E R} 

D3 = {O < x t=O Yj E R} 

D4 = {O < x t=T Yj E R} 

D5 = {O<x<X, O<t<T} 

Proof will be given that U = 0 in the distribution sense 
if PU = 0 in DO' U EN, and U has zero Cauchy data on D3 
Assuming these data, three terms vanish from Green's formula. 
Now if P*V = h can be solved for a given arbitrary h in DO 
with compact support, if V has zero Cauchy data on D4 the 
ufinal" time surface, if V E N* , and if V has compact support 
in Y , then all other terms vanish and we have 

If (U-h) dx dt = 0 

DO 

so U = 0 as stated. 
The required V will exist for all h if and only if N* 

is stable for p* backwards, and if A*(s) = O(s) . Thus t is 
replaced by -t , so we need N* disjoint from E~-(-T,-in) for 
ReT> Ml nj E R. Hersh then shows E-(T,in) is H orthogonal to 



120 G.F.D. DUFF 

E*-(-T,-in), but only the~zero vector in E*(-T,-in) is 
~ona**~o the full spac~ ~E{T,in) • For if U E E-(T,in) 
VEE (-T,-in) then H(U,V) is a well defined function 
of x, and an integration by parts gives r {V, PU - U' p*V} dx = H(b) - H(a) • 

a 

By differentiation we obtain 

dH -= 
dx 

A. ,.,.. i\ A*"" 
V'PU-U'PV=O 

~ 

H ortho-
,~ 

H(x) 

so H is constant. However H contains only exponential terms 
with negative exponents for x > 0 , so the only possible constant 
value is H = O. To show that only zero is H orthogonal to 
E-(T,in) , suppose U E E*(-T,-in) is not, and consider H(U,V) = 0 
as a differential equation for U with V fixed. If n = 1 , 
this equation has order less than d and hence fewer than d 
independent integrals. But ~ has dimension d so ~ contra­
diction is reached for every H orthogonal vector of E yields an 
integral. For a system with n > 1 , regard all components of U 
but one as free parameters, and the same argument will succeed. 

* *-( ) Hence NnE -T,-in = 0 for ReT> M , nj E R. In fact, the 
result holds even for complex n. It follows that A*(n) = A(-n) 
and so A*(s) = A(s) , as can be seen since N intersects 
E-(T,in) if and only if N* intersects E*-(-T,-in). Also the 
dimensions of E-~T,in) and E*-(-T,-in) are equal. 

Since now A (s) = O(s) can be assumed, it follows that V 
has compact support in y. This finally shows that for A(n) = 
O(n) , the solution U is unique in the space of distributions, 
with no limitation of behaviour at infinity. 

From the Gelfand Shilov theory of Fourier transforms of entirE 
functions, it can be shown that if A(n) = O(inip) , p > 1 , then 
uniqueness holds among functions of growth not exceeding 

exp(inip'),p' =?-r 
The hyperbolic boundary conditions are actually the only ones 

for which such a uniqueness property holds, as will now be shown. 
Recall that B is hyperbolic if the speed of surface wave propa­
gation is finite and A(ini) ~ cini + K. Thus if B is stable 
but non-hyperbolic it will follow that some root T(n) of 

satisfies 

ReT ~ const. inl P , p > 1 

as Inl + m. Then the problem 
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Pu = 0 for x > 0 and Bu = 0 at x = 0 

00 

has a non-vanishing solution U E C for all t , f',nd identically 
zero for t < 0 . 

To establish this theorem recall that a function T(n) is a 
root of det~ when B(T,~(T,n),n) is singular. That is some 
vector W in the column space of E is annihilated by applying 
B(T(n),Dx,n) and then setting x = O. Hence W satisfies 

..... 
p( T ,Dx ' n)W = 0 for x > 0 

B(T,Dx,n)W = 0 for x = 0 

and W = o(lxl r ) for some r as x-+oo But then 
eTt+ ny W satisfies W = 

P(Dt,Dx,Dy)W 

B(DtoDx ,Dy)W 

Now we construct U 
which vanishes for 
ReT ~ clnlp , p > 1 
values n(T) with 

and therefore 

We therefore define 
ReT 

o for x > 0 

o on x = 0 

as a superposition of such solutions W 
t < O. The essential hypothesis 

shows that for ReT -+ +00 , there exist 

nl as that solution of detB(T,n(T)) = 0 
(and for all ImT values) has the smallest which for each 

modulus In 11 
algebraic for 
property 

This quantity is piecewise algebraic and hence 
ReT large enough, and because of its minimal 

holds. At this stage we can drop the subscript and let n(T) be 
that algebraic function root equal to nl(T) for large T. As 
it has only a finite number of singularities it will be holomorphic 
for ReT> M , and so will be W(T,n(T)) . As W is a sum of 
terms 

where x > 0 , Re~ < 0 , 

and C is algebraic, we have 
1/ 

A rt+~ p 
I W I = I Wei $ K exp (Mt + y Ie I ) 
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for T = M + bi and M large enough. Also K 
majorized by a polynomial. 

Now construct 

iM+ioo 
o = W(T)exp(-Tq)dT 

M-ioo 

G. F. D. DUFF 

K(-r) can be 

1 
where p < q < 
positive when 
find 

1 , choosing the branch of Tq that is real and 
T is. On the line of integration ReT = M , we 

This immediately shows the integral for 0 converges uniformly 
for M > Ml ' and so by Cauchy's theorem gives values independent 
of M. Also differentiation under the int0gral sign with respect 
to t, x or y, gives integrals with the same property. This 
shows 0 E Coo 

Furthermore, 

101 $ e IWlexp(ynh) - T ) dT Mt I A q 

where the integral can be estimated independently of M. There­
fore, if t < a we let M + 00 and conclude that 0 = a , for 
t < a Since 0 ~ a is easily shown, it follows that the de-
sired "nonunique ll solution has been constructed. 

A detailed discussion of time reversibility for well posed 
mixed boundary problems has also been given by Hersh (4). For 
two variable problems, it is necessary and sufficient if k = ~n 
and the given boundary conditions are independent in the two 
senses required. For more than two variables (and then with 
constant coefficients), the boundary operator B should evidently 
be stable both ways, implying detB ~ a for IReTI > MO not just 
for ReT > MO' This would assume that the column space of E 
has dimension k both for ReT > MO and ReT < -MO' However 
it can be shown that dimE(-T) = dimF(T) ,where F is the 
solution space of P(T,Dx,n)O = a which grow no faster than a 
power of Ixl as x + _00. Hence the boundary operator can be 
stable both ways only if the degree of Dx in P is equal to 
2k . 

For some "parabolic" boundary conditions such as Ut = Uyy 
for x = 0 , no reversibility can be expected. However if the 
operators P and B are homogeneous in Dt, Dx and Dy, then 
the "mirror" problem for t < 0 , x < a should be correct if the 
given problem is correct. By a detailed argument involving Puiseux 
series for T(~,n) , Hersh shows that if P is hyperbolic and 
B stable and hyperbolic for P in t > a , x > a , then also 
B is stable and hyperbolic for P in x < a , t < a . 
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5.3 Singularities of the reflected Riemann matrix 

For a hyperbolic system of first order 

( a a n-l a J 
P(DtoDx,Dy)u(x,y, t):: Ima:t - Aa- - L A. -a - u = 0 

x j=l J Yj 

123 

the asymptotic expansions about the wave fronts of the reflected 
Riemann matrix have been calculated by Deakin (1). Here the 
coefficients A, Aj are m x m constant matrices such that the 
system is hyperbollc, Im is the identity matrix, and u an 
m-vector. If f(t) is an m-vector point source, located at 
Cq"O,O .. ) then 

Pu = o(x-Jl.) o(y) f(t) 

and u is expressed as u ul + u2 where 

PUl = o(x-Jl.) o(y) f(t) ul - 0 t < to _00 < x < 00 

PU2 = 0 , BU2 = -Bul' on x = 0 u2 - 0 , t < 0 

Then the reflected solution u2 is expressed as 

u2 = -U * [BU1] where 
x=O 

-i it+ioo foo ~-l 
U = - d T W B dz i , ... ,dzn_l 

(2n) n t-ioo _00 

and W, B are as defined by Hersh. The boundary conditions are 
assumed stable and hyperbolic, giving finite propagation speeds. 
If R is the Riemann matrix, then 

u = R(x-JI. ,y ,t) * f(t) - U * [BRJ * f(t) 
x=O 

Considering now only the reflected terms, it is possible to 
carry out certain integrations in the convolution and to obtain 

U * [BRJx=O = L --=L (00 dn!E+ioo dTvl B-l(T,UJl.,in) 
JI. ,j (27T) n Loo E-ioo 

x Bh ,n JI. ,in) t. exp(-i JI. Aj ) 
J 

where AJI. = AJI.(T/i,n) is a root of detP(T/i,AJI.,n) , and 
tj = tj(x-Jl.,T/i,n,AJI.) is a column null vector or generalized 
null vector of Pj. This expression can be rewritten as 



and its asymptotic expansion has the form 
00 

where 
+l Ico t~. (l-iO,p,x) <l-n-S. 

= -- dp'--:':"l.r.·J~ ____ (=JI, • + iO) J 
(21T)n _co ~O(l_iO,p) .J 

*<l and IJI"j is defined similarly but with iO replaced by -iO. 
The phase is 

= xpJl, (l-iO,y) + y. p 

and PJI, = 0 , 1m p JI, ~ O. If characteristic roots are simple, 
Sj = 0 , and in general Sj is less than the multiplicity of pj 
Also, if B is row homogeneous in its derivatives, then T~,j = 0 
for <l > Sj . 

At a point distant s from an ordinary point of a wave sur­
face, the asymptotic expansion of the reflected wave is 

co 

where, for example. 

neve 

-l( a J (n-l)!2 
-1T - I 

dS m 
n odd 

Near a lateral or branch wave surface the asymptotic expansion 
contains two groups of terms. The first is as above for the 
ordinary points but with s replaced by 

1 2 
s - "2 WI 

where WI 
tangency. 

-3/2 
WI 

is a lateral coordinate measured from the point of 
The second group, after reduction, becomes 
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where C~j is a matrix with C~j = c~j for the outermost lateral 
wave for each reflected sheet. These terms are one order less 
singular than for an ordinary point. However at the point of 
tangency with the main reflected front, Deakin shows that this 
second group of terms is only \ order less singular. 

5.4 Interface problems 

Suppose that in a vibrating medium there is a change in the 
speed of wave propagation across a certain plane, as when light 
passes from air to water. Laws of reflection and refraction, such 
as Snell's law, have been established for the behaviour of rays, 
or for plane wave solutions. However the general radiation problem 
can be formulated first as an interface problem for transmission 
from one medium to the other; and then as a mixed problem for a 
system in a single "composite" region with plane boundary. Here 
we shall describe an interface problem discussed by Hersh (4) and 
then show how the reduction to a mixed problem is achieved. 

Let two media occupy domains D± where x > 0 in D+ and 
x < 0 in D_ Let the wave speeds be c±, and solutions u± 
respectively. Let 

± _ 2 ± 
for 

> 0 
, t > 0 , Utt - c±t.u x 

< 0 

with u±(O,x,y) = Ut (O,x,y) = 0 and let 

(B + cf; J(~) = or on x o . 

Here <5 = <5(t)<5(y) where for simplicity we assume one lateral 
variable y only. Also 

B [bll b12] C [Cll C12] 
b2l b22 c2l c22 

where R = b12c2l - b22cll ~ 0 and S = bllc22 - b2lc12. Then 
Hersh shows by a detailed study of the transform algebra that a 
unique solution u exists, with e-Mtu a tempered distribution 
for some M > 0 , unless detC = 0 and one of the following four 
conditions holds: 

I. IIBII = 1L + ~ = 0 c+ c_ 

II. S = -R < b , sgn det B = sgn (c+ - c_) 

III. sgn(R + S) 
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IV. R S () - + - = 0 sgn R + S = -sgn det B . 
c+ c ' 

In the one dimensional problem uit c~uix the conditions simplify 
and a solution exists unless detB = detC = Rc- + Sc+ = 0 . 

For the detailed proof we refer to Hersh (4); however we 
remark that essentially the same result is shown to hold for heat 
diffusion with the wave equation replaced by the parabolic heat 
flow equation Ut = k 6. u , and the differing wave velocities c± 
by differing heat diffusivities k± , with I k± in place of c± 
in the algebra. Hersh also co~siders the case of a vibrating 
medium (wave equation utt = c+ 6. u+) coupled to a diffusing 
medium (heat equation ut = k_ 6. u-) , for which existence is shown 
unless detC = 0 and either {detB = R = S = O} or {R = -8 > 0 
det B s O} or {R + S} < 0 in which cases there is no solution. 
He also treats the case of infinite wave speed c ~ 00 in which 
the problem becomes "stationary" on one or both sides of the 
interface. Thus a complete treatment of all the combinations is 
possible. 

These classes of problems can all be reduced to one-sided 
mixed problems by the artifice of reflecting the far side x < 0 
in the interface itself and working with the reflected functions 
and equations. Thus a new system, say 

P (Dt,D ,D ) u + x y + P (Dt,-D ,D ) u = f 
- x Y 

is obtained, with boundary conditions involving both u+ and u 
These fOTIn a system of the type discussed in §4.1, and the cor­
rectness and stability conditions also carryover to the new 
system. For equation P_u_ = 0 in x < 0 there should be one 
boundary condition for each root s_ of p_(T,s,in) = 0 witll 
Res_ > 0 and ReT > M ; each such root goes over into a root s+ 
of p_(T,-s,in) = 0 such that Res+ < 0 for ReT> M. We thus 
obtain the appropriate number of roots s+ of detP(T,t;,in) = 0 
for the new one-sided problem, and this is sufficient for the 
proof described earlier. Existence having been shown for the 
mixed problem, a suitable reflection back to the two-sided domain 
completes the demonstration. 

Problems involving one or more parallel layers are also 
physically relevant, and solutions can sometimes be constructed 
by multiple reflections. Hersh gives in (5) a necessary algebraic 
condition for P in the problem of a layer of finite thickness: 
For all M > 0 there exists K(M) such that if detP(T,s,in) = 0 
and ReT> K then IResl > M. This holds for hyperbolic or 
parabolic operators. 
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CHAPTER 6. 

Mixed problems for equations and systems with variable coefficients. 

6.1. Historical survey. For the Cauchy problem existence 
theorems were known in the analytic case through the Cauchy­
Kowalewska theorem, in the nineteenth century. The use of integral 
estimates for existence proofs dates from the 1920's and 1930's 
when such methods were studied by Courant, Friedrichs and Lewy (1) 
and Sobolev (1). These were first applied to mixed initial and 
boundary value problems by Schauder and Kryzanski (1) in the 1930's, 
using estimates as well as analytic approximation methods in the 
second order case and treating the Dirichlet and Neumann boundary 
condi tions. 

Mixed problems of higher order were first treated in the case 
of two variables, when the number of boundary conditions is equal 
to the number of characteristic lines entering the space-time 
domain from the corner. Campbell and Robinson (1) treated the 
case of semi-linear systems of first order, and higher order 
equations. A Lax (1) showed that in the case of multiple character­
istics, differentiability is lost on reflection at the boundary. 
Thomee (1) gave integral estimates for the two variable problems. 

Attention then returned to the higher dimensional situations. 
Duff (1) extended the Kryzanski Schauder results to wider classes 
of boundary conditions, and gave some isolated results for specific 
symmetric boundary conditions for the higher order equation. Duff 
(2) and Eisen (1) also treated the analytic case for general non­
linear systems. Then Agmon (1) established an integral estimate 
for higher order equations with constant coefficients in the 
leading terms. Interest then swung to the most general boundary 
conditions in the constant coefficient problems, which were treated 
in detail by Hersh as described in the preceding chapter. This 
work brought out the roles of reflection coefficients and the pos­
sibility of ultrasonic boundary waves. With a view to subsequent 
generalization, Sarason (1) obtained L2 estimates for the solution 
in the constant coefficient case. 

The securing of L2 estimates in the most general cases of 
first order systems with variable coefficients then became central, 
and this was established by Kreiss (1). The analogous problem 
for hyperbolic equations of higher order was solved by Sakamoto 
(1) at almost the same time, using the algebra of differential 
bilinear forms created by Hormander (1). A general existence 
proof for the higher order equation was then given by Balaban (1) 
who brought together all of the intricate parts of the necessary 
proof, including an L2 estimate for the equation and for the dual 
problem. In the succeeding five years, numerous extensions and 
additional contributions have been made to both second order and 
higher order mixed problems by Ikawa (1,2,3,4), Mizohata (1), 
Kajitani (1,2,3,4), Kubota (I), Miyatake (1,2), Peyser (1) and 
by Agemi (1,2,3,4), Shirota (1,2), OkhuDo (1), Asano, Tsuji 
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(1,2,3,4,5) and Sato (1), as well as by Chazarain (1) and Piriou. 
Here we can give only a brief description of some selected 

aspects of this extensive volume of results. In the next section 
estimates for second order equations are considered and very general 
boundary conditions established. Then the algebra of higher order 
estimates will be described, and an account of an existence proof 
given. As more general results and wider definitions of well 
posedness, such as the £-well posed definition used recently by 
Ikawa and others, are currently being established, this subject 
may yet develop considerably before it reaches a definitive stage. 

6.2. Boundary conditions for second order equations. 

For constant coefficients the work of Hersh (1,2,3,4,5,6) has 
shown that a wide variety of boundary conditions lead to a well 
posed initial boundary problem. To extend these results to 
problems with variable coefficients calls for the combining of 
Fourier transform techniques with the type of global extension 
used in the theory of elliptic boundary value problems (Hormander 

- 1, Ch. X). Here we give a treatment of the wave equation with a 
variable coefficients boundary condition 

which is due to Tsuji (3) and in which the technique of pseudo­
differential operators is employed to solve the boundary condition 
in conjunction with the wave equation. 

The mixed problem to be studied is then 

(D~ D2 _ nIl D2)u = f(t,x,y) , 
x i=l Y 

D = _i l 
ax 

where y E Rn- 1 and the boundary is x = O. Taking zero Cauchy 
data for simplicity we set u = 0 for t < 0 with f and g 
also vanishing then. This problem is said to be H-well-posed at 
t = to if for any integer k > 0 there exists an integer m 
and a positive number Yk such that for any square integrable 
data which satisfy the corner compatibility conditions of order 
m-3, there exists a unique solution u(t,x,y) in H~ (t > to ' 
x > 0 , y ERn-I). The Hilbert space H~ is the space of square 
integrable k'th derivatives over the given domain, and u E H~ 
if u e -yt E H~. Tsuyi shows that this problem is uniformly 
H-well-posed, If sup bO(t.y) :'> 1-£ ,where £ > O. This con­
dition may be compared with the condition p > 0 , q < 0 , \r\ < p 
of Chapter 1, which was recently shown by Miyataki (2) to be the 
necessary and SUfficient condition for L2 well posedness. Also 
for n = 2 , Ikawa (3) has shown that if bO = 0 , bl ~ 0 • the 
problem is £ well posed (i.e. is H-well-posed and has a finite 
propagation speed). 
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For the following sketch of the proof we depend on Tsuji (3) 
and refer the reader to a detailed forthcoming account. With 
g(t,y) = a for t < a 2 the compatibility conditions of order 
m-3 imply g(t,y) E H~- (Rn) for y ~ c . 

If we first assume that the problem is H-well-posed, and take 
m sufficiently large, then there is a solution v(t,x,y) E H~ 
for y ~ Yk. Taking boundary values on x = a and using the 
trace imbedding theorems, it follows that 

and 

va(x,t) = lim u(t,x,y) 
x+a 

vl(x,t) = lim Dx u(t,x,y) 
x+a 

k-~ k- 31 
exist and belong to Hy and Hy respectively. Now 

() -n I i(tT+yn) +/ 2 2 A VI t,y = (2'IT) e v T -n uah,n) do-dn 

Rn 

which is the expression of the pseudodifferential operator defined 
by lD{- D2. The square root chosen has positive imaginary part, 
marked by the + sign. This formula is an easy consequence of the 
relation 

u(t,x,y) = (2'IT)-n i ei (tT+x1./+yn) ~ah,n) do-dn 

Rn 

where ~+ = 1 T2_n 2 is the characteristic root with positive 
imaginary part that yields bounded solutions for x large and 
positive. Comparing vI and va ,we see that 

vl(t,y) = 7D~ - D~ va . 

The boundary condition Bu = g can now be written as a 
pseudo-differential equation 

(rD~-D~ + ba(t,y)Dt + bl(t,Y)DYl +c(t,y))va = g(t,y) . 

Here T = 0- - i y (y > a) ,and (() ,n) E Rn . 
Conversely, and without assuming existence of an overall 

solution, let us suppose va(t,y) and vI(t,y) satisfy the 
pseudodifferential equation of the boundary condition, and the 
defining pseudodifferential relation. Then the given mixed 
boundary value problem can easily be solved by taking va(t,y) as 
a Dirichlet boundary value. We note also that if va(t,y) = a 
for t < a , then also u(t,x,y) satisfying the homogeneous wave 
equation for t < a and the boundary condition u(t.O,y) = v(t,y) 
will also vanish for t < 0 . 
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To solve the above pseudodifferential eQuation we set 

r(t,y;T,n) = rT2_n 2 + bO(t,yh + bl (t,y)n + c(t,y) 

where T = (J - i y , y > 0 , «(J, n) E Rn and ( t ,y) E Rn 
Let the pseudodifferential operator be denoted by 

R(t,y,Dt,Dy ) where 

( ) - ( ) -n i i (t T+yn ) . ~ R t,y,Dt,D u - 21T e r(t,y,T,n)u(T,n) dTdn 
y n 

R 

Then the adjoint operator R* is defined by 

(Ru,v) = (u,R*v) 

and it is easily shown that 

where 

( )-n i ittT+yn) * A 

= 21T e r (t ,y, T ,n)v(T. n) d T dn 

Rn 

r*(t,y,T,n) = 7T2_n2 + bO(t,y)T + bl(t,Y)n + c(t,y) 

+ DtbO(t,y) + Dy,bl(t,y) 

and T = (J + i y while I' :r2_n2 is the root of T2_n 2 with 
negative imaginary part. 

Now assume supbO (t ,y) :0; 1 - E ,where E > O. Then there 
exist positive constants ck,Yk ,k = 0, ±l, ±2, ..• such that 

1) <Ru>k,y,Rn ~ cky<u>k,A,Rn' u E H~ , y ~ Yk 

and 

2) <R*v>k _ Rn ~ C Y <v> n , y, k k,-y,R 
, V E 

Here the Hilbert space norm of order k is given 
by 

i )a where Y (Dt,Dy denotes a homogeneous positive definite poly-
nomial of degree lal in the derivations Dt,Dy. 

The proof of the first ineQuality will be given for k = 0 , 
the other cases being similar. Let <u,v>a = <u,v>O,y,Rn denote 
the scalar product, and form 
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<Ru, u> - <u,Ru> = (( '1 T2_n 2 - 7' T2_n2 ~(T, n) ,~(T, n») 
y y 

-2iy <u b u> + <u,D b u> 
o Y tOy 

+ <u,D b,u> + <u,(c-c)u> . 
y y Y 

If the imaginary part of 1T2_n2 is denoted by f(T,n) , then 

as may be verified for all real y,n,a. 
Thus we obtain 

Im<Ru,u>y 2 (f(T.n)~(T,n») - y<u,boU>y 

1 1 
+ 2i <u,Dtbou>y + 2i <u,Dyblu> 

+ <Imc. u • u> 
Y 

2 (E - MO)<U'u> 
Y y 

where the E is the positive number in the bound for 
MO is a positive constant. Now if YO is chosen as 
it follows that for any y 2 YO ' 

Im<Ru.u> 2 
E 2 -y<u> 

Y 2 Y 

Thus 

<Ru> IIm<Ru,u> I 2 
E 2 <u > 2 -y <u> 

y y y 2 Y 

whence 

E 
<Ru> y 2 2"Y<u> y 

bO , and 
YO = 2MOh 

The higher inequalities for Rand R* are established similarly. 
These ineaualities show that R is an invertible operator 

on a dense sub~et of H~. To show that the range of R is H~ 
we need to know (Friedrlchs and Lax, 1) that the adjoint operator 
R* is also invertible - but this is precisely the significance 
of the inequalities for R* on H~y Hence Ru = g E H~ has a 
unique solution u E H~. Combining these results we conclude 
that the wave equation has a solution with Dirichlet boundary 
values vo which then satisfies the given first order boundary 
condition Bu = g . 

He also mention that Ikawa (2,3) has given a similar account 
for wave equations with variable coefficients which in the above 
case is equivalent to bO = 0 , bl = 0 . 
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For an equation with variable coefficients, constant coef­
ficient approximations in small patches can be used to find ap­
proximations to solutions and to prove existence theorems. This 
leads to the concept of ;!freezing" the coefficients at a point, 
that is, taking these constant coefficient values over a neighbour­
hood or region. Agemi (3) has shown that a second order hyperbolic 
equation with variable coefficients and a first order boundary con­
dition form a well posed problem in L2 if and only if every constant 
coefficient problem obtained by freezing the coefficients at a 
boundary is L2 well posed. 

6.3 Estimates for hyperlDlic systems and equations of higher order. 

Solution of the mixed problem for systems or higher order 
equations involves L2 estimates of solution functions and their 
derivatives, which in turn depend on certain positivity properties 
of the boundary conditions. The necessary algebra has been per­
formed by Kreiss (1) for first order systems, and by Sakamoto (1) 
and Balaban (1) for higher order equations. Here we shall follow 
the work of Kreiss, Ralston (1,2) and Rauch (1,2) which leads to 
a general existence theorem for the mixed problem for a first order 
hyperbolic system. Related estimates for first order systems were 
also given by Sarason (1). 

In this section we describe Kreiss estimates for the constant 
coefficient problem assuming it is stable hyperbolic in the sense 
of Hersh. In the following section estimates for the variable co­
efficient problem are described and the existence proof is outlined. 

Consider the system 
n 

Lu = 3u _ A 2.!l- - LB. ~ = f 
at 3xl j=2 J aXj 

u Uo for t = 0 , x > 0 

l, ... ,k for x = 0 , t > 0 . 

where u is an m-vector, A ,Bj are m x m matrices, and f, Uo 
are m vectors, gj data functions given on the boundary x = 0 
t > O. We assume the system is strictly hyperbolic, that is 
A(s) = A(Sl) + L:B j Sj has distinct real eigenvalues for all 
{s} E Rn. Also we assume the boundary x = 0 is non-character­
istic, that is detA ~ O. The boundary conditions are assumed 
to be well'posed in the sense of Hersh (2) so that the homogeneous 
system does not have any exponential eigensolution with unlimited 
growth with respect to t . 

Let N denote the boundary space defined by the given boundary 
conditions and let E_(T,S') be the linear space of boundary values 
of growing exponential solutions in t. Then we require N n E_ 
= 0 , and assume N is maximal with this property. Following 
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Kreiss, we may write the boundary conditions in the form 

I II u (O,x' ,t) = S u (o,x' ,t) + g(x' ,t) 

where S is a k x k matrix and g a k vector. The estimate to 
be derived is 

where KT may depend on T but not on f and g. 
By a Fourier transform with respect to x' and Laplace trans­

form with respect to t we obtain the system 
A 

= A dv + i B(w) .;. + f 
dXl 

AI A II A 

V =Sv +g 

where u(x,t) = entv(x,t). Then s is an eigenvalue if there 
is a nontrivial solution of these equations when f and g are 
zero. The assumption made on the boundary conditions is that there 
is no eigenvalue s with Res ~ 0 . 

Then Kreiss constructs a symbol or multiplier R = R(w,~,n) 
which for nO < n < 00 has the following properties: 

(1) R A is Hermitian 

(2) R is uniformly bounded and is a smooth function of 
w , n , ~ , and of the matrices A, B , S 

.'\ 

(3) With 

1;;' =_1;;_ 
11;;1 

n' = _n_ 
11;; I 

, the symbol R is a function of 

1;' , n' for 11;; I > 1 

(4) y*RAY ~ 8llYl2 - elgl 2 for all vectors y that satisfy 
the boundary conditions; here 6l,e > 0 

(5) Re R(SI - iB(w)) ~ 82 n I , where 62 > 0 
A 

Assuming for the moment the existence of R observe that 
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Re (v,Rf) = Re(-(v,RA:xvJ 0 + (v,R(sl-iB(w))cr) 

Estimating the left hand side by Schwartz inequality we easily 
find the estimate 

The above estimate in the space variables now follows by means of 
Parseval's formula. We next discuss the construction of the 
multiplier, leaving to the following section the description of 
estimates for the case of variable coefficients. 

Consider first the "resolvent" equation 

(sl - p(a/ax))v = f 
a a 

P :: A -" - + \B. -" -oXl L J oXj 

and take its Fourier transform with respect to x' Then 
V(Xl'~) satisfi~s 

A 

2Y.. = A-l(sl _ iB(w))v + rlf = Mv + rlf , 
dxl 

where the matrix I4 = A-l (sl - iB(w)) has for Res ~ 0 precisely 
i eigenvalues K with ReK < 0 and m-i eigenvalues K with 
ReK> 0 (Hersh (2)). It is easily shown that for every 
f E 12[0,00) ,for Res> 0 , the resolvent equation has a unique 
solution analytic in s, and such that 

Construct a unitary transformation U satisfying 

-1 [Hll UMU = 
o 

where Mll 
and M22 is 
w = (wI,wII) 

is i x i with eigenvalues K such that ReK < 0 , 
(m-i) x (m-i) with ReK > 0 Then with h = (hI,hII ) 

= U-lv , the solution can be written 

II 
w = -r eM22 (X1 -T) hII(T,w) dT 

xl 
I 

w = IXl MU (XI-T) I ( ) d e r T ,w T 
_'lO 
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where rI = hI + M12WII. Also, by Fourier transformation it 
follows that 

13S 

Now let Z;; = it; + n , n ~ 0, Z;; = (H~,w) and M = M( Z;;, n) = 
A-l((it~ + n)I - iB(w)) = M(Z;;,O) + nA-l. The following lemmas will 
be stated, and for the proofs we refer to Kreiss' paper. 

1. There exists a transformation TO such that for Z;;o = 
(i~O'wO) ~ 0 , n = 0 , we have 

-1 
TOMTO = diag(Ml ,M2, .. ·,Mr ) , 

where (a) the eigenvalues K of M have ReK ~ 0 (b) the 
eigenvalues K of Mj for j ~ 2 have ReK = 0 and 

Kj i 0 0 0 

M. (Z;;,O) = 0 Kj i 0 0 
J 

0 0 Kj i 

Kj 

while the Kj are distinct. 

2. For every Z;;o = (i~O'wO) , n = 0 . there is aT, 

analytic in Z;; and n in a neighbourhood of Z;;O' n = 0 , such 
that 

which reduces to that above for Z;; 
real, Tl pure imaginary. 

Z;;o ' n = O. Also TO is 

3. In a neighbourhood of Z;;O, n = 0 , there is a Tl , with 

Tn HI Tn-l = diag(Nn ,N12) 

where 

4. If M· has order s x s 
tinuous trans~ormation Uj(z;;,n) 
such that Uj(Z;;o,O) = I , and 

o > 0 

, for j ~ 2 , there is a con­
with uniformly bounded inverse 
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Kjl Yjl 0 o 

-1 
0 Kj2 Yj2 

U.M. U. 
J J J 0 0 Kj 3 

o 

0 0 K js 

while for n > 0 the eigenvalues K with ReK < 0 stand in the 
first rows. 

By the preceding each block Mj(s,n) can be written as 
, 

Mj(<;;,n) = 1<;;1 (Mj(<;;O) + n'Nj(<;;o) + 0(<;; 2) 

where Nj = (nrs ) is real. Thus 

5. There is a c > 0 such that Insll 2 c > O. Then the 
eigenvalues Kjv of Mj (j 2 2) and the corresponding eigen­
vectors 4~j\! have the form 

1 
Kj + 1t;I(iS-lnSln')7s + 

J,,; 
Kj + 1<;;I(s-l)/S(iS-lnsln) s + 0(1<;;I(s-2)/s 

~ 
Ijl j \! = (2 s 1)' (') l,a,a , ... , a - + 0 n . ( . s-l ') s a = l l nsl n 

Also there are exactly 

1 eigenvalues 0 (mod 2) "2 s s -

1 
Pj - (s-l) K with s 

2 - 1 (mod 2) nsl > 0 

1 (mod2), "2 (s+l) ReK < 0 if s :: 1 nsl < 0 

To derive necessary algebraic conditions, Fourier and Laplace 
transform the homogeneous equations obtaining 

sv 

vI 
A dv -+ 

dx 

SvII 

iB(w)v 

Agmon (1) showed that if the problem is well posed, there is no 
eigenvalue s with Res> 0 , for the solution east~(axl,aw) 
would overpower any estimate as a ~ 00. Let ¢ = U~ so that 

d 

dxl [~I 1 = [Mll 
~II 0 
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and 

[1 - S] 
,0 0 U 1/1 = 0 

Now s is an eigenvalue if and only if detSI = 0 and by homo­
geneity, if there is no zero on the unit sphere Isl2 + Iwl 2 , we 
have detSl ~ 9 > 0 there if and only if there is no eigenvalue 
s with Res ~ O. It follows that the set of ~arameter points 
of the boundary condition space for which an L estimate holds 
is the interior of the set M for which the problem is correctly 
set in the sense of Hersh. This is shown by perturbing the 
boundary conditions, in the case when an eigenvalue s with zero 
real part is present. 

To construct the symmetrizing symbol AR we write R = RA 
and note that the earlier conditions for R amount to 

1) R is Hermitian with properties 2) and 3) 

4) y* R y ~ 011 Y 12 - cli g 12 for all y with yI = 8 yII + g . 

5) Re R A-l(SI - iB(w)) = Re R M(r;,n) ~ 02n I 

Consider first the region 1r;1 $ 1 wherein the eigenvalues K 
of M divide into those with ReK < -20 and those with ReK > 20 , 
where 0 > O. Choose U as analytic in r;, n so that M12 = 0 • 
It is well known that there exist matrices 

D. ~ O,D. = D~ = D.(r;,n) € c""(Ir;1 $l,nO $ n) , j = 1,2 
J J J J 

such that 

(-l)j (DjMjj + MjjDj ) ~ 01 

With c > 0 fixed later, set 

R = U* [-CDl 0 1 u 
o D2 

Then 1) holds. Also if we set Uy = w then 

[
-CDl 0 1 Y*RY = (Uy)* (Uy) = 

o Dl 

1* I + II*D II -cw Dl w w 2 w 

and since 8IWI + SIIWII = g we obtain 4) if c is chosen small 
enough. Finally 
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~ [-C(DIMll + MilDl ) 
2 Re R M ~ R M + M*R = V* 

o 

so that 5) follows at once from the relations satisfied by 
and D2 . 

Now consider Relation 5) above can be written 

Re R M( 1;., n) = /1;./ Re R M( 1;.' , n ') , 

and we construct R as a function of s' = s/lsl ' n' = n/lsl . 
The argumpnt used above works if n ~ nO > 0 for any positive 
nO , so we need only consider neighbourhoods of sO and n' 0 
By the second and third lemmas there is a transformation V = 
diag(TII' T)T E Coo with U M V-I having block diagonal form 
diag(Ml," .,Mr) with Ml diag(Nll,'" ,Nl2) while for j?: 2 , 

M.(s',n') = M.(s',O) + n'N. (s') + O(n'2) 
J J J 

Here elements n~k of Nj (£,k=l, ... ,s(i)) 
elements of Mj(s',O) = Mj(sQ,O) + Mj(s' -sb) 
and Mj(sO,O) has the form given in the first 
be the number of eigenvalues K of Mj with 
S' > 0 , and write 

w(j) = (w(j)' w(j)') 
I ' II 

are real while 
are pure imaginary 
lemma. Let Pj 
Re K < 0 for 

where wi j )' consists of the first Pj components of w(j) . 
Then the boundary conditions become 

where 

a'l1d 

II _ ((1)' (2)' w - wII ,wII (r) 'J , •.• , wII 

If for each block Mj ~e can find an R which is Hermitean, 
has the same smoothness as R, satisfIes 

w(j)*R w(j) ~ 28 [_c lw(j)12 + Iw(j)1 2) 
j 1 I II 

where c 
82 n' I . 

is a (~malll posiyve co£stant, and Re Rj Mj{s' ,n') ?: 

Then R = V diag{Rl,'" ,Rn)V has the necessary properties. 
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For j = I , we can choose HI = diag(-cI,I) by the fourth 
lemma. For j ~ 2 , a number of further lemmas are needed, which 
we again quote without proof. 

(6) Let 

0 I 0 0 o o 
0 

0 I 0 
C = , D = 

0 I 0 

0 
0 1 0 

0 dIs d2s 

Then DC = C*D , that is, D symmetrizes C 

(7) Let B be s x s symmetric of the form 

bll bls- l 0 

B = bs - ll bs_l s-l 0 

0 0 0 

Then BC = C*B implies B = 0 

(8) Consider C + £E where 
o ~ £ ~ £0 there is a matrix B 

(D + £B)(C + £E) = S = S* 

E is s x s 
such that 

symmetric. For 

is symmetric. The elements of B are rational functions of £ 

and of the elements of E • 

(9) For d ~ 2 , there exists a real antisymmetric matrix 

o 

o 

o 

-f23 ••. -fs-l,s 

f s-l,s o 

such that FC + C*F* > diag(-l, ~d •.•• ,~d) 
di2 suffices. 

Now we can choose Hj in the form 

The choice fi,i+l = 
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with dl snl s :2: 2 Since Mj(s' .11') has the form 

M.(s' .11') K.I + i(C + EE) + 11'N.(s') + 0(1112) 
J J l 

where E = Is' - sO I and the elements of KjI + 
i E E = Mj (s' - sO' 0) are pure imaginary and the 
of Nj(s') are real. By Lemma 5) we know that 
By lemmas 6), 1) and 8) we see that 

iC = Mj(s' ,0) ; 
elements (n,Q,k) 

Inlsl :2: c > 0 . 

R M + M*R 
j j j j 

11' (D N. + N~ D + FC + C*F) + 0 ( I E: 11' I + I 11' 12) • 
J J 

But the upper left hand corner element of DN + N*D is dl snls:2: 2 
so there is a constant K = K( INjl) such that 

1. 
2 

o 

o 

o 

By lemma 9), we can choose F so that 

DNj + N;D + FC + C*F > 2°2 I > 0 

and thus the last of the required properties for the block Mj is 
satisfied, provided E and 11' are small enough. To fulfil the 
second last property, we choose the djs as a sufficiently rapidly 
increasing sequence, for 

j 1,2, ... ,s if s - 1(2) and nsl> 0 
and 

j = 2,3, ... ,s if s - 0(2) or nsl < 0 

The Hermitean and smoothness properties of Rj are obvious. This 
concludes the construction of the symmetrizing symbol R, where 
R = RA , and thus yields the existence of the 12 estimates, when 
there is no eigenvalue s with Res:2: O. Ralston (2) has shown 
that the same estimates hold if the boundary conditions are complex. 

For a problem with variable coefficients, we may consider at 
each boundary point, the corresponding ,. frozen" problem with con­
stant coefficients. The next step of the existence theory aims to 
use these estimates to show that suitable 12 estimates also hold 
for the variable coefficients problem, a step first taken by 
G~rding (1) for elliptic estimates. 
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6.4. The existence theorem for the mixed problem with variable 
coefficients. 

141 

We first describe briefly the method originated by G~rding 
by which estimates, such as those of the preceding section, can 
be established for equations with variable coefficients. Sup­
posing the coefficients vary continuously, we select a partition 
of unity 1 = E¢n , where the ~n are Coo, ¢n ~ 0 , and each 
¢n vanishes outside a neighbourhood of radius E. We then form 
the constant coefficient estimates for every ¢nu, using "frozen" 
or "local" constant coefficients. Comparing these with the variable 
coefficients, the difference can be shown to be small for small E, 

so that by an adjustment of the constant, the estimates still hold 
with variable coefficients for ~nu. Summing over n , we find 
terms that add precisely to u and other terms with derivatives 
of ¢n that contain lower derivatives or values of u which can 
be estimated in terms of the L2 norms of the leading (first) order 
of derivatives of u. From this calculation there emerges a simi­
lar estimate for u in the L2 norm in the variable coefficients 
case, the constant depending now on the variability of the coef­
ficients. 

A 

However it is necessary to assume that the multipliers R 
for the various constant coefficient problems are uniformly bounded 
when the constants 01' 02 alld C of the preceding work are fixed. 
This amounts to an assumption that the eigenvalue condition of 
Kreiss is uniformly satisfied and that therefore Res < -0 < 0 
holds for any eigenvalue of the homogeneous frozen problem. In 
this case the frozen problem may be called stable hyperbolic 
(Rauch (2,3)). Another way to describe this condition is to re­
quire that the angle between the subspaces E+(T,~) and E_(T,~) 
of the frozen problem should be bounded away from zero. That this 
angle can approach zero within the set of hyperbolic boundary con­
ditions is due to the non-open character in the parameter space of 
the set of well posed hyperbolic problems. In this respect the 
hyperbolic mixed problems are deeper than elliptic boundary value 
problems. 

We now describe briefly work of Rauch (2) who showed that L2 
is a continuable initial condition for the variable coefficient 
mixed problems for first order hyperbolic systems: 

L = a u -u t 

m 

L A.(t,x)a.u-B(t,x)u=F 
j=l J J 

in [O,T] x R~ , with initial conditions u(O,x) = f(x) and boundary 
conditions Mu = uI - SuII = g. Here all data are assumed to lie 
in a suitable Sobolev-Hilbert space Hs a(V) with norm , 
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and where 
fold. 

V is 
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the initial mani-

Rauch first shows there is a strong solution, which is a 
function u e: L2([O,TJ x R~) for which there exist approximations 
Un E CO([O,TJ x R~) and Uo E CO([O.TJ x Rm-l) with 

II Un - u II [ 0 , T J x 

and 

as n + 00 , as well as MuO ="g • 
The chief tool used for this purpose is a form of Kreiss' 

estimate which contains a time factor e-2at and is suitable for 
deriving similar estimates of derivatives of the solutions, namely, 

a Joo Ilu(t)11 2 e-2at dt + Joo Ilu(t)1I 2 1 e-2a.t dt 
~ ~-_00 + _00 

:5 c(~ r IILU(t)11 2
m e-2a.t dt + r IIMu(t)11 2 e-2at dt) 

_00 R+ _00 

This holds for a sufficiently large and c independent of a. 
and u as can be shown from Kreiss' estimate by elementary means. 
By successive differentiation, and use of the differential equation 
and boundary conditions, similar estimates can be established for 
derivatives of u, that is, estimates in the higher Sobolev norms. 
These can be written 

r.11ull""'l'+l,s + lIull"Hm,s < °s[';; IILull',R!+l,s + IIMUII"R",s] 

where ~+l is {t,xl"'. ,Xm; Xl ~ O}. Then by applying a dif­
ferentiability theorem of Tartakoff (1, Theorem 3), which requires 
a. large for s large, it can be shown that u has derivatives 
of all orders provided the corner or compatibility conditions are 
satisfied relative to the tledgell t = 0 , Xl = 0 • 

To establish the existence of u, however, similar estimates 
(with e2a.t factors) are obtained for solutions of the adjoint 
problem. A result of Friedrichs and Lax (1) then shows the existence 
oT a unique strong solution, for suitable square integrable data. 
The main estimate used for a solution u of the full non-homogeneous 
problem is 
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II u( t) II m 
s,R+,a 

+ ra II ull m+ 1 + II ull m 1 
s,R+ ,a s,R+- x[O,t],a 

where C s is independent of t, F , g , f and a . 
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In the most general case when the compatibility conditions 
are not satisfied, the main existence theorem obtained is the 
existence of a strong solution. If the compatibility conditions 
hold up to a certain order k of derivatives, then smoothness of 
the solution to that order can also be shown. 

We omit the extensive calculations and refer instead to the 
paper of Rauch (1, 2, 3) who also gives similar estimates for 
hyperbolic polynomials of higher order. Similar estimates for 
higher order hyperbolic polynomials, and an existence theorem, 
have been given by Sakamoto (1). 

Recently Majda and Osher (2) have extended the results of 
Kreiss, Ralston and Rauch for first order systems to the case 
when the boundary is characteristic, that is when one or more 
roots of the matrix EAjn. = Al are zero. Geometrically, a 
zero root corresponds to iangency of a characteristic surface to 
the boundary in space-time, and it is assumed that this holds 
throughout the space-time region considered. Several physically 
important systems including Maxwell's equations and the 
linearized shallow water equations have this property. 

For the constant coefficient problem, Majda and Osher extend 
Kreiss' calculations based on the Laplace -Fourier transform, and 
develop a new symmetrizing construction for the matrix M(s, iw) 
in the conical neighbourhood lsi < Elwl to cover the singulari­
ties that can now arise near s = 0. Here s = n + i E, is the 
Laplace transform variable with respect to t, and w denotes 
the Fourier transform variable with respect to 
x' = (x2 ,x3 , ... ,xn ) , with Xl the variable normal to the 

bound~: _X:B~W~}~ IrA::e] t:~s~ormed equstions 

the first 20 equations, corresponding to the zero roots of 
A contain no term differentiated with respect to Xl . These 
e~uations are solved algebraically for the "~,, variables that 
do not appear differentiated with respect to Xl ' and are then 
used to eliminate these "z" variables from the remaining 
equations. This yields a system of reduced rank and of the same 
form 
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du h 

-- = M(s ,iw)u 
dx1 
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as that studied by Kreiss, but with possible poles as s + iAj(w) 
for any root Aj(W) , j =1 ,2 , .~. ,~o of the characteristic 
part Bll (w) of B(w) = U ItL=2 AJ 1JJj • For the extensive calcula­
tions needed for these constructions, we refer to the paper of 
Majda and Osher. 

For the extension to variable coefficients L2 estimates of 
higher derivatives in suitable Sobolov norms are required, and 
here a new phenomenon appears because the usual calculation for 
derivatives taken normal to the boundary requires use of the 
differential equation and thus fails for the characteristic 
variables that do not appear because the boundary is characteris­
tic. It turns out in consequence that higher derivative 
estimates for this characteristic problem entail a 1I10ss of 
derivatives" so that less complete differentiability results must 
be expected. In their main theorem on higher derivative esti­
mates, Majda and Osher give five distinct cases for which 
different orders of estimates hold. They show that for the curl 
operator and the linearized shallow water equations the well 
posed conditions are those which are maximal dissipative 
(Phillips, I), and for these estimates involving no loss of 
derivatives are found. For Maxwell's equations the well ~osed 
boundary conditions include the maximal dissipative conditions 
and are characterized by p(S) < 1 where p = limllSnll l / n is the 
spectral radius and S the coefficient matrix in the boundary 
condition uI = SuII + g in Kreiss' notation. Only for these 
boundary conditions does the usual estimate hold. A special 
estimate is given for energy-conserving boundary conditions for 
which II sil = 1. In general , it is also shown that non-symmetric 
coefficient matrices and boundary conditions involving the 
characteristic 'z' variables may lead to loss of derivatives. 
An example is given in which kth derivatives of the solution 
behave like 2kth derivatives of the initial data. For further 
details reference is again made to the paper of Majda and Osher. 

To summarize, the chief stages of the existence theory are 
as follows. 

1. Reduction of the variable coefficient problem to an 
assemblage of constant coefficient problems by "freezingll • 

2. Derivation of an estimate or inequality for the constant 
coefficient problem by means of a multiplier. 

3. Extension of the estimate to the variable coefficient 
problem and to higher derivatives. 

4. Construction of adjoint estimates and derivation of 
existence theorem in L2 with appropriate smoothness for the 
solution. 

A complete existence proof along these 
order hyperbolic equation p(t,x ,Dt ,Dx)u 
conditions Qj(t ,x ,Dt , Dx)u = gj , where 

lines for the higher 
= f with boundary 

Qj (t , x , L , E;, j ) are 
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+ linearly independent in sl modulo P (t,x ,T ,Sj) , has been 

given by Balaban (1) in a work of 117 pages in which extensive 
use is made of pseudo-differential operators. More recently, 
Okhubo and Shirota (1) have given a self-contained proof for 
first order hyperbolic systems with boundary conditions well posed 
in L2 and with a multiplicity condition that roots of the 
determinantal characteristic e~uation are at most double. They 
further assume a condition in the complex plane if the Lopatinski 
determinant or boundary determinant vanishes at a double 
characteristic root. Also Ikawa (4) has treated the higher order 
hyperbolic e~uation with mixed conditions when the problem is 
well posed, not in the L2 sense, but in a "sense of E" which 
is determined by properties of the highest order or principal 
parts of e~uation and boundary conditions. Here E denotes a 
Frechet space with seminorms I sup IDVu(x)I taken over 

IvTs£ 
compact subsets K of the given domain E. Again extensive use 
is made of pseudo-differential operators and L2 estimates of 
successive derivatives. The extensive character of each of these 
papers is an indication of the technical complexity of the 
necessary theory, and simplifications while desirable may not 
easily be found. 

The essential hypotheses for the existence of a solution to 
a general mixed problem seem to include the following: 

1. Condition of hyperbolicity of the differential e~uation 
or system, with restriction such as single or double on the 
multiplicity of roots. 

2. Number of boundary conditions fixed by number of 
characteristic roots in, say, the upper half plane for 1m T > 0 , 
(or, the number of inward oriented characteristic surfaces). 

3. Roots condition of algebraic independence in s of 
boundary conditions, or else a condition on the Lopatinsky 
determinant in the vicinity of single or double zeros, together 
with a reflection coefficient restriction. 

4. Any "frozen" constant coefficients problem at a boundary 
point is well posed. 

5. Smoothness of coefficients and satisfaction to given 
order of corner compatibility conditions. 

While some more general cases of higher multiplicities re­
main to be studied, little improvement in the existing results 
can be expected as many nearby counterexamples are known. 
Extensions to other types of partial differential e~uations, and 
to pseudodifferential equations, may still offer challenging 
future problems. 
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ULTRADISTRIBUTIONS AND HYPERBOLICITY 

Hikosaburo Komatsu 

Department of Mathematics, University of Tokyo, 
Hongo, Tokyo, Japan 

ABSTRACT. There are infinitely many classes of generalized func­
tions, called ultradistributions, between the distributions of 
L. Schwartz [34] and the hyperfunctions of M. Sato [32]. Each 
class of ultradistributions have similar properties as the distri­
butions or the hyperfunctions. They form a sheaf on which linear 
differential operators act as sheaf homomorphisms. We have, among 
others, two structure theorems of ultradistributions, the struc­
ture theorem of ultradistributions with support in submanifold 
(which implies a Whitney type extension theorem for ultradifferen­
tiable functions), and the kernel theorem for ultradistributions. 

Ultradistributions are not only interesting for their own 
sake but also important for their applications to other branches 
of analysis and especially to the theory of linear differential 
equations. As an example we have formerly discussed the regular­
ity of solutions of linear ordinary differential equations ([12], 
[14]) . 

Here we consider the hyperbolicity of partial differential 
equations and show that the Gevrey classes of ultradistributions 
come in naturally in the problem. 

1. ULTRADISTRIBUTIONS 

Let; ~,p = 0, 1, 2, ••. , be a sequence of positive numbers. 
Usually we assume the followjng: 

(M.O) MO 1 ; 

Mp/~_l is increasing 

Garnir (ed.), Boundary Value Problems for Linear Evolution Partial Equations. 157-173. 
All Rights Reserved. Copyright © 1977 by D. Reidel Publishing Company, Dordrecht-Holland. 
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(M.2) 

(M.3) 
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M. ~ AHP min MqK.._q , 
-1> O~q~p--P 

/)0 

:L.: m-l ~ ApnC l , 
q=p+l q p 

where A and H are constants independent of p. In some cases 
we replace the last three conditions by the following: 

(1'1.1)' ~/p is increasing 

(M.2)' Mp+l ~ AH~ ; 
()() 

(M. 3) , 2: mp- l < bO • 
p=l 

(M.l)' is stronger than (M.l) and (M.2)' and (M.3)' are 
weaker than (M.2) and (M.3) respectively. (M.3)' is the non­
quasi-analyticity condition of Denjoy-Carleman. 

An infinitely differentiable function 'f on an open set .Q 
in ~n is said to be an ultradifferentiable function of class 
(Mp) (resp. of class {Mp}) if for each compact set K in 5L and 
h "> 0 there is a constant C (resp. there are constants hand 
C) such that 

(1.1) :sup I oe(y(x)\ ~ ChIDtIMhc.I' 1«1 = 0,1,2, ..• 
xGK 

where 

(1.2) 

and 

... 0(1 0( 
~"" = d ... d n 

1 n 

If s > 1, the Gevrey sequence 

(1.4) ~ = (p!)s or pps or r(l+ps) 

satisfies the conditions (M.O), (M.l)', (M.2) and (M.3). In this 
casewewrite (s) and ~s} for (Mp) and {Mpl. 

In general the asterisk * stands for either (Mp) or {Mp}. 
The space &*(n..) (resp. ~*(n.)) of all u1tradifferentiab1e 
functions ~ of class * on Jt (resp. with compact support) 
has the following expression: 

C' (Mp) (1'\) ~Mp~ ,h 
(1. 5) e:. ~L lim lim ~ (K) 

{} teen rt .. o { 1 
(1.6) f., Mp (n.) = lim lim e Mp '\K) , 

r<c.c::n. M ct 
(M_) ~M ) ,h 

(1. 7) £; --p au = lim lim R; p K' 
Kcd.t:;o 
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(1.8) ,8tMptC.\'l) = lim lim .8{~~,h 
~-4 K' 

~} K(l:tl h...,.o 
where ~ MP ,h(K) is the Banach space of all infinitely differ­
entiable functions , in the sense of Whitney on the rerular com-

pact set K which satisfies condition (1.1) and ~{Mp ,hK is 
its closed linear subspace composed of all functions 1 on £n 
with support in K. 

We introduce in the spaces E * (Jl. ) and JJ * ( ,OJ the locally 
convex topologies defined by these expressions. The inductive and 
the projective limits appearing here are good ones and we can 
prove the following. (M ) 

0peorem 1.1 ([13], [17]). G? ~.n.) ~ (FG)-space, 
&~M1>i (.0..) is a (DLFG)-space, Jj ~ (.IU is an (LFG)-space and 

.8 p} (.n.) is a (DFG) -space. 
Here we employed the terminology of [15]. G stands for 

Grothendieck (= nuclear), F Fr~chet, L strict inductive limit 
and D strong dual. Thus a (DLFG)-space is the strong dual of 
the strict inductive limit of a sequence of Fr~chet-Grothendieck 
spaces. In particular, all the above spaces as well as their 
strong duals are complete bornologic Grothendieck spaces. 

Under the assumption of (M.l) and (M.3)' Petzsche [29] has 
proved that (M.2)' is a necessary and sufficient condition in order 
that anyone of the above spaces is a Grothendieck space. 

We denote by tI)*' (Jl) the strong dual of ,8*(J1.) and call 

its elements u1tradistributions of class *. ~{Mp}'(1.l) is the 
space of ultradistribution defined by Roumieu [30] and, if Mp 
satisfies certain conditions which Gevrey sequences satisfy (see 

Petzsche [29]),~(Mp),(Sl) is the space of generalized distribu­
tions due to Beur1ing and Bjorck [1]. 

We can prove the existence of a partition of unity of class 
* subordinate to any open covering. Moreover, the multiplication 
by an u1tradifferentiab1e function of class * and the differen­
tiation aOl. are continuous on the space .8 *( .Q). Hence we can 
prove that ~ *' (Sl), n. C IRn , form a soft sheaf on which the 
differential operators 

- ell 
(1.9) P(x, d) = 2.... ao/x) d a oi " G*C.n.) , 

lc( I~ m 
act as sheaf homomorphisms and that the dual e *, (Jl.) of £. *(A.) 
is identified with the linear subspace of ,F; *, (,0. ) composed of 
all ultradistributions with ,compact support. 

We wri te ~ -< Np if for each L') 0 there is a constant C 
fluch that 

(1.10) Mp" CLPNp ' P = 0, 1,2, ••• 

If Mu ~ Np and Np satisfies conditions (M.O)-(M.3), then 
we have the inclusion relations: 



160 HIKOSABURO KOMATSU 

where ft( n.) is the space of all real analytic functions on .0. 
equipped with the locally convex topology as Gi1j(~). Since the 
imbedding mappings are continuous and of dense range, the duals 
give rise to the inclusion relations: 

(1.12) &' (n.) c C;(Np) , (n) c &{ Mp\' en)<=: 6 (~), (.n.) c(1' (A). 

These imbedding mappings keep the support (Harvey [8], Komatsu [13] 
and hence can be extended to the sheaf isomorphisms: 

(1.13) oB' c. J) (Np ) , c:.e tMpt, c ~(Mp), c i3 , 

where 1.3 is the sheaf of hyperfunctions. The action of differ­
ential operators (1.9) is compatible with these isomorphisms. 

Convolutions are discussed in the same way as for distribu­
tions under the condition (M.2) ([13]). 

Moreover, a differential operator 

(1.14) 
110 

P(x, d) = 2... a (x) dfli 

IG(I=O ot. 

of infinite order acts locally and continuously on the spaces of 
ultradifferentiable functions and ultradistributions of class (~) 
(resp. iMp}) on Jt if for each compact set K in Jt and eacb 
h> ° there are constants Land B (resp. there is a constant 
h such that for each L> 0 there is a constant B) such that 
the coefficients satisfy 

(1.15) sup la/3aO(x)\ ~ BhII3ILIOCIMIAI/Mloll • 
XE.K ,-

Such an operator will be called an ultradifferential operator of 
class (Mp) (resp. fMpt). 

Theorem 1.2 (First structure theorem). An f is an u1tra-
.:\(Mp) , C\~MpL -

distribution in 00 (,0.) (resp. r# (on.» if and only if 
on each relatively compact open set G (resp • .Q!!.. .n.) it is repre­
sented as 

(1.16) 

with measures fo(..2!!... G (resp • .Q!!..o.) such that 

(1.17) 10(\=0,1,2, ••• 

for some L and C (resp. for every relatively compact open set 
G, every L> 0 and some C). 

We can prove the theorem under the assumptions (M.l), (M.2)' 
and (M.3)' (see [13]). For the class fMp} the theorem is due to 
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Roumieu [30], [31]. He claims that it holds under (M.l) and (M.3)' 
but there seems to be a flaw in his proof. 

Theorem 1.3 (Second structure theorem [13]). Every ultradis­
tribution f E .2),,<, (.n.) may be represented on each relatively 
compact open set G in J1. as 

(1.18) f = P(d )g 

with an ultradift"erential operator P( a) with constant coeffi­
cients and a measure g. 

To formulate the structure theorem of ultradistributions with 
support in a submanifold we introduce some notations. Let F be 
a linear submanifold of ~n. Under a suitable coordinate system 
it is written 

(1.19) F = {(x, 0); x" IRn', 
If 

o E IRn J . 
A point in IRn is denoted as (x, y) with x E IRn ' 
If .Q is an open set in IRn , we write 

" and YE IRn . 

(1. 20) .fl.' F C'\ .n. 
and ~ * (..1).. ') stands for the space of funct ions on Jl.' of n' 
variables. G\. (~) , 

Theorem 1.4. Every ultradistribution f(x, y) e J(T (.fl.) 

(resp-. -~ t~} , (.n.» with -su~~-o~t in F is uniquelY represented as 

(1.21) f(x, y) = L. ff3(x) ® c~S(y) 
with 

(M ) 
f(3 (x) ~ ~ p '( n..') 

satisfying the following conditionR: 
For every compact set K' in JL' there are constants L, h 

and C (resp. and for every L > 0 and h> 0 there is a constant 
C) such that 

< IPI 
/I f (3 II ~ M_)' h = CL /H 1 (91 • 

(~--p 'K~ , 
(1.22) 

Conversely if a family of ultradistributions f E ~ *, ( Jl. ') 
satisfies estimates (1. 22), then (1. 21) converges in t3 .8,,<, (JU 
and represents an f ~ ~*' (.Q.. ) with support in F. We have more-
over 

(1.23) supp f = lJ supp f~ . 

Theorems 1.3 and 1.4 are proved by Fourier Analysis. We 
employ, in particular, the Paley-Wiener theorems for ultradiffer-
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entiab1e functions and u1tradistributions. To formulate them we 
need the associated function 

(1.24) M( f) = sup log( fP/~), 0 ~ f <:: l>O 
P 

and the support function 

(1. 25) ~(~) = sup 1m <x, ~ >, ~ E [n, 
XEK 

where K is a compact convex 
M( ~) = MC/ ~D. We note that 
is equivalent to p 1/s. 

set in Rn. If ~ E e;n, 
for the Gevrey sequence 

we write 
p!S M( f) 

Theorem 1.5 (Paley-Wiener theorem for u1tradifferentiab1e 
functions [13]). An entire function ~(~) .2!!.. C;n is the 
Fourier-La lace transform of an ultradifferentiable function rex) 
of class (Mp) (resp. iMp) with support in a compact convex set 
K in ~.n if and only if for each h > 0 there is a constant C 
(resp. there are constants h and C) such that 

A seguence ~j of ultradifferentiable functions with support 
(M ) iM_} 

in K converges in riJ p (JRn) (resp. oS up ORn» if and only if 
for each h> 0 (for some h') 0) one of the following equivalent 
conditions holds: 

(a) exp{M( ~ Ih) - HK( ~ )} fj (> ) 
converges uniformly on [no , 

(b) exp{ M ( ~ Ih) 1 'j ( ~ ) 
converges uniformly on a strip I 1m ~ I ~ a<.~; 

(c) eXP1M( S Ih)l fj ($) converges uniformly on !Rn . 

Theorem 1.6 (Paley-Wiener theorem for u1tradistributions [17]). 
The following conditions are equivalent for an entire function 
"f( ~) .Q!! (n • 

(i) f(~) is the Fourier-Laplace transform of an u1tradistri­
bution of class (~) (resp. {Mp}) with support in the compact 
convex set K in mn; 

(ii) There are constants Land C (resp. for each L) 0 
there is a constant C) such that--

and for each t) 0 there is a constant c( such that 

S E q;n ; 
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(iii) There are constants Land C (resp. for each L> 0 
there is a constant C) such that 

1'0.' 

(1.29) If(;)1 ~ C exp{M(L~)+HK(~)~' ~ E (\;n. 

A sequence f, of ultradistributions with support in K con-
(M ) ,J {M... J 

verges in ,f) P (Rn) (resp. ~ --p '(~n» if and only if for 
some L (resp. for each L > 0) one of the following equivalent 
conditions holds: 

converges uniformly on tn, 

(b) exp {-H(L~ )l r (~) converges uniformly on a strip 
I 1m ~ I ~ a < bO ; J 

(c) exp { -M(L ~ )}~ ( ~ ) converges uniformly on Rn. 

The equivalence of conditions (i) and (ii) of Theorem 1.6 
has been proved by Roumieu [31] and Neymark [27] without condition 
(M.3). The implication (ii) :>(iii) is a type of the Phragm~n­
Lindelof theorem and we need conditions (M.2) and (M.3) to prove 
it. To be more precise, we have the following generalization of 
the Phragm~n-Lindelof theorem. 

Lemma 1.7. Let F(z) be a holomorphic function defined on 
the upper half plane 1m z > O. If for each £ ~ 0 there is a 
constant C such that 

(1.30) ,F(z)1 ~ CeE.lzl, 1m z > 0, 

then the non-tangential boundary value 

(1.31) F(x) = lim F(z) 
z..,.x 

exists for almost every x E~ ~ 

(1.32) 10g'F(x+iy)1 ~ .!.JOO y 10gIF(t)l dt , y>O 
7t -bo (x-t) 2+y2 

Then if ~ satisfies (M.2) and (M.3), the Poisson integral 
of M(Lx) is bounded by M(L' z) + C' with constants C' and L'. 

We also obtain a Whitney type extension theorem for ultradif­
ferentiable functions as the dual of Theorem 1.4. We denote by 
e,.*(.n.)F (resp. of!;*CS1J F ) the closed linear subspace of t!..*C.Q) 
(resp. ,,8*(SL» of all elements 'rex, y) such that d~ ,(x,O) 
= 0 for all ~. Next we consider the space (; ~( cll.') (resp. 
~i(Jl'» of all ultradifferentiable functions of class * in the 

sense of Whitney. Namely, c.. (~) (..rt') ,\resp. ef;p} (.n.')~ 
the space of all arrays (<r f.; (x); ~ E JNIl) of functions 
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1 ~ E: Eo (Mp) ( Jl. ' ) 
set K' in Jl.' 
are constants h 
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(resp. E.. ~ ~ J (on.. '» such that for each compact 
and h::> 0 there is a constant C (resp. there 
and C) satisfying 

(1. 33) sup I dot ~ A(X) I , Ch lo(+(1~ I I 
xs' ~ ~, 

~*(Jl.') is defined similarly. Since G~(Jl.') and ,sJL(A') 
have similar expressions to (1.5)-(1.8), we can introduce in them 
natural locally convex topologies. 

Let L: e * (/t) F -'> £ * ( .n.) be the canonical inj ection and 
let f: e * (Jl.) ~ G i< Jl') be the mapping defined by 
r(cp{x, y» = (d~CP(X' 0». Then we have 

Theorem 1.8 (l17]). 

(1.34) 0 ~ f. *(.n.l ~> ~*(Jl.) ~ e~( ll.') -> 0 

and 

(1.35) 0 ~ ~*(.n.l ~.l)*(.Sl') -4~~(.n.')-')o 
are topologically exact sequences of locally convex spaces. 

In case F = ~O}, the theorem says that if a sequence c.' 
c:( € INn, of complex numbers satisfies 

(1.36) 

for each h > 0 and some C (resp. 
is an ultradifferentiable function 
~Mp\) such that 

(1.37) do/. <f (0) = Co( • 

some h and C), then there 
,(x) of class (Mp) (resp. 

When n = 1, this has been proved by L. Carleson [3]. 
We say that a subset K of ~n has the cone property if for 

each x E K there are a neighborhood U 1"1 K of x, a unit vector 
e in IRn and a positive number €. 0 such that (U" K) + £. e is 
in the interior of K for any 0 < £. < £0. , 

We assume that A' and A" are open sets in IRn and ,Rn" 
respectively and that K' and K" are compact sets with the cone 
property in IRn' and IRn" respectively. 

Theorem 1.9. The bilinear mapping which assigns to each pair 
of functions <f(x) and fey) the product ~(x) 'fey) induces 
the following isomorphisms of locally convex spaces: 

1\ 

(1.38) f,*(Jl.')® &*(,n:') ~ c*(fL')( .fl."); 

(1.39) 

(1. 40) xJ).."). 
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Hence we obtain the kernel theorem similar to the case of 
distributions [35]. 
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Theorem 1.10. We have the canonical isomorphisms of locally 
convex spaces: 

(1.41) B~(~*(Sl.'), 08*(.rt'» =L~(08*(.!l'),~*'(Jl."» 
= Ll ~ * ( .Q. ") , .e * , ( ..IL' » = ~ *, (JL') ® 0& * , ( ~') =..a * , (.fl.' X .It."). 

Here BS(X, Y) and L~(X, Y) denote the space of all 
separately continuous bilinear functionals equipped with the bi­
bounded convergence topology and that of all continuous linear 
mappings equipped with the bounded convergence topology. 

Theorems 1.9 and 1.10 have been proved by Komatsu [17] and 
Petzsche [29] independently by different methods. Petzsche proves 
(1. 39) for compact sets K' and K" regular in the sense of 
Whitney. 

Combining Theorems 1.4 and 1.10, we can characterize continu­
ous linear mappings T: G'~ ( .n.) ~,/) *, (J1.) which is local in the 
sense that supp Tf C supp f as in Schwartz [35]. 

Since the ultradistributions are imbedded in the hyperfunc­
tions, every ultradistribution may be represented as a sum of 
boundary values of holomorphic functions. We define 

pP nl 
(1.42) M*( r) = spp log ~ . 

If M = p!S, M*( f) is equivalent to f l/(s-l). 
tet V be an open set in [n which contains the open set tL 

in ~n as a relatively closed set and let r be a proper convex 
open cone in Iln. We denote by V r the wedge domain V 1"1 (~n+i r ) . 

Theorem 1.11. We assume (M.l)'. Then the following condi­
tions are equivalent for a holomorphic function F(x+iy) ~ Vr: 

(a) For each compact set K in !L and closed subcone r' 
of r there are constants Land C (resp. for each L> 0 
there is a constant C) such that 

(1.43) sup \F(x+iy)l ~ C exp{M*(L/lYI)} for y ~ r' ; 
xEK 

(a)' (1.43) holds for ~~ f' in r; 
(b) F(x+iy) tends to an ultradistribution F(x+irO) ~ y 

tends to 0 in a subcone r' of r in the topology of 
oS (Mp) , (n.) (resp. c$fMp} , Ca.»; 

(b)' F(x+iy) tends to F(x+irO) .i!..§.. y tends to 0 in a 
ray r' in r in the topology of ..8 *' ( .n.) ; 

(c) The boundary value F(x+irO) in the sense of hyper-

function is in J;(Mp '{,O.) Crespo ~i~},(..o..». 
Then the topological boundary value in (b) and the cohomolo­

..sical bounda;ry value in (c) coincide. 
The implications (a) # (a)' ~ (b) ~(c) are proved in [l3]. 
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The other are also proved in [13] in the one-dimensional case. 
When the dimension is greater than one, they are derived from the 
edge of the wedge theorem and Kataoka's theorem [11] saying that 
the singularity spectrum in the sense of Sato-Kawai-Kashiwara [33] 
coincides with the analytic wave front set in the sense of Horman­
der for distributions and hence for ultradistributions. 

Suppose that rl , ••. , rm are convex open cones in mn such 
that the dual cones 

cover the dual space of mn. An example is the connected 
components of (R \ ~O})n. 

Theorem 1.12 ([13]). 1&1 
tively compact open set in .Il. 
borhood of G. Then there are 
satisfying the estimate (1.43) 

f €= 00 *, ( .Q) , let G be a rela­
and let V be a complex oJ?_en ~~:!g1!­
holomorphic functions F j ..Q!!.. VrJo 
such that 

When t.L = mn , Korner [19] and Petzsche [29] prove more 
strongly that (1.45) holds on mn. Korner proves it without 
condition (M. 3) • 

2. HYPERBOLICITY 

Let 

(2.1) P(x,~) = 
l..cl~m 

be a linear partial differential operator with real analytic coef­
ficients a~(x) defined on an open set SL in ~n. We assume 
that the principal part 

- Q( 
(2.2) p(x,~) = 2..J aO/.(x) d 

I«.I~m 
is non-degenerate or that p(x, d) f- 0 for any fixed x E 11. 

The operator P(x, d) is said to be hyperbolic with respect 
to the hypersurface S = {xl = 0 j in the function spaces Jr of 
n variables and ~ of n-l variables if the Cauchy problem 

o 
I 

P(x, d )u(x) 
(2.3) k-l 

d u (0, x') = wk (x' ) , k - 1 m k-l - , •. 0, 
~xl 

has a unique solution u ~ 3T for any data (~k~ E ~ m. 0 

We restrict ourselves to the local solvablllty problem ln the 
case where ~ and ~ are the same Gevrey class of ultradiffer-
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entiable functions or ultradistributions and give an almost neces­
sary and sufficient condition for hyperbolicity. 

As usual the condition consists of three parts. 
Condition A. The initial surface is non-characteristic; 
Condition B. The characteristic roots are real, i.e. the 

roots ~ 1 of the algebraic equation 

(2.4) p(x; ~l> i ') = ° 
are real for any x E &It and ~ 'E: tRn-l. 

To formulate the third condition concerning the lower order 
terms, we define the notion of irregularity of characteristic 
elements. 

We assume that the coefficients ~(x) are continued analy­
tically to the complex open neighborhood V of .n.. If an 
element (xO, 3°00) E p*v = (T*V \ V) It:)( (~O 00 stands for the 
class of ;0 E T~ V) is on the non-singular part of the charac­
teristic variety ° 
(2.5) N(p) = ~(x, ~Oo) E P*V, p(x, S) = O}. 

it is called a non-singular characteristic element of P(x, ~). 
Let d be the multiplicity. Then we can find an irreducible 
homogeneous polynomial K(x, ~) in t with coefficients in the 
ring of germs of holomorphic functions at xO and a homogeneous 
polynomial Q(x, \) with Q(xO, ~ 0) -F ° such that 

d 
(2.6) p(x,~) = Q(x, ~ )K(x, ~) • 

We can further find homogeneous polynomials Q. (x, ~) which is 
either identically zero or not identically zer5 on a neighborhood 
of (xO, ~O) in the characteristic variety so that 

d dm- l 
(2.7) P{x, ~) = Q(x, ~ )K(x, d) + Qm-l (x, ~ )K(x, d) + ... 

and 

(2.8) 

dO + QO(x, d )K(x, ~) , 

d· 
Qi (x, ~ )K(x, ~)]. is 

d -d 
<r = max ~ 1 --!-1 'm-]. 

of order i (see [16]). 

(i = 0, 1, ... , m-l) } 

Then we define 

to be the irregularity of the characteristic element (xO, ~ObO). 
We note that 1 ~ <r .:; d. When ~ = I, - P(x, a) is said to 
satisfy Levi' s condition at (xO, \ OjilO) • 

Now our third condition is the following. 
Condition C. In case 7- = ~ = £(s) m: oB (s), (resp. [fst 

..Q!: J?j{sJ'), the irregularity cr~ s/(s-l) (resp. (f""< s/(s-l») 
at every non-singular characteristic element. 

We note that when Conditions A and B are satisfied and every 
characteristic element is non-singular, Levi's condition ~= 1 
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is known to be necessary (Mizohata-Ohya [26], Flaska-Strang [5]) 
and sufficient (Mizohata-Ohya [25], Chazarain [4]) in order that 
P(x, a) is hyperbolic in 8 or otJ'. 

Our proof of both necessity and sufficiency depends on the 
convergence of formal solutions associated with the irreducible 
factor K(x, s) of p(x, ~). A holomorphic function 9> (x) on 
a complex neighborhood of xO is said to be a characteristic 
function of P(x, a) if it satisfies 

(2.9) p(x, grad '(x» = o. 

We assume that 
a solution of 

(2.10) K(x, grad f(x» = O. 

Then cr(x) is actually 

Let lj(t), j E Z, be a sequence of functions of one 
variable t satisfying 

(2.11) j E Z. 

Then we can construct a unique formal solution 
00 

(2.12) u(x) = 2.. u,(x) 1,( rex»~ 
j=-bo J J 

of 

(2.13) P{x, ~)u(x) = 0 

(2.14) k = l, ..• ,d, j E 7, 

where fk(x') are arbitrary holomorphic functions defined on a 
neighborhood of xO'. Uj(x) do not depend on the sequence lj(t). 
Employing Hamada's method in [6], we can prove that Uj(x) are 
holomorphic on a fixed complex neighborhood Vo of xO and that 
there is a constant C depending only on fk(x') such that 

6'" )1, j<O 

~=1, j<O 

(see [16]). This is the best estimates of this form in general. 
Namely if tJ > 1 and Qi (xO, grad 'f (xO» .; 0 for some i < m 
with d - di = ~(m - i) , then for a suitable choice of initial 
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values fk(x') we have 

(2.17) IUj(x)1 ~ c-j+lqxl-x~l-j/(-j)!)r/(r-l) 

on a neighborhood of xO with a constant c::> 0 for infinitely 
many j< O. 

The necessity of Condition A is proved by constructing null­
solutions. (Cf. Mizohata [23] and Persson [28].) 

Theorem 2.1 ([16]). Let s: t(x) = 0 be a real analytic 
hypersurface such that (x, grad t(x) co) is a non-singular 
characteristic element for every XES. 1f ~ is the irregu­
larity, then for each 1 < s ~ r/(r-l) and xO E S there are 
null-solutions exactly in ets} and exactlY in ~ (s), 2!!.-.!!. 
neighborhood of xO. 

Since the local existence implies a semi-global existence 
(cf. Lax [20]), the following is enough to prove the necessity of 
Condition B. (See Kataoka [11] for a more direct proof.) 

Theorem 2.2. Suppose that P(x, a) has a non-singular 
characteristic element (0, (~l, s') DO) such that 1m ~ 1> 0 
and ~ , cS mn- l \ O. Then for any sufficiently small neighborhood 
~ ~ 0 and any E > 0 there is a real analytic solution 
u(x) ..Qf (2.13) defined on f x E .n. 0 ; xl > - e) which cannot 
be extended to any hyperfunction solution across the hyperplane 
Xl = -2E.. • 

The necessity of Condition B in e. and ~' have been 
proved by Lax [20] and Mizohata [22]. Bony-Schapira [2] show that 
Conditions A and B are sufficient for hyperbolicity in dB • 

Theorem 2.3. Suppose that Conditions A and B are satisfied 
and that P(x,~) has a non-singular characteristic element 
(0, t co) of irregularity 6" > 1. 

Then for each s::> ~/(~-l) there are Cauchy data wk(x') 
E ~(s)(.n.') on a neighborhood .Sl.' .Qf. 0' in /Rn-l such that 

the solution u(x) of (2.3) does not belong to ~(s)'(JtO) ~ 
any neighborhood .n.0 of 0 in lRn. 

On the other hand, for each nei~hborhood Jt of 0 in IRn 
there are Cauchy data wk(x') E e{s (.n.!), where -; = tr1(tr-l) 
and Jl.':>.n.. n IRn- 1{ such that the solution u(x) of (2.3) does 
not belong to ..e {sr' ( .11.) • 

Theorems 2.1, 2.2 and 2.3 are proved by constructing a solu­
tion u(x) of (2.13) as the series (2.12) for a suitable choice 
of lj(t). If we take the characteristic function ~(x) as a 
local coordinate function xn ' then (2.12) is written 

Jxn ~ (xn-t)j-ll 
u(x) = {l;;i uj(x) (j-l)! J!O(t)dt 

(2.12)' 
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It follows from estimates (2.15) that the integral operator 
of the first term behaves well. On the other hand, estimates 
(2.16) show that the ultradifferential operator of the second 
term is continuous on e(s) and o&(s) , (resp. S fs} and 
.8~sj') as far as s~tS"/«(J-l) (resp. s<~/(~-l». Hence 
the solution u(x) has the desired regularity for the proof of 
Theorem 2.1 if ~O(xn) has. 

Theorem 2.2 is then proved by employing Sato's fundamental 
theorem of regularity ([33], p.356). 

If Theorem 2.3 were not true, the ultradifferential operator 
would map every element £ O(Xn) in & (S) (R) to an element in 
~(s)'(~O)' By the closed graph theorem the mapping is continu­
ous. Hence it follows from the kernel theorem that it is repre­
sented as 

I':IJ dk J (2.18) 2... u_k(x) -:---1{ .fO(xn) = K(x, t)!O(t)dt 
k=O dXn 

with a kernel K(x, t) E ,8 (s) '(.1Lo x IR) • 
side is a local operator in xn ' we have 
Hence we have by the structure theorem of 
support in a submanifold 

(2.19) K(x, t) = 2:. vk (x) ~ (k) (xn - t) 
k=O 

with vk(x) E ~(s)'(SLo) such that 

(2.20) UVk(x)Q (82 h ~ CLk/(k!)8 . 
(~'1. J, 0' 

Since the left hand 
supp K c:: ~ xn = t ~ • 

ultradistributions with 

From the uniqueness of decomposition (2.19) we have vk(x) = U_k(x), 
Then (2.20) contradicts (2.17). 

The proof is similar for the case ~s}. (Cf. Ivrii [9], [10].) 
Conversely we have 
Theorem 2.4. Suppose that Conditions A, Band C are satis­

fied and that every characteristic element is non:singular. Then 
for each sufficiently small open neighborhood .fl.' of 0 in 
Rn- I there is an open neighborhood Jl o of 0 in mn such that 
the Cauchy problem has a unique solution u(x) E T' (.Jl. 0) ~. 
J;*' (n.O» for any data (wk(x'» € (; *(.Il')m (resp. ~ *, (.Q.,)m). 

A little weaker results have been obtained by Leray-Ohya [21] 
and Hamada-Leray-Wagschal [7]. We can prove the theorem by their 
methods. Another proof is obtained by constructing a fundamental 
solution Ek(x, y') of the Cauchy problem as the integral 

(2.21) Ek(X, y') = f Ek(x, y', ~') i.V( 5') 
Sn-2 

of the solution u(x) Ek(x, y', ~') of 

{
P(X, a)u(x) = 0 

(2.22) 
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S (n-2)! ___ 1 ___ ----.-

k,f (_21Li)n-l «x'-y', ~ ')+iO)n-l 

or 

8. (n-2)! (l-,,*'-y',~ ,»n-2+ti(1_t(Qt'_y' ,r>t-3 (1x'_Y'1 2_¥,_y, ,s'i) 
k,l (_2n;i)n-l «x'-y' ,f)+IlC(j x'-y't 2_<x'_y', r>2:)+iof-1 

with Re 0( > O. According to Hamada [6] the solution u (x) is 
obtained as series (2.12) for a suitable choice of lj(t). Then 
it is easy to locate the singularity spectrum of the fundamental 
solution. Thus we obtain a result on the propagation of singular­
ityof solution similar to Mizohata [24] and Chazarain [4]. 
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SOME ASPECTS OF THE THEORY OF LINEAR EVOLUTION EQUATIONS 

J.1. Lions 

College de France and Laboria 

INTRODUCTION 

The goal of these lectures is to give (Chapter I) a short survey 
of some of the methods available for proving existence and uni­
queness in linear evolution equations, and in the following 
chapters, to indicate some trends and problems in this theory. 

Chapter 2 gives an introduction to the theory of homogenization 
of evolution operators with highly oscillating coefficients ; 
this chapter can be used as an Introduction to the forthcoming 
book by Bensoussan-Papanicolaou and the A. on these topics. 

Chapter 3 shows how some questions of optimal control lead to 
the necessary introduction of "generalized" solutions, and we 
shortly present the transposition method, for which we refer to 
the book of Magenes and the A. on non homogeneous boundary value 
problems. We also briefly give an extension of the Hadamard's 
formula (which expresses the 1st variation of the Green's kernel 
with respect to variations of the domain) to problems of evolu'­
tion. 

In Chapter 4 we recall a result of Baouendi and Grisvard relative 
to an equation of mixed type and we show how this equation can be 
"transformed" into an apparently new singular evolution equation 
(whose direct study is open). 

Each Chapter ends with a short Bibliography. 

Gamir (ed.), Boundary Value Problems for Linear Evolution Partial Equations. 175-238. 
All Rights Reserved. Copyright © 1977 by D. Reidel Publishing Company, Dordrecht-Holland. 
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The detailed plan is as follows : 

Chapter 1. Methods for proving existence and uniqueness 

1.1. Notations 
1.2. Functional spaces. 
1.3. Abstract problem of "parabolic" type. 

2. Examples 

3. Proof of uniqueness in Theorem 1.1. 

4. A review of existence proofs in Theorem 1.1. 

4.1. Projection theorem. 
4.2. Approximation method (I). Semi discretization in space. 
4.3. Approximation method (II). Semi discretization in time. 
4.4. Approximation method (III). Elliptic regularization. 
4.5. Other methods. 

5. Mixed formulation. 

5.1. Orientation 
5.2. Setting of the problem 
5.3. Laplace transform method. 
5.4. Example. 

Chapter 2. Asymptotic problems. An introduction to homogenization 

1. Setting of the problems. 

1.1. Notations. 
1.2. Problems. 
1.3. Orientation. 
1.4. Remarks. 

2. Multi-scale methods. 

2.1. Notations. Principle 
2.2. Problem 1.1. 
2.3. Problem 1.2 (1) 
2.4. Problem 1.2 (2) 
2.5. Problem 1.2 (3) • 

of the method. 

3. Justification by energy methods of the asymptotic calculations 

3. I. Problem 1.1. 
3.2. Problem 1.2 (1) 
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3.3. Problem 1.2 (2) 
3.4. Problem 1.2 (3). 

Chapter 3. Optimal control and generalized solutions 

1. Boundary control. 

1.1. Orientation 
1.2. An example of boundary control. 
1.3. Transposition method. 

2. Geometrical control. Hadamard's tylJe formulaes. 

2.1. The domain as "Control variable". 
2.2. Formal computation of y. 

Chapter 4. Singular problems of evolution 

1. An equat ion of mixed type. 

1.1. Orientation. 
1.2. Mixed problem. 

2. A singular equation of evolution. 

2.1. Invariant imbedding 
2.2. An identification procedure. 

177 
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CHAPTER I 

METHODS FOR PROVING EXISTENCE AND UNIQUENESS 

I. PARABOLIC EVOLUTION EQUATIONS. ABSTRACT SETTING. 

1.1 Notations. 

Let V and H be two Hilbert spaces ; we shall assume these spaces 
to be real Hilbert spaces, changes for the complex case being 
straightforward. We shall assume 

V c H , V dense in H, V -+ H continuous (1. 1) 

the norm in V (resp. H) is denoted by II IICresp.1 I), the scalar 
product in H is denoted by ( , ). We identify H to its dual, and 
if we identify the dual of V in a compatible way, we have 

VcHcV I , 

( , ) denotes the scalar product in H or 
product between V and VI (or VI and V). 

h 1(1.2) 
t e scalar 

Let t be the time variable. We shall assume 

tE[O,TJ, O<T<oo. (1.3) 

We consider a family of continuous bilinear forms on V x V 

la(t;u,v) I ~ M lIullllvll lit E (0, T) 
(1. 4) 

t -+ a(t;u,v) is measurable in (O,T) liu,v E V, 
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and we assume that (ellipticity hypothesis) 

31. such that 

2 2 
a(t;v,:r) + A\v\ ~ a\\v\\ 'VVEV, a>O, (1. 5) 

a.e. in t E (O,T). 

We define A(t) by 

(A(t)u,v) = a(t;u,v) , 
(1. 6) 

A(t) E .l(V;V'). 

We want to consider the following problem (in a loose form first) 
find u = u(t) such that 

au at + A(t)u = f in (O,T), 

f given with values in V', u being subject to 

u(o) = u ,u given. 
o 0 

(1. I) 

( 1.8) 

One has now to make the above problem precise, by defining the 
class of functions where we look for u. 

1.2. Functional spaces. 

In order to avoid once for all any difficulty related. to measur­
ability in t, we assume that 

V is separable. (1. 9) 

We define 

(1.10) 

Here L2 (O,T;V) denotes the classical space of (classes of) func­
tions v which are measurable with values in V and are such that 

J! I\v(t) \\2 dt < 00. 

In (1.10) ~~ is taken in the weak sense of distributions with 

values in V, i.e. 

~: (~) = - f~ vet) d:~t) dt ~ smooth with real values and 

compact support in JO,Te. 
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We provide (1.10) with the norm given by 

II v II ~ ( ° , T) = f ~ [ II v ( t) 112 + II d vd ~t) II: ] d t (I. I I) 

where 

, A E V'. 

Equipped with this norm, W(O,T) is a Hilbert space .• 

One can prove (cf. Lions-Magenes [IJ, referred to as L.M. [I] 
in what follows) : 

every function vEW(O,T) is a.e. equal to a conti-} 
nuous function from [O,T] + H. (1.12) 

We have the integration by parts formula : if u, v E W(O, T), then 

au ( at ' v)dt = (u(T),v(T» - (u(o),v(o» -

-J! (u, ~~ )dt. 

(I .13) 

We also remark that : 

2 2 
if vEL (O,T;V) then A(t)v E L (O,T;V') (1.14) 

2 and the mapping v + A(t)v is continuous from L (O,T;V) 

+ L2 (0,T;V'). 

1.3. Abstract problem of "parabolic" type. 

With the notations of sections 1.1 and 1.2, we now consider the 
following problem : 

2 we look for u E L (0, T;V) such that 

au 
-+ at 

u(o) 

A(t)u 

u 
a 

f , f given In L2 (0,T;V'), 

u given In H. 
a 

(1.15 ) 

(1.16) 

Re~ark 1.1. : By virtue of (1.14), if u belongs to L2 (0,T;V) 
and satisfies (1.15) then 
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au 2 at = f - A(t)uEL (O,T;V') 

i.e. uEW(O,T) so that (1.16) makes sense. 

Remark 1.2. 
to the equation 

All the remarks which follow readily extend 

E au(t) + A(t)u 
at f (1.17) 

where E E .e(H;H), E* = E , E invertible positive definite, and 
also to cases when E(t) depends smoothly on t with similar hypo­
theses. The situation changes radically when E is not invertible. 
For an example of such a "singular" situation, letUs give 

au a2u 
x ~ - ---2 = f in QxJO,T[, Q 

ot ax 
J-l,I[ , (1.18) 

u(±I,t)=O , (1. 19) 

and where the "initial condition" (1.16) has to be replaced by 
a "partly initial, partly final" condition, namely 

u(x,o) given for x> 0, 
(1 .20) 

u(x, T) given for x < o. 

For the solution, cf. Baouendi-Grisvard [IJ •• 

Remark 1.3 We do not restrict the generality by assuming 
that 

a(t;v,v) ~ a.\lv1\2 (1.21) 

Proof : change u into ektu and choose k ~ A , A being the constant 
which appears in (1.5)._ 

We shall give in what follows a number of methods for proving the 

Theorem 1.1 - We assume that (1.4)(1.5) (or(I.21» hold true. 
Then problem (1.15)(1.16) admits a unique solution in W(O,T) (or 
in L2(0,T;V), it amounts to the same thing). The mapping 

f u -+ u , 0 

2 2 is continuous from L (O.T;V') xH -+ L (O,T;V) (or W(O,T». 
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2. EXAMPLES. 

The rather abstract presentation of Section I is justified by 
the very large number of examples which all fit in the preceding 
framework. 

We confine ourselves here to a few typical examples. For other 
examples we refer to L.M. [IJ. Lions fll (L. [IJ) and to the 
bibliography therein. 

Example 2.1. 

n Let ~ be a bounded open set of R , and let us define the usual 
Sobolev space of order I : 

HI W) = {vi v, 'a:v. E L2(n)} 
1. 

equipped with its standard Hilbertian norm. 
We define next 

(2. I) 

HI (Q) = closure of ~(n) in HI (n) (where ~(n) denotes (2.2) 
o 

00 

the space of C scalar functions. with compact support 
in n). 

If r = 'a~ is smooth enough (cf. L.M. [IJ) then 

{vi 
I 

v E H (n) • v=O on r} . (2.3) 

We take 

(2.4) 

~ 'av dx 
'ax. 'ax. • (2.5) 

1. 1. 

We have: V' = H-I(~). and (1.15)(1.16) is equivalent to the 
classical problem for the heat equation given by 

'au - - Au 'at f in ~xJO,T[, 

u = 0 on rX]O,T[ 

u(x,o) = u (x) in ~. 
o 

2:, 
(2.6) 
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Example 2.2. 

Let us take now 

(2.7) 

and a(u,v) still given by (2.5) 

Since V' cannot be identified with a space of distribution over 
Q, it is better to formulate (1.15) in the (equivalent) "varia­
tional form". 

dU (at ,v) + a(t;u,v) = (f,v) 'dv E V. (2.8) 

We define 

(f,v) = IQ fo(x,t)v(x)dx + Ir g(x,t)v(x)dr (2.9) 

where 

2 2 2 2 f EL (Qx (a,T», gEL (a,T;L (f» = L (L:). 
o 

(2.10) 

It is easy to check that, assuming (2.10), (2.9) defines an 
element f of L2(a,T;V'). 

1 Remark 2.1 : If we use (L.M. [IJ) the trace theorem in 
R (Q), we see that we can take 

2 -1/2 gEL (a,T,R (f» .• 

The problem (1.15)(1.16) is equivalent to the following 

dU 
dt 

f in Qx]a,T[, 
o 

dU 
dV = g on L: , 

(2.11 ) 

(2.12) 

(2.13) 

where d~ = normal derivative to r directed toward the exterior 
of Q, and with the initial condition (1.16) •• 

Example 2.3. 

00 

Let us consider in Q =Qxlo, T[ functions a .. (x, t) E L (Q) such 
that ~J 
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n n 

I: a .. (x,tn·I;·~a. I:I;~ 
~J ~ J i=1 ~ 

, a. > 0 , a.e. in Q. (2.14) 
i,j=1 

We take, for instance 

v (2.15) 

and we define 

"\' f au av a(t,u,v) = t..J a .. (x,t) -,\--,\-dx. 
• . ("\ 1J oX. ox. 
~,J ~G J ~ 

(2.16) 

We can apply Theorem 1.1. We have therefore existence and unique­
ness of the solution of 

au at + A(t)u = f in Qx]O,T[, 

u=O on E, 

u(x,o) = u (x) on Q 
o 

where 

A(t)u 
u a d - L -'\- (a .. (x,t) ~). 

. . 1 ox. ~J ox. 
~,J= ~ J 

(2.17) 

(2.18) 

One has to be careful in the interpretation of (2.18) when - as 
it can be the case ! - coefficients a .. are discontinuous. 

~J 

Let us suppose (as it is sketchy indicated on Fig. 1 for u 1 ) 
that 

Q Qo U S U Q1 (2.19) 

r- in Qo _ ~J (2.20) a .. - 1 
~J a .. in Q1 

~J 

a? , a!. being continuous functions in QI and in Ql1 but which 
q ~J 0 

take different values on S. If we denote by 

uk = restriction of u to Qk ' k=O,1 

k a kauk 
A(t) uk = - I: - (a .. -" - in Qk ax. ~J ox. 

~ J 
then the 1st equation in (2.17) is equivalent to 
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t 

T 

\ 

s 

\ o ~~~ ______________ ~. 

with 

Fig. I 

aU I I 
- + A(t) u l at 

the transmission 

u u l on S, 
0 

l: au 
0 0 a .. 

ax. v. 
l,J lJ l 

J 

conditions 

=L: I a .. 
i,j lJ 

x 

aU I 
on S 

ax. 
v. l 

J 
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(2.21) 

\ (2.22) 

where {v.} = normal to S. The interpretation of (2.21) is formal, 
the corr~ct meaning being through the variational formulation. -

Example 2.4. 

V = H2(Q) , H = L2(Q), 
o 

a(u,v) = (~u,~v). 

Then problem (1.15)(1.16) is equivalent to 

(2.23) 

(2.24) 
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au + !J.2U = f in Q, 
at 

u = 0 au = 0 on E, , av (2.25) 

u(x,o) = u (x) in n.-
0 

Example 2.5. (Changing of "Pivot space"). 

In all of the examples taken so far, we have H = L2(Q). But it 
can be useful to make significantly different other choices. We 
take (cf. L.M. [I]. Chapter 3, N° 4.7.5.) : 

H=H!(m. (2.26) 

v = {vi 
d!J.v 2 

v E H, - E L (Q)} 
ax. 

1 

( ) - ~ f a!J.u a!J.v auv -l, ----

• n ax. ax. 
a. 1 1 

We can apply Theorem 1.1. 

dx. 

(2.27) 

(2.28) 

The interpretation of the problem is as follows u satisfies 

au 
(at ,v)H + a(u(t),v) =(f(t),v)H I;/VEV (2.29) 

where ( , )H denotes the scalar product between V' and V compati­
ble with the scalar product in H. If we assume that 

2 I 
f E L (O,T;H (m) , 

o 
(2.30) 

then (2.29) can be written 

au ( at ' - !J.v) + a(u(t),v) = (f(t), - !J.v) (2.31) 

where ( , ) denotes the scalar product between HI(Q) and H-I(Q). 
If we set -!J.v ~,then (2.31)· is equivalent toO 

au f a a~ -I ( ~ , ~) + L -" - (-!J.u) -" - dx = (f, ~) 'v' ~ E H (m at ox. ox. 
1 1 

hence it follows that 

au A2 f' - + L> U = ln Q at 

(2.32) 

(2.33) 
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subject to Boundary conditions 

u = 0 3~u = 0 on I , dV 

and of course subject to the usual initial condition 

1 
u(x,o) = u (x) , where now u .E H (m. -

000 

187 

(2.34) 

(2.35) 

Remark 2.2. 
systems. -

We refer to L. [IJ, L.M. [IJ for examples for 

3. PROOF OF UNIQUENESS IN THEOREM 1.1. 

Assume that u satisfies (1.15)(1.16) with f = 0, u 
o 

Taking the scalar product of (1.15) with u gives 

3u at ' u) + a(t;u,u) = 0 

hence it follows, by using (1.13), that 

~ lu(t)1 2 + f ~ a(s;u(s),u(s»ds = o. 

Since a(s;u(s) ,u(s» ~ allu(s) 11 2 , it follows that u 

o. 

(3.1) 

(3.2) 

o. 

Remark 3.1. : If we have not made the transformation as in 
Remark 1.3, we obtain from (3.2) that 

1 lu(t) 12 S A J tl u (s)1 2 ds 2 0 

which is enough to conclude that u=O by virtue of Gronwall's 
inequality. -

4. A REVIEW OF EXISTENCE PROOFS IN THEOREM 1.1. 

4.1. Projection theorem. 

Let us recall (cf. L. [1J, Chapter 3) the following "projection 
theorem" : let F be a real Hilbert space (and let II IIF be its 
norm) and let ~ be a pre-hilbert ian subspace of F : 

~ c F , (4.1) 
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III <p III == norm of <p IS 4> in <p (and <P is not necessarily complete 
for this (pre-hilbertian) norm); 
we assume that 

II <P II F :0; c III cp III 
Let E(u,<P) be a bilinear form on F x <P which satisfies 

'd<P IS 4> , u + E(u,<P) is continuous on F ; 

E(cj>,cj» ~ alllcj>11I2 , a> O. 

Let <p + L(<P) be a continuous linear form on 4>. 

Then there exists u IS F such that 

E(u,<P) == L(<P) 'd<p IS 4> •• 

Application : we take 

2 
L (O,T;V) F 

{<pI<p IS F, ~: IS L2(O,T;V') , <P(T) == O} , 

111<p11I2 ==11<p11; + 1<p(0)1 2 (so that 4> is indeed not 
complete !) 

f T a<p 
E(u,<P) == 0 [- (u'at)+ a(t;u,<p)] dt 

L(<P) == f T (f,<P)dt + (u ,<P(o». 
o 0 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

We leave as an Exercise to the reader to check that this proves 
Theorem 1. 1 •• 

4.2. Approximation method (I). Semi-discretization in space. 

We introduce a family of subspaces Vh C V where h is, say, a scalar 
parameter IS 10,1] , and we assume thaE 

Vh, Vh is finite dimensional, (4.10) 

V "converges" to V is the following sense : 'dv IS V } 
h (4.11) 

there exists vh IS Vh such that II v-vh II + 0 as h + O. 

We say that Vh is an internal approximation of V. We easily check 
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that 

there exists a family Vh of subspaces of V satisfying}(4.12) 
(4.10) and (4.11) 

Remark 4.1. : We can take an increasing family of spaces 
Vh , i.e. such that 

V h C V h' , if h > h' 

This is the case in the Galerkin's method but it is not the case 
if we take for Vh "finite element subspaces". cf. CIARLET [I] .• 

We consider now the following problem : 

(f,v) 'v'vEVh , (4.13) 

where 

uoh E Vh ' uoh + U o in H as h + O. (4.14) 

(A sequence of uoh satisfying (4.14) exists). 

We remark that (4.13) is a set of differential equations (in 
number equal to the dimension of Vh), which admits a unique solu­
tion. 

One easily checks (by taking v = uh in (4.13» that 

\\uhilL2(O,T;V) ~ C. (4.15) 

One can extract a subsequence, still denoted by uh ' such that 

uh + U in L2(O,T;V) weakly, 

and one verifies that u satisfies E(u,</» = L(</» 'v'</> E <P 

(in the notations of 4.1) hence the result follows. 

(4.16) 
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4.3. Approximation method (II). Semidiscretization in time. 

We introduce a "small" increment t:.t and we replace ~~ by 

u(t+t:.t) - u(t) d f· ( . 1°f h h .. t:.t . We e lne we slmp 1 y somew at t e exposltlon 

by assuming here that Uo E V) : 

o 
ut:. t = Uo E V (4.17) 

n-l~ n 
assuming ut:. t E V to be computed, we define ut:. t E V as the solution 
of 

nt:.t 

(n-l )t:.t 

n 
a(s;ut:.t,v)ds 

( 1 fnt:.t ) = t:.t f(s)ds,v 
(n-I)t:.t 

and we define the step function 

ut:. t = U~t in [nt:.t,(n+I)t:.t[ 

One easily checks that 

(4.18) 

(4.19) 

(4.20) 

and one can then extract a subsequence, still denoted by ut:.t. 
such that ut:. t + u in L2(O,T;V) weakly as t:.t + 0, and one verifies 
that u is again a solution of our problem. 

Remark 4.2. : In numerical analysis one uses simultaneously 
the methods of Section 4.2. and of Section 4.3. (the method being 
then an implicit method). We refer to books in numerical analysis 
for explicit methods. I 

4.4. Approximation method (III). Elliptic regularization. 

We remark first that we do not restrict the generality by assuming 
that u = 0. Indeed, given u , one can find w in V(O,T), which 
-- 0 0 
depends linearly and continuously on uo ' and which is such that 
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w(o) = u • 
o 

Then one replaces u by u-w. • 

We then consider, 'rf e: > 0, the problem 

- E: + A(t)u 
£ 

f , O<t<T, 

This problem is equivalent to the following. We introduce 

...... {I 2 dV 2 } W(O,T) = v VEL (O,T;V), a-tEL (O,T;H),y(o)=O , 

provided with its natural Hilbertian structure. 

For Ue:,VEW(O,T), we define 

I
T dUe: dV IT dU 

1Te: (Ue:'V) = e: 0 ( at ' at )dt + 0 (dtE: ,v)dt + 

+ I Ta(t;u ,v)dt. 
o e: 

Problem (4.22)(4.23) is equivalent to 

1Te:(Ue:'V) = I~(f,V)dt 'rfvEW(O,T) 

191 

(4.21) 

(4.22) 

(4.23) 

(4.24) 

(4.25) 

(4.26) 

and by virtue of Lax-Milgram's lemma, (4.26) admits a unique 
solution. One verifies that 

and one checks that, as e: + 0, 

2 
u + U in L (O,T;V) weakly e: 

where u is the solution of our problem. 

(4.27) 

(4,28) 
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4.5. Other methods. 

(i) - When A(t) = A one can use the semi-group approach. 
Cf. Hille-Phillips [IJ, Yosida [IJ, and also for the application 
of this method to the case when A(t) depends on t, cf. Yosida [IJ 
and the references to Kato, Tanahe therein. 

(ii) - Spectral calculus. A systematic use of Spectral calculus 
(Dunford's integrals) is made in Grisvard [IJ, together with 
application of interpolation theory, for the solution of general 
equations 

Au + Bu = f 

where A and B are unbounded operators. 

Other results along these lines have been given by Dubinski [IJ, 
Da Prato-Grisvard [IJ [2J. 

(iii) - Laplace transform. This method is useful when A(t) = A 
does not depend on t and allows more general hypothesis than in 
the semi group approach. It leads to the theory of distributions 
semi groups (cf. Lions [2J ~3J, L.M. [IJ, Chazarain[IJ). 

(iv) - We present now, in Section 5 below, the mixed formulation. 

5. MIXED FORMULATION. 

5.1. Orientation. 

We give now an adaptation to the evolution case of an approach 
(Brezzi [IJ) used in hybrid methods for finite elements in sta­
tionary problems. 

5.2. Setting of the problem. 

Let cI>1 and cI>2 be two Hilbert spaces ona:, whose scalar product 
(resp. norm) is denoted by ( ,)i (resp.lllli), i=I,2. We 
denote by cI>i the dual of cI>i, and we denote by <, > the duali ty 
between cI>i and cI>i. We are given 

a = continuous bilinear form on <PI x <p) 
(5. )) 

b " " " " cI> x cI> ) 2 

We define A,B,B* by 
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(5.2) 

and we denote by A the canonical isomorphism from ¢2 into ¢; 
defined by 

(5.3) 

We are looking for a function ¢ with values in 

(5.4) 

such that 

2 
<jJ E L (O,T;<P) (5.5) 

3¢2 2 
~ E L (O,T;<P2) (5.6) 

(5.7) 

where 

TI(<jJ,l/J) (5.8) 

and with 

(5.9) 

5.3 Laplace transform method. 
~ 

If we denote by ¢(p) the Laplace transform of <jJ. we have to solve 

(5. 10) 

where 
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By standard techniques (cf. L [2J) it suffices to consider the 
case when g does not depend on t. 

We make the hypothesis made in Brezzi [I ] for the stationary 
case 

a(<P I ,<PI) ~ 0 \;I<P I E 1>1 

a(<P I ,<PI) ~ all<p1117 

I b(<P I ' 1jJ2) I 

II<pIIII 

a>O 

Equation (5.10) is equivalent to 

o 

We obtain from (5.14) : 

~ -I -I ~ 
P<P2 = A g + A B<PI 

hence (5.13) gives 

~ * -I ~ 
pM I + B A B<PI 

* -I - BAg E 1>; 

(5. II) 

(5.12) 

(5.13 ) 

(5.14 ) 

(5.15 ) 

(5.16) 

But under hypothesis (5. 11)(5.12), (5.16) is an "elliptic" equa­
tion. 

Indeed, by virtue of (5.12) 

B is an isomorphism from <P1/Ker B onto 1>2' 

If we introduce 

we see that (5.16) is equivalent to 

* -I 
c(P;<P I ,1jJI) = <-B A g,1jJI> \;I1jJI E 1>1 

(5.17) 

(5.18) 

(5. 19) 
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and by virtue of (5.11) (5.17) we have 

, <Y. > 0 , 
o 

195 

I (5.Z0) 
if Re p ~ ~ > O. 

o 

Hence it follows that ¢1 (p)'¢Z(p) exists, it is unique and we 
can compute ¢1' ¢2 by inverse Laplace transform. 

5.4. Example. 

We give here a very simple example. But what we say here readily 
extends to all examples considered in Brezzi [IJ, P.A. Raviart 
[I], M. Bercovier [IJ. We take 

¢I = {¢]I ¢I E (LZ(\l))n , div ¢1 E LZ(\l)} , <P2 = LZ(Sl) , 

a(¢1 ,1/!I) = J\l ¢1°1/!1 dx , b(¢I,1/!Z) = (div ¢I' 1/!Z) ; 

we identify <P2 = <P Z· 

We have 
and one 
L2 (Sl) ; 

hypothesis (5.11)(5.12). Indeed Ker B = {¢J Idiv ¢I 
has (5.11). Let us verify (5.12) ; let 1/!Z De given in 
we define WE HI (Sl) as the solution of 

o 

= O} 

- !Jw = ,I, 
'f'2 ' 

and we define ¢] = grad w. Then 

Ib(¢1 ,1/!2) I 

II¢]III 

The solution <p of (5.7) satisfies 

(5.21) 

(5.22) 
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But (5.21) is equivalent to 

$ - grad $ = 0 
I 2 

o on r an, 

and (5.22) is equivalent to 

d$2 
~ - div $1 = f 

2 I 
so that ~2 EL (O,T;Ho(rl» and 

d</>2 
at - 11</>2 f. 
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CHAPTER II 

ASYMPTOTIC PROBLEMS - AN INTRODUCTION TO HOMOGENIZATION 

1. SETTING C THE PROBLEMS. 

1.1. Notations. 

We shall consider in what follows parabolic operators of the type 

a a 
(a .. (!.) 

a 
) (1. 1) at - ax. ax. , 

1 1J E 
J 

a a x t a 
(1.2) at"- ax. (a .. ('E ' 

Ek ax. ) , 
1 1J 

J 

where - opce for all in this Chapter - we adopt the sunnnation con­
vention with respect to indices which appear twice, and where the 
a .. 's are periodic functions. 

1J 

More precisely, let us introduce 

Y = parallelepiped inRn , Y = IT ]O,y~[ , 
J 

Rn+l Y=Yx]O,T[,c 
o 

j 
(1.3) 

(1. 4) 

We will consider functions a .. (y) or a .. (y,T) which satisfy: 
1J 1J 

a .. EO L CR ) , a .. is Y-periodic, i.e. ( ) 
1J 1J 1.5 00 n ~ 

a ij admits period y~ in the variable Yk,k=I, •.. ,n 
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or 

00 n+1 
a .. EL (R ) 
~J 

a .. is Y periodic. 
~J 

We assume that 

a .. C E;,. ~ aE;,.E;,. , a> 0 , 'fiE;,. , a.e. in y 
~J ~ J ~ ~ 1 

or a.e. in y and T. 

J. L. LIONS 

(I. 6) 

} (I. 7) 

With these hypothesis, all the operators (1.1) or (1.2) where 
E > 0 and k=1 ,2, ... , are "uniformly parabolic" in E •• 

Remark 1.1 : Operators of this type appear in the study of 
composite materials in mechanics, at least for (1.1). Operators 
of type (1.2) are studied here for mathematical reasons (we will 
see that they lead to interesting mathematical questions).-

1.2. Problems. 

Problem 1.1 - Let uE = uE(x,t) be the solution of 

dUE d dU 
--;;;-t - '"Xx. (a .• (~) ~ 

a a 1 ~J E aX j 
f in QX]O,T[ , 

o on L 

u (x,o) 
E 

rX]O,T[ , r = aQ 

2 
u (x) , u E L (Q). 

o 0 

By virtue of (1.7) this problem admits a unique solution 

2 1 
U E L (O,T;H (Q» , 

E 0 

when f is given in L2(O,T;H- I (Q». 

(1.8) 

(I. 9) 

(I . 10) 

(I. II) 

The problem we want to study (Problem 1.1) is the behaviour of 
u as s+O. 

£ 

We shall introduce also 

Problem 1.2 - Let u be the solution of 
E 

au 
t) E) 
k ax. 

E J 

f 1n QX]O,T[ , (1 • 12) 
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f given in L2(O,T;H- I (Q)), u E being subject to (1.9)(1.10). By 
virtue of (1.7) this problem admits a unique solution which satis­
fies (1.11). 

Problem 1.2. (k).consists in the study of uE as E ~ O. 
We shall see that there are three cases : 

k=1 , k=2, k integer ~ 3. 

1.3. Orientation. 

(1.13) 

We study the above problems firstly by a (formal) asymptotic 
expansion: mUltiple scale expansion (cf. Section 2) and we 
give next a justification of this method by energy estimates 
(Section 3). 

1 .4. Remarks. 

Very many extensions of what follows are possible. The following 
Chapter can be thought of as a mere introduction to the Book 
Bensoussan-Lions-Papanicolaou (B.L.P. [IJ). 

We confine ourselves here to a few remarks about some of the 
extensions. 

The type of result we shall obtain is as follows : there exists 
an operator Jf(which is a second order elliptic operator with 
constant coefficients), which will be different in Problems 1.1 
and 1.2 (k), k=I,2, and k ~ 3, such that, if u denotes the solu­
tion of the "homogenized problem". 

au ~ at +~u = f in QX]O,T[, 

u = 0 on l:, 

u(x,o) = u (x) in Q, 
o 

then, as E ~ 0, 

u E ~ u in L2(O,T;H~(n» weakly. 

(1.14) 

(1.15) 

(I. 16) 

(1.17) 

Remark 1.2 
ditions. 

We have similar results for other Boundary con-
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Remark 1.3 : All the results extend to all parabolic opera­
tors of any order or to systems of such operators. 

Remark 1.4 : For Problem 1.1 (this is not the case for pro­
blem 1.2 (k» the results extend to hyperboliC operators. 

Remark 1.5 : For non linear problems we refer to B.L.P. [I J. 

2. MULTI-SCALE METHODS. 

2.1. Notations. Principle of the method. 

We introduce 

(2. I) 

a Applied to a function ¢(x,y,t) or ~(X,y,t,T) the operator --­ax. 
J 

the first b ala dh a. a. 
ecomes ax. + € ay. an t e operator at rema~ns at 1n 

J J 
case and becomes in the second case. 

We shall set : 

E a a x a 
P = -;;-t - ')x. (a .. (-) -')-

o 0 ~ 1J E oX j 
(2.2) 

pE,k a a ( (x ...£..) ;) ) 
=at- ax. aij €' k ax .. 

~ E J 

(2.3) 

Applied to a function ~(x,y,t), pE becomes 

(2.4) 

a a 
PI - -a - (a .. (y) ay. ) y i ~J 

J 

P2 
a 

(a .. (y) a 
) 

a (a .. (y) a (2.5) - ay. ax. - ax. ay. ) 
~ 

1J 
J ~ 

~J 
J 

a a a 
) . P3 = at - ax. Ca .. (y) -a-

~J x. 
~ J 

E k Applied to a function ~(X,y,t,T) , p' becomes 

pE,1 = -2 -I 0 
E QI +E Q2 + E Q3' (2.6) 
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a a 
- -", - (a .. (y;r)-", - ) 

oy. 1.J oy. 
1. J 

a a 
Q2 = a - -a - (a .• (y , T) 

T Xi 1.J 
a 

ax. ) 
J 

a 
ax. ) 

J 

a a a a 
- -", - (a1..J. (y,T) "x. ) - -" - (a .. (y,T) -", - ) 

oy i 0 J oXi 1.J oy j 

a a a at - ax (aiJ· (y,T) ax. ) 
i J 

a - -a- (a .. (y,T) 
Yi 1.J 

a 
ay. ) 

J 

a - -a - (a .. (y,T) 
y i 1.J 

a 
ax. ) 

J 

- ~ (a .. (y,T) ~) ox. 1.J oy. 

a a 
84 = a - -a- (a .. (y,T) 

t xi 1.J 
a -,,- ). 

ox. 
J 

1. J 
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(2.7) 

(2.8) 

(2.9) 

(2. 10) 

(2.11 ) 

The principle of the method is now, for Problem 1.1, to expand u€ 
in the form 

where 

w.(x,y,t) is Y-periodic in y 
J 

(arid where of course, we replace y by x/£ in (2.12» ; 

for Problem 1.2 (k), we expand u€ in the form 

(2.12) 

(2.13) 
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where 

W.(x,y,t,T) is Y-periodic in y,T. 
J 

(2.15) 

We make, in each case, an identification in (1.8) or in (1.12) 
and, as we are going to show, the compatibility of the computation 
will lead to the homogenized equation. 

2.2. Problem 1.1. 

We use (2.4) and (2.12) • We obtain 

p\wo 0, (2.16) 

Plwl + P2wo 0, (2.17) 

Plw2 + P2wI + P3wo = f. (2.18) 

In (2.16) we look for a periodic solution w (x,y,t), where x and 
tare parameters. But, the only Y-periodic ~olution of 

Plef> = 0 in Y 

is 

<p = constant 

and therefore 

w (x,y,t) = u(x,t). 
o 

Using (2.21), (2.17) reduces to 

We then introduce Xj Xj(y) by 

xj 
aa .. 

PI 
~J 

= PI (Yj) -~ 
~ 

Xj being Y-periodic, 

(2.19) 

(2.20) 

(2.21) 

(2.22) 

(2.23) 
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which defines Xj up to an additive constant. Then (2.22) gives 

j au 
wt = - x (y) ax. (x,t) + ut(x,t). (2.24) 

-J 

It remains to solve (2.t8). We remark that the equation 

f in Y, $ Y-periodic (2.25) 

admits a solution iff 

J Y f(y)dy = O. (2.26) 

(Notice that this condition is satisfied in (2.23». 

Then (2.18) admits a solution w2 which is Y-periodic iff 

J y(P2Wt + P3wo)dy = f yfdy = \Y\ f(x) (2.27) 

where \Y\ = measure of Y. 

Using (2.5), (2.24), we have 

a (f ( ) aX j dy au ) 
= -" - Y a ~k y" " o~i .L oYk oX j 

and 

Therefore (2.27) becomes 

au +Au at 

Au 

f, 
(2.28) 

where Xj is defined by (2.23) (and where the formula does not 
depend on the choice of the additive constant in (2.23». We will 
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see in Section 3 below that one has (1.14) ... (1.17) for this cons­
truction of A. 

2.3. Problem 1.2 (I). 

We use now (2.6) and (2.14). We obtain 

0, 

0, 

Q\w2 + Q2w\ + Q3wo = f. 

In (2.9) x,t and c play the role of parameters, so that 

But 

~.e. 

and 

Then 

w (x,y,t,c) = W (x,t,c). 
o 0 

(2.30) admits a 

f Y Q2wody = 0 

dW 
\Y\ 

0 
0 aT = 

therefore 

W = u(x,t). 
0 

(2.30) reduces 

solution 

to 

au 
ax. 

J 

wI which is Y-periodic iff 

o. 

(2.29) 

(2.30) 

(2.31) 

(2.32) 

(2.33) 

(2,34) 

We proceed as for (2.22), We introduce oj = oj(y,c) as the solu­
tion (defined up to an additive constant) of 

Q\ oj = Q\(Yj) , 

oj being Y-periodic (and also automatically c 
o 

periodic in c). 

(2,35) 
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Then 

- ,,,j (y,"-) au + - (x t .,-) v L "I wl"L. aX. 
J 

We can find w2 Y-periodic solution of (2.31) iff 

f y(Q2wI + Q3wo)dy = \Y\f. 

But 

f Y Q2wl dy \Y\ 
aWl J a& au -- - -- (y,T)dy -a - + aT Y aT x. 

J 

a 
Jyaik(y,T) 

a& au 
(y,T)dy ~ ) + -~-

aYk ex, 
1 

and the computation of WI 1S possible iff 

But 

T 

foo dT 

so that (2.39) gives 

au ,t_ at +..:1~u f, 

T f. 
o 

x, 
J 
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(2.36) 

(2.37) 

(2.38) 

(2.39) 

(2.40) 

Au fTo f (a" - a'k ~& (y,T))dydT !u 
o Y 1J 1 aYk aXj 

This computation will be justified in Section 3 below. 

2.4. Problem 1.2(2). 

We use now (2.8) and (2.14). We obtain 

(2.41 ) 

0, (2.42) 
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(2.43) 

But let us remark that the only periodic solution in y and in T 
of (2.41) is 

Then 

w 
o 

u(x,t). 

(2.42) reduces to 
aa .. au 

RjW j 
_ -21. 

(y,r) -.- = 
dy· ax. 

1 J 

(2.44) 

O. (2.45) 

We then introduce ~j ~j(Y'T) as the solution (defined up to an 
additive constant) of 

then 

~j is Y and T periodic in y and ln T; 
o 

WI = - ~j(Y'T) ~ (x,t) + u1(x,t). ax. 
J 

The equation 

R ~ = f ~ Y-T periodic 
I ' 0 

admits a solution iff 

Therefore we can obtain w2 from (2.43) iff 

But 

(2.46) 

(2.47) 

(2.48) 

(2.49) 

ITo I R2w1dy dT = ~ IToI a.k(y,T) ~~j (y,T)dy dT :u 
o Y a-Xi 0 Y 1 a Yk aXj 

so that we finally obtain 
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dU A. 
- +.n.U = f at ' 

Au = - _I .J- [I'o 
lylT ox i 0 

o 

2.5. Problem 1.2. (3). 

f acpj ] au (a .. -a. k -" - )dy dT -,,­
y ~J ~ aYk aXj 

207 

(2.50) 

We restrict ourselves to the case k=3. We leave it to the reader 
to verify that one obtains the ~ result for k arbitrary >3. 

Using (2.8) and (2.10) we obtain 

0, 

0, 

But (2.51) is equivalent to 

w (X,y,t,T) = w (x,y,t) 
o 0 

and (2.52) reduces to 

A periodic solution in T exists iff 

i.e. 

o 

a (JT aw ) - -,,- °a .. (y,T)dt' ~ ay. ~J ay. 
~ 0 J 

w Y-periodic. 
o 

(2.51) 

(2.52) 

(2.53) 

(2.54) 

(2.55) 

(2.56) 

o 
(2.57) 
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But (2.57) implies 

and 

w (X,y,t) = U(X,t) 
o 

dW I 
(2.56) reduces to ~ = 0 i.e. 

We can obtain w2 from (2.53) iff 

o. 

If we introduce 

A = _ _ d (fTo 
3y. 

1 0 

a .. (y,T)dT ~ ) 
1J OYj 

then (2.60) reduces to 

fT da.. "u - 0 1J 0 
AWl - -"-. (y, T)dT -" - = O. 

o °Y1 OXj 

We then introduce ~j by 

A ~j = A y. , ~j = ~j(y) Y-periodic 
J 

J. L. LIONS 

(2.58) 

(2.59) 

(2.60) 

(2.61) 

(2.62) 

(2.63 ) 

which defines ~j up to an additive constant. Then (2.62) gives 

wI = - ~j(y) d~~ (x,t) + ul(x,t). 
J 

Then (2.54) admits a solution w3 iff 

T 

f O(S2W2 + S3wI + S4wo)dT = Tof. 
o 

This equation admits a solution w2 Y-periodic iff 

f: o fy (S3wl + S4wo)dy dT = ToIYlf. 

(2.64) 

(2.65) 

(2.66) 
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But 

f fT a f (T a1jJ j au 
o S3w dy dT = --a-- yJ o

o a 1• k (y,T) ~Yk (y)dy dt a~j 
y 0 1 xi 0 A 

and we finally obtain 

au + "-u = f 
at.r~ , 

Au [ 

T • ~ (2.67) 
1 a 0 awJ au --- --~ -- fy f [a .. -a·k(y't)~(Y)]dY dt --~--. Iylt oXi 0 IJ 1 OYk OXj 

o 

3.JUSTIFICATION BY ENERGY METHODS OF THE ASYMPTOTIC CALCULATIONS. 

3.1. Problem 1.1. 

We denote by u the solution of (1.8)(1.9)(1.10). 
E We set 

AE = a ( (X) a ) - ax. a iJ· E ax. 
. 1 J 

(3.1) 

and we denote by aE the bilinear form associated to AE on H1(Q) 
o 

We have 
au 

E (at 
By virtue of (1.7) we have 

a l independent of E. 

Therefore 

(f ,v) 
1 

Vv E H (n). 
o 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

where here and in what follows, the CIS denote various constants 
which do not depend on E. 
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au 
Since --_£ = f - A£u ,one has 

at £ 

(3.6) 

Remark 3.1 : We shall obtain the same estimates for u£ solu­
tion of Problem 1.2.(k). • 

Remark 3.2 : One obtains the analogous estimates for all 
variational boundary conditions .• 

Notations : 

£ 
a .. = a .. (x/£), 
~J ~J 

t'£. = £ dUE 
s a .. -",-
~ ~J 0:<:' 

J 

(3.7) 

Equation (1.8) becomes 

f in n x 10, T[ • (3.8) 

By virtue of (3.5)(3.6), one can extract a sub-sequence, still 
denoted by u ,such that 

£ 

2 u + u in L (O,T;V) weakly, (3.9) 
£ 

dUE dU 2 
at" + at in L (O,T;V') weakly, (3.10) 

and since II~~II 2 S C, one can also assume that 
L (Q) 

~: + F,. in L2(Q) weakly. 
~ ~ 

(3.11 ) 

It follows from (3.8) that 

au a~. 
~ 

f. at - ox. = 
~ 

(3.12) 
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Moreover, it follows from (3.9)(3.10) and from standard compact­
ness arguments that 

u + U 
E: 

in L2(Q) strongly. (3.13 ) 

Remark 3.3 If Q is unbounded, it follows from (3.9)(3.10) 
that 

u + u 
E: 

in L2(~X]O,T[) strongly 

where ~is any bounded open set c Q, and this suffices for the 
proof which follows. -

Remark 3.4 

a7.=a .. (e. 
~J ~J E: 

e: If we change a .. 
~J 

a .. (x/e:) into 
~J 

(3.14) 

all what has been said till now immediately extends to Problem 
1.2.(k) and it will not be repeated.-

All the problem is now reduced to computing ~ .. 
~ 

We introduce : 

a a ) (cf(2.5», A - ay. (a .. (y) -a- PI y ~J y. 
~ J 

* a * a * A - dy· (a .. (y) -a - ) a .. a .. y ~J y. ~J J~ 
~ J 

and we introduce 

P(y) = homogeneous polynomial in y of degree I. 

I (3.15) 

(3.16) 

We now define w = w(y) as the solution (defined up to an additive 
constant) of 

* A w = 0 in Y , 
y 

(3.17) 
w-p is Y-periodic. 

Therefore if 

w-P = - X (3.18) 
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we have 

(3.19) 

(which admits a solution defined up to an additive constant). 

We introduce next 

£.w(x/£) P(x) - £.X(x/£.). (3.20) 

We have 

(3.21 ) 

We consider ~ E~(Q) and we multiply (1.8) by ~w£. and (3.21) by 
~u£.. After substraction and simplification, we obtain 

dU£. £. d~ I £. ow£. d~ 
(~t ,~w£.) + (~1" -- w)- a -- -- u dx 

o dX. £. ~ ij ox. dX. E 
1 H 1 J I (3.22) 

= (f,~w£.). 

We integrate (3.22) in t E (0, T) ; we obtain 

- f u w ~ dx dt + f ~: ~ w dx dt -Q E E ot Q 1 dX i £ 
(3.23) 

f ow d~ IT - Q(a .. (y) -.... - (y» / -" - u dx dt = (f ,~wC")dt. 
1J oy. y=x E ox. E 0 ~ 

1 J 

But byvirtue of (3.13) and of the fact that wE -+ P in L2(Q) 
strongly the first two terms in (3.23) converge respectively 
towards 

- I uP o~ dx dt 
Q dt 

We observe that 

dW 
(a .. -.... -)/ -+ 

1J 0Yi x £. 

and J ~. ~ P dx dt. 
Q 1 dX i 

~(a .. ;w ) in L2(Q) weakly 
1J Yi 

so that (3.23) gives at the limit 

(3.24) 
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- f uP d~ dx dt + f ~. P ~ dx dt -
Q at Q 1. dX i 

dW f d~ -7I/(a •• -",-) -",-udxdt 
1.J oy. Q oX. = f f~P dx dt. 

1. J 

It follows from (3.12) that 

f f~P dx dt = - f uF ~: 
Q Q 

Q 

f ()~. dx dt - ~ ~p dx dt 
Qox i 

and using this formula in (3.25) gives 

- 7I/(a.. aw ) f "d~ u dx dt = f i;.~ "dP dx dt 
1.J ay i Q oXj Q 1. oXi 

\1' ~ € ~(Q), i. e. 

ap aw ) au 
~i ax. = 71/ (aij ay. ax. 

1. 1. J 

We now choose 

P(y) = y. 
1. 

and we observe that the corresponding value of w equals 

i* 
- (X - y.) 

1. 
. i* if we def1.ne X by 

*( i* i* A X - y.) = 0 , X Y-periodic. y 1. 

Therefore 

~. 1. 

where 

au 
+ q •. ax. 

1.J J 

213 

(3.25) 

(3.26) 

(3.27) 

(3.28) 

(3.29) 

Replacing i;i by its value (3.29) in (3.12) gives the homogenized 
equation satisfied by u •• 
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Remark 3.5 : The idea of this proof is due to L. Tartar [IJ.-

It remains to verify that we obtain the same result than in (2.28). 
We have to show that 

f a . . (y)dy - f a·k(y) 
y 1J Y 1 

If we set 

f a . . (y) ,}4> (jdy1/!. dy 
Y 1J Yj 1 

it amounts to showing that 

3.2 Problem 1.2.(1). 

We now justify (2.40). 

f a . . (y)dy -
Y 1J 

We use a method similar to the method of Section 3.1. 
We use now Q1 and Q7 (cf.(2.7» and we define w = W(y,T) 
( T = parameter) such that 

* Q1 w = 0 , 

w - P(y) is Y-periodic } 

(3.31) 

(3.32) 

where P is as in (3.16). We remark that w is automatically perio­
dic in T (period To)' provided we choose the "additive constant" 
conveniently (for instance we uniquely define w by fyw(y,T)dy=O). 

We introduce next 

( X _t) 
w£ =E:w s' £ 

and we observe that 

(3.33) 

(3.34) 
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We obtain again (3.22). After integration by parts, it follows 
that 

+ I ~~ ,}CP w£ dx dt - I (a .. (y,T) d~~ (y,T)lx/£,t/£ (3.35) 
Q 1 Xi Q 1J 1 

:cP Uc dx dt = I fcpw dx dt. 
oX j .. Q £ 

But let us denote by 'l1l. the mean value in y in T y,T 

my T(CP) = ___ 1 ___ f f CP(y,T)dy dT . 
, lylT YX(O,T ) 

o 0 

We have 

2 o in L (Q) weakly 

so that (3.35) gives 

- IQu P ~: dx dt + I ~. ~ P dx dt -Q 1 dX i 

- 'll1 (a dW) f "acp u dx dt = If'" P dx dt y, T ij ay. oX 'I' 
1 Q j Q 

and we obtain, as in (3.26) : 

~. ~ = 'lll (a.. aw ) au 
1 dX. y,T 1J dy. ax. 

1 1 J" 

as the solution (such as for instance 

o. 

Then 

c '"' ( ( ) d (y._&*» au ",. = lit ak . y, T -" - " 
1 y,T J 0Yk 1 OX j 

(3.36) 

(3.37) 

(3.38) 

(3.39) 



216 J. L. LlUNI> 

and one verifies, as in the end of Section 3.1, that the formula 
so obtained is in fact identical to (2.40). 

3.3. Problem ).2.(2). 

* We now use R) and R) (cf. (2.9». We still consider P = P(y) as 
in (3.)6) and we define w = W(y,T) as the solution (defined up to 
an additive constant) of 

* RI w = 0, 

w - P(y) is Y-1 periodic 
o 

i.e., if 

w - P - X, 

then 

~ a * S - ... --... -(a .. (y,T) ... ) aT ay. ~J oy. 
~ J 

X is Y-periodic, 

We introduce next 

we:(x,t) = e:w 
x 
e: 

-E-) 
2 

e: 

so that 

aWe: 
- -- + at 

e: * (A) we: = O. 

(3.40) 

(3.41 ) 

a * dP - -... - (a .. (y,T) "'y. ), 
ay i ~J a J 

(3.42) 

(3.43) 

(3.44) 

We take ~€ ~(Q) and we multiply ().8) by ~we: and (3.44) by + ~u 
after substracting, we obtain e: 

f Q cP ddt (ue: we:)dt + fQ~~ da:i we: dx dt -

f aw d~ 
- (a .. (y;r) -... - (y,T» / t/ 2 -" - u 

Q ~J oy. x e:, e: ax. e: 
~ J 

dx dt (3.45) 

= f f ~ we: dx dt. 
Q 
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The 1st integral in (3.45) equals - fQ u£ w£ ~: dx dt so that 
(3.45) gives in the limit 

- f u P ~: dx dt 
Q 

~. ~ P dx dt -
~ dX. 

~ 

-'J7( (a ...... dW ) f .... d</> u dx dt 
y,T ~J ay. Q aX. 

~ J 

and we obtain, as in (3.37) 

dP 'J7( ( dW) dU 
~~ "x. = a.. .... -" - . 

L a y,T ~J ay. aX. 
~ ~ J 

f f </> P dx dt 
Q 

(3.46) 

We introduce </>i* as the solution (defined up to an additive cons­
tant) of 

o , 

and we obtain 

Y-T periodic 
o 

e- on, ( ( ) d (y._,f,i*» dU .... = lie ak . y, T -" - 'I' -.... -
~ y,T J a Yk ~ aXj 

(3.47) 

(3.48) 

One verifies, as in the end of Section 3.1, the identity of this 
formula with (2.50). 

3.4. Problem 1.2.(3). 

We are now going to justify (2.67). This justification seems to 
be much more delicate than the previous ones. Actually, we shall 
need (1) an additional assumption: 

o ~ 0 
a .. E C (Y) = C (YX [0,1 J) \fi,j. 
~J 0-

(3.49) 

We first verify 

Lemma 3.1. - If we assume that (1.7) and (3.49) hold true, one 
does not restrict the generality in proving (1.14) ... (1.17) and 
(2.67), by assuming that 

00 _ 

a .. E C (Y X [0, T J) , a .. 
~J 0 ~J 

(and the a .. 's satisfy (1.7). 
~J 

00 

Y-l periodic (in C sense) (3.50) 0.0....;,.=== 

(1) At least in the proof. This assumption is probably not necessary. 
Cf. remark at the end of the Chapter. 
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Proof : Let us consider a sequence of functions a~j which 
satisfy (3.50)(1.7) (may be with a slightly smaller el11pticity 
constant) and which are such that 

lila.> - a .. II "* 0 as S"* 00. 

1J 1J CO (Y) 
(3.51 ) 

We denote by u(a) the solution of Problem 1.2(3) corresponding 
(a) £ 

to a ... 
1J £8 (a) t 

We denote by A the operator corresponding to a .. (x --) and a 1) £ £3 
by a£ the corresponding bilinear form. We have 

dU 
£ £ (at ' v) + a (u£'v) = (f,v) "dv E V , 

dU(S) 
(d~ v)+a£S(u~S),V)=(f,v) 'r/VEV. 

If we set 

- u = m 
£ £ 

we have 

hence it follows that 

dU f £ £13 _£ dV dx 
(a .. -a .. )" " n 1J 1J ox. ox. 

a6 J 1 

ft Ilu II 11m lids 
£ £ 

o 

~ C sup Ila .. -a~~)11 N ( ft 11m (s)1I 2 ds)I/2 
i , j 1J 1.J CO (Y) ° £ 

(Since we have (3.5», so that 

lIu(S)-u lise sup lIa .. -a~~)1I _. 
£ £ L2 (O,T;V) i,j 1J 1J CO(Y) 

(3.52) 
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. -(S) If we now 1ntroduce A by (compare to (2.61» 

-A(S) = ___ d __ ( f"o (S)( )d __ d __ ) 
" a.. y" '" oy. 1J oy. 

1 0 J 

and if we define ~j(S) as in (2.63) (with A replaced by ACS», 

we introduce A(S) as in C2.67) ; if we denote by q .. (resp. q~~» 
(S) 1J 1J 

the coefficients of A (in (2.67» and of A respectively, we 
have 

I q, . -q ~ ~) I + O. 
1J 1J 

(3.53) 

If we denote by u(S) the solution of 

ou (S) (S) u(S) 
--+A f 

dt 

subject to u CS) = 0 on Land u(S)(x,o) = u (x), we have as in 
(3.52) : 0 

lI u (S)-uI1 2 $; 

L CO,T;V) 
csup.lq .. -q~~)I. 

1J 1J 
(3.54) 

By virtue of (3.52)(3.54), it suffices to show that, when € + 0, 

u(S) + u(S) in L2 (O,T;V) weakly, 
€ 

S fixed, 

and the lemma is proved. -

We assume from now on in this Section that the a .. 's satisfy 
(I.7) and (3.50). 1J 

The general idea is the same that in the preceding sections, but 
the construction of functions analogous to functions w€ as before 
is now more complicated.,We ~re going to construct, for every 
i = I, ... ,n, functions M~, g~ , such that 
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i 2 i 3 i €a (y) + € 8 (y,,) + € Y (y,,), 

(3.55) 
i i 2 i h (y,,) + €k (y,T) + € 1 (y,,), 

ai, 8i , ... ,Q, i functions which are COO in y E Y and 
in y, T E Y x [0" J and which are periodic (in the 

00 0 
C sense on the Torus), 

a £ * i (- ~ + (A ) )(M -£y.) 
ot € ~ 

~ 
= £ge: In S1x lO,T[ (3.56) 

in a second step, we will use the function M~ to derive the neces­
sary formula for ~ .. • 

~ 

With notations (2.10)(2.11), we have 

and we identify the different powers of € in (3.56). 

-2 
We obtain in this manner for the € term 

(3.57) 

i 
a does not depend on " an hypothesis already made in 

(3.55). Next terms in the identification give 

S*8 i * i 0, + S2(a -Yi) = 1 (3.58) 

S*8i 
• 1 + *8i 

S2 
* i 0, + S3(a -Yi) (3.59) 

* i S* Si * i hi S ( + + S4(a -Yi) 2 3 (3.60) 

* i * Si ki S3Y + S4 , (3.61) 

* i 
S4Y Q,i. (3.62) 

The computation of Si from (3.58) is possible iff 

r . o S~f3~ dT = o. 
0 

But using notation (2.61), 
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so that we obtain 

-* iii i A (~ -y.) = 0, ~ Y-periodic, ~ = ~ (y), 
~ 

221 

(3.63) 

(3.64) 

which defines ~i up to an additive constant chosen independent 
of x and t. We have 

~i E c<»(y), ~i periodic in the C<» sense. (3.65) 

We obtain then from (3.58) that 
. JT .. ~ * ~-~ e (x,y,t,T) = S2(0)dO (~ -Yi)+e (x,y,t). 

o 
(3.66) 

The compatibility condition in (3.59) is fTo s; yi dT 
* i 0 gives, since S3(~ -Yi) 0: 

o it 

o (3.67) 

which defines Si = ei(y) up to an additive constant (we choose 
all these additive constants independent of x and t). 

Therefore 

ei = ei(y,T)EC<»(Yx [O,T]) ,Y-T periodic, 
o 0 

(3.68) 

and 

JT * i -i S2(0) e (y,O)dO + y (x,y,t). 
o 

(3.69) 

We choose -i y = 0 so that 

i i rT 
S; (0) 

i <»-

I 
y y (y;r) = e (y,O)dO E C (Y x [O,T ]), 

J o 0 

(3.70) 

Y-T periodic. 
0 

We have then (3.60)(3.61)(3.62) as definitions for hi,ki.~i and 
by virtue of (3.65)(3.68)(3.70) we obtain (3.55)(3.56) .• 
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Let us set for a moment 

i 
w = M - £y .• 

£ £ 1. 

J. L. LIONS 

(3.71) 

We take </> € !D(Q), we multiply (1.8) by </>w and we multiply (3.56) 
by </>u ; after substraction we obtain £ 

£ 

f </> ~ (u w) dx d t + f 1;: ~ w dx d t -
Q ot £ £ Q 1. oXi £ 

- fa:. :w£ ~ u dx dt = J f ¢ w dx dt. 
Q l.J OXi oX j £ Q £ 

(3.72) 

In order to avoid confusion of indices, we set for a moment 

i i 
P(y) = y. , P = P(x), a (y) = a(y), 8 (y) = 8(y) , 

1. 

i Y (y) = y(y). 
I (3.73) 

We observe that 

dW£ (e(a-p) dl3 2 dV x t 
-= +E:-+£ -.:::..1...}(-£'-3} dx. dy. ey. ey. l. l. l. l. £ 

so that 

f ew£ e</> 

Q a£l.'J' - - u dx dt + ex. ex. £ 
l. J 

+ 'l1/ (a .. _d_ (a-p)}f ~ u dx dt 
Y , T l.J dy. Q ex. 

l. J 

and (3.72) gives (since w + -P in L2(Q» 
E: 

+ f u P ~ dx dt - f 1;. ~ P dx dt -
Q et Q l. eX i 

-'111 (a .. _e_ (a...,.p»f ~ u dx dt 
y,T l.J ey. Q ex. 

l. J 

hence it follows that 

1;. dP = -'111 (a .. _e_ (a-p»~ 
1. ax..... y;r l.J ey. ex. 

l. J 

- f f ¢ P dx dt 
Q 

(3.74) 
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Using now (3.73) we obtain: 

~. = ['1r. {a .. )-71( (ak.(y,T) 
1 y,T 1J y,T J 

ac/ ( »] au 
ay y ax. - (3.75) 

k J 

It only remains to see the identity of this formula with (2.67). 
But this amounts to showing that 

-* i A (ex ,y.) 
J 

- j 
A(1jJ ,y.) 

1 

where A(¢,1jJ) bilinear form on Hl{y) associated to A. The 
equality (3.76) is verified as for (3.31).-

(3.76) 

Remark 3.6 : Correctors in the asymptotic expansions and 
non linear problems for evolution operators with highly oscillating 
coefficients are studied in Bensoussan-Lions-Papanicolaou [IJ. -

Remark 3.7 : The situation of Problem 1.2.(3) is a variant 
of Colombini-Spagnolo [IJ, Th. 5.13., where the methods are enti­
rely different. (Regularity hypothesis are stronger in Colombini­
-Spagnolo). -

Remark 3.8 : One can study the "general case of coefficients 

x x x t 
a"(-'2""'N' 

1J E E E E 

t t 
2'''''M)' 
E E 

Cf. B.L.P. [IJ, where one will also find the case of systems of 
operators or of operators of any order. 

We also refer to this book for the study of related problems for 
hyperbolic systems.-
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graphy therein. 
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[IJ L. Tartar - To appear. 
Additional remark. 

Using an idea of Magenes (personal communication) and estimates 
of Meyers and Pulvirenti one can show the result of Section 3.4 
under the only hypothesis that a .. € L~(YX(O,TO» (by an 
improvement of Lemma 3.1). This ~~oof will be given in the 
book of Bensoussan, Lions and Papanicolaou. 
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CHAPTER III 

OPTIMAL CONTROL AND GENERALIZED SOLUTIONS 

1. BOUNDARY CONTROL. 

1.1. Orientation. 

In this Chapter we briefly indicate how optimal control of dis­
tributed parameter systems leads to the necessary introduction 
of "generalized solutions" (or solutions with "unbounded energy") 
of evolution equations. 

We confine ourselves in this Chapter to three families of examples 
for technical details and many other examples we refer to Lions­
-Magenes [1], Lions [1]. 

1.2. An example of boundary control. 

We consider the state equation of the system to be given by the 
heat equation 

ay _ l1y 
at f in Q = nX]O,T[, 

y = v on L: = r x JO, T[, 

y(x,o) = y (x) on n. 
o 

In (1.2) v is the control function. 

(1. 1) 

(1. 2) 

( 1.3) 



SOME ASPECTS OF THE THEORY OF LINEAR EVOLUTION EQUATIONS 225 

In general in the applications v is submitted to constraints of 
the type 

o <;'v <;,M a.e. on I, 

which do not assume any regularity on v. 

Let us assume only that 

2 vEL (I) 

(1. 4) 

(I .5) 

and let us denote, 1n a formal manner for the time being, by 

y(v) = y(x,t;v) = solution of (1.1)(1.2)(1.3) when 
v satisfies (1.5). 

Let the cost function be given by (1) 

J(v) = fQly(V) - zdl 2 dx dt + N L: v 2dL: 

where zd is given in L2(Q) and where N is given> O. 

The problem of optimal control is to find 

info J (v) , V E 'l1ad ' 

2 
'l1ad = closed convex subset of L (I) (for instance 

'l1ad can be given by (1.4». 

(I .6) 

(1.7) 

(1. 8) 

In order to make this problem precise, one has to prove the fol­
lowing properties : 

(i) to define y(v) as the solution of (1.1)(1.2)(1.3) when v 
satisfies (1.5) and to prove that y(v) E L2(Q) ; 
(ii) that v ~ y(v) is continuous from L2(L:) ~ L2(Q). • 

Once (ii) is proved, it is clear that problem (1.8) admits a uni­
que solution, since v ~ J(v) is then a strictly convex, continuous 
function on 'tLad and since J(v) ~ +00 as II v II L2(I) ~ 00 • 

In order to define y(v) we use the transposition method that we 
now briefly recall (cf. L.M. [IJ and the exposition of Magenes 
[I] in these proceedings, for transposition in Gevrey classes). 

(1) This is still formal, for the time being. 
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1.3. Transposition method. 

Let us consider the adjoint equation 

- ~: - 6~ = g in Q, 

~ = ° on E, (1.9) 

~(x,T) ° on n. 
2 

If g € L (Q) then (I. 9) admits a unique solution which satisfies 

q, EL2(0,T;H2(Q) nH!(Q» , ~: E L2(Q), 
(I . 10) 

q,(x,T) = 0 . 

The proof of (1.10) is quite simple; one uses results of Chapter 
I and another "energy estimate" obtained by multiplying (1.9) by 

d~ dq, 2 2 2 
at then atE L (Q) and q, E L (O,T;H (Q) follows from classical 

estimates for elliptic equations. 

We denote by X the space of functions q, satisfying (1.10) 
a Hilbert space for the norm 

( IT [11~(t)1122 + 1I~:1I22 ] dt) 1/2 =1I~lIx' 
o H (Q) L W) 

We have then : 

q, + - ~: - ~~ is an isomorphism from 

and by transposition we obtain : 

given LEX' = dual s~ace of X, there exists a unique 
function y = y(L) E L (Q) such that 

(y , - ~: - M) = L(~) \f~ E X 

2 where ( , ) denotes the scalar product in L (Q», and 

it is 

(I. II) 

(I. 12) 

2 L + y(L) is a continuous mapping from X' + L (Q).. (1.13) 
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where 

Application : We now choose L in the following form 

2 -I 
fEL (O,T;H OJ», 

2 VEL (L:) , 

-I 
y E H (m. 

o 
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(1.14) 

(1.15) 

(J. 16) 

(1.17) 

Since ~ + ~! is a continuous mapping from X + L2(L:) (one has 

even a better result, cf. Remark 1.1 below), it follows that L 
given by (1.14) is indeed in X' and therefore there is a unique 
function y = y(f,v,y ) E L2(Q) which satisfies (1.12) (1.14) and 

h . 0 
t e mapplng 

f,v,y + y(f,v,y ) 
o 0 

II we fix f and y , we write 
o 

y(f,v,y ) = y(v) 
o 

and v + y(v) is (affine) continuous from L2(L:) + L2 (Q). 

(I . 18) 

It remains to show that y(v) satisfies - ln some sense - (1.1) 
(1.2) (1.3) .• 

2 
If in (1. 12) we take ~ E ~ (Q), we obtain (I. I). Therefore y E L (Q) 

and ~~ - t.YEL2(O,T;H- 1Cm). One can show that, under these hypo­

thesis, Ccf. L.M. [11), one can define the traces Y\L: and Y\t=O 

and that one can apply Green's formula. A formal application of 
Green's formula gives: 

(y(T),<jl(T» - (y(o),<jl(o» - L:~~ <jl d2: + JL;y ~: d2: + 

acp 
+ (y, - at - t.¢) = (f,¢) 

and since ~(T) = 0, ¢\L: = 0 : 

(y,- ~ -t.cp) at Cf,cp)+(yCo) ,cp(o» - J y a¢ dL: 
L: an (1.19) 
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and by comparison with (1.14) we obtain (formally, but this can 
be justified, cf. L.M. [IJ) (1.2) (1.3) •• 

Remark 1.1 : When ~ spans X, ~ spans a space which is strict­
ly smaller than L2(~) so that the 1nformation obtained 

"y(v) E L 2 (Q)" 

is not the best possible. In order to obtain the best possible 
results, one has to use interpolation theory as in L.M. [IJ •• 

2. GEOMETRICAL CONTROL. HADAMA lID' S TYPE FORMULAES. 

2.1. The domain as "control variable". 

In many applications (Optimum design theory) the "control varia­
ble" is the domain itself and this leads to many open problems 
and to the need of working with generalized solutions. 

Let us consider Q = Q eRn, with smooth boundary r ; let us 
denote by \! (x) = Sni tary normal to x E r directed towards the 
exterior of Q ; for A ~ ° small enough we define 

r A = variety described by x+Aa(x)v(x) when x 
spans r, 
where a is a given smooth function on r, 

and we define 

open set "interior" to rA' 

Given A > 0, we denote by YA the solution of 

(2.1) 

(2.2) 

aYA • 
at - t:,YA = f 1D QA x JO,T[, (2.3) 

where f is given in L2(0x lO,T[), QA c 0 for A ~ 0 (and, say, 
A S I), YA being subject to 

YA = ° on ~A = r A x JO,TC, (2.4) 

YA (x,o) = Yo(x) on QA' (2.5) 

Yo given in L2(0) 

YA = yA(x,t) is the state of the system and problems of 
optimum design lead to the need of computing - if it exists -
the derivative 
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(2.6) 

This is a classical problem, going back to Hadamard [IJ, for 
elliptic problems. 

2.2. Formal computation of y. 

A formal computation of y is easy. If we write (2.4) in the expli­
cit form 

YA (x+Ao.(x)v(x» = 0 , X € r , 

we have - assuming YA smooth enough -

dYA 
yA(x)+Ao.(x) :hi (x) + = 0 

and since y(x) Oif r( ) x € we set YA=o = Y 

_I dYA 
A [YA(x) - y(x)] + o.(x) :hi (x) + ... 0 

and therefore, letting A -+ 0, 

• oy 
Y + a. ov = 0 on ~. 

Consequently 

oy· • 
-- !:J.y ot o in Q QX]O,T[, 

• oy 
Y = -a. ov on ~, 

;'1 t=o 0. 

(2.7) 

(2.8) 

(2.9) 

In general one has, for solving (2.7) (2.8) (2.9), to use solutions 
with unbounded energy. 

Remark 2.1. : The preceding calculation can indeed be justi­
fied. 

Remark 2.2. : One has similar formulaes for other parabolic 
equations and also for hyperbolic equations. If 
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2 
d Y" 
-- - l:J.y, = f in Q, x JO, T [ , 
dt2 f\ f\ 

(2. 10) 

(2.11 ) 

(2.12) 

then, with notation (2.6) 

2" 
~- I:J.Y 
dt 2 

o in Q x JO, T[, (2.13) 

y = - a * on ~ , (2.14) 

dYI o , ;)t t=o o in Q • (2.15 ) 

Remark 2.3 : We refer to Pironneau [IJ and to the bibliogra­
phy therein for problems of optimum design. 
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CHAPTER IV 

SINGULAR PROBLEMS OF EVOLUTION 

I. AN EQUATION OF MIXED TYPE . 

1.1. Orientation. 

We recall, in Section 1.2 below, a result due to Baouendi--Grisvard 
[IJ which is relative to an equation of mixed type. We show, in 
Section 2, how this equation - which is not of the evolution type -
can be transformed in an evolution equatIOn of singular type. 

1.2. Mixed problem. 

We shall use the following notations 

rl ]-I,I[ , tE ]O,T[ 

Q QX]O,T[; 

we consider the equation 

2 
x daU - d u2 = f in Q, fEL2(Q) , 

t ax 

subject to the boundary conditions of Dirichlet type 

u(±I,t) = 0 ; 

(I . I ) 

(1.2) 

the "initial" conditions are of different type in the region x> 0 
(where the operator is "parabolic upward in time") and in the 
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region x < 0 (where the operator is "parabolic backward in time") 

u(x,o) = 0 for x>O ,u(x,T) = 0 for x<O. (1.3) 

It is proven in Baouendi-Grisvard [IJ that the problem (1.1)(1.2) 
(1.3) admits a unique solution which is such that 

2 1 
u E L (O,T;H (n» , 

o 

Clu 2 -I 
x at € L (O,T;H (Q». 

( 1.4) 

(1.5) 

We show in Section 2 below how this problem can be transformed 
into an evolution equation of singular type. 

Remark 1.1 
equation 

The preceding result readily extends to the 

2m 
x au + (-I) m ~ = f , 

at ax2m 

2 m 
UEL (O,T;H W», 

o 

au 2 -m 
x at E L (O,T;H (~», 

and u satisfying (1.3). 

The results of Section 2 also extend to this situation. 

2. A SINGULAR EQUATION OF EVOLUTION. 

2.1. Invariant imbedding. 

(I. 6) 

(1.7) 

We are going to use an idea derived from the invariant imbedding, 
technique due to Ambarzumian, Chandrasekhar, Bellman (cf. Bellman 
-Kalaba-Wing [IJ), and somewhat similar to the technique used in 
Lions [IJ for obtaining the integro-differential equation of 
Riccati's type arising in optimal control of distributed systems. 

We shall denote by u+ (resp. u_) the restriction of u to x> 0 
(resp. to x < 0). 

Let h be given in L~ = L2(O,I) we consider the equation 
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a <I> a2<1>_ 
x '" - --2 - f , X € n , t € Js, T[ 

at ax 

<I>(x,s) hex) if x>O, 

<I>(x,T) o if x < 0, 

<I>(±l,t) = 0 

233 

(2. I) 

(2.2) 

(2.3) 

This equation admits a unique solution, and therefore ~(x,s), 
x < 0, is uniquely defined ; we denote by <I> (resp. <I> ) the res­
triction of <I> to x> 0 (resp. to x < 0), and+by ~+(s) (<I>_(s» the 
function x ~ <I>+(x,s) (x ~ <I>_(x,s». Then 

2 2 2 
is an affine continuous mapping from L+ ~ L L (-1,0), i.e. 

~_(s) = P(s)++(s) + r(s), 

2 2 2 
pes) € i'(L+;L_), r € L . 

(2.4) 

If we take now 

hex) = u+(x,s) 

then the solution <I> of (2.1)(2.2)(2.3) is the restriction of u 
to n x Js, T[ and therefore (2.4) can be written 

u (s) = P(s)u (s)+r(s) 
- + 

and since s is arbitrary, we have in fact the identity 

u_(t) = P(t)u+(t)+r(t), for a.e. t € JO,T[ 

P(t) € £(L2;L2) 
+ -

and if we define 

then 

F 

{vIV€HI(O,I), v(l) = O} , 

{vlv € HI (-1,0) ,v(-I) = O}, 

pet) € £(F+;F_) 

2 
r€L (O,T;F_). 

(2.5) 

(2.6) 

(2.7) 

(2.8) 
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If x is arbitrarily fixed in J-1,0[, 

v -+ P(t)v(x) 

is a continuous linear form on F+, so that 

fl 
P(t)v(x) = P(x,~,t)v(~)d~, (2.9) 

J 0 

~ -+ P(x,~,t) being an element of F:. 

Our goal is now to obtain an equation satisfied by P(x,~,t). 

2.2. An identification procedure. 

We write ~' instead of ~: ' A~ = 

xu' + Au = f . 

we have 

(2. 10) 

Assumming that the computation is valid (verifications are quite 
long) we obtain from (2.10), using (2.5) : 

x(P'u + Pu' + r' ) + APu + Ar = f + + + - (2. I I) 

But 

xu' + Au = f + + + 

so that (2.11 ) becomes 

xp'u 1 1 xr' + Ar = f + xP(- - Au + - f ) + + APu . + ~ + ~ + + - (2.12) 

But for fixed t=s, this is valid with u+(s) = h arbitrary so that 
(2.12) is equivalent to 

xP' + xP 1 (- r A) + AP = 0, 

xr' + Ar 1 
+ xP( r f+) = f 

If we introduce M(x,~,t) defined by 

P(x,~,t) = ~M(x,~,t) 

then (2.13) is equivalent to 

aM a2M a2M 
x~ at + x a~2 - ~ ax2 = 0 

(2.13) 

(2.14) 

(2.15) 

(2.16) 
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and to boundary conditions on which we shall return. 

In (2.16) M is defined for x < 0, l; > O. If we change x in -x : 

N(x,l;,t) = M(-x,l;,t), (2.17) 

then 

a a2N a2N - xl; ~ - (x - + l; -
at al;2 ax2 

o , 
(2.18) 

x,l; E ]0,1[2 , t E ]O,T[ .• 

Let us now prove that the kernel N is symmetric 

N(x,l;,t) = N(l;,x,t). (2.19) 

Indeed, let us consider the analogous of (2.1)(2.2)(2.3) with 
f = 0, i.e. 

x ~: + A</> = 0, 

cjJ+(s) = h, cjJ_(T) 

cjJ(±I,t) = 0 

0, (2.20) 

let us deno!e by cjJ the solution of the anologous equation corres­
ponding to h instead of h. Then 

P(s)h , ¢ (s) = P(s)h. (2.21) 

hie have 

xcjJ ~ + A</> = 0 (2.22) 

and we mUltiply (2.22) by <p+(-x,t) (defined therefore for x<O). 
We obtain : 

~ A 

o = (x<p_(T),cjJ+(-x,T)L2 -(x<p_(s),<p+(-x,s»L2 -

JT o<p JT o<p + 
- ax-(o,t)~+(o,t)dt - <p_(o;t) ax (o,t)dt + 

s s 
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i.e. 
~ 

(xP(s)h , h(-x»L2 is symmetric in h,h 

Le. 

I.e. 

fo fl P(x,~,s)h(~) xh(-x)dx d~ 
-I 0 

xP(-x,~,s) ~P (-~ ,x, s) 

1.e. (2.19).· 

~ 

Ifh,h 

Boundary conditions. We should have P(t)v(-I) 

P(-I,t;,t) = 0 

Le. 

N(I,t;,t) = 0 

and therefore, by virtue of (2.19) 

N(x,l,t) = O. 

On the other hand, 

P(t)~ (0) = ~ (0) 
+ -

Le. 

flp(O,~,t)~+(t;)dt; ~+(O) 
o 

i.e. 

J. L. LIONS 

(2.23) 

o \Iv E F + i. e • 

(2.24) 

(2.25) 
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~N(o,~,t) ~ o~(o) (Dirac measure at the origin) 

and, by virtue of (2.19) 

xN(x,o,t) ~ 0 (0). 
x 

Final condition 

N(x,~,T) ~ o. 

CONCLl,JSION. 
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(2.26) 

(2.27) 

(2.28) 

The kernel P(x,~,t) is given by (2.15)(2.17), where N(x,~,t) is 
the solution of the singular backward parabolic-eq.uation (2.18) 
subject to conditions (2.24) ... (2.28). 

Remark 2.1 The function r is given (once M is known) by 

ar 
Ar ~ f -x fIM(X,~,t)f (~,t)d~ (2.29) x - + 

at - + 
0 

r(o,t) r(-I ,t) ~ 0, (2.30) 

r(x,T) o for x < O. (2.31) 

Remark 2.2 : A direct study of (2.18) subject to (2.24) ... 
(2.28) seems to be an open problem. 

Remark 2.3 : One could also consider, by the same kind of 
technique, the singular evolution equation associated with the 
equation 

p au a2u 
\x\ sign x - - - ~ f , p >-1 

at dX2 
(2.32) 

(we have of course the case already studied if p~I), studied in 
Talenti [IJ. C~ other examples in Beals rl), Cooper [11. 

Remark 2.4 : For operators of evolution with coefficients 
which are singular for t~O we refer to Baiocchi-Baouencli [IJ, 
Bernardi [1]. 
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TOPICS IN PARABOLIC EQUATIONS: SOME TYPICAL FREE 
BOUNDARY PROBLEMS 

E. Magenes 

Universita di Pavia and Laboratorio di 
Analisi Numerica del C.N.R. 

INTRODUCTION. It is well-known that in the applications 
one is frequently faced with free boundary problems for 
linear partial differential equations (in particular for 
parabolic type equations). A classical example is that 
of the "Stefan problem" for the heat equation arising 
in the ice melting phenomenon. The interest on this sort 
of problems has recently increased (particularly, after 
the discovery that they are closely related to the theo 
ry of variational inequalities). 

The aim of these lectures is to study the relation 
existing between free boundary value problems and varia­
tional inequalities. We do this by means of simple but 
rather significant models such as free boundary problems 
for the heat equation in one dimensional space arising 
from the oxygen diffusion in time, from ice melting and 
from fluid filtration in porous media respectively. 

In section 1 we introduce formally the mathematical 
models of the three above mentioned physical phenomena. 
In sections 2, 3 and 4 we specify the mathematical for­
mulations of the problem and reduce them to parabolic 
variational inequalities. We also show what type of re­
sults can be obtained in this way. In sections 5, 6 and 
7 we develop the proofs for the third problem that seems 
to be the most interesting and di~~icult. In section 8 
we deal with the question about the regularity of the 
free boundary. We close with some remarks and some refe 
rences to the literature on the subject. -

For Table of Contents see page 312. 
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1. MATHEMATICAL MODELS OF SOME PHYSICAL PROBLEMS 

a) First of all let us consider the oxygen diffu­
sion in an absorbing tissue; u(x,t) represents the oxy­
gen concentration (suitably normalized) in the tissue 
at the time t and at the point x of the tissue (usual­
ly the problem is set in one space dimension); we 
suppose that the oxygen is absorbed at unit rate where­
ver it is present and there is no diffusion at x=o; the 
initial concentration g(x) is the steady-state concen­
tration, i.e. the concentration when at the surface x=o 
of the tissue the concentration is maintained constant; 
then g(x), suitable scaled, is given by g(x)=~(b-x)2 
where b is the furthest depth of oxygen penetration in 
the above steady condition; we can generalize g, by as­
suming as "compatibility conditions" the following hy­
pothesis: 

(1.1) ~(x»o O~x<b, g(b)=O 

19' (x)~O, O",x",b, g' (b)=O, g"(x)",l, O~x",b 

If set) denotes the location of the "interface" between 
the region where u is positive and the region where u 
is zero ,at this "interrace" also the oxygen flux must 
be zero. Then we can state the mathematical model of the 
problem "rormally" as follows: 

PROBLEM 1: Given b>O and g(x) satisfying (1.1), find 
{T,s(t), u(x,t)} such that 

(1. 2) s(t»O O"'t<T s(O)=b, s(T)=O 

(1. 3) u -u =J. xx t O<x<s(t) , O<t<T 

(1. 4) u(s(t) ,t)=O O<t-'T 

(1. 5) ux(s(t) ,t)=O O<t<T 

(1. 6) u (O,t)=O O<t<T x 

(1. 7) u(x,O)=g(x) O,x",b. 

b) Let us consider now a particular case of the so 
called Stefan problem: a physical system composed of a 
"segment" of water, denoted in the mathematical model 
by an interval [0 ,a], of the real axis fR., and of a thin 
block of ice, occupying in the mathematical model the 
interval Ja +~[. The system is described by the distri­
bution of the water temperature u(x,t) in the space-ti-
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me; let g(x), O~x..;a, be the initial distribution of the 
temperature with the "compatibility condition" 

(1.8) g(x»O, g(a)=O ; g'(x)..;O; 

and let us suppose the thermal flux to vanish at the 
point x=O of our system for every t. Then the ice will 
begin to melt and for every time t>O the water will oc­
cupy an unknown interval O,x<s(t). The water temperatu­
re u(x,t)' must satisfy the heat equation in the domain 
O<t<T, O<x<s(t), and the obvious condition u(s(t),t)=O 
on the "free boundary" x=s(t); moreover on the same free 
boundary an additional condition is given namely the law 
of conservation of energy.with a suitable normalization 
of certain physical constants, the mathematical model 
of the problem is "formally" the following: 

PROBLEM II: Given T>O,a>O and g(x) satisfying (1.8) find 
{s(t),u(x,t)} such that 

(1. 9) s(t»O • 0..; t..; T s(O)=a, 

(1.10 ) u -u =0 xx t O<x<s(t) , O<t<T, 

(1.11 ) u ( s ( t ) , t ) =0 O<t~T, 

(1.12) u (s(t) ,t)= x 
-s' (t ) , O<t~T, 

(1.13 ) u (O,t)=O x , O<t~T, 

(1.14) u(x,O)=g(x) , 0..; x, a. 

REMARK 1.1 Condition (1.12) frequently 1S formulated 
in the equivalent form 

ut(s(t) ,t)=u~(s(t) ,t) O<t<T. 

c) Let us consider finally a compressible fluid mo 
ving in an underground vertical pipe, the interior of 
the pipe consisting of a homogeneous porous medium. The 
variable x represents the height and x=O and x=a,a>O 
are respectively the bottom and the top of the pipe; the 
variable t represents always the time,O..;t..;T. The function 
u(x,t) is the piezometric head and -u (x,t) is the velo 
city of the fluid (using Darcy's law)t the level of th; 
fluid in the pipe is denoted by set) and is the "free 
boundary". We suppose that the fluid is moving through 
the bottom of the pipe upward(if ~(t)~O), or downward 
(if ~(t).,.;O) at the rate I ~(t) I, where ~(t), O.,.;t.,.;T is a 
given function. The potential or piezometric head u(x,t) 
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is supposed known at the time t=O: u(x,O)=g(x), O~x~a. 
Since u(x,t) is the sum p(x,t)+x where p is the inner 
pressure and x comes from the gravity, we should have 
u(x,t»x if O~x<s(t); we have then the physical condi­
tion on g: 

(1.15) g(x»x ,O~x<a g(a)=a. 

P~ysical reasons, depending on the porosity of the me­
dlull,sugf,est to assume also that 

(1.16) t(t»-l , O~t~T. 

Then the mathematical model of the phenomenon can be 
"formally" stated as follows. 

PROBLEM III: Given T>O, a>O, g(x) and ~(t) satisfying 
respectively (1.15) and (1.16),find {s(t),u(x,t)}such 
that 

(1.17) s(t»O O~t~T s(O)=a, 

(1.18 ) u -u =0 xx t O<x<s(t) , O<t<T, 

(1.19) u(s(t),t)=s(t) O<t~T, 

( 1. 20) u (s(t) ,t)=-s' (t) x O<t~T, 

(1.21) u (O,t)=-~(t) x O<t~T, 

(1. 22) u(x,O)=g(x) O~x~a. 

REMARK 1. 2 Condition (1. 20) frequently is formula­
ted in the equivalent form: 

u t ( s ( t ) ,t ) =u! ( s ( t ) ,t ) -ux ( s ( t) ,t ) . 

d) Problems 1,11,111 seem similar; but we shall see 
that, even if it is possible to solve them by the same 
methods, they present different difficulties in increa­
sing order from the first to the last. Before giving 
a precise mathematical formulation of the problems and 
their reduction to variational inequalities, let us in­
troduce some notations. If A is an open set in R~ ok 
in tR,£ ,k apositive integer and l~p~oo, we denote by W (A) 
the usual Sobolev space of the real functions v suchP 
that v and their derivatives (in the sense of distribu­
~ions on A) until the order k are in LP(A). Denoting by 
A the c~o~ure of A, we shall use also the usual Banach 
space C (A), k=O,l,... of the real functions v which are 
continuous in A with their derivatives until the order k; 
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COO(X) shall be the space of infinitely derivable fun­
ctions in X. In the case of ~~ we shall use also the spa 
ces Wk,h(Q), where Q is a rectangle,k,h are positi~int~ 
gers,Pl~p~oo, of the functio03v(X,t) (x,t denoting the 
coordinates in 1ft" ) belonging to LP( Q) together with 
the derivatives(always in the sense of distributions in 

ajv aiv . k 
Q) ---. , j=l, ... ,k and ---., ~=l, ... ,h. The space W (A), 

ax J at~ p 
Ck(X), Wk,h(A) are Banach spaces with respect to their 
natural Pnorms. In the case of an interval I of ~( we 
shall also use the Sobolev spaces Wk(I) with k real and 
positive;if O<k<l it is the space of the functions v(x) 
which are in LP(I) and such that 

f f Iv (x) -v (y ) I Pd d + 
I 1

1 + kp x y < 00 

I I x-y 

In the case of k>l it is the space of the functions v 

which are in W [k] (I), [kJ =maximum integer les s then k 

and such that ~([k])(x)€Wk-[k](I). Let us remember that 
k k h P k k h 

frequently W2 (A), W2 ' (Q) are designed by H (A), H' (Q). 
D(A) and D'(A) denote respectively the usual space of 
infinitely differentiable functions with compact support 
in A and its dual, the space of dis~ributions in A. Mo­
reover, if B is a Banach space we shall denote by 

LP (9,T;B), E),T, l,p~oo,(resp. by Co ( [e,T];B)) the Banach 
space of the functions t~v(t) defined in [e,T] with va­
lues in B, strongly measurables and such that Ilv(t) liB 

is a real function in LPC]e,T[), (resp. in cO([e,T])) 

with the natural norm. Let us remember that Wk,h(Q) if 
p 

Q=]O,b[x]e,Tf may be identified with the space of fun­
ctions t~v(tY such that 

V€ LP ( e ,T; Wk (] ° , b [)), dj ~ E.LP ( e ,T; LP (] 0, b [) ) ,j =1, ••• ,h. 
dt J 

the derivatives being taken in the sense of distribu­
tions in Je,T[ with values in LP(]O,b[). Finally we shall 
denote frequently by Dxv, Dxxv, Dtv, ... or by v x ' v xx ' 

t d . t· av a 2 v av 
v t ,··. he erlva lves ax' ~' at' 0.0; and we denote 

by E(v) the "heat operator":x E(v)=v -v. 
xx t 

In all previous Problems I,II,I1I, we shall denote by g 

(1. 23) g={(x,t); O<x<s(t), O<t<T} 
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2. THE OXYGEN DIFFUSION IN AN ABSORBING TISSUE 

a) Let us define "classical sOlutions" of Pro 1: 

DEFINITION 2.1: Under the assumption that 

(2.0) gt; C2 ([O,b]) and verifies (1.1) 

{T,s(t),u(x,t)} is a classical solution of Pro I if: 
T>O, s E CO([O,T]) and verifies (1.2), s'(t) is conti-
nuous for O<t<T, u Coun n HI un, where Q is given by 
(1.23), ux,ut,Uxt are 1S continuous for O~x~s(t)J)<t<T,and(1.3), 

(1.4),(1.5),(1.6),(1.7) are verified((1.3) in the sense 
of D'(n)) and u~ in Q. 

Definition 2.1 seems to be the "good" definition 
for the problem of the oxygen diffusion, in the case 
that the datum g(x) does not permit more regularity for 
the function u; in fact if for instance we look for u 
belonging also to cl(n) then we have to add a "compati­
bility condition" on g, since by (1.6) and 1.7) we must 
have: 

(2.1) g'(O) = ° 
This condition is verified 1n certain diffusion problems. 
But in the case of the oxyeen diffusion we have g(x) = 
=~(b-x)2, then (2.1) is not verified. Nevertheless we 
will suppose in this section a), in order to explain 
better the relations between Pro I and variational ine­
qualities, the validity of (2.1) and of 

Then if {T,s(t), u(x,t)} is a classical solution of Pro 
1, setting v=ut it is easy to prove 

(2.3) 

( 2 .4 ) 

( 2 .5 ) 

( 2.6 ) 

(2.71 

E(v)=O 

v(s(t),t)=O 

v (s(t),t)=-s'(t) x 
v (O,t)=O x 
v(x,O)=g"(x)-l 

in Q 

O<t<T 

O<t<T 

O<t<T 

O<x<a 

In fact we can derive with respect to t the equations 
(1.3), (1.4) and (1.5) and, using also (1.6) and (1.7), 
we obtain 
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in n 

u ( s ( t ) • t ) = HUt ( s ( t ) • t ) = 1 xx O<t<T 

u (s(t).t)s'(t)+u t(s(t),t)=s'(t)+u t(s(t),t)=O, 
xx x x O<t<T 

O<t<T 

u t ( x. 0) =uxx ( x ,0) -1= g" (x)-l O<x<a 

REMARK 2.1: Problem (2.3) ..... (2.7) is of the same kind 
as the Stefan problem considered ~n n. I. b); we shall 
come back to this remark later. 

We can then prove the following 
PROPOSITION 2.1 If {T.s(t),u(x,t)} is a classical so­
lution satisfying (2.2) (in the hypothesis (2.I))of 
Pro I. then 

(2.8) ut(x.t)",o. u (x,t )~o 
x 

ln n 

(2.9) u(x,t»o in n 

(2. 10) s is str ictly decreasing in [O.T] 

(2.11) T~g(O) 

PROOF: We have already noted that v=ut is a solu!ion 
of the Problems (2.3) ..... (2.7); moreover V€ cO(n), then 
we can apply the classical "maximum principle" (see 
[30J ): v must take its maximum on the "parabolic bounda 
ry" of n, i.e.an - {(x,t); t=T}. But this maximum can'~ 
be positive: in fact v(x,O)=g"(x)-l~O, O~x~a, v(s(t),t)= 
=0, O~t~T so if it would be positive it ought be such 
on the segment{(x,t), x=O, O<t<T}; but by a strong form 
of maximum principle (cf.[30]) in the maximum point 
(0, t) one should have v (O,t)<O, contrary to (2.6). 
Then v(x,t)=ut(x,t)",O inx n and more precisely, noting 
that v cannot be identically zero, we conclude that 
v(x,t)<O in n, again by the maximum principle. Let us 
consider now v=u ; we have similarly E(v)=O in n , x . 
v(O,t)=O, v(s(t),t)=O, O~t~T, v(x,O)=gr(x)~O, O~x~a; 
then from the maximum principle we deduce that v(x,t)= 
=u (x,t)~O in nand (2.8) are proved. Now from the 
De;in~tion 2.1 we have u(x,t)~O in n; more precis~ 
ly nothing that E(u)=l in n again from the maximum prin 
ciple we have (2.9). In order to prove (2.10) let us ..rI 
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rst note that, setting ut=v, we have (2.5); but v (s(t), 
t)~O, since v(s(t),t)=O O<t<T (cf. (2.4)) and we ~now 
that v(x,t)~O in Q (cf. (2.8),);then s'(t)~O, O<t<T, w 

and s(t) is decreasing in [O,T]. Let us prove now that 
s is strictly decreasing; indeed, in the contrary case 
there exist two points t', t" (t'<t") such that s(t')= 
=s(t), t'~t~t". We can now apply the strong form of the 
maximum principle on the segment x=s(t), t"t~t" and, 
recalling that v(x,t)<O in Q we obtain v~s(t),t»O, 
i.e. s'(t)<o, in contradiction with the assumption that 
s(t')=s(t)=s(t"),t',t,t". Finally, in order to prove 
(2.11) it is enough to remark that (1.6) and (2.8)imply 
that u (O,t)'O, O<t<T; then ut(O,t):ru (O,t)-lE-l, 
O<t<T,x~o that u(O,T)-u(O,O)=-g(o)=fo ~~(O,t)dt,-T, that 
is, (2.11). 

REMARK 2.2 Let us note that the estimate found for the 
unknown T (cf. (2.11)) depends only on g(O). 

Now let us define Q as follows: 
(2.13) Q={(x,t); O<x<b, O<t<T' = g(O)} 

and again in the assumptions of Prop. 2.I let us define 

(2.14) u(x,t) = u(x,t) 1n Q, ~(x,t)=O in Q-~ 

We have 

We can compute E(u) in the sense of D'(Q) and we have 
V c/J G D ( Q): us ing (1.5) and (1.3) 

<E(U),c/J>=-JJQUxc/Jxdxdt-JJQUtc/Jdxdt=-JJQUxc/Jxdxdt -

-II utc/Jdxdt= JT IS(t)u c/Jdxdt-JTU (s(t),t)c/J(s(t),t)dt 
n ° a xx 0 x 

E (u)= x(Q) in Q . 

-
Finally we have that u satisfies the following system 
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u(x,t))O in Q, ;:;'(x,t»O in n, u(x,t)=O in Q-n 

E(u)e Lco(Q) E(1i)~ 1 in Q 

{E(;:;')-l};:;'=O in Q 
(2.17) 

;:;. (O,t)=O O<t<T' x 

;:;'(b,t)=O O<t<T' 

;:;'(x,O)=g(x) , O~x~b 

The system (2.17) is a so called "parabolic variational 
inequality". Before studying it, let us remark that the 
system (2.17) can be considered "formally" equivalent 
to Pr.I, in the sense that_if we can solve it and pro-
ve that the set n={(x,t); u(x,t»O} is of the form _ 
(1.23) with s verifying (1.2), then setting u(x,t)=u(x,t) 
in n, we obtain a solution of Pr.I. 

b) Now let us introduce a precise formulation of 
our variational inequality, in a "semistrong" form. De 
note by V the Hilbert space 

(2.18) V={v;vEH1(]O,b[), v(b)=O} 

and set 

(2.19) 

(2.20) 

Jb + 
J(v)= OV (x)dx V-ve V 

+ -where, as usual, v =sup(v~O), v =sup(-v,O). Let us con-
sider again the function u and prove that it verifies 
the inequality for almost every t in JO,T I [ 

(;:;'t,v-;:;')+a(-;;',v-;:;')+J(v)-J(;:;'hO, YVE. V 

In fact from (2.16) we have a.e. in ]O,T'[ and Vv€. V 

(E(';;'),v-;:;')=-(;:;' , (v-.;;.) )+[ii . (v-;:;.nX=bo - (ut,v-;:;')= x x x x= 

Then using (2.17) we have 
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(~t,v-~)+a(;,v-~)+(X(n),v)-(X(n),~)=O 
- - + -( X ( n ) ,u) =J ( u) and (X ( n ) ,v) = ( X ( n ) ,v -v ) = But 

f
s(t) + fS(t) 

= 0 v (x)dx- 0 v-(x)dx~J(v); so we have pro-

ved the inequality before. We have thus in a position 
to formulate 

PROBLEM I': Given g with 

(2.22) g ~ V, g(x»o, O~x<b 

find w such that 

( 2 . 23 ) w e H 1 ( Q), w ( b ,t ) = ° i n [0, T~ • 

Ifor almost every t in lO,T'[ 
(2.24) 

(Wt,v-w)+a(w,v-w)+J(v)-J(w)~O 

(2.25) w(x,O)=g(x) on [O,b] 

REMARK 2.3: The conditions w(x,O)=g(x) and w(b,t)=O are 
meaningful in consequence of the trace theorem of 
the space Hl(Q). 

We shall give in a moment an existence and uniqueness 
theorem for Pr.I'; now let us first study the relation 
between Pro I' and the system (2.17); we have 

PROPOSITION 2.2: If w is a solution of Pr.I', then 

(2.26) w~O in Q 

(2.27) E(w) e Loo(Q), E(w)~l in Q 

( 2 • 28 ) {E (w) -1 };= ° in Q 

(2.29) WE.H2,1(Q) 

(2.30) w (O,t)=O O<t<T 
x 

(2.31) w(b,t)=O O<t<T 

(2.32 ) w(x,O)=g(x) , O~x~b, 

.(here (2.26) ,( 2.31) ,( 2.32) are in the sense of CO(Q), 
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(2.27) (2.28) almost everywhere in Q, (2.30) in the sen 
se of H2 ,1(Q). 

PROOF: Let us take v=w+ in (2.24), as it 1S possible, 
and remember that w=w+-w-; and we have 

- + - - + 
O~{Wt'W )+a(w -w ,w )+J(w )-J(w)= 

= -«w-)t'w-)-«w )x,(w-)x) 

Then in particular 

d Jb d"t 0Iw-(x,t)12dX;:;;0 a.e. in ]O,T'[ 

from which, since w-(x,O)=g-(x)=o, we have (2.26). Let 
us take now v=w+</> in (2.24), where </> IE. D(] a,b[) and 
</>~O; we have, since (by (2.26)) w+=w and (w+</»+=w+</> 

= < l-E(w) ,</»~a, where <,> is the pairing between 
D'nO,b[) and D(]a,b[); from which we have l-E(w)~O in 
the sense of D'(Ja,b[) for a.e. t in ]O,T' [; and cons~ 
quentely E(w)~l in the sense of D'(Q), since WE Hl(Q). 
Taking now v=w-</> with <P E D(]O,b[) and </>~O, we have si­
milarly: 

-(wt,</»+<w ,</»)J(w)-J(w-</» ~O 
xx 

and then E(w)~O; thus (2.27) is proved , and from it 
we can also deduce (2.29), using E(w)=w -wt and (2.23). 
Now WE CO(Q) and (2.26), (2.31) ,(2.32)xxhave meaning 
in classical sense and (2.30) has meaning in the sense 
o[ the trace theorem for the functjons belonging to 
H';! (Q)(cf. e.g. [48J): w (O,t) €.H 1 /4- (]O,T'[). Finally 
let us introduce the set X 

( 2 . 33 ) Q= { ( x , t) E Q, w ( x , t ) > a} , 

wich is a non void open set since WE CO(Q) and by virtue 
of (2.32) and (2.22). Let us take now ljJE D(Q) with sUE 
port contained in Q; then there exists A >0 such that 
for each real A with IAI~AW one has W+A$~O in Q, hence 
(w+A1)J)+=W+AljJ; moreover for each t c.JO,T'[ w(.,t) + 
+A1)J(.,t)EV, then we can take v=w(.,t)+A1)J(.,t) in (2.24) 
and we obtain 

'IInWtOdxdt+,IInwxWxdxdt+IIn(W+'Wldxdt-IInWdxdt.o 
i. e. 
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AJJn(E(W)-l)$dxdt~O 
from which, as the sign of A is arbitrary, 

JJn(E(W)-l)$dXdt=O i.e. 

(2.34) E(w)=l in n 

and we can deduce (2.28) almost everywhere ~n Q. 

REMARK 2.4: If we denote by H(A) the Heavesife function 
(as a monotone grapf: H(A)=O, A<O, H(O)=[O,l , H(A)=l 
A>O) (2.26), (2.27), (2.28) can be condensed into the 
single relation 

E(w) €. H(w) 

Now we can state the following 

THEOREM 2.1: There exists one and only one solution w 
of Pr.1'; moreover 

(2.36) WE: H2 ,l(Q) 

(2.37) w €. CO(Q) 

(2.38) WtE. LOO(e,T';L2 (]0,b[))nL 2 (e,T';V); >f e>o,e"T 

if g satisfies moreover 

g'(x)~O, O~x~b; g'(b)=O; 

in [0, bJ . 

then we have 

(2.40) w e W~ol (Q), l~p< 3 

(2.41) wx~O, Wt~O a.e. in Q; 

finally if g satisfies moreover (2.1) we have 

{
w € W2 ,1 (Q) Vp 1~p~6 

(2.42) p 
(and consequentely wx~ CO(Q)) 

c) Now we come back to Pro I using the solution w 
of Pr.I', given by.Theor. 2.1. vstng (2.41) it.can be 
proved that n def~ned by (2.33) ~s actually g~ven by 
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(2.43) Q={(x,t); o<x<s(t), O<t<T} 

where 

(2.44) T~T'=g(O) and 

fS€.CO([O~TJ ),s(t»O, ~~t<~, s(O)=b,s(T)=O, 

Ls ~s str~ctly decreas~ng ~n [0, TJ . 

Moreover setting 

-
(2.46) u(x,t)=w(x,t) in Q 

the triplet {T,s(t), u(x,t)} can be considered as a 
"weak solution" of Pr.! in the following sense: 

DEFINITION 2.2: Under the assumptions(2.22) and (2.39) 
for g,{T,s(t),u(x,t)} is a "weak solution" of Pro I if 
T is >0, s verifies (2.45), ue. CO(S'i), where Q is defi­
ned by (2.43), and u verifies (1.4), (1.7) and (1.3) 
(this one in the sense of D'(Q))and moreover the fun­
ction ~ defined by ~(x,t)=u(x,t) in S'i, ~(x,t)=O in ~-S'i 
where ct={(x,t); O<x<b, O<t< T }, belongs to H2,1(Q') 
and ~ (O,t)=O for a.e. tEo [O,T ] ; moreover u~o in Q. 

x 

REMARK 2.5: The boundary conditions (1.5) and ( L6) are 
contained in Definition 2.2 in the fact that u€.H 2 ,l(Q) 
and ~ (O,t)=O. Let us remark also that we do not use 
condition (2.1) in DeL 2.1; so we can apply this defi­
nition and the following Theorem 2.2 also to the oxygen 
diffusion. It is interesting to note that althought the 
problem of oxygen diffusion (i.e. when g'(O)¥O) seems 
to be not reducible to a problem of Stefan type (remem­
ber indeed that if g'(O)¥O we don't have for instance 
u e. C1 (S'i)and the proofs of the Proposition 2.1 are not 
valid), nevertheless it can be studied by the same va­
riational inequality as for the case g' (0)=0. 

Then we can state the following 

THEOREM 2.2: There exists one and only one weak solu­
tion of Pro I. 

PROOF: The existence follows by Theor. 2.1, as we have 
just seen. For the uniqueness let us note, that if 
{T,s(t),u(x~t)} is a weak solution, then it is easy to 
prove that, if we take a rectangleQ =]O,b [xJO,T [ 

000 

such that QcQ and if we extend u in ~ setting fi=u In Q 
o 
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u=O in Q -n, then u is the solution of the variational 
inequali~y (2.23),(2.24),(2.25), written with Q instead o 
of Q and g(x) instead of g(x), where g(x)=g(x) in [O,b], 
g(x)=O in [b,boJ. Then u satisfies also the analogous 

of Theor. 2.1 and we have in particular u ~O in Q , i.e. x 0 

u ~O in n. Then it is possible to repeate the proof gi­
v~n in the Prop.2.l, in order to obtain that T~g(O). Now 
we can take Q =Q and it is immediate to see that u sol-o 
yes Pr.I'. Then the uniqueness follows from the unique­
ness of the solution of Pr.l'. 

REMARK 2.6: By a similar type of proof we can also obtair 
the uniqueness of the classical solution of Pr.l. 



TOPICS IN PARABOLIC EQUATIONS: SOME TYPICAL FREE BOUNDARY PROBLEMS 253 

3. A STEFAN PROBLEM 

a) First of all let us define "classical solutions" 
of Pro II: 

DEFINITION 3.1: Under tha assumptions 

( 3 . 0 ) g E. C 1 ( [0, a 1) an d v e r i fie s (1. 8 ) 

the pair fs(t),u(x,t)j is a "classical solution" of 
Pro II if: s~cO([o,T1) and verifies (1.9), s'(t) is con­
tinuous for O<t~T, U€ cOni). where n is given by (1.23). 
u €. L2 (n) I u • u t are continuous for O.$x~ s (t). O<t.$T , and x x 
u verifies (1.IO), (1.11), (1.12), (1.13), (1.14) (the 
eQuation (1.10) in the sense of D'(n), then also in clas 
sical sense). We have 

PROPOSITION 3.1: If{S(t),u(x,t)] is a classical solu­
tion of Pro II, then 

( 3.1) 

( 3.2 ) 

u(x,t»O 1n n, 

s is strictly increasing 1n [O,T]. 

PROOF: The proof is the same used in the Proposition 2.1 
for the function there denoted by ut(let us remember the 
Remark 2.1); the only difference is that now u(x,O)=g(x»O 
and then u(x,t»O in nand u (s(t),t)<O, O<t<T. 

, x 
PROPOSITION 3.2: If {s(t),u(x,t)} is a classical solu­
tion of Pro II, then 

(3.3) s(t)+fs(t)U(X,t)dx=a+f a g(x)dx O~t~T. 
o 0 

PROOF: First let us remark that u =ut is also continu-
ous for O~x~s(t), O<t~T. xx 

Then for every t in JO,T[ we have, using (1.13), (1.10), 
( 1. 11 ) • 

fs(t) 
o=s'(t)+u (s(t),t)=s'(t)+ u (x,t)dx-u (o.t)= x xx x o ( 3.4 ) 

fs(t) d IS(t) 
s'(t)+ ut(x,t)dx=s'(t)+dt u(x,t)dx-

o 0 

- s'(t)u(s(t),t) 
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d JS(t) 
=dt [S(t)+ 0 U(X,t)dXJ 

Then the function 

JS(t) 
s(t)+ 0 u(x,t)dt 

is constant in the interval 
by (1.9) and (1.14) we have (3.3). 

[0, TJ and finally 

COROLLARY 3.1: There exists b>O such that 

s(t)<b O<t<T 

In fact from (3.3) and (3.1) we have for instance 

s(t)~ =a+fag(x)dX; we can then take for instance b=a+ 

+f:g(X)dX+~' 
Let us try to put Problem II in the form of a variatio­
nal inequality, like in section 2; setting 

(3.6) Q={(x,t); O<x<b, O<t<T} 

with b given by the Corollary 3.1, we are suggested by 
(1.11) and the physical situation, to set 

u(x,t)=u(x,t) ~n -
~; u(x,t)=O in Q-~ 

But now u is not "sufficiently smooth"(we have ~~Co(~) 
and U eL2(Q» for being a solution of a variational ine 
quality of the kind of (2.24); in fact, if this were pcs 
sible, we could deduce from (1.12) s'(t)=O, O<t<T, which 
is in contradiction with (3.2). On the other hand let us 
try to compiute E(u) in the sense of D'(Q); first we 
shall prove the following 

PROPOSITION 3.3: If {s(t),u(x,t)} is a classical solu­
tion of Pr.II, then we have 

(3.8) ff(ux$x-U$t)dxdt=JJ$tdxdt ~$~C:(Q) 

where 
~ ~ 

[C:(Q)={$6C~(Q); $=0 

lset aQ-{(x,t); x=O, 

~n a neighbourough of the 

O<.t<T} 
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PROOF:Let us recall that u is continuous for O~x~s(t), 
O<t<T and let us note thatX~very ~~COO(Q) has its support 
in [0, b [xT~, T-~J, for some ~)O; the 1011owing computa­
tions are valid 

T 

JIUx~xdxdt-JfU~tdxdt=-JJUxx~dXdt+f [ux~J~(t)dt+ 
n n n T Q 

+JJUt~dxdt=-JJ(Uxx-Ut)~dxdt-fs'(t)~(s(t),t)dt 
n n 0 

JT d fS(t) fTfs(t) If =- <dt ~(x,t)dx)dt+ ~tdxdt= ~tdxdt 
o 0 0 0 n 

Then we deduce 

PROPOSITION 3.4: If {s(t),u(x,t)} is a classical solu­
tion and we define u by means of (3.7), we have 

(3.10 ) E(u)=Dtx(n) in the sense of D'(Q) 

PROOF: For each ~E D(Q) we have, using (3.8) and remarking 
that the "free boundary" anOQ is of zero measure in ~~ 
and that u ~L2(Q): x 

<Eu,~>=-<ux'~x>+<U'~t>=-ffux~xdxdt+JJU~tdxdt= 
Q n 

=-fJ~tdxdt=-JJx(n)~tdxdt=<Dtx(n) ,p 
Q Q 

where <,> denotes the pairing between D'(Q) and D(Q). 

By looking at the equation (3.10) it is natural to intro 
duce a new unknown function 

(3.11) w(X,t)=JtU(X'T)dT 1n Q 
o 

This will be actually the "good" unknown for the pro­
blem, because w satisfies a good variational inequality 
and, if we know w, we can come back to the solution of 
Pr.II; in fact we have 

PROPOSITION 3.5: If {s(t),u(x,t)} is a classical solu­
tion and wand u are defined by (3.11) and (3.7), then 
we have 

w(x,tho 1n Q 
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(3.13) 

(3.14) 

w(x,t»O 1n n, w(x,t)=O 1n Q-n 

E(W)ELoo(Q) , E(w)~l-f 1n Q 

where f is defined by 

E.MAGENES 

(3.15) f(x,t)=l+g(x),O<x<a,O<t<T; f(x,t)=O,a<x<b,O<t<T; 

(3.16 ) 

(3.17) 

(3.18) 

(3.19) 

(E(w)-l+f)w=O in Q 

w(b,t)=O, O<t<T 

w (O,t)=O, O<t<T 
x 

w(x,O)=O, O~x~b 

where (3.14),(3.16) have a meaningt1most everywhere in Q 
and all the other relations in the classical sense. 

PROOF: The conditions (3.12) ,(3.13) ,(3.17) ,(3.18) ,(3.19), 
together with the properties w,wt E CO(Q), w ,w tEL2(Q) 
are an easy consequence of the definition ~f ~ and of 
the properties of U. Now let us consider in Q the di­
stribution E(w)-x(n); we have from (3.11) and (3.10), 
in the sense of Df (Q) 

Dt(E(W)-X(O))=E(Dtw)-Dtx(n)=E(u)-Dtx(n)=o 

Then E(w)-X(O) is constant with respect to t 1.e. 1S 
of the form 

E(w)-X(n)=A(X) 

but we know that w=o 1n Q-n, so we obtain that 

A(x)=E(w)-x(n)=o for a<x<b, O<t<T 

Secondly, in the rectangle Qa={(x,t); O::x<a,O<t<T}, we 
have X(O)=l, and wt=u is continuous in Qa and so also 

for t=O, and by (1.14) we have wt(x,O)=u(x)=u(x)=g(x) 
for O~x~a. Moreover w =A(x)+l+wt , then w is conti-xx xx 
nuous with respect to t in Q and we have from (3.11) 
w (x,O)=O; then E(w)-X(O) c~n evaluated for t=O, O<x~a, 
o~taining as value -g(x)-l. Then 

-
E(w)-X(O)=-l-g(x) 1n Qa 

Finally we have 
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(3.20) E(w)=l-f in n 

and (3.14),(3.16) are proved. 

Suppose now "formally" that we can solve the system of 
the inequalities (3.12),(3.14),(3.16),(3.17),(3.18), 
(3.19) with w "sufficiently smooth" and such that the 
set n={(X,t)EQ; w(x,t»O} be of the form (1.21) with 
s verifying (1.9); then setting u(x,t)=w (x,t) in n, we 
obtain a solution of Pr.II. The system (~.12),(3.14), . 
.•. ,(3.19)is similar to the variational inequalities (2.26), 
... ,(2.32) of n.2; then, in the same way as in n.2,b), 
we shall now introduce a precise formulation for the 
system (3.12),(3.14),00.,(3.19). 

b) With the same definitions (2.18),(2.19),(2.20), 
(2.\21) for V, (u,v), a(u,v), J(v), let us consider the 
following 

PROBLEM II': Given g with 

(3.21 ) g(a)=O,g(x»O, O~x<a, g~Hl(]O,a[) 

find w such that 

(3.22) 

and 

(3.24 ) 

weH1 (Q), w(b,t)=O on [O,T] 

for almost every t 1n [O,T], 

(Wt,w-w)+a(w,v-w)+J(v)-J(w)~(f,v-w) 

>riVE V 

where f is defined by (3.15) 

w(x,O)=O on [0, bJ . 

With the same proofs used for Prop.2.3 and using also 
the fact that f, defined by (3.15) is ~O in Q, we can 
now prove the following 

PROPOSITION 3.6: If w is a solution of Pr.II', then w 
satisfies (3.12),(3.14),(3.16),(3.17),(3.18),(3.19), to 
gether with 

We H2 ,1 ( Q) 

in particular 

E(w)=l-f in n 

where 
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n={(x,t)€Q; W(X,t»O}. 

REMARK 3.1: (3.12),(3.14),(3.16) can be condensed into 
the relation 

E(w)+feH(w) 

Finally we have the 

THEOREM 3.1: There exists one and only one solution w 
of Pr.II': moreover 

(3.29 ) 

(3.30 ) 

( 3.31) 

(3.32) 

(3.33) 

WeW2,1(Q) 
p 

w,w eCo(Q) 
x 

wt ' w e L 00 ( Q) xx 

a.e. in Q; 

if moreover g verifies 

(3.34 ) g' (x)~O 

then we have 

w ~O in Q x 

a.e. in [O,a] 

c) We can back to Pr.II, using the solution w of 
Pr.II' given by Theor.3.l; using in particular (3.33) 
and (3.35) it is possible to prove that the set n defi­
ned by (3.27) is actually given by 

(3.36) 

where 

Setting 

(3.38) 

n={(x,t); O<x<s(t), O<t<T} 

(SECO( [O,T]), s(t»O, s(O)=a, 

1increasing in [O,T]. 

-
u(x,t)=wt(x,t) in n, 

s is strictly 

the pair {s(t),u(x,t)} can be considered a "weak solu­
tion" of Pr. in the following sense: 

DEFINITION 3.2: Under the assumptions (3.21) and (3.34) 
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for g, {s(t),u(x,t)} is a "weak solution" of Pr.II if: 
s verifies (3.37), ueLOO(n), u eL2(n), where n is defi­
ned by (3.36), u~o a.e. in n,xu verifies (3.8) and the 
function u defined by u(x,t)=u(x,t) in n , u(x,t)=O in 
Q-n, belongs to Hl,O(Q)nC o ( [O,TL; L2(]O,b[) and verifies 
g(x,O)=g(x) in the_sense of co ( [O,T]; L2(jO,bP), where 
g(x)=g(x), O~x~a, g(x)=O, a~x~b. 

REMARK 3.2: Definition 3.2 is really a "weak formulation" 
of Pr.II: in fact the boundary condition (1.11) is con­
tained (in the sense of Hl,O(Q), then e.g. also for a.e. 
t in lO,T[) in the condition ueHl,O(Q) the initial condi 
tion 11.14) is contained in the condition u(x,O)=g(x); 
the equation (1.10) follows in the sense of D'(n) from 
(3.8) (where we take $ with support in n); and the boun 
dary conditions (1.12),(1.13) are contained in a "weak­
sense" in the relation (3.8); moreover condition u~O 
a. e. in n, together with E( u)=O in n, assures us, using 
the maximum principle in the interior of n , that 
u(x,t»O in n. 

REMARK 3.3 : Another "weaker" definition of "weak solution" of Pro 
II has been introduced by Kamenonostkaja [40] and .studied also 
by Olenik [52J , Friedman [29]; it is not difficult 
to see that a "weak solution" in the sense of Def.3.2 is 
also a "weak solution" in the other sense. 

Using Theor.3.l and Def.3.2, it is possible to prove the 
following 

THEOREM 3.2: There exists one and only one weak solution 
of Pr. II. 

REMARK 3.4: We shall come back in section 8 to the reg~ 
larity of the weak solution of Pr.II and to the existen 
ce of a classical solution; in any case since "classi-­
cal solution are also weak solutions(cf. in particular 
Prop.3.1, and 3.3) (or since, as we have seen, if 
{s(t),u(x,t)} is a classical solution then u defined 
by (2.14) is a solution of Pr.I'), we obtain from Theor. 
3.2 the uniqueness of classical solution. 
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4. A PROBLEM OF FLUID FLOWS THROUGH A POROUS MEDIUM. 

a) Let us consider first "classical solutions" of 
Pro III: 

DEFINITION 4.1: Under the assumptions 

g€C1([0,aJ) and verifies (I.I5), 
( 4 .0) 

i€C1([0,TJ) and verifies (I.I6) 

the pair {s(t),u(x,t)} is a "classical solution" of 
Pro III if:s € C O ( [O,T]) and yerifies (I.17), s' (t) is 
continuous for O<t~T, UE CO(Q), where Q is given by 
(I.23), u E L2 (Q) ,ux,Ut are continuous for O~x~s(t), 
O<t~T, ana u verifies \I.I8), (1.19), (I.20), (I.2I), 
(1.22) (the equation (1.18) in the sense of D'(Q)). 

We have 

PROPOSITION 4.1: If {s(t),u(x,t)} lS a classical solu­
tion of Pro III, then 

(4.1) u(x,t»x In Q 

{
S'(t)~-I' O<t:::;.T and the "free boundary" 

(4.2) oQ (1 Q does not contain segments parallel to the 

line x+t=O 

PROOF: The same proof of Proposition 2.1, applied to 
the function v(x,t)=u(x,t)-x. 

PROPOSITION 4.2: If {s(t),u(x,t)} is a classical solu­
tion of Pro III, then, denoting by L(t) the function 

(4.3) L(t)=f:i(T)dT+f:(I+g(X)-X)dX 

we have 

fs(t) 
(4.4) s(t)+ 0 {u(x,t)-x}dx=L(t) O~t~T 

PROOF: The same proof of Proposition 3.2. 

Now by (4.4) we have s(t)<L(t), O~t~T and consequentely: 

(4.5) O<A = inf L(t) 
° O~t~T 

(4.6) s(t)~Al= sup L(t) 
O~t~T 
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Denote by b a fixed number greater than AI' for instan 
ce 

and Q 

(4.8) Q={(x,t): O<x<b, O<t<T} 

We are suggested by (1.19) to define also 

{
ux(X,t) 

(4.9) ;:i(x,t)= 
if (x,t) € n 
if (x,t) E. Q-fi 

and, remarking that by virtue of (1.20) we are ~n a s~­
tuation similar to the Stefan problem one, we try to 
introduce a new unknown function by a transformation 
similar to (3.7). Let us follow, first of all, Friedman 
and Jensen [34] and define 

(4.10) w (x,t) =r{{;.(t;,t)-Odt; 
x 

We shall now see "formally" that w verifies the follo­
wing system of inequalities: 

(4.rr) w~O 

(4.12) w>O 

in Q 

~n Q w=O ~n Q-Q 

(4.13) E(W)ELoo(Q), E(w):;:1+s'(t) in Q 

( 4 . I 4) {E ( w ) - ( I+ s ' ( t ) ) } w= 0 in Q 

(4.15) w(b,t)=O O<t<T 

(4.16) w(O,t)=h(O)+J;~(T)dT-s(t)+a, O<t<T 

(4.L7) w(x,O)=h(x) O,x,b 

where 

(4.18) h(X)=Ja(g(~)-~)d~, O,x,a; h(x)=O, a~x,b 
x 

In fact we evaluate 

w (x,t)=x-u(x,t) 
x 

w (x,t)=1-u (x,t) xx x 

in rl; 

in Q; 

w (x,t)=O 
x 

in Q-rl 

w (x,t)=O 
xx 

~n Q-n 
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Wt(x,t)=J~ ~t(~,t)d~ in n; wt(x,t)=o in Q-n 

since ~(x,t)-x=O if x=s(t). Consequently we have in n 

E(w)=I-u (x,t)-Jb~ (~,t)d~=I-u (x,t)-x x x 
s(t) x 

(4.19) -J u~~(~,t)d~=I-ux(x,t)-ux(s(t),t)+ux(x,t)= 
x 

=I-u (s(t),t)=I+s'(t). 
x 

and in Q-n, by (4.2) 

( 4 .20 ) E(w)=O~I+s'(t) 

Furthermore (4.II),(4.12), (4.15), (4.17) are immedia­
te. In order to prove (4.I6), let us take x=o in (4.19) 
and let us remember that w (O,t)=I-u (O,t)=I+~(t); we 
obtain Wt(O,t)=~(t)-s'(t),Xthen integ~ating and using 
(4.17), we have (4.16). Suppose now "formally" that we 
can solve the system (4.II) .... (4.17) in the unknown 
sand W; then taking u(x,t)=x-w (x,t) in Q, with n gi­
ven by (I.23), we obtain a solution of Pro III. The 
system (4.II) ..... (4.17) (I.23) in the unknown wand s 
is a so called"quasi-variational inequality".If s(t) is 
a known function then (4.II) (4.13) ..... (4.I7) form a 
variational inequality of the same kind as the variatio 
nal in~quality of Sections 2 a~d 3, and if we denote 
by w\S) its solution then,if w\s)~O,the curve x=cr(t) gi 

x ven by 

is the corresponding "free boun~ary". If cr(t) coincides 
w~th s(t), then the pair {s,w(s)} is a solution of the 
system (4.II)(4.12) .... (4.17)(I.23). We can then think 
that a method for solving quasi-variational inequali­
ties of type (4.rr) .... (4.17)(1.23) may be obtained by 
combining fixed point theorems with existence theorems 
of the variational inequalities. And actually this idea 
is used to solve general quasi-variational inequalities. 
But quasi-variational inequalities being a more Sophisti­
cated tool than variational inequalities we shall adopt 
here a different approach to Pro III, following an idea 
of Torelli, who by a change of unknown, different form 
(4.IO), was able to reduce Pro III to a variational ine­
qualities of the same kind as those of Pro I' and II" 
(see [62J). 
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b) First let us remark some other properties of 
classical solution. If C:(Q) is still defined by (3.9), 
we have 

PROPOSITION 4.3: If {s(t), u(x,t)} 1S a classical solu 
tion of Pro III, then 

(4.21) fJ{(Ux-I)¢x-(U-X)¢t}dxdt= JJ(¢t-¢x)dxdt+ 

Q JT Q 
+ 0 ~(t)¢(O,t)dt V¢~C:(Q) 

PROOF: It is the same as for the Prop. 3.3; we have 
to use the condition u (O,t)=-~(t) instead of the condi x -
tion u (O,t)=O. 

x 

Moreover as 1n the Proof. 3.4 we deduce immediately from 
(4.21) that 

1n the sense of D'(Q) 

where u is the function defined by (4.9). Let us comp~ 
re (4.22) with (3.10) (and with (2.II)I): Torelli's 
idea is to integrate with respect to the oblique dire­
ction y making with the x-asis an angle of measure 
~ ~. Then let us introduce the set 
1+ 

(4.23) Q= {(x,t);O<x<b+T-t, O<t<T} 

- --and let us define by continuation u in Q-Q, i. e. setting 
-

(4.24) ~(x,t)=x in Q-Q 

Let us note also the following properties of the set Q 
defined by (1.23) if {s(t),u(x,t)} is a classical solu 
tion: the first is a part of (4.2), which we rewrite -
here 

(4.25) fthe"free boundary If (lQnQ does'nt contain 
lsegments parallel to the line x+t=O; 

the second is: 

fif (x,t)E.Q-Q, then the segment {(s,.r);s =x+6t, 
(4.26 ) 

T=t-8t, O~8<I} belongs to Q-n 

and follows immediately from (4.2). Now we are 1n a PQ 
sition to define the function 

(4.27) - It w(x,t)= 0 (x,t)GQ 
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for which we have the 

PROPOSITION 4.4: The function w, given by (4.27),(4.24), 
(4.9), satisfies, in the sense of D'(Q): 

(4.28) wt -wx = u-x 

(4.29) ; (x,t)=ft{~ (t+x-~,~)-I}d~ 
x 0 x 

(4.30 ) ;t(x,t) =f~ {ux(t+x-~,~)-I}d~+~(x,t)-x 

(4.31) E(w)=x(n-z)-x(Z){g(x+t)-(x+t)} 
Were 
(4.32 ) Z = {(x,t)I!:Q; x+t<a} 

PROOF: Let us first note that by (4.2) 

(4.33) zen 

Secondly, recalling that; e.CO(Q) and;:;' e:.L 2 (Q), we can 
obtain directly (4.29) (4.30) and conse~uently (4.28); 
from (4.28),(4.29), (4.30) we deduce that 

.,.- - - - - 2 
( 4 . 34 ) w , w t -w x e.. C ° ( Q); w t ' w X E L (Q) 

Then from (4.28) and (4.22) we have 

in the sense of D'(Q) 

The distributions E(;)-x(n) is then constant on the pa 
rallels to the line x+t=O, i.e. it is of the form 

(4.36) E(w)-X(n) = A(x+t) 

Now using (4.25) and (4.26) we can deduce that ;(x,t)=O 
in Q-n ; then remarking that s(O)=a and s(t)<b for 
O~t~T, we have 

in Q-Z 

In znQ we have X(n)=I and ';:;'t-';:;' =;:;,-x is a continuous 
function; then by (4.36) we hav~ 

w -w = A(x+t)+I+w -; 
xx x t x 

and then w -w is continuous in Z n Q on the parallels 
. xx x 0 to the l1ne x+~= ; then we can evaluate 
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in Z n Q) 

for t=O ,O<x~a and we obtain from (4.27) 

A(X)=(; -w )(x,O)-(;t-W )(x,O)-I=O-g(x)+x-I = xx x x 

= -g(x)+x-I 

Then we have 

(4.38) E(w)-x(n)=-g(x+t)+(x+t)-I in Z n Q 

Finally (4.36),(4.38) can ~e written in the form (4.31) 

Now we make another changement of unknown; let us con­
sider'the function ~(x,t) defined by 

{

Z(X,t)=O in Q-Z, z(x,t)= 

(4.42) = (I+g)(I;)-I;)(I-e )dl; in Z J
a x+t-I; 

x+t 

We have 

(4.43) z (X,t)=Zt(X,t)=[OJ in Q-Z 
x _ a t(I+g(I;)-I;)e 

x+ in Z 

in Q-Z 
(4.44) z (X,t)={O 

xx fa. 
x+t 

(I+g(I;)-I;)e x+t-l;dF.+I+g(x+t)-(x+t) in Z 

and consequently 

(4.45) z (x,t)-Zt(x,t)=X(Z)(I+g(x+t)-(x+t) in Q and xx 

(4.46) z,z ,Zt'Z E.CO(Q). x xx 

We introduce now the new unknown w(x,t), defined by 

(4.47) w(x,t)=;(x,t)+z(x,t) in Q 

and we prove the 

PROPOSITION 4.5: The function w defined by (4.47)(4.42) 
verifies 

(4.48) w(x,thO in Q 
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(4.49) w(x,t»O in n ,w(x,t)=O ~n Q-n 

(4.50) E(w)e L""(Q), E(w)O in Q 

(4.51) {E(w)-1}w=O in Q 

(4.52 ) w (O,t)-w(O,t)=-L(t), 
x 

O<t<T 

(4.53) w(b,t)=O O<t<T 

(4.54) w(x,O)=G(x), O~x~b 

where L(t) is given by (4.3) and G(x) by 
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(4.55) G(X)=J:(1+g(~)-~)(1-eX-~)d~, O~x~a; G(x)=O,a<x~b 

and where (4.50),(4.51) have meaning almost everywhere 
in Q an d (4. 48 ) , ( 4 . 49 ) , ( 4 . 52 ) , ( 4 . 53 ) , ( 4 . 54) inc 1 ass i -

cal sense. 

PROOF: First we note that from (4.46) and (4.34) we 
have 

Secondly using the properties of wand z it is easy to 
prove (4.48),(4.49),(4.50),(4.51),(4.53),(4.54). We 
have thus to verify only (4.52). Now from (4.28)and 
(4.43) we have 

-w -w =u-x t x ~n Q 
I 

Deriving,in the sense of D (Q), we obtain, using al­
so E(w)=X(n)(which is contained in (4.48) and (4.51)) 

w -w =w -(w +X(n))=(w -w) -X(Q)=~ -I tx xx tx txt x 

Writing the last equation for x=O, O<t<T (which is pos­
sible because u =u in nand u is continuous for x=O 

) x x x O<t <T, we have 

(WX(O,t)-W(O,t))t=-i(t) 

from which, by (4.54) 

w (O,t)~w(O,t)=-ft i(T)dT+G1(0)-G(O)=-fti(T)d -

x ° ° 
-f:(I+g(~)-~)d~=-L(t) 
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The system (4.49) .... (4.54) is of the same kind as the 
other systems(2.I2) ... (2.17) and (3.13) .... (3.I8).And 
similarly as in ~. 2 and 3 if we suppose "formally"to 
have solved it with w "sufficiently smooth" and such that 
the set n={(x,t) I:: Q; w(x,t»O} is of the form (1.21), 

then setting u(x,t)=wt(x,t)-w (x,t)+x in n • we obtain 
a solution of Pro III. x 

c) Then let V, (u,v), 3(v) be defined as in S. 2 
and 3 by (2.18),(2.19),(2.21) and set now 

(4.58) a(u,v)=Jbu (x)v (x)dx+u(O)v(O) Vu,vev. o x x 

Let us consider the following 

PROBLEM III': Given g and i such that 

(4.59) geH 1 (]0,a[); g(x»x, O~x<a, g(a)=O 
1 

(4.60) i e..CO([O,T]); i(t»-I, O~t~T; i'H4(1o,T[) 

and with G and L defined by (4.55) and (4.53), find w 
such that 

(4.61) we Hl(Q); w(b,t)=O on [O,T]; 

for almost every t in [O,T] 

( 4 . 62) (w t ,v-w) +a (w, v-w) +3 ( v) -3 (w hL ( t ) ( v (0) -w ( 0, t ) ),'1veV 

(4.63) w(x,O)=G(x) on [O,b]. 

REMARK 4.1: As we have seen in n. 2 b) it is easy to 
prove that if {s(t),u(s,t)} is a classical solution 
and we define w by (4.47), then w is a solution of 
Pro III'. 

By means of the same proof used for Prop. 2.3, using 
in addition the positivity of L(t) (cf. (4.5)), we can 
prove the 

PROPOSITION 4.6: If w is a solution of Pro III then w 
satis~ies (4.48).(4.50) ..... (4.54) together with 

(4.64) w ~ H2, 1 ( Q) ; 

in particular 

(4.65) E(w)=I in n 
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where 

(4.66) n={(x,t)€ Q; w(x,t»o} 

REMARK 4.2: (4.48),(4.50),(4.51) can be condensed into 

E(w) € H(w) 

Finally we have the 

THEOREM 4.I: There exists one and only one solution 
of Pr. III'; moreover 

(4.69 ) 

(4.70 ) 

a.e. in Q 

d) Using the solution w given by Theor. 4.I we 
can now come back to Pr. III. We shall prove using in 
particular (4.n) that the set Q defined by (4.66) is 
actually of the form 

(4.72) Q={(x,t); O<x<s(t), O<t<T}, 

where 

(4.73) s e CO([O,T]) , s(t»o, O~t~T, s(o)=a, 

and n satisfies the condition 

(4.74) { 
V-p E Q, then A - (p) c. n 

Vp E. Q-Q, then A + (p )cQ-Q , 

where if P =(x,t) 

{
A+(P)=ux,t) E Q; 

(4.75) 
t~t, x+t~x+t} -{p} 

A-(P)={(x,t) E:. Q; 

Setting 

in Q 

the pair {s(t),u(x,t)} can be considered a "weak solu­
tion" of Pr. III in the following sense: 
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DEFINITION 4.2: Under the hypothesis for g and ~(4.59) 
and (4.60), {s(t),u(x,t)} is a "weak solution" of Pro 
III if: s verifies (4.73~,n, defined by (4.72), veri­
fies (4.74),(4.75), ueL (n), u E> L2 (n), u(x,t)?x in n, 
u verifies (4.21) and, setting;),x(x,t)=u(x,t) inn, 
;'(x,t)=~ in Q-~, u € HI .O(Q)(\CO( [O,T] ;L 2 (]0,bP and ve­
rifies u(x,o)=g(x) in the sense of CO([O,~;L (O,b» 

REMARK 4.3: Def. 4.2 is really a "weak formulation" of 
Pro III; in fact the b9undary condition (1.19) is cont~ 
ined in the condition u E HI ,U(Q) (hence e.g. for a.e. 
~ in [O~TJ); (1.22) is contained in the condition 
u(x,O)=g(x); the equation (I.I8)follows in the sense 
of D'(n) from (4.21); and (4.21) contains in a "weak 
sense" also the conditions (1.20),(1.21); moreover the 
condition u(x,t)~x in n, gives us, together with the 
equation (1.18), the property u(x,t»O in n. 

REMARK 4.4.: Condition (4.74) (4.75) gives us that 
an n Q is a graph which is lipschitzian with respect to 
the new axis (x' ,t) defined by x'=a.t+8x, t'=-8t+a.x where 

a.=cos ~ , 8=sen ~ . In particular we have also that 

Z en, where Z u defined by (4.32). 

Finally we have 

THEOREM 4.2: There exists one and only one weak solu­
tion of Pro III. 

REMARK 4.5: We shall come back in S. 8 to the regulari­
,ty of the weak solution and to the existence of a classi 
cal solution; in any case remark that classical solutions 
are also weak solutions and that , as a consequence 
of that or of the Prop. 3.5 and the uniqueness of solu 
tion of Pro III', we have the uniqueness of the classI­
cal solution. 
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5. PROOF OF THEOREMS OF S.4: APPROXIMATION 

We shall prove now Theor.4.l. 

a) Uniqueness: Let w and w~ be two solutions of 
Pr.III'. Setting w=wl-w2 ~nd taklng in (4.62) written 
for wl(resp. w2) v=w2 (resp. v=wl) and adding the two 
inequalities we have 

w(x,O)=O O~x~a and 

-(w'(t),w(t))-a(w(t),w(t)ho a.e. In [O,T] 

i. e. 
i d fb 2 Jb "2 dt)o Iw(x,t) I dx+ 0 Iwx(x,t) 12dx+lw(O,t) 12~O 

a.e. in [O,T] 

from which we obtain w~o. 

b) We shall give the existence proof by regulari­
zation. Let us recall that Pr.III' is "equivalent" to 
find weH2,1(Q) such that 

( 5.1) 

( 5·2 ) 

( 5.3 ) 

( 5.4 ) 

w(b,t)=O , O<t<T 

w (o,t)-w(O,t)=-L(t), O<t<T 
x 

w(x,o)=G(x) O~x~b 

We choose now an adequate approximation of H, Land G. 

c) For n=1,2, ..• , let H (A) be a function sati-
f · f' n s aylng the ollowlng propertles: 

H (A )€.C O (11\) 
n , Hn ( A ) G COO ( [0, +00 D 

{!n, 
if -oo<A~O 

H (A)= " 1 O':::;A':::;-n 2n 

" 1 
-~A<+oo 
n 

H'(A)~O, H"(A)<O O<A<+oo 
n n ' 
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If u(x,t) is a function defined in Q let us consider 
H (u); we have 

n 
0-00 0 -

(resp.C (Q)) if ueL (Q)(resp.C (Q)) 

Stronger smoothness properties of u are not always tran~ 
ferred to H (u), since H is only a lipschitzian func­
tion in 1R. ;nbut we have R better situation if u~o in Q 
because H ~Coo( [O,+oo[). In particular we have: 

n 

(5.10) If u~W2,1(Q) and u~O, then H (u)eW2,1(Q), 12~p<+oo 
p n p 

and moreover 

(5.11) the usual derivation rules are valid 

In fact let ~., i=1,2, •.• , be functions such that 
00 - 1 2 1 

~.~C (Q) and ~. converges to u in W , (Q); let us remem-
1 1 0 _ P 0 _ 

ber that then u£C (Q)~ and ~. converges to u in C (Q) 
and u EL2 (Q), for P~~2' and D ~. converges to u in x p x 1 x 
L2 (Q), as a consequence of Sobolev's imbedding theo­
re!:.s in the space W2,1(Q) (cf.e.g.[43] ). Let K (A) be 

p n 
a function such that K (A)ECoo(nt) and K (A)=H (A) for 
O~A<+OO. Then K (~.)EcoofQ) and we have n n 

n 1 

(5.12) x n 1 n 1 x 1 2 n 1 n 1 1 {
D K (cp.)=K'(~.)D ~., DtK (cp.)=K'(CP.)DtCP., 

D K (~.)=K"(~.)(D cp.) +K'(cp.)D cpo xx n 1 n 1 x 1 n 1 xx 1 

We can pass to the limit, for i++oo , in (5.12) and find 
that K (u)eW2 ,1(Q) and 

n p 

l
D K (u)=K'(u)D u, DtKn(u)=Kn'(u)Dtu 

(5.13) x n n x 2 
D K (u)=K"(u) (D u) +K' (u)D u xx n n x n xx 

But now u~O 1n Q, then K (u)=H (u) and we have (5.10) 
and (5 .11 ) . n n 

d) Let us set now 

g(x)=g(x), O~x~a; g(x)=x a~x~b 

1 P (x)=H (a+--x) O~x~b n n n 

so that by (5.5),(5.6),(5.7) we have 
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{

I O .. x .. a 

3 III 
-'2n( x- (a+-;)) a+ 2n .. x~.a+-; 

1 ° a+-:::x~b n 

p (x)= 
n 

and p €Col-O,b],p E.C oo ( [o,a+.!.]), p'(x)~O, p"(x):::O; 
n n n n n 

(5.17) G (x)=Jb(p (~)+g(~)-~)(l-ex-~)d~, O .. x .. b 
n n 

X 

where {~ } is a sequence of functions such that 
n 

\
2 n EC OO

( [O,T]), 21 (th~2(th~ .. ~2n(th ... ~~(t) 

and lim t =~ in CO[O,T] n H4 (]O,T [) 
n 

n-+OO 

Let us remark that we have 

LECCO([O,T]) 
n 

G E H3 (]O,b[) 
n 

with 

G' (x) = - J b (p (~) + g ( ~ ) - ~ )e x - ~ d ~ 
n n x 

G " ( x ) = - J b (p (~) + g ( I; ) :- ~ )e x -I; ) d P p (x ) + g ( x ) - x 
n n n x 

We have also if x( [O,a]) is the caracteristic function 
of [O,aJ. 

(5.23) 

(5.24) 

(5.25) 

p (xhp (xh ... ~p (x) ..• ~x( [O,a]), 
1 2 n 

G1 (xhG2 (xh ... ~Gn(x) ... ~G(x) 

L (t)~L2(t)~ ... ~L (t)~ •.. ~L(t). 
1 n 

Let us define also 

j (A)=JA H (Udl; 
n n 

-00 

J (v)=Jbj (v)dx 
n n 

° 
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and that 

(5.28) jl(>')~j (>.)~ ... ~j (>.) ... 
2 n 

PROPOSITION 5.1: If n=2,3, ... , then 

H (G (x) )~p (x), O:::;x~b n n n 

PROOF: Firstly (5.29) is valid if O:::;x~a, bicause p (x)=l 
and H (G (x))~l; (5.29)is also valid if a+-~x~b, s~nce n n n 
p (x)=O and H (G (x))=O (because G (x)=O). It remains 

n n n 1 n 
to prove (5.29) if a:::;x~a+-; we have for any such x 

n 
1 1 

(5.30) G (x)=Ja+~p (~)(l-eX-~)d~:::;Ja+~p (~)(~-x)d~ 
n n n x x 

1 If a~x~a+--, we have 3n 

(5.31) G (X)~Ja+~np (~)(~-X)d~+Ja+~ p (~)(~-x)d~:::; 
n n 1 n 

~ a+--3n 
1 1 

f a+~ fa+- 3 1 
~ n(~-x)d~+ ~ (-2n(s-(a+n))(S-X)d~:::; 

x a+--3n 

If 

if n~2 

( ) 1. 1 . . In any case we have G x:::;~ lf a~x~a+-; then by deflnl 
tion of H (>'), we havg: n n 

: (G (x))=12nG (x)=12nJa+~p (l;)(l-ex-~)dl;~ 
n n n n 

x 
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Let us again distinguish two cases 

1 1 
a+~ a+-

~p (x)} 2n(~_x)d~+p (a+;)} ~ (~-x)d~~ 
n x n n a+--

2n 

ii) l.• f 1 1 
a+--~x~a+- we have 2n n 

1 1 

f
a +- fa+- 1 1 2 2 

np (~)(~-x)d~~p (x) n(~-x)d~~p (x)-2(--2 )~p (x)--3 n n n n n n x x 

From (5.33) and i) and ii) we deduce again 

H (G (x»~p (x) n n n 

e) Let us consider now the following 

PROBLEM 5.1: For any fixed n=1,2, .... , find wen) such 
that 

(5.34) 

(5.35) 

(5.36) 

(5.37) 

E(W(n»=H (w(n» in Q 
n 

W(n)(b,t)=O O<t<T 

w~n)(O,t)_w(n)(O,t)=-Ln(t), O<t<T 

wen) (.Jf,O)=G (x) , O~x,b 
n 

Pr.5.1 is a"good" non linear problem for a parabolic equ~ 
tion , due to the definition of H ; and it can be stu­
died by different points of view:nin the classical spa­
ces of Holder continuous functions (cf.e.g. [3 01, [43J) 
or in the spaces H2,1(Q) or W2 ,1(Q) (cf.e.g. [451, [25], 
[43] ). It can be formulated Palso in an "equivalent" 
form as a variational inequality; more precisely in the 
following 
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PROBLEM 5.2: For n=1,2, ... find wen) such that 

{ 
(n) 2( ) (n) 2(0 ) (. (n) l(Q) w E L O,T;V ,wt € L ,T;V ~.e.w cH , 

with W~~)EL2(Q» ;W~n)cLoo(O,T; L2(JO,b[» 

and 

[

for almost every t in [0, TJ : 

(DtW(n) ,v-w(n»+a(w(n) ,v_w(n»+Jn(v)-Jn(w(n»~ 

~Ln(t)(V(O)_w(n)(O,t» VV€V 

w(n)(x,O)=Gn(x) O~x~b. 

Following Duvaut-Lions[25} ch. I B 5.6, we can solve Pr.5.2 using 
the Faedo-Galerkin method; we refer to that book for the 
proof. For every n we have one and only one solution 

wen) of Probl.5.2, which satisfies in addition the fol­
lowing uniform extimates 

+ I I w ~ n) II L"( ° , T ; L 2 (J 0 , b [) ~ C, V n 

with C indipendent of n. Moreover w~n) solves also Pro­
blem 5.1 (this can be easily obtained by the same proof 
of Propositions 2.3, 3.6, 4.6). We can now apply the r~ 
gularity theorems in the LP Sobolev spaces for the li­
near heat equation; we know (cf. [38J theor. 9.13) that 
the problem 

Ew=ljI 

w(b,t)=O O<t<T 

W)O,t)-W(O,t)=ljIl (t), O<t<T 

w(x,O)=ljI (x) O~x'b 
o 

has one and only one solution in W2,1(Q) depending by 
continuity from the data if p 

and the following "compatibility" conditions at the corners 
(0,0) and '(b,O) of Q are satisfied 

if' p~3 
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In our case the "compatibility" conditions on the cor­
ners are satisfied because G (b)=O and G'(O)-G (O)=-L (0); 

( ) ( ) n. n n n from 5.20 and 5.21 and not~ng that 

(by virtue of imbedding theorems in "fractionary" Sobo-
lev Spaces; see e.g. [511 ); ve have 

(5.46) 

(5.47) 

(5.48) 

We conclude that our solution v(n) of Pr.5.2 verifies 

(5.49) V(n)6w2 ,1(Q) V-p~2 
p 

and the norm of wen) in W2 ,1(Q) ~s uniformly bounded 

because IE(w(n))I~l in Q ~n and L +L in w~-ip (]O,T[) 
2 n P 

2- - ] [) and Gn+G in Wp P( O,b ; then we have 

(5.50) Ilw(n) II ~c; '{P~2, in 
W2,1(Q) p 

P 
where C depends only on p. From Sob9l~v's i~bedding 
theoremPwe deduce from (5.50) that w~n), w(n'GCo(Q) and 

x 

(5.51) Ilv(n) Ilco(Q)+llw~n) Ilco(Q)~C 
with C independent of n. 
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6. FURTHER PROPERTIES OF THE APPROXIMATIONS 

a) 
further 
for the 

(6.1) 

Let us first prove that actually wen) satisfies 
smoothness properties. We shall use sometimes 
sake of simplicity the following notations: 

ro={(x,t); O<x<b, t=O} 

Bo={(x,t); x=O,O<tEOT}, Bb={(x,t); x=b, O<t,T} 

PROPOSITION 6.1: There exists Co' O<Co<a, such that 

(6.2) O,Ao(X),w(n)(x,t) in Q ¥n 

where 

( 6.3) for O~x'C , o 
A (x)=O for C ,x,b o 0 

PROOF: First let us remark that 

( 6. 4 ) 

Where J and J are defined respectively by (5.27) and 
(2.21);n(6.4) follows easily from the definitions of 
J and J, recalling in particular (5.8). Moreover we 
cRn choose C such that 

82 
(6.5) C + 20 <A (A given by (4.5)) 

000 

(6.6) A (x)"G(x)"G (x) O,x,b o n 

since A is positive and G(x) is a continuous function 
with G(8»0. Now using the notations (2.19) and (4.58) 
it is easy to see that 

C2 
(6.7) a(A ,v-A )+J(v)-J(A )~(2o+C )(v(O)-A (0)) VV€V o 0 000 

Let us now prove that Ao(X)~W(n)(x,t); indeed let us set 

(6.8) v=sup(w(n) A )=w(n)+(A _w(n))+ in the inequality 
, 0 0 

(6.10) 

(5.39) 

v=inf(w(n),A )=A -(A _w(n))+ in the inequality (6.7) 
000 
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from which, adding the two inequalities and recalling 
(6.4),{6.6) and (4.5), we obtain 

-a(A -w(n),(A _';'Vll)+)+(Dt(W(n)-A ),(A _w(n»+)~O 
o 0 0 0 

or 

(6.11) 

then,using also (5.37) and (6.6), we have ~W(n)+A )+=0 
. (n) 0 
l. e. w ~A. 

o 

b) We come back now to the smoothness properties 
of w(n). From (6.2) and (5.l0) we deduce that in parti­
cular 

(6.12) 

Now using (5.20),(5.21) we can apply the regularity the£ 
rems for heat equation in 12 spaces (see again [38J but 
also [4~ chap. IV); the problem (5.42) has now one and 
only one solution in H4,2(Q), if lji€H2,1(Q), lji eH~(JO,T[), 
tP E H3 (J 0, b D if the following compatibility c6nditions 
a?e satisfied 

(

there exists z(x,t)e .. H4,2(Q) such that: 

.. z(x,O)=lji (x),O,x,b; z(b,t)=O,z (O,t)-z(O,t)= 
o x 

=ljil(t),O<t<T; zxx(x,O)-Zt(x,O)=lji(x,O). 

(6.l3) 

Taking lji=H (w(n», ljil =-1 ,lji =G V"n fixed it is not dif­
ficult, us~ng the trace ~hegreMs in the space H4,2(Q) 
(cf.1ions-Magenes[4~ chap.IV), to prove that the compa­
tibility condition isverified by {H (w(R»,-1 ,G }. Then 
we obtain that n n n 

(6.14) 

(but let us remark that the norms of w(n) in H4 ,2(Q) are 
not uniformly bounded with respect to n). From (6.14) 
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and the Sobolev imbedding theorem for the space H4,2(Q) 
(cf.e.g. [43]) we obtain 

(6.15) w(n)e:c1(Q) w(n)€Co(Q) Vn 
, xx ' 

Finally let us note some other local regularity of the 

functions w(n): for every point (x ,t ) such that 
o 0 

(6.16) 

(6.17) 

we have 

(6.18) 

or (x ,t )EBb , o 0 

1 or a+-<x <b, t =0 
n 0 0 

{

there exists a neighbourhood I (x ,t ;n) of o 0 

(xo,t o ) (depending on (xo,t o ) and on n) such 

that w(n)€W4 ,2(I(X t 'n) p>-2 
p 0' 0' , 

We can apply indeed the local regularity results in the 
LP spaces (see again [38]) since from (5.49) and (5.10) 
we have 

(6.19) 

and the boundary data are C~ in a neighbourhood of these 
points: recall (5.36) and (5.20), (5'1 7 ) and (5.17) from 
the last of which we have G (x)=O, a+-<x~b.(On the con-

trary we have not the g10ba~ regUlari~y of w(n) in 
W~,2(Q) since Gn belongs only to H3(]0,b[)). From (6.17) 

(6.18) and from the imbedding theorems in the space W4,2 
(see [43J) for p>3 we obtain: p 

{
(n) d (n) t" . t w t an ware con lnuous ln every pOln 

(6.20) x xxx 
(x ,t ) satisfying (6.16) or (6.17) o 0 

Finally from (6.2) we have that for n sufficiently lar­

ge H (w(n))=l in a neighbourhood of B ; then recalling 
(5.3g) and (5.20), from the local reg~larity results on 
the boundary for heat equation we have 

(6.21) {w(n) is infinitely differentiable in a 

neighbourhood of every point of B 
o 

In conclusion we can summarize the results obtained un-
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til now on Wen) by the 

THEOREM 6.1: For every n there exists one and only one 
solution w(n)of Pr.5.1 (and Pr.5.2), satisfying: 

i) the uniform (with respect to n) global regularity 
conditions: (5.38)-(5.41) and (5.49)-(5.50) 

ii) the global regularity conditions (6.14),(6.15) 

iii) the local regularity conditions (6.16),(6.17),(6.18), 
(6.20) and (6.21). 

c) PROPOSITION 6.2: For every n sufficiently large, 
we have 

(6.22 ) 

(6.23) 

where 

(6.24) 

w~n)_w~n)~O ~n Q 

w~n)-W~n)~A(n)(X,t) ~n Q 

{
A(n)(X t)= + (n)b_ (n)(x t) with 

, ~2 ~l ~1 ' 

~in)=sup (£n(t)+l), ~2=suP (g(x)-x+l) 
O~t~T O~x~a 

PROOF: Firstly, let us remark that, by (5.19) and (4.60), 

~l (n»O, and, by (4.59) ~2~1. For any fixed n, setting 

( ) (n)( (n)() z x,t =wt x,t)-wx x,t 

we have, by (6.2) and (5.35): 

(6.25) z=w(n)_w(n)=_w(n)~o B 
t x x ~ on b 

Moreover, by (5.34),(5.37), we have 

z(x,O)=wt(n) (x,O)-w(n) (x,O)=Jn)(X,O)-H (w(n) (x,O»-
x xx n 

-w(n)(x,O)=G"(X)-H (G (x»-G'(x)=p (x)+i(x)-x-
x n n n n n 

-Hn(Gn(x»; 

then by (5.29) and (4.59): 

(6.26) z=p +g-x-H (G )~O n n n 

Moreover by (5.34),(5.36) 

on r 
o 

z (0 t)=w(n)-w(n)=w(n)-W(n)_H (w(n»= 
x' xt xx xt t n 
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=-~ (t)-H (w(n)(O,t))= (by (6.2) and the definition 
n n 

of H (A), if n is sufficiently large)=-~ (t)-l 
n n 

and by (5.19) and (4.60) we obtain 

( 6.27) Z =-~ -1<0 on Bo 
x n 

:We also have by (5.34) 

(6.28 ) 

Let us apply now the maximum principle to the operator 

~(z)+cz, with C=-H'(w(n))~O (by (5.51) and (5.7)). Sup­
pose that Z has a Regative minimum in Q; then it must 
be on B UfUB because of (6.28) and the maximum princi­
ple; bu~ i~ can t be on f UB b since (6.25) and (6.26); 
then it must be on B , but: on B by(6.27), Z <0 and this 
is impossible in a p8int of B 8f negativ ~ininum. In 
order to obtain (6.23) let usoconsider the function 

(n) (n) (n) (n) 
Z-A , where z=Wt -wx and A is defined by(6.24) 

From (6.28),(6.22),(6.2),(5.7) we have 

(6.29) E(Z-A(n))=H1(w(n))z+].l(n»0 
n 1 ;.-

Then from the maximum principle the max(z-A(n)) in Q 
must be on B Uf UBb . But we have, using (6.24),(5.35) 

o 0 

(D +D )(Z-A(n))=w(n)-W(n)-(D +D A(n)=_W(n)= 
( 6 . 30 ) txt t xx t x .xx 

=-w(n)-H (w(n))=o o~ Bb 
t n 

Moreover, by (6.27) 

(6.31) D (Z-A(n))=-~ (t)-l+].ll(n)~o on B 
x n 0 

and, by (6.26) 

{
Z-A(n)=p (x)+;g(x)-x-H (G (x))-}l -].l (b-x)~ 

n n n 2 1 

~p (x)+g(x)-x-H (G (x)-].l ~l+g(x)-X-].l ~O on fo n n n 2 2 

(6.32) 

Then if the maximum would be positive it ought be on 
B UBb ; but this is in contradiction with the strong ma­
x~mum principle and (6.30),(6.31) Dt+D and -D are non x x 
tangential inward derivative. Then the maximum of 
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Z-A(n) is ~O and we have (6.23) 

PROPOSITION 6.3: For n sufficiently large we have 

(6.33) 

where 

(6.34) A(n)=SUp L (t)+! 
1 O~t'T n n 

PROOF: The proof is similar to the proof of Prop.6.2; 
let us set now 

z=w(n) 
x 

we have 

~n Q; 

(6.35) E ( z ) = HI ( wn ) z in 
n 

Q 

(6.36) z =w(n)=W(n)+H (w(n))=O 
x xx t n 

thanks to (5.34) and (5.35); 

(6.37) z=-L +w(n)~-L >_A(n) 
n ... n 1 on 

thanks to (5.36) and (6.2); 

(6.38) z=G 1 on fo n 

But using (6.34) and (5.18) 

on Bb 

B 
0 

A(n)-x~L (O)+!-x=Jb(p (~)+g(~)-~)d~+!-X= 
1 n n n n 

9 

and finally 

(6.39) Z=GI>;-A(n) 
n'" 1 

on r . 
o 

Then we can conclude that the minimum of z must be on 
f UB . so we have the condition o 0' 

W(n)~_A(n) in-Q 
x ,... 1 
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For the second condition of (6.33) we have to evaluate 
the derivative z -z on B ; but this is exactly done by 
the formula (6.21),XwhichOmay be written now with the 
present notation in the following form, for n sufficien 
tly large 

( n) ( n) 
(6.40) Zt -·z.x =W:.xt ~·w.x.x =-t n -'1<0 on Bo 

Thus the maximum of z, which must D.e taken on r UB VBb o 0 

by (6.35) and the maximum principle for the operator 
E(v)+cv with c=-H'(w(n)), cannot be positive, because 
of (6.37),(6.40) Rnd (6.39). 

PROPOSITION 6.4: For n sufficiently large we have 

(6.41) 

PROOF: Immediately by the Proposition (6.3) and by (5.36). 

Finally we have 

PROPOSITION 6.5: There exists a constant K>O, independent 
of n, such that for n sufficiently large, we have 

1 (n ) I, I (n) I I (n )1' I (n) I w ~K, Wx ~K, wt ~K, Wx.x ~K. 

PROOF: It is enough to remark that for n++oo,t and L 
converge unformly in [O,T] to t and L respect~vely; n 

then lim p~n)=Pl=suP (t(t)+l); limA~n)=Al 
n+oo O~t~T n+ oo 

and Prop. 6.5 follows from Propositions 6.1, 6.2, 6.3, 
6.4 and from (5.34). 
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7. CONVERGENCE OF THE APPROXIMATION AND CONCLUSIONS 

a) We have all the tools for passing to the limit 
from n+oo on the w(n); the extimate (5.41) is sufficient 
to pass to the limit in (5.39),(5.40) and to obtain 
that a subs~q~ence of {w(n)}, which we shall denote 
again by {w\n)}converges to a function w solution of 
Pro III'; we refer for the proof to the book of Duvaut­
-Lions [25J pag. 56-57. The same proof gives us also 
that 

( 7 .0) w ttL 00 ( 0 , T; L2 (] 0, b [) )n L2 ( 0 ,T; V) 

Moreover from (5.50) and from the Propositions(6.l), 
(6.2), (6.3), (6.4) and Sobolev's imbedding theorems 
we obtain that w verifies also (4.69),(4.70),(4.71); 
moreover we can prove by the same proof of Prop. 6.1, 
applied to the fonction w and ~l that 

O~~O(X)~W(X,t)~~l(X) in Q , where 

(A 1-x)2 . 
~l (x)= 2 )0~x~A1' ~l (x)=O, )..{~bJ.Al=deflned by 

Then Theore~ 4.1 is proved except for the property 
Wtf CO([O,TJ; L2(]0,b[)) about which we will come back 
later. 

b) We have 
-

PROPOSITION 7.1: Let (x ,t )~ Q; then 
o 0 

w(x ,t )=0 
o 0 

w(x ,t »0 
o 0 

then w(x,t )=0 for x ~x~b 
o 0 

then w(x,t »0 for O~x~x 
o 0 

w(x ,t )=0 
o 0 

then w(x,t)=O for x=x +t -t, OSt~t 
o 0 0 

w{x ,t »0 
o 0 

then w(x,t»O for (x,t)€ Q and 
x=x +t -t t ~t~T. o a ) 0 

PROOF: It follows immediately from (4.71) 
PROPOSITION 7.2: If n is defined by (4.66) then 

( 7 . 4 ) annQ does not contain segments parallel 
line x+t=O 

( 7 . 5 ) annQ does not contain segments parallel 
aXlS t=O 

( 7 . 6 ) an.n{(x,t) : t=O}={(x,t): O<x<a, t=O} 

{7.71 {(x,t); O<x<C o , O<t<T} C. n 

to 

to 

the 

the 

(4.6) 
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PROOF: i) Suppose first that an n Q contains a segment 
PI~? parallel to the line x+t=O, with PI=(xl,t l ) and 
P2=tx2,t2) x1+t1=K, x +t =K, t 1<t 2 ; then uSlng (7.2) 
and (4.69), we obtain~thit w is solution of the follo­
wing Cauchy problem 

{
E(W)=I 

w=w =0 
x 

in M 

on P I P 2 

where M is defined by 

(7.9) M = {(x,t): O<x<K-t, tl<t<t~ 

From the uniqueness of this Cauchy problem we obtain 
that 

() x+t-K (7.IO) w x,t =K-x-t+e -I in M, 

so that 

w (o,t)-w(o,t)=t-K x t ~t~t ; 
I 2 

then by Proposition 4.6 and (4.52) we have 

-L(t)=t-K; hence -i(t)=I 

which is contrary to our assumption (4.6). Thus (7.4) 
is proved. 

ii) Suppose now that ann Q contains an horizontal seg­
ment P 1 P 2= {(x,t): xl <x<x2 ' t=t l ' O<t<T}. First let 
us remark that by (7.3) n conta1ns"upper neighbourhood" 
of P l P2 ' that is for every P e PIP? there exists a disk 
B(P ) with center P such tha~ n n BtP ) is composed by 

.0 ( ). 0 h o. p01nts x,t wlth t>t l ; t en we have that w 1S a solu-
tion of the Cauchy problem 

{
E(W)=I 

w=O 

in B(P )nn 
o 

on B(po)n P 1P 2 

Then w must be regular in part i cular We C I (n n B (p» and 
we must have wt=-I on B(P )nP 1P2and consequentely w 
must be negativ in a neig£borhood of the point P , which 
is impossible by (7.I). Thus (7.5) is proved 0 

iii) In order to prove (7.6) let us remark that the 
segment {(x,t); O~x~a, t=O} must belong to an because 
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w(x,O)=G(x»O, O~x~a. Suppose that a point P =(x ,0) 
with x >a belongs to an ; then by (7.2) we ob~ainOthat 
the wh8le segment I={(x,t); a~x~x , t=O}c an and then . . o. 
we have a contrad1ct1on, because 1n a ne1ghbourhood 
of I w satisfies the Cauchy problem E(w)=I, w(x,O)=O 
and, as before for problem (7.11), we have wt(x,O)=-I, 
and then w must be negative for some t>O near t=O; and 
this is in contradiction with (7.1). 

iii) Finally (7. 7)is an immediate consequence of (7. I). 

PROPOSITION 7.3: The set n verifies (4.74). 

PROOF: It follows immediately from Prop. 7.1 and 7.2. 

Now let us define for every t CJO,T[ the set 

nt = {x€]O,b[: (x,t) en} 

Since we have (7.7) nt 1S non empty for t€]O,T[ and 
we can define 

(7.12) s(t)= sup n t 
xe]O,b[ 

O<t<T 

Thanks to the Prop. 7.3 (see also the Remark 4.4) set) 
is "lipschitzian graph" with respect to the axis (x',t') 
with x'=at+Bx t'=-Bt+ax where a~cOS i, B=sen H. Then 
we can define 

(7.13) s(o) = lim set) , s(T)= lim set) 
t-+O+ t-+T-

By (7.6) we have s(O)=a, by (7.7) we have s(t»O, 
O~t~T. Then we can conclude with the following 

PROPOSITION 7.4: The set n and the function s defined 
by (7.12),(7.13) satisfy (4.73)(4.74). 

Now we can conclude the proof of Theor. 4.1 and give 
further regularity properties for w. In fact now we 
know that w solves the boundary value problem. 

{
E(W)=X(n) in Q, w=G(x) on 

(7.14) 
w -w=-L on B 

x 0 

r , 
o w=O on Bb 

where X(n) is the caracteristic function of a "good 
set",since nand s verify (4.13) (4.74). We can use, 
as in Section 6 b) the regularity results for the heat 
equation and we obtain in particular 
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W is e in Q-~QnQ, wsO in Q-Q, 

w~H4,2(1(x ,t )) where 1(x ,t ) is a neighbour-
o 0 0 ° 

hood of (x ,t ), depending on (x ,t ), for all 
o 0 0 0 

(x ,t )£B U (x,t); O~x<a, t=O}; then in parti-
000 

cular wee1 (1(x ,t )) o 0 

From (7.15) we have that wt is continuous in Q-aQnQ, i. 
e. everywhere in Q except ln the "free boundary"; moreo 
ver by (4.70) wt is bounded in Q; so we can deduce that 

the funct~on t~w(t,x) is continuous on [O,T], with va­
lues in L (]O,b[) and the proof of Theor. 4.1 is compl~ 
teo 

c) Now let us define 

u(x,t)=wt(x,t)-wx(x,t)+x in Q 

u(u,t)=u(x,t) in 0 

We have the following 

THEOREM 7.1: The pair {s(t),u(x,t)} defined by (7.12), 
(7.13),(7.17) is a"weak solution" of Pr.111 in the sen­
se of the Def.4.2. 

PROOF: By 7.3 and 7.4 s verifies (4.72),(4.731,(4.74), 
(4.75). Moreover by (4.69),(4.70) we have u€L (Q), and 

by (4.68),(4.69), U x€L2 (Q) and ~€Hl,O(Q)"eO([o,TJ; 
L2 (]0,b[»; moreover by Prop.4.6 ~(x,t)=x in Q-Q and 
uix,t)~x ip Q. Next we have also in the sense of eO( [O,T]; 
L (]O,b[» u(x,O)=wt(x,O)-wx(x,O)+x=wxx(x,O)-x([O,a[)-

-G'(x)+x=g(x). Then we have only to prove that u veri­
fies (4.21). Let us consider for every n the function 

(n) (n) l'n-Q z=wt -wx 

which we have already considered in the proof of Prop. 
6.2; we remember (see (6.27),(6.28) that we have 

Z (0 t)=-t (t)-1 O<t<T 
x' n 
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E(Z)=(Dt-D )H (wn ) 
x n 

in Q 

Let us multiply (7.20~ by <P€C:(Q).(see (3.9)) and in­
tegrate over Q: the f1rst member g1ves us 

The second member gives us similarly 

ffQ(Dt-Dx)Hn(Wn)<Pdxdt=1JQHn(Wn)<ptdxdt + 

(7.22) 

+fTH (w(n)(O,t))<P(O,t)dt+fJ Hn(wn)<p dxdt ° n Q x 

Finally, if we fe~ark also that for n sufficiently 
ge we have H (w n)(O,t))=l we obtain 

n 

I:(l+in(t))<P(O,t)dt-ffQZx<Pxdxdt+fIQZ<Ptdxdt= 

(7.23) 

-I I QHn (wn ) <P t dxd t -I: <P ( 0, t ) d t+ I I Q Hn (wn ) <P x dxd t 

lar-

Let us remember now that from the a priori estimates 

on the w(n), we have in particular (see again[25~) for 

{w(n)}(or for a subsequence still denoted by {w n)}) 

(n) (n) '" 
lim w -w =w -w =u-x txt x n-+ CXl 

lim (w(n)_w(n)) =~ +1 
t x x x n-+ CXl 

lim H (w(n))=X(Q) 
n 

weakly 

" " " 

in LCXl(Q) weak star 

then we obtain for n-++ CXl from (7.23) and (7.18) 

(7.24) ffQ(Ux-l)<Pxdxdt-fIQ(U-X)<Ptdxdt= 
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=ffQX(Q)(~t-~X)dXdt+f:1(t)~(O,t)dt 
289 

But ~ -l=u -1 in Q, 
x x u-x=O in Q-Q; then (7.24) becames 

exactly (4.21). 

Theorem 7.1 proofs the existence part of Theorem 4.1; 
for the uniqueness we have to prove that if{s(t),u(x,t)} 
is a weak solution in the sense of Def.4.2, and we con­
struct the function w by the formulas (4.47),(4.42), 
(4.27), then w is a solution of Pr.III'. We do not gi­
ve here the details of the proof (see 1621 ); but we ha­
ve already given this proof by the Prop.4.4 and 4.5 when 
we proved the same property for the function w construc­
ted starting by a "classical solution {s(t),u(x,t)} of 
Pr. III. 
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8. FURTHER RESULTS OF REGULARITY 

a) We will consider in this Section the regularity 
of the weak solution of Pr.III and the existence of a 
classical solution. 
First let us define the function ~ (x), for every fixed 

n 
t -t 

1 It.: e - e ~n(X)=nsh( Vn(b-x)), b-xn~x~b (sht 2 ) 

n, by 

(8.1 ) { 1 2 ~ 1 (f 1 2 ~ (x)=-x - -x +-+(1 --x )(b-x)+-(b-x) O<x~x 
n 2nnnn nn 2 "n 

where 

( 8. 2) 1 x = - arcsh 1 
n Vn 

We can suppose that b is so large that 

(8.3) arcsh l<b 

and, for n sufficiently large, 

(8.4) sup L (t).:sb-l 
n 

o~t .... <T 
a+1<b-x . 

n n' 

It is easy verify, by the definition, that 

and 

( 8 • 6) ~"(x)=l O.5x<b-x; ~"(x)=n~ (x), b-x <x~b 
n' n n n n 

Let us define 

(8.7) 

From 
r-' 

( 8 . 8 ) H (A)~H (A) 
n n 

, -00< ).::::0 
1 

O~A~-
1 n 
-<A<+co 
n' 

we have 

A ( IR 

Now we can write for ~ (x) the equation 
n 

( 8 .9) " /'/ ~ (x)=H (~ (x)), O<x<b n n n 

and the boundary conditions 

(8.10) ~ (b)=O, ~'(b)=_l ~t(O)=-\~+X-b 
n n vn' n ~n n 
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Since 

( 8 . 11 ) 

x ~lfI , we have 
n ~n 

1;'(O)<-b 
n 

and we verify also by the definition (8.1) that 

(8.12) 1;'(x)<-b+x, O~x~b-x ; 1;'(x)<O, b-x <x,<b. n n n n' ~ 

Then by the first of (8.10) we have 

(8.l3) 

Moreover we can prove that 

(8.14) G (xt<~ (x) , O~x~b 
n n 

Indeed, since G (b)=~ (b)=O, it 1S sufficient to prove 
that n n 

(8.15) 1;'(x)~G'(x) , O~x~b. 
n n 

Inequality (8.15) is obvious for a+!<x~b' in order to n'" -....::: , 

prove it for O~x~a+! let us remark that from (5.22) we 
n 

have 1 1 

-G'(x)= n(p (1;)+g(1;)-1;)ex-1;d1;~ n(p (1;)+g(1;)-1;)d1;~ Ja +- Ja+-
n n n x x 

for n sufficiently large)$b-x~(by(8.12))~-1;'(X) 
n 

Now let us define 

(8.16) ,v JA j (A)= H (1;)d1; 
n n 

-00 

(8.17) Ib 
I'V rv 
J (v) = j (v) dx 

n n 
o 

We can verify easily, using (8.8), that j (A) and j (A), 
defined by (5.26), satisfy n n 

~ ~ 

(8.18) j (SUp(A,~))+j (inf(A,]J))~j (A)+j (~), A,lJE:1R n n n n 
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Now we can prove the 

PROPOSITION 8.1: For n sufficiently large we have 

(8.19 ) 

where ~ (x) is defined by (8.1). 
n 

PROOF: Using (8.9),(8.10) it easy to verify the inequa­
lity 

(8.20) 
- ~ 4f 

a(~ ,v-~ )+J (v)-J (~)~(~ -D ~ )(v-~ )(0),-vV6 1 
n n n n n n x n n 

where a(u,v) is defined by (4.58) and J by (8.17). Then 

let us take v=inf(~ ,w(n))=.J'YL)_(J"l.)_~ tinnthe inequality 
n n 

(5.39) and v=sup(~ w(n))=~ +(w(n)_~ )+ in the inequali-
n' n n 

ty (8.20); we obtain 

-a(w(n) (w(n)_~ )+)_(w(n) (w(n)_~ )++J (Inf(~ w(n))_ 
, nt' n n n' 

(n) + r' (n) /'"' 
a(~ ,(w -~) )+J (sup(~ ,w ))-J (~ )7 n n n n n n 

~(~ (O)-D ~ (O))(w(n)(O,t)-~ (0))+ 
/ n x n n 

from which, adding the two inequalities and recalling 
(8.17),(8.18),(5.27), we obtain 

-a«w(n)_~ )+ (w(n)_~ )+)-(D (w(n)_~ ) (w(n)_~ )+)>. 
n' n t n' n '/ 

>(~ (O)-D ~ (O)-L (t)(w(n)(O,t)-~ (0))+; 
"' n x n n n 

then, using (8.13),(8.11),(8.14), we have 

and finally, by (8.14), we obtain (w(n)(x,t)-~ (x)+=O 
i.e. (8.19). n 
From (8. 19) , ( 6 • 2) , ( 5 . 35 ) , ( 8 . 10) we h a vet h e 

COROLLARY 8.1: For n sufficiently large we have 
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(8.21) 

Now let us introduce a new assumption on the function 2: 

(8.22) 

Then we can suppose that 2 verify (5.39) and also 
n 

(8.22') 
n+co 

PROPOSITION 8.2: Under the assumption (8.22) there exists 
a positive number C, such that, for n sufficiently large 
and for O<cr~t~T: 

(8.23) 

PROOF: With the following notation 

D v=v =D v-D v 
y y t x' 

let ui derive with respect to y the equation (5.34); we 
obtain 

(8.24) 

Setting, for fixed n, z=w~n), from Proposition 6.2 and 
6.5 we have 

(8.25) O~z~2K in Q, for n sufficiently large 

Multiplying (8.24) by z we have 
y 

(8.26) z z ~z z =H'(w(n))zz xx y t y n y 

Let us integrate (8.26) over [O,b] for fixed t, O<t<T; 
the first term of (8.26) gives 

J b Z Z dX-Jb ZtZ dX=_Jb z z +z (b,t)z (b,t)-
o xx y 0 y 0 x yx x y 

-Z (O,t)z (O,t)-JbZtZ dx=-~fbD z2 dx+z (b,t)z (b,t)-
x y 0 y 0 y x x y 

-Z (O,t)z (O,t)-fbZtZ dx 
x Y 0 Y 
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From (6.27) z (O,t)=-l-£ (t), and from (5.36),(6.27) x n 

Zy(O,t)=Zt(O,t)+l+£n(t)=(w~n)_w(n)+w(n)_w~n))t(O,t)+l+ 

£n(t)=w~~)(O,t)_w~n)(O,t)+£n(t)+l+tn(t). 

Then we have 

Zx(0,t)Zy(O,t)=-(1+2n(t»(w~~)(0,t)_w~n){O,t»-

-{l+£ (t)(1+2t (t» 
n n 

Similarly, using (5.35),(5.34),{5.6) we have 

then we obtain 

(8.29) z (b t)z (b t)=(w(n)_w(n») [(w(n)_w(n)) -
x ' y' t x x t x x 

_(w~n)_w~n»)x1(b.t)=(W~~)W~~)-2(W~~»2_(w~~»2+ 

+3w(n)w(n)-w(n)w(n))(b t)=-2(w(n)(b t))2 
tx xx tt xx' tx' 

The second term of (8.26) integrated over [O,b], gives 

( 8 • 30 ) 

where we have, from (8.25),(6.22),(5.7) 

(8.31) 

Now from (8.26) ... (8.31) we obtain 

(8.32) 

On the other hand 
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(8.33) 

Then 

that 

from (8.32),(8.33), recalling that H'(w(n»~ and 
(~) n 

z (b,t)=W t (b,t), we have x x 

(8.34) ~(l+1n(t»(1+21n(t»+(l+1n(t»(w~~)(O,t)_w~n)(O,t»+ 

+H'(W(n)(b,t»z2(b,t) 
n 

Integrating (8.34) over [T,t], O<T<t and recalling (5.19), 
(5.6), (8.22') and the Prop.6.5, we obtain 

(8.35) 

fb () 2 ftJb - (H~(W n )Z )(x.T)dx+2 ZtZ dxdt'~ 
o TOY 

~C'+(l+1n(t»W~n)(O,t)-(l-1n(T»W~n)(o.T)­

-Jt1~(t')W~n)(O,t')dt'+ i(t-T)$C" 
T 

where C' and C" are positive numbers indipendent of n; 

t and T. Recalling again that H'(W(n»~O, we obtain 
n 

(8.36) 
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Now let us integrate (8.36) with respect to T over the 
interval JO,cr[, O<cr<t; we have 

(8.37) 

.:::(from (5.4l)'(5.50)).:::elll+J:I:ZDyHn(W(n))dXdT~ 

~(because D H (w(n))=ZH'(W(n))~O and we have 
y n n 

III JOJb III (8.25))~e +2K D Hn(wn)dxdT$e + 
o 0 y 

+2K{I b Hn (W(n)(X,cr)dX-fbHn(w(n)(X,0))dX-
o 0 

where e", e lll ,e fY are posi ti ve number indipendent of n, ,t. 
Now putting in (8.37) the definition of z, we have 

(8.38) Jb 1 ( n) ( n) 12 cr wt (x,t)-w (x,t) dx+ x XX 
o 

from which, recalling (5.4l),(5.50),the Prop.6.5, we de­
duce by a standard elementary estimate that there exists 
e indipendent of n,o,t such that 

crJblw~~)(x,t)12dX+JcrJtJblw~~)12dxdt'dT~e 
o 0 T 0 

(8.39) 
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for every n sufficiently large, which contains in parti­
cular (8.23). 
From Prop.8.2 we deduce obviously, passing to the limit 
as n+~, the following 

PROPOSITION 8.3: Under the assumption (8.22), the solu­
tion w of Pr.III' satisfies 

(8.40) 

for every O<cr~t~T, where C is indipendent of cr and t 

b) Inequality (8.40) is very important, in order 
to obtain the regularity properties of wand s. First 
we can deduce the following 

PROPOSITION 8.4: Under the assumption (8.22), the function 
wt is continuous at every point (s(t),t) for O<t<T. 

PROOF: Let be fixed, O<cr<T; using (8.40) we obtain 

(8.41) 

where C' not depends on t in [cr,T]; then wt is conti­
.nuous in x on [o,bl, uniformely with respect to t in 

the interval [cr,TJ. We have also that 

(8.42) O<t~T 

Moreover for any continuous function ~(x), O~x~b, and 
O<cr~t'<t"~T, we have from (8.40) 

(8.43) 

where Cw depends only on ~. Let us suppose tha~ wt ~s ~ot 
continuous with respect to (x,t) in a point P=(s(t),t) 
O<~<T. Then, in view of (8.41) there exists a sequence 
{t i } such that 

(8.44) lim t.=t, lim wt(s(t) ,t.}=y=O 
i++oo .~ i++oo ~ 
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Suppose y>O (similarly if y<O). From (8.41) we get, for 
some 15>0, 

!x-s(t)!<c 

Taking now in (8.43), t"=t., t'=t, lji(xh1if (x-s(t»<c/2, 
l 

1jJ(x)=O if !x-s(t)!~c, 1jJ(x)~O elsewhere, we then get a 

contradiction, because from (8.44),(8.43) we have 

~im Jb (Wt (x,t i )-wt (X,t»)1jJ(X)dX=O 
l-+OO 0 

and that is impossible since we have (8.45). 
Now we want to prove that the restriction of Wxt at Q 

is continuous for O~x~s(t), O<t~T. In order to do that 
we can follow two methods: the first is suggested by the 
proof given by Kinderlehrer and Niremberg (see 141] [42J) 
of the analogous assertion in the case of the Stefan pro 
blem. By applying a method of Bernstern to a suitable ap­
proximation of wt it is possible to obtain some estima-

tes from which the continuity of Wxt follows directly. 

The second methods, which we follows here, is suggested 
by the proof of the analoguous assertion in a free boun 
dary problem studied by Friedman [321, Theor.4.6 (see -
also Friedman-Jensen [34J lemma 9.2). First of all let 
us prove the following 

PROPOSITION 8.5: Under the assumption (8.22), for any 
0)0 the function set) is Holder continuous with exponent 
3/4 in [o,T]. 

PRROF: Let us take t',t" with O<o~t'$t"~T, and let us 
note that from Prop.7.3 we obtain that if t"-t ' is suf 
ficiently small then the closed segment pIp" with p"=­
=(s(t')+t'-t",t") and p'=(s(t')+t'_t",t') belongs to A. 
Since w (s(t),t)=O, we have O=w (s(t"),t")-w (s(t'),t r,):; 

x x x 
=w (s ( t") t") -w (s ( t I ) +t 1 -t" t") +w (s ( t I ) +t ' -t" t")-x 'x 'x ' 
-w (s ( t I ) +t I -t" t 1 ) +w (s ( t ' ) +t ' -t" t I ) -w (s ( t I) t') 

x 'x 'x' 
So we have 

(8.46 ) 
s(t") t" 

f w (X,t")dX+J w (s(t')+t'-t",t)dt-
s (t I ) +t '-t" xx t I xt 

fS(t l ) 

- w (.x, t I ) d.x=0 
s(tJ)+t'-t" xx 
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From (8.42) and from the equation E(w)=X(n) we can defi 
ne by continuity from the left w on the free boundary xx 
(s(t),t) and we obtain w (s(t),t)=l, O<t<T. Hence xx 

s(t") 

f w (x,t")dx={(s(t")-s(t')+t"-t'} 
s ( t ' ) +t ' -t" xx 

(8.4[) {l+O(t"-t')} 

fs(t') 
w ( x , t ) dx= ( t "-t ' ) {I +0 ( t "-t ' ) } 

s ( t ' ) +t ' -t" xx 

where O(A) denotes a function of A which tends to zero 
if A+O. We have also 

w ( s (t ' ) +t ' -t" t) =w ( s (t ' ) +t '-t" -n t) + xt ' xt ' 

s ( t ' ) +t ' -t " 
+f Wxtx(x,t)dX=Wxt(s(t')+t,'-t"-n,t)+ 

s(t')+t'-t"-n 

s ( t ' ) +t ' -t " 
+J Wtt(x,t)dx 

s ( t ' ) +t ' -t" - n 

Then 
t" t" 

(8.48) 
f w (s(t')+t'-t",t)dt=J w (s(t')+t'-t"-n,t)dt+ 
t' xt t' xt 

t" s ( t ' ) +t ' -t " 
+J J w (x,t)dxdt 

t' set' )+t'-t"-n tt 

From (8.46),(8.47),(8.48) after integrating with respect 
to n, O<n<n , we get 

o 
t" n 

n Is(t")-s(t')I~J J 0 Wxt(s(t')+t'-t"-n,t)ldndt+ 
o t' 0 

t" s ( t ' ) +t ' -t " 
+n J J. IWtt(x,t)dt+n O(t'-t") 

o t' s(t')+t'-t"-n 0 
o 

So using (8.40) we obtain 
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1 

where C depends on cr only. Taking no= It"-t' 12 we have 

~ }-
1 s ( t" ) - s ( t ' ) 1:iS C { It" -t' 1+ {t "-t' I ~ + It" -t' I } 

and Prop. 8.5 ~ollows. 
Now let us recal a lemma o~ Cannon, Henry, Kotlov [201 
(see also [211) useful in this type of situation 

LEMMA 8.1: Let z be a solution o~ E(z)=O for O<x<s(t), 
~<t<T, wherels(t) is Holder continuous in [a,T] with 
exponent a>2 and let z continuous up to the boundary 

x=s(t), with z(s(t),t)=O, cr~t~T. Then z is continuous x 
up to the boundary x=s(t), a~t~T. From this Lemma and 
Prop.8.4 and 8.5 we obtain that wtx is continuous ~or 

O<x.$s(t), a,~t~T, for every a>O. Then from (8.46),(8.47) 
we have 

(8.49) 
s(t")-s(t' ) 

t"-t' 
=- 1 

t"-t' 

t" 

f w t(s(t'),t)dt+O(t"-t') 
t' x 

and the second term o~ (8.49) converges to -wxt(s(t'),t') 

when t"+t'; and the analogous assertion is valid i~ t'+t" 
Moreover under the assumption (8.22) using the regula­
rity results near the boundary for heat equation (see. 
e.g. [48] chap. IV) and Sobolev imbedding theorem, we h~ 
ve that w t~continuous also on B . Then we proved the . x 0 followlng 

PROPOSITION 8.6: Under the assumption (8.22) the ~unction 
w t is continuous ~or O~x~s(t), O<t.$T and the ~unction 
sft) is continuous differentiable for O<t~T and we have 

(8.50 ) 

Now we can conclude that the "weak solution" o~ Pr.III 
{s(t),u(x,t)} de~ined by (7.12),(7.13),(7.17), satis~ies 
all the conditions o~ the De~inition 4.1 o~ "classical 
solution", except ~or the continuity o~ u at the point 
(a,O). Indeed we have u=wt-wx+x in Q and we proved by 

o -
Theor.4.1 that w EC (Q) and by (7.15) and Prop.8.4 that x 
wt is continuous in Q-{(a,O)}. Actually we can prove a 
a little more. We have indeed, using (8.42),(8.40), ~or 
t>o 
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(8.51) 

Then 

{ 
Wt(x,t)-+O if (x,t)-+(a,O) 

(8.52) 

t-1Ix-s(t) I=o(t) 

with the constraint 

301 

In any case the continuity of u (and consequently of wt ) 
at the point (a,O) also holds, as a consequence of the 
results obtained by Friedman and Jensen [34J in their 
approach of Pr.III. In order to obtain this continuity 
by the method which we developed here, it is sufficient, 
for instance, to improve the estimate (8.40). Namely 

(8.53) J:lwxt(x,t) 12dX+JJQIWtt(x,t)12dXdt<C, for O,t<T, 

with C indipendent of t. Then the same proof of Prop.8.4 
gives the continuity of wt also for t=O. But in order 

to prove (8.53) we have to modify the approximations gi 
ven in Section 5 by H ,P ,G ,L so that we can integrate 

n n n n 
(8.34) over [O,tJand we can estimate the term 

JbZ!(X,0)dX+fbH~(W(n)(x,0))z2(x,0)dX' 
o 0 

I believe that this is possible but J shall not attempt 
do it here. In any case we can refer to the paper of 
Friedman and Jensen [34] for the complete proof of the 
following 

THEOREM 8.1: Under the assumption (8.22) there exists 
one and only one classical solution of Pr.III. 

c) Now we can look for the infinite differentiabi­
lity of the free boundary. One can prove that the fun­
ction set) is infinite differentiable for O<t<T and mo­
reover that the function u is infinite differentiable 
for O<x~s(t), O<t<T. In order to do that, we can follow, 
for instance, two methods. We sketch here only the ideas 
of the methods. 
The first method is due to Schaeffer [551, who developed 
it for the Stefan problem. We use the transformation 
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(8.54 ) n=x-s(t) , z(n,t)=u(x,t)-s(t) 

in a neighborood of the free boundary. The heat equa­
tion for u is transformed in the following equation 
for z: 

(8. 55) -z +Zt-Z s'(t)=-s'(t) for -s(t)<n<O, O<t<T. 
nn n 

Using step by step the standard estimates in the spa­
ces of Holder continuous functions for parabolic equa­
tions, one can prove that s(t) and u(x,t) have conti­
nuous derivatives of any order for O<t~T, O<x~s(t). This 
method is followed by Friedman and Jensen [34J, to whom 
we refer for the details of the proof. 
The second method is due to Kinderlehrer( [41J, [42]), 
who developed it for the Stefan problem in the case of 
several space dimension and is based on the Legendre 
transform. For every fixed point P (s(t ),t ) of the 

000 

free boundary, with t >0 we apply the transformation 
of ~nB (where B is a geighborood of P contained in Q) 

f ' 0 de lned by 

(8.56) ~=-w (x t) ,T=t 
x ' 

This mapping is C1 by Prop.8.4 (note that in n we have 
w =wt+l) and Prop.8.6, with Jacobian=l at the point P • xx 0 

Then the mapping is non singualr and maps a neighborood 
of P , say nnB, onto a regionru.,c{(~,T); ~>O}.Since o 
w (s(t),t)=O, the set Bnan is mapped onto a subset Z of x 
{(~,T);~=O}. Then the Legendre transform of w is defi­
ned by 

(8.57) Z(~,T)=X~+W(X,t) 

and verifies the equation 

(8.58) 1 +z =-1 In ~L 
z~~ T 

with the boundary condition z=O on I: . This equation is 
a non linear parabolic equation to which it is possible 
to apply known results of regularity at the boundary 
and to obtain that z is infinite differentiable in l'l\,uL:. 
Thus 

(8.59 ) t varying In a neighborood of t 
o 

is a COO parametrization of n n B. Then s(t) is infinite 
differentiable in a neighborood of t . 

o 
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We wish to remark that in order to obtain this result 
we do not need the continuity of wt (or equivalently 
of u)also at the point (a,O). We can therefore state 
the following 

THEOREM 8.2: Under the assumption (8.22) the weak solu 
tion {s(t),u(x,t)} of Pr.III, defined by (7.12),(7.13), 
(7.17), satisfies the conditions 

s(t) is infinite differentiable for O<t<T 

u(x,t) is infinite differentiable for O<x<s(t), O<t<T 

Finally, we remark that the problem of the analyticity 
of the free boundary, under the assumption that t(t) is 
analytic in fO,T], was solved recently by Friedman ([68] 
Theor.4.3), who proved by very sharp and quite techn1-
cal estimates that s(t) is analytic for O<t~T. With 
the limited terme a~ our disposal we cannot developed 
here its proof. 

d)Further interesting properties of the classical 
solution of Pr.III has been proved by Friedman and Jensen 
in [34]n.lO,11. In particular they proved that 

(8.60 ) 

(8.61 ) 

if gt(x)~O and t(t)~O, then s(t) 1S decreasing, 

if gt(x)50 and t(t)~O, then s(t) is increasing 

(8.62) if t(t)=O and g'(x) changes sign a finite num­
ber m of times, then s(t) is piecewise monotone 
and the direction of monotocity changes at most 
1n times 

The proofs of these assertions is based on the use of 
the maximum principle for the function wt ' where w is 
defined, starting from a classical Solut1on, by (4.9), 
(4.27),(4.42),(4.47). For instance if g'(x)~O and t(t)~O 
we get Wt~O in Q, then s(t) is decreasing. It would be 

interesting to prove these properties also for our "weak 
sOlution", using the approximations w(n) (as for the 
Propositions 6.2 and 6.3). But here we find the same 
type of difficulties as for the continuity of wt at the 
point (a,O), where w is now the solution of Pro III' 
(see the discussion at the end of this Section, part.b)). 
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COMMENTS AND REFERENCES 

a) The theory and the proofs, given ~n Sections 5, 
6,7,8 for Problems III and III' can be developed also for 
Problems II and II', in order to prove Theor. 3.1 and 
3.2 and the properties given in Section 8. In this case 
we have to take H defined by (5.5) .... (5.8) and Gn(x)=O, 
Ln(t)=O and to de¥ine a decreasing sequence {fn } of sur 
ficient regular functions fn' for instance belonging to 
Coo ( [O,b]), uniformly bounded and converging, as n + +00, 
to the function f, defined by (3.15), in LP(]O,b[) for 
every p>l. The proofs are simpler than in the case of 
Pro III', in particular for Prop. 8.2. We find also the 
same difficulty in order to obtain the continuity of Wt 
at the point (a,O) as for the case of Pr.III. In any ca 
se the existence and the uniqueness of the classical so 
lution of Pr.II are well known and they where proved by 
classical direct methods (see e.g. the books [30], [54J 
and the report [531 and the references therein; see also 
the following n.d j). For the approach with variational 
inequalities see Duvaut [23], [24J and in particular 
Friedman-Kinderlehrer [36J, in which Theor. 3.1 and the 
analogous of Prop. 8.2 and 8.3 are proved essentially 
by the same method which we followed here. 

For Pr.I the method works if g'(O)=O, more precise-
ly under the assumptions (2.23), (2.39) and (2.1), de­
fining Hn by (5.5) ... (5.8), Gn(x)=g(x), Ln(t)=O. There 
is only a difficulty in order to prove the inequality 
Wt~O in Q of the type already found and discussed in Se£ 
t~on 8 b) and d) (i.e. how to get the inequality w~n)(i,O)= 
G"(x)-Hu(Gn(x»~O). However, in the general case t and 
ill part~cular in the case of oxygen diffusion (where 
g'(O)~O) our approach does not work. In order to prove 
the existence and the uniqueness of the solution of Pr.I' 
and the validity of (2.36), (2.37), (2.38) we can use 
(instead of Theor. 5.1 and 5.2, Chap. I of Duvaut-Lions 
[25J) the existence and uniqueness theorem of weak sol~ 
tions of parabolic variational inequality of Brezis [14] 
(see Theor.II 9, Remarque 11.15 and Paragraphe 11.2.4; 
see also Brezis-Friedman [16]). But for the complete 
proof of Theor. 2.1 we have"to refer to the paper of 
Baiocchi and Pozzi [6] where also the validity of (2.41) 
and the proof of Theor.2.2 are proved, using a different 
approach of the variational inequality (2.24), which is 
based on "semidiscretization" by finite differences with 
respect to time variable (let us note only that (2.40) 
and (2.42) are not explicity written in [6] ; but their 
proof is an easy consequence of the regularity results 
of linear boundary value problems for heat equation in 
the space W2 ,1(Q), already used and quoted in Section 5 

p 
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(see [38]). 
By the way I wish to emphazise that for every pro­

blem a suitable approximation is needed. In order to pr~ 
ve existence and uniqueness of the solution of problems 
of the type as Pr.I' ,II' ,III', it is possible to apply 
the general results for abstract parabolic variational 
inequality in a weak or strong form (see [14], [25] ,[45J, 
[49J). In particular for Problem as Pro II', III', lt 
is useful to use Theor. 5.1 and 5.2, chap.I, of [25J, 
which give sufficient conditions on the data and the a£ 
proximations of the data in order to obtain existence 
and uniqueness of the solution satisfying the following 
properties 

WE: L2 (0,T;V), Wt~ L2 (O,T;V)nLOO (0,T;L 2 Qo,b[)) 

On the other hand, if one need further regularity pro­
perties for the solution, one has to choose more conve­
nient approximations. This is, e.g., the case of our 
approximations Hn,Pn,Gn,Ln , which we introduced here fol 
lowing Torelli t62], but with a modification in the defi 
nition of Hn(A), suggested by the approximations used 
by Friedman-Kinderlehrer [36] for the Stefan problem. 
This modification allowed us to obtain Prop. 8.2. I also 
whish to emphasize the importance of estimates for w(n) 
as in Prop. 8.1 (which is due to Torelli), not only 
from the theoretical point of view, but also for the nu 
merical point of view. 

b) The relations existing between variational ine­
quality (briefly v.i.) and free boundary value problems 
(briefly f.b. v.p.), of elliptic and of evolution type, 
have been particularly studied in these recent years, 
start ing from the work of Lewy-Stampacchia [44 J who h~ 
ve shown that the solution of a v.i. with "obstacle" sol 
ves also a f.b.v.p. On the other hand we have seen (&.11 
and Pr.III) that there are f.b.v.p. which are not "di­
rectly" reducible to a v.i. The idea of introduce a chan 
gement of the unknown function as e.g. (3.11), (4.10), -
(4.27) ("regularizing" in a certain sense the original 
unknown) in order to obtain a "good" v.i. is due to Ba­
iocchi, who introduced it in a steady-state f.b.v.p. for 
fluid flows through porous media [1]. This idea has been 
taken over by several authours for many other problems 
(see [2], [151, [17J ,r23] ,[24J ,[36] ,[58J ... [621' the ref~ 
rences given in [2]J. Recently Baiocchi (r3J 4J) was able 
to characterize ail the f.b.v.p. for second order linear 
operators, that can be reduced to a v.i. (Pr.II and Pro 
III,as we have seen, are of this type). On the other hand 
there exist also f.b.v.p. which can be solved using qua 
si-variational inequalities. This type of new inequali= 
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ties was introduced by Bensoussan and Lions I9] ,[10], 
[11] in order to study problem of optimal stopping times 
or of impulsive controls and it turned out to be useful 
also in f.b.v.p. of fluid flows ([~) or of the type of Pr.I 
([37] ,[33]). For the relations between f.b.v.p., v.i. 
and control theory we refer also to the lectures of Lions 
[46] ,[471. Finally let us remark that there also f.b.v.p. 
which have not yet been reduced to v.i. or quasi-varia­
tional inequalities [69J. 

c) J would like also remark that v.i. are particu­
larly useful in f.b.v.p. in the case of several space di 
mension, which can not be treated by classical methods 
used for the case of one space dimension (see later d)). 
Thus for example in a Stefan problem which generalize 
our Pr.II, the reduction to a v.i. was quite useful in 
order to obtain very deep results on this problem. We 
refer to the papers of Duvaut [23], [24J (in which the 
reduction and the existence theorem for the solution of 
the v.i. are given), to the paper of Friedman and Kinder 
lehrer [361 (where stronger properties of this solution -
are proved~ of the same type of Theor. 3.1 and where al 
so many interesting properties of the free boundary sur 
face are obtained) and to the recent papers of Caffarel 
li [18] [19], Kinderlehrer and Nirenberg [41] [42] (who -
obtained the infinite differentiability of the free boun 
dary surface in a favorable case). 

Also Pr.III and an analogous problems for an incom 
pressible fluid, were studied in two space dimension in 
a sequence of papers of Torelli (f58], [59] ,[60] ,[61] , 
[63], and of Friedman-Torelli [64 (see also Friedman­
Jensen [35]). Is is exactly in these papers that Torel­
li introduced the transformation of the type (4.47) 
(4.27) and a definition of weak solution that suggested 
our Def. 3.2 and 4.2. 

From the numerical point of view the use of v.i. or 
quasi variational inequalities in f.b.v.p. seems to give 
very good results. I refer to the papers concerned with 
flows trough porous media, in particular with Pr.III 
obtained at the Laboratorio di Analisi Numerica in Pavia 
(see [5] and the references therein), and to the papers 
[39J ' [7 0J , [12J ' [13J ' [221 ,[71· 

d) Finally, we have to remark that in the one space 
dimensional case the use of v.i. for f.b.v.p. seems to 
be not so important as it is in the several space dimen 
sional case. Indeed, it is well known that the Stefan -
problem and its generalizations to two phase and to some 
non linear boundary value conditions has been considered 
in many papers, using different'methods (as heat poten­
tial theory and non linear integral equations). J refer 
to the books of Friedman [30] and Rubinstein [541 and to 
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the report of Primicerio [5-31, which contains a very co!!!. 
prehensive literature on the subject until 1973. For mo 
re recent papers J wish to refer in particular to [201-
[21],[26],[27] ,[55J ,[65] ,[.66]. 

Similarly, it is possible to apply these methods al 
so to Pr.III, as Friedman-Jensen suggested in a final 
remark of their paper [34J. Problem I, in the case g'(O)=O, 
can be reduce, by derivation (see Section 2 a)) to a 
Stefan problem and from this point of view it has been 
studied using the alove methods (see [56]). However, in 
the case g'(O)~O (oxygen diffusion) J betieve that the 
first correct proof of an existence and uniqueness theo­
rem was obtained by Baiocchi and Pozzi r6], by means of 
the v.i. (2.24). 

Concluding, I hope that these lectures (even though 
they were referred to the one space dimensional case) 
will be sufficient in order to get a picture of the im 
portance of v.i. in the treatment of f.b.v.p. of para= 
bolic type and the increasing interest of f.b.v.p. 

I also wish to thank my collegues C. Baiocchi, G.A. 
Pozzi and A. Torelli for the advices in preparing this 
paper. 
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CRITERIA OF flYPER130LICITY FOR CONSTANT COEFFICIFin POLYNOMIALS 

!1. Hunster 

Universite de Liege 

1. INTRODUCTION 

Let Pk(k=O, ... ,m) .he a polynom':al in n+l variahles, homor:;eneous 
of degr'ee k and wlth constant coeffidents. 

vie say that the polynomial 
m 

P = L P m-k 
k=O 

is (c-)hyperbolic if Pm(O,l) 1- 0 and jf 

P(x,z) = 0 } 

x~Rn,z~C 
='> I :Rz! < c. 

It is well knovm thilt the principal part of a hyperholic 
pOlynomial is a-hyperbolic. 

Necessary and (or) sufficient conditions for a pOlynomial with 
hyperbolic principal part to be hyperbolic may be fOllnd in [2], 
[3] and [5]. He p:ive here a neH necesEary anrJ sufficient 
condition, which includes these results. Our proof is quite 
elementary : it does not rely on PUISFUY.' s series nor 
SEIDENBERG-TARSKT's lemma. 

\-le give here all the details only for polynomials of riep:ree 
2 and 3. The general case can be treated in the same Hay 
(see [4J, where other usefull criteria may be found). 

Garnir (ed.}, Boundary Value Problems for Linear Evolution Partial Equations. 313·318. 
All Rights Reserved. Copyright © 1977 by D. Reidel Publishing Company, Dordrecht-Holland. 
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2. CRITERION Of HYPERBOLICITY 

The polynomial P is hyperbolic if and only if Pm is hyperbolic 
and there exists a constant K such that 

(1) < K max 
O<j<k 
k<jT~m 

Here and in the sequel, D denotes differentiation with respect 
to the last variable. 

PROOf 

a) Sufficiency. 

It is easily seen that if r is a-hyperbolic, there exists a 
constant K' such that m 

. K'ir I 
(2) I nJp I < ~ , in Rnxh~C, )£ -riO}. Tm -I~T!J 
SO, if condition (1) is satisfied, Ip 1,1 is dominated by Ip 1 
for I~T! large enough (uniformly in xm~ Rn) and this impliesmthe 
hyperbolicity of P (see fs]). 

b) Necessity, for m = 2. 

For any t > 0, ex > 0, x <; Rn , T , C, we have 

n2p 
ex2p(~ ~) t2P2(x,T) + tDP 2(x,T)Z 

• ? 2 
- + --"- Z 

ex' ex 2 

< C 

We shall first prove that it is impossible to find sequences 
t > 0, ex > 0, x , Rn and T , C(*) such that ca+tl~TI ~ 0, 
latP1(xflT)1 = 1 and all the other coefficients tend to n, 
except ~ (\Vhich is a constant # a), Le. 

(3 ) { 
a ~ 0, tl.91TI ~ 0, lextP1(x,T)1 = 1, 

t2P2(x,T) ~ 0, t DP2(x,T) ~ o. 

(.) For short, VIe omit the indices for sequences. 
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Indeed, if it \.ere possible, choosing a subsequence such that 

a t Pl(x,d -+ r (!I'! = 1), 

we should obtain, passinr, to the limit, 

n/n 
. - 2 2 
-2- z 

or 

+ r = ° => 

_r_ > J. 
D2p 

- 2 

z = 0, 

But if vie keep the same sequences t and ('( and chane0 (x. T) in 
(-X,-T), we should also obtain 

-r --..::0, 
n2p 

2 
Hhich implies r = n, a contradiction. 
'10'1, (3) is equivalent to 

1 

315 

(/+) PI (X,T):j.r:, t 11"1 (~'T) ,-->0 and t max( 1"',.,(X,T}!2, :')P2(X,T)! )-l-O, 

because 

(see (2) imrlieo; 

') ') 

t < !it T ,. 

and t>erefor(~., 

') 

T--P (v.,.) -+ n ~"> t Ij~TI -+ () 
~ .,., ' ; \,.: ' 

2,:i nee (LI·) cannot r:old "fer C"tl-IV seql!enCeS t > (J, >: .( En anj T .( C, 
iT is also ill:possiLlf' to f~ SPQU0nCes x (: Rn and T ~ C 
such that 

-+n 
(. ) 

c.) Here, we use the ~ollowing simple property : given two 

a >0, b >0 stich that a b -+0, there exists a sequence m- ITt- Tn m "':';';':::':;'::"-=:;;';'::'::;':''::''''':::''''':::';;':;-1.:::;:':';':;;':;;' 

t >0 ..::.S,.;·u;;,..:c:,:h.;,... _t;;,..:h~a;;..t.:. t a -+0 anc1 h It -+0. Take, for instance, t =.;r:;;a-m - mm --mm m mm 
if b :/-0, a :/-0; t =mb if a =0, b :/-0; t =l/mCl if a -/-0, 10 =0 and 

m m m m m m ~ m m m 
t =1 if a = h =0. 

m m m 
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In other words, there exi~t:s a consta"t I:: > () such tLat 
1 

> I:: 

or, 

c) Necessity, for m = 3. 

For any t > D. Ct. > 0, y. ~ RD, T ~ C, He raVE: 

( 5) 3p(tx Z+tT)_ 31' ( ) 2l)D ( ) . f)2p~(x,,) ?I D3P3 3 
Ct. . a'-a- =t -3 X,T +t ··3 X,T Z+T ¥2 - Z 6 Z 

,., 
rt ?p ( ) DP ( ) !:l°pZ ~l +a .. 2 X.T +t2 X,T z+, z. 

+a2rtPl(X,T)+DPlZl 

+a3Po = 0 ~ I*z! ~ Ca+t'xT:. 

It can be proved as i.n h) that it is ir.pos s~bl(' to f In~ sequences 
t > D, a > 0, x ERn, TEe such that ca+t!:'.'TI -+ 0, !a-tP (x,,)! = 1 
and all the other coefficients, except P.~.~3, tend to zero~ 
From case b), applied to the hyperholic l) polynomidl DP, 
we have 

I 

!DP,I ~ K rnaxflDP3!2, InZP31} in RnxC. 

Therefore, 

t 2 DP3 (x,T) -+ 0 

2 
t !) P3(X,T) -+ ° 

a -+ 0 

and we obtain, as in b), the inequality 
1 1 

(6) Ipl! ~ K maxflp3(3. I!JP3 12, In2p31, 

In the same way, but taking now lat2P2 (x,T)1 = 1, we find 
2 -1 I 3 1 3 1 

(7) Ip 21.~K max{ 11' 3 (3, 1DP3!' ID/P 3 1?, Ip llr l.IDP 3141Pl12, In2p 3 121P 12} 

in RnxC. 
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.P-.eplacinp noVl, in (6).1:>.., Ill" the; rig1-;t me'TIber of (7), 
with another ccnstant K, ,. 

1 1 

U'l) Ipll_~ K maxnp3 f3, 1DP3 i2", 1r-?P3 I} in 

the desired ine'1uality for 
From (8), He see th2t 

t3P3(X,T)+0 

t 2 DP3(x, T) + 0 
2' 

t DP3 (x,T)+O 

<l + ° 

n ,. 

t Pl(x,T) +0 

So, we can elimir:ate the terms inclucinr; 
with another Y, 

(q) 

}~ 
] 

, 1""' 12 . . 1 J.n 

n 
p xC, 

('l) , 

317 

i. e. , 

To get a better inequality for Ip?', note t 11at it lS1rnr'ossihlc 
to find sequences t>O, a>O, X<::p,n,-T<::C :::ucJ.., that 

ComhininR (9) and (10), VIe fine, t-lith i1nC'ther cc:n::::tant v, 

2 1 1 
~ ~ .., ~ I p 21 ~ !< max{\ P 31 '., I pp 31, r n 3 !' I n'p 3!"}, 

the des ired inequa1ity :or I pI. 
2 

The same proof could be used to prove the r,eneral cafe 1", 
induction on the degree of P (see [4J). 

3. COROLLARIES 

Corollary 1. (A. LAX [3]). 

l! P is hyperbolic, ~, any root of P with IDlllt iDlicitv 
<l+l (0.>0) is a root of Pm- k with multir1ficitv ~ a+1-k, - . ..;.. 
for any k~a. 
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It is a root of Prn - k for any k~cx, l'ecause 

njp (x T )=0 ¥j<cx ==> njp (x ,T )=O,¥;<k ~..,.,. p , (x ,T )=0, 
m 0' 0 '- moo -- m-K 0 0 

by condition (1). To obtain the good multiplicity, it remains 
to apply condition (1) to each T-derivative of P. 

Corollary 2. (L. il()R~"WmER [21 p. 136). 

If P is hyperholic and has only T-root s of mult iplidtv < k 
- m - - 0 
for any x¥O, ~ Pm + k~k ? m-k is hyperbolic for any P rn-k 

o 
homogenenous of degree m-k. 
Indered, for k>k , the tHO memhers of (1) are homor;eneous of the 
same degree m":koand the rir:rt member vanishes only at (:J,O); 
so, there exists a constant Y for Hhich (1) is satisfie~. 

REFERENCES 

[lJ L. Garding, Linear hyperbolic partial differential equations 
with constant coefficients, Acta 11ath. 85, 1-(2, (1950). 

[21 L. H5rm"1nder, ~inear partial differential operators, Springer, 
Berlin, (1963). 

[3] A. Lax, On Cauchy's problem for partial differential eCJ.uations 
with multiple characteristics, Comm. "Dure !\ppl. 'lath. 0, 
135-169, (1956). 

f4J 1-1. Hunster, On hyperbolic polynomials with constant coefficients, 
to appear. 

r 5 J S. L. Svensson, Necessarv and sl;fficient con(l it ions for 
h erbolicit o~ Dol nOl'dals I.lith h 'nerhol"ic art, 
Arkiv fdr Mat. 8, 145-162, 1969). 



'STABILITY OF MOTION FOR SEMI LINEAR EQUATIONS 

Jeffrey Rauch* 

University of Michigan, Ann Arbor, Michigan USA 

§l. INTRODUCTION 

The purpose of this paper is to discuss the asymptotic beha­
vior as t + +00 of solutions to semilinear equations of the form 

<P t = M + J(<P) (1.1) 

where <P(t) takes values in a Banach space B, and A generates 
a Co semigroup on B. Of particular interest is the stability of 
equilibrium or periodic solutions of (1.1). 

In section 2 we describe an abstract framework, similar to 
that in [12), where existence and uniqueness theorems for (1.1) can 
be obtained in essentially thesame completeness (and with the same 
proofs) as for the ordinary differential equation <P t = J(<P) • The 

main goal is to prove differentiable dependence on the initial 
values <P(O) and to show that the differential satisfies the 
linearized equations 

(1. 2) 

With these facts one can attack the stability problem by Poincare's 
method of the first return map. If the differential of the nth 
return map is a contraction then one obtains asymptotic stability 

* This research partially supported by the National Science 
Foundations under grant NSF GP 34260 

Garnir (ed.), Boundary Value Problems for Lillear Evolution Partial Equations. 319-349. 
All Rights Reserved. Copyright © 1977 by D. Reidel Publishing Company, Dordrecht-Holland. 
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of the associated periodicorbit. Similar results are obtained for equil­
ibria. The relationship with Floquet multipliers (spectrum of the 
differential of the first return map) is also discussed. 

The main application of this technique is to the study of 
the asumptotic behavior of solutions to semilinear partial differ­
ential equations. As with ordinary differential equations, linear­
ization yields limited information and when other methods work 
they are usually preferable. We present two applications to partial 
differential equations where either no other technique is avail­
able or linearization complements the information provided by 
other methods. 

3 
In §4 we discuss the scalar parabolic equation on rl cm 

ut - ilu + g(u) f on [0,00) x rl (1. 3) 

au 0 on [0,00) x arl 
(1.4) 

av 

By linearization one shows that if ue is an equilibrium solution 

of (1.3), (1.4) with the property that the operator -il + g'(ue) 

with domain {1/J e H2 (rt) I ~~ = 0 on arl} is a stricUy positive 

selfadjoint operator on L 2 (rl) then ue is asymptotically stable. 

If one assumes the stronger condition that g is strictly increas­
ing then under approriate conditions on f and g one can show 
that there is exactly one equilibrium, and using energy inequali­
ties and some ideas from dynamical systems we show that every 
solution converges to ue as t + +00 Here is a case where 
three different techniques combine to give a fairly complete 
picture. 

In 95 we discuss equilibrium solutions of the nonlinear 
wave equation on rl C]R3 , 

u - ilu + g(u) + a(x)ut tt 
f on [0,00) x rl 

u = 0 on [0, co) x a rl 

(1. 5) 

(1. 6) 

If Ue is an equilibrium solution of (1.5) - (1.6) the linear­
ized equations at ue are 

o on [0,00) x rl (1. 7) 

v o on [0,00) x arl (1.8) 

In contrast to the results in §4 the analysis of this linearized 
problem presents a challenge. If a > 0 and -il + g'(ue) with 
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o 

domain H2 (Q) n Hl(Q) is strictly positive then precise decay 
estimates for (1.7) - (1.8) have been obtained [9] and in 
particular one can conclude that ue is asymptotically stable. 
We prove a less sharp but sufficient decay theorem by using a 
trick from classical mechanics to construct a Lyapunov function. 
Particularly striking is the fact that if g is strongly nonlin­
ear then existence of global (in time) smooth solutions of 
(1.5) - (1.6) is an open problem. However, the asymptotic stability 
conclusion is that if (u(D) ,ut(D» is sufficiently close to 

(ue,D) then there is a global smooth solution with these initial 
data and (u(t) ,utCt» -+ (ue,O) is t-+ co+ This is reminiscent 
of the low energy scattering theory of Strauss [14) which provides 
global solutions with special as¥mptotics for data in a restricted 
class even when global soluability is not known for arbitrary 
data. As an example if g(u) = yu + ulul r - l with y ~ 0 and 
r ~ 2 then if (u(D) ,ut(D» is sufficiently small in B = 
H2(Q) A ftl(Q) then there is a global solution} (u,ut ) is con­
tinuous with values in B and converges to zero in B at an 
exponential rate as t -+ +co • 

These results for the nonlinear wave equation generalize 
results of Sattinger [1.3] who assumes that g is real analytic and 
that a is not too large. His proof employs a perturbation 
series. Sattinger gives a beautiful interpretation of the posi­
tivity of -~ + g'(ue) as a continuum mechanics analogue of the 
classical results of Dirichlet and Lyapunov on stability of mech­
anical systems at a minimum of potential energy. This idea is 
also described in §5. A similar analogy between the parabolic 
equation (1.3) and gradient dynamical systems is mentioned in §4. 

A third application of linearization, to the threshold prob­
lem for equations modelling the conduction of nerve impulses is 
described in [11, §4.l). It was in that work that the author 
first realized the utility of these ideas. 

In section six we describe some difficulties which arise 
when the techniques are applied to problems in high dimensions 
and/or with general boundary conditions. The solutions to some 
of these are sketched and some open problems remain. Specifically, 
we extend the results of §4 to all dimensions and those of §5 
to dimensions less than eight. 

I would like to thank Professor c. Dafenno.s , J. Smoller, 
W. Strauss, and M.Taylor for their advice and encouragement on 
this project. Without them the work could not have been done. 
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§2. Abstract Linearization Theorems. 

We consider the initial value problem 

¢ = A¢ + J (¢) 
t 

(2.1) 

¢(t) ¢ (2.2) 
o 0 

where t ~ ~(t) is a continuous function taking values in a Ban-
ach space B The following assumptions are in force 

J: B ~ B is locally Lipshitzian, that is, there 

is a continuous function c : lR+ x lR+ ~ lR , mono­

tonically increasing in each variable and such that 
for all ¢,~ B, 

IIJ(¢) - J(~) II ~ c(II4>II, II~II) 114> - ~II 

A is the infinitesimal generator of a 
tA 

group, e ,on B. 

c o semi-

(2.3) 

(2.4) 

J is reasonable smooth. Precisely we suppose that (2.5) 
J is Frechet differentiable, the map ~ ~ dJ<t) is 
continuous from B to Hom B , and, for any bounded 
set 6 C B there is a constant c such that 
't/ 4>, ~ e 6 

Definitionl. !2. function ¢ ~ c( [to' tlJ : B) is a solution 

of (2.1) if for every t E. [to' tlJ 

(t-to)A ft (t-s)A 
e 4>(t) + e J(¢(s»ds 

o t 
¢ (t) (2.6) 

o 

Notice that the integrand in (2.6) is a continuous function of s 
with values in B so the integral is a Riemann integral. Second 
notice that a solution need not be strongly differentiable with 
respect to t and ¢(t) need not be in V(A) . The differential 
equation (2.1) is satisfied in a weak sense. With a few natural 
assumptions strongly differentiable solutions can be created, see 
[12]. The first order of business is to prove the existence and 
uniqueness of solutions. Since the methods are standard some of 
the arguments will only be outlined. 

THEOREM 1. (Uniqueness of solutions) If ¢ and t in 
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C( [to' t l ]: B) are solutions of (2.1), (2.2) then <p 1/1. 

Proof. Choose M EO JR so that 

to.::.t.::.tl 

o < T .::. tl - to 

Since <p and 1/1 are solutions we have 

<p(t) - 1j!(t) It 
e(t-S)A (J(<j>(s» - J(1/I(s» ds . 

t 
o 

Therefore II <p (t) - 1/1 (t) II .::. M I: II <P (s) - 1/1 (s) II ds and Gm:n­

o 

wall's inequality implies <p(t) 1j! (t) _ 0 • 

THEOREM 2 (Local existence). For any <p G. Band t > 0 there 
o 0 

is a IS depending only on II<poll so that (2.1) , 

solution <p ~ C ([t , t + 0] : B) . 
0 0 

Proof (Picard iteration). For any t > t define 
1 0 

K : C( [to' tll : B)<') by 

K<P (t) e(t-to ) <p + Jt e(t-S)A J(<p(s» ds . 
o t 

o 

(2.2) has a 

We must find a fixed point of K For 1 > 0 > 0 define 

Q = {<p~C([t , t + 0] : B) 
o 0 

M = 1 + 
1 

Then for <P'1j! E. Q , t €. [t , t + I)] 
o 0 

(t-t )A 
I I (K<p) (t) - e 0 <pol I .::. (t - to)M 
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II Kep (t) - Kt/J (t) II 2. (t - t ) M 
o 

Choose 0 E (0, 1] so that oM < 1 then K is a contraction of 
Q into itself so Banach's theorem implies that there is a fixed 
point in Q. 

THEOREM 3 (Patching together local solutions). If is a sol-

ution of (2.1) for 

for t < t < t 
1 - - 2 

t < t < t 
0- - 1 

with t/J 2 (t1 ) 

is a solution of (2.1) 

then if 

t/J 1 (t) 

ep (t) 

then ep is a solution of (2.1) for t < t < t 
0- - 2 

Proof. We must show that (2.6) holds for t < t < t For 
0- - 2 

t < t < t this is true since tl is a solution. For 
0 - 1 

tl < t < t 
- 2 

one adds the following identities 

o 

to complete the proof. 

This patching result allows one to piece together a maximal solu­
tion. 

THEOREM 4 (Maximal Orbits). For any epoE.. B there is ~ 

T E.JR L){oo} and a ep E C([O, T) : B) which is a solution in c + --- - c ----- -- - ~~~~ 
every interval [0, T] C [0, Tc) and such that either Tc 

or t -+ T 
c 

00 
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The standard proof is omitted. Next we show that if one has a 
solution ~(t) for 0 < t < T then for initial data close to 
~(O) solutions exist at least up to time T. 

THEOREM 5 (Semiglobal existenoe). If ¢ e C ( [0, TJ : B) is a 

solution of (2.1) there is a neighborhood 0 of ¢(O) such that 
for any 1jJ 6- 0 there is a solution 1jJ ... C ([0, TJ : B) with 
1jJ(0) 1jJ ~ In addition there is a constant c such that 

o 

111jJ(t} - ~(t}ll.:.cll1jJ(O) - ¢(O}II (2.7) 

for all 1jJ1 €. 0 , 0 < t < T 

Proof. We derive an a priori estimate for solutions 
1jJt €,C([O, TJ : B) with T < T Subtracting the following iden-
t~t~es 

1jJ (t) tA 1jJ(O) + r (t-s) A 
J(1jJ(s» ds e e 

0 

~ (t) tA 
~(O) + J: (t-s)A 

J (¢ (s» ds e e 

and letting 8(t) 1jJ(t} - ¢(t) we find 

8 (t) tA It (t-s)A e 8 (0) + 0 e (J (1jJ (s» - J (~ (s) l) ds 

Choose MER such that 

M > sup ( II etA II + II ~ (t) II ) 
O<T<T 

Then for 8 we find the inequality 

118(t)II':'MI18(0)11 + M r c<111jJ(slll, M)llo(s)11 ds 
o 

Claim: If 1\8(0) \ \M exp (M c (M + 1, M)T) < 1 then 
TT8(t) \ \ < 1 for 0 < t < T 

Proof of Claim. 

and \ \8(s) \ I < 1 

111jJ(s)II':'M+ 1 

If not there is a T < T 
1 -

for 0 < S .:. T 1 

so for t E [0, T 11 

Then for 

(2.8) 

1 
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IIc(t)11 2.. Mllc(O)11 + M c (M + 1, M) r Ilc(s)11 ds. (2.9) 
o 

Gronwall's inequality implies that for t ~ [0, T1 ] 

Ilc(t)II2..llc(o)11 Mexp (M c (M+ 1, M)t) • 

In particular contradicting the choice of 

(2.10) 

T· 
1 

We have now shown that if Ilw(O) - ~(O) I I satisfies the 
inequality of the claim then II w (t) - <I> (t) II 2.. 1 for 0 2.. t 2.. L­

In particular I I~(t) I I 2.. M + 1. This a priori estimate allows 
us to extend W to a solution for 0 < t < T and to conclude 
that I Iw(t) I I 2.. M + 1 for 0 < t 2.. T Then inequalities (2.9) 
and (2.10) hold for t c [0, T] which proves (2.8) with 
c = M exp (M c (M + 1, M)T) • 

Let ~, iJi and 0 be as in the above theorem. Define the 
nonlinear solution operator by 

set) :0 -+ B o < t < T (2.11) 

(2.12) 

Our next goal is to show thasfor each t) Set) is Frechet dif­
erentiab1e and that the derivative yet) = dS<w (0» Yo solves 

the linearized equations 

yeo) = y 
o 

(2.13) 

(2.14) 

Notice that the continuity of ~ and (2.5) imply that the map 
t -+ dJ(w(t» is continuous with values in Hom (B) This is 

sufficient to insure that the linearized equations are solvable. 

THEOREM 6 (Existence for linear equations). If D ~ C([o, T] : 

Hom(B» and y e B then there is a unique solution 
o 

y € C([O, Tl : B) of Yt = Ay + D(t)y with yeO) = Yo in the 

sense that 

y (t) tA Jt (t-s)A e Yo + e D(s) yes) ds 
o 

o < t < T . (2.15) 
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Proof. Local existence and uniqueness are entirely analogous to 
theorems one and two. In fact we could have let J depend on t 
in these results. To prove that solutions exist for 0 < t < T 
we need an a priori estimate. If T ~ T and y satisfies (2.15) 
for 0 < t < T we show that I!y(t) II .::. cllYol1 with c inde-

pendent of t, T, Yo. Choose M R with 

M > sup (1letAll + Ilo(t) IIHom(B» . 
O<t<T 

Then 

2 It IIY(t)II,::,MIIYolt + M 1!Y(s)11 ds 
o 

and Gronwall's inequality completes the proof. 

Given W a solution of (2.1) for 0 < t < T with 
linearized solution operator S (t) is defined for 

L 
by 

SL(t) : B + B 

yet) 

where yet) is the solution of (2.13) with yeo) 

result is the following. 

w (O)E. 0 the 
t 6. [0, T] 

(2.16) 

(2.17) 

y . The main 
o 

THEOREM 7 (Differentiable dependence on initial data). Suppose 

~ , 0 ,S are as above then for 
differentiable map from 0 to B 

t ~ [0, TJ ,S(t) is a Frechet 
and for any 1/! 0 EO, 

Proof. We must show that 

a ( II h II ) as h + a in B 

Ils(t) (1/! + h) - S(t)1/! - s (t)hll = 
o 0 L 

Let yet) SL(t)h, wet) = S(t)wo 

~(t) = S(t)(1ji + h) , oCt} = i'{dt} - 1ji{t} 
o 

tion of (2.8) 

Then as in the deriva-

o (t) tA It (t-S)A -e h +. e [J(1/!(s» - J(w(s»] ds 
o 
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By the smoothness (2.5) of J we have 

oCt) =etAh+ r e(t-S)A [dJ(1/i(s»· o(s) +p(s)] ds (2.18) 
o 

where I Ip(t) I I ~ cl lo(t) I 12 , 0 < t < T and c is uniform over 
all h with Ihl I ~ 1. Use the estimate (2.7) to conclude that 
for t E [0, T] there is a new constant c with 

Thus if v(t) = oCt) - y(t) we have 

It (t-s) A II 112 vet) = 0 e dJ{1/I(S» v(s)ds + O( h ) 

A, by now familiar, Gronwall estimate yields I Iv(t) I I ~ cl Ihl 12 = 
0(1 Ihl I) . This is precisely the desired estimate. 

THEOREM 8. The map Set) is continuously Frechet differentiable 

~ 0 • 

Proof. We must show that if 1/11 (0) and 1/12(0) are nearby points 

of 0 and s~, s~ the associated linearized solution operators 

then S~(t)h - S~(t)h is small uniformly for I Ihl I ~ 1 Let 

Yl (t) = S~(t)h 'Y2(t) S~(t)h' <5 = Y1 - Y2 Then 

Jt (t-s)A 
<5 (t) = 0 e (dt1/l1 (s» Y 1 (s) - dJ< 1/1 2 (s);> Y 2 (s» ds (2.19) 

For 1/11 the lipshitz dependence (2.7) and smoothness of J allows 

us to choose n > 0 so that if 111/11(0) - 1/12(0) I I < n , then 

1/1 2 (0) € 0 and 

II dJ( 1/1 i (s)} - dJ (1/12 (s» II ~ c II Wl (0) - 1/12 (0) II 

for 0 < S < T. In particular we have a uniform estimate 

IldJ(1/I. (s» II ~ c' • The difference of derivatives in the integral 
~ 
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2.19 is equal to 

so estimating crudely we have 

I 16(t) I I ~ canst It I 16(s) I Ids + canst I I~l (0) - ~2(0) I I 
o 

where the constants can be chosen uniformly for 
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I l~l(O) - ~2(0) I I < n and I Ihl I ~ l. Gronwall's inequality 

yields 

116(t) II < canst II~l (0) - ~2(0) II for 0 < t < T 

This estimate implies the continuous differentiability of S 
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§3. INFINITESIMAL STABILITY AND STABILITY 

In this section we show how Poincare's method of the first 
return map and the theory of Floquet multiplers extends to 
the abstract setting. 

Definition 2. Suppose $ G C ([0,00) :B) is a solution of (2.1) 
periodic with period p > o. Let SL(t) be the solution 
operator of (2.13), the linearized equations at ~. We say 
that $ is infinitesmally exponentially stable if there is a 
to > 0 and a constant a > 0 so that I ISL(t) I I ~ e-at for 
t > to • 

There is a parallel definition for equilibria. 

Definition 3. Suppose $e e B 
(independent of t) of (2.1). 
exponentially stable if there 
II SL(t)1I ~ e-at for t ~ to 
solution operator at $e • 

is an equilibrium solution 
We say that $e' is infinitesma11y 

are positive numbers to,a with 
, where SL is the linearized 

Each of these definitions has a variety of equivalent formulations. 
We summarize some of them below. 

THEOREM 9. With $,SL and p as in definition 2 the following 
are equivalent. 

1. $ is infinitesimally exponentially stable 
2. I I SL(t) I I + 0 as t + 00 

3. There is an integer n > 0 such that II SL (np: II < 1 
4. There is an integer n > 0 such that the spectrum of 
SL{np) is contained in {zllzl < I} . 
5. The spectrum of SL{P) Co {zllzl < l} . 

THEOREM 10. With ¢e and SL as in Definition 3, the following 
are equivalent. 

1. $e is infinitesimally asymptotically stable. 
2. I I SL(t) I I + 0 as t + 00 
3. There is at> 0 such that the spectrum of SL(t) is 
contained in {zllzl < I} 

Proof of Theorem 9. 
periodicity of $ 
imply that SL(np) 
spectrum SL(P)} • 

1 => 2 => 3 => 4 are automatic. The 
and the patching together principle (theorem 3) 
= SL(p)n so spectrum SL(np) = {znlz e 
Thus (4) and (5) are equivalent •. 

To see that 5 => 1 use the spectral radius formula. 

1 > spectral radius SL(P) = liml ISL(np) I I lip • 
n--



STABILITY OF MOTION FOR SEMILINEAR EQUATIONS 

choose p € JR 

1 > p > spectral radius SL (p) 

Then I I SL(np) I I ~ pn for n large. Then since 
SL(t) = SL(t - [t/P]P)SL [t/p]p) where [ ] is the greatest 
integer symbol we have 
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which implies infinitesimal exponential stability. The proof of 
theorem 10 is analogous. In practice there is rarely a shortcut 
and criteria number 1 of these theorems must be proved 
directly. An exception is for equilibria of parabolic systems 
where SL(t) defines a CO semi group on B which is compact 
for t > 0 • 

THEOREM 11. Suppose that ~e and SL are as in Theorem 10. 
If SL(t) is compact for t large then the conditions of 
theorem 10 are equivalent to 

4. There is a a < 0 such that the spectrum of 
A + dJ<~ > is contained in the halfspace {zlRez ~ a} 

e 

Proof. Under the hypothesis that the semigroup 
exp teA + dJ<¢e »is eventually compact we have 

mapping theorem (see [5]) 

SL(t) 
the spectral 

spectrum SL(t) = {etzlz ~ spectrum A + dJ<$ >}. 
e 

Thus (4) is equivalent to condition (3) of theorem 10. 

The main results of this section assert that infinitesimal 
stability implies stability. 

Definition 4. A periodic solution ~(t) of (2.1) is exponenti­
ally stable if there is a neighborhood 0 of ~ (0) and positive 
numbers c,a such that if W is a solution of (2.1) with 
1/1(0) GO then 1/1 exists in 0 < t < 00 and 111Ji(t) - <P(t) II ~ 
ce-at I11/l(0) - ~(O) I I for t > 0 . 

Definition 5. An equilibrium solution ~e of (2.1) is 
exponentially stable if there is a neighborhood 0 of ~e and 
positive numbers c,a such thatif Wis a solution of (2.1) with 
1/1(0) E:. 0 then W exists for 0 < t < 00 and 
Ilw(t) - ~el I ~ ce-atl Iw(O) - ~elT for t > 0 . 

THEOREM 11. (1) If ~ is an infinitesimally exponentially stable 
periodic solution of (2.1) then ~ is exponentially stable. 
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(2) If $ is an infinitesmally exponentially stable equi­
librium solution of (2.1) then ~ is exponentially stable. 

In both cases if I ISL(t) I I ~ e-at for t lar?e then 
for any 0 < a' < a we have ~(t) - ~(t) I I ~ ce-a tl Iw(O) - ~(O) I I 
for all t > 0 and I I~(O) - ~(O) I I sufficiently small. 

Proof. We prove part (1). The second assertion is treated 
similarly. Choose an integer n > 0 so that I I SL(np) I I < 
e-a(np) . If 0 < a' < a we may choose an open ball 
O={W8Bllllji-W(O)11 <r} such that if W(t) isa 
solution of (2.1) with W(O) eO then 

W 8 C( [O,np] :B) (theorem 5), and (3.1) 

IlsL(np) II ~ e-a'np (theorem 8) • (3.2) 

where SL(np) is the Frechet derivative of S(np) at W(O) It 
follows from the mean value theorem ([4, 8.5]) that 

IIS(np)w - S(np)~11 .:. e-a'npllw - ~II for W,~ e 0 (3.3) 

In addition, S(np)¢(O) = ¢(O) so S(np) maps 0 onto itself. 
The patching theorem then shows that for W to, S(t)1jJ exists 
for all t > 0 In addition, for any integer k > 0 

Ils(knp)1jJ - ~(O) II IIS(knp)1jJ - S(knp)<jP)11 

IIS(np)k1jJ - S(np)k<jP)11 

~ e-ka'npllw _ ~(O) II 

from the contraction inequality (3.3). For any t > 0 let 
k = [t/np] and to = t - knp so 0 ~ to ~ np Since ~ (t) 

(3.4) 

S(t),~(O) = S(to)SI)mp)¢(O) = S(to)~(O) we may apply the estimate 
(2.7) to obtain 

IIS(t)1jJ - ~(t) II II S (to) S (knp) W S(to)~oll 
(3.5) 

.:. constlls(knp)1jJ - ~oll 

where the constant is independent of 1jJ Eo 0 and t e JR+ • 
Inequalities (3.4) and (3.5) prove the exponential stability of ~. 
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§4. A PARABOLIC EQUATION WITH KERNEL. 

In this section we study the local and global stability 
of equilibrium solutions of the boundary value problem 

ut - ilu + g(u) 

au 
av 

f in [0,(0) x n (4.1) 

o in [0,(0) x an (4.2) 

where n is a bounded open set in lRn lying on one side of its 
smooth boundary and a is differentiation is the direction -av 
normal to an. This problem is interesting because the asso-
ciated linear problem (g = 0) may have no equilibria and when 
there is one there are many and none is asymptotically stable. 
This results from the fact that if u is a solution of (4.1), 
(4.2) then so is u+ constant. Any uniqueness and stability 
results must rely in an essential way on the function g. We 
first put this problem in the framework of §2. 

Define a nonpositive self adjoint operator A on L2 (Q) 

V(Al {I/J e H2 (Q) I~~ 0 on an } 

A1/J=Ll1/J for I/J e VeAl 

The space B is defined by 

by 

B = D(A) (4.3) 

III/Jil ~ =III/JI !~2(m + IIAI/JII~2(Q} for I/J e B • 

Since A < 0 
group on B 

it follows that exp tA is a Co contraction semi­
We make the following assumptions. 

f € B (4.4) 

n C lRn with n.s. 3. Then B c: H2 (n) c. C (IT) (4.5) 

Generalizations to arbitrary n are discussed in §6. 

9 E; C2 (JR.) Then J:lji + f - g(lji) is a C2 map of (4.6) 
H2 (Q) to itself and dJ<lji> (h) = -g' (lji) h 

In addition J maps B into itself for if I/J € B then, on an I 

a al/! af 
dV(g(I/J) - f) = g'(I/J}dV - av= 0 - 0 

Thus hypotheses (2.3) and (2.5) on J are satisfied, and (4.1) 
and (4.2) is equivalent to the abstract equation for ~ with 
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values in B , 

<I> = A<I> + J (<1» • 
t 

(4.7) 

Suppose u e B 
(equivalently 4~7) . 

is an equilibrium solution of (4.1) ,(4.2) 
The linearized equations at ue are 

3v = 0 
av 

on 

on 

[0,(0) x n 

[O,co) x an 

THEOREM 13. Suppose n,f,g,B are as in (4.3) - (4.6) and that 
ue e B is a solution of the equilibrium equations -~ue + g(ue ) 
= f. If the self adjoint operator -~ + g'(ue ) on L2(n) 
with domain equal to B is strictly positive, say -~ + g'(ue » 
aI > 0 then there is a c effi and a neighborhood 0 C B of 
ue such that for any b e 0 there is a unique solution 
u e C ([0,00) :B) of (4.1), (4.2) with u(O) = band 
Ilu(t) - uellB ~ ce-atllu(O) - uells for all t > 0 . 

Remark 1 Under these hypotheses global solutions may fail 
to exist for some b e B . 

Remark 2 There is a geometric interpretation of the positivity 
of -~ + g' (ue ) If V:B ~ ffi is defined by 

V (1/1) = fn Ip1/I1 2 + G(1/!) - f1/i dx 

Where G(s) = fa s g(o) do , then the fact that ue is an 

equilibrium is equivalent to the statement that V has a 
critical point at ue ' that is oV = O. The condition 
-~ + g' (ue) strict positive is equivalent to strict positivity 
of the second variation o2V Thus -~ + g'(ue) positive 
forces V to have a strict minimum at ue . Now the differen­
tial equation (4.1) is equivalent (see §S for similar computa­
tions) tQthe gradient system Ut = -oV<u> and the conclusion 
of the theorem asserts that orbits starting near the strict 
minimum ue converge to that minimum. After the proof of 
theorem 13 we will put further restrictions on g which imply 
V(ue ) = infV(1/!) and that every orbit approaches this absolute 

1/IeB 
minimum as t ~ +00 • 

Proof. We need only verify that I ISL(t) I I Hom (B) ~ const e-a't 

for some a' > a and ~ll t > 0 Now 
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SL(t} = exp t(-~ + g' (ue» • 

Let a' = sup{AIA ~ cr(~ - g'(ue»} then a' > a by hypothesis 
and 

In addition the commutator [SL'-~ + g'(ue)] 
b e B 

o so for any 

Thus I ISL(t) I IHom(B) ~ e-a't and the proof is complete. 

A simple sufficient condition for the positivity of 
-~ + g'(ue) is that g' (ue ) ~ 0 and g'(ue) is not identically 
zero. Then 

«-~ + g' (ue )lji,lji)L2(m = In IVljil2 + g' (ue )1jJ2 dx 

Let w be an open set such that g'(ue ) > c > 0 on w then 

«-~ + g' (ue»lji,lji)L2(m ~ In Ipljil2 dx + c L 1jJ2 dx 

~ constll1jJll~ (m 
I 

Specializing still further if 9 is strictly monotone in the 
sense that 

g(s) > get) for any s > t (4.8) 

then any nonconstant equilibrium is exponentially stable. 

In addition assuming (4.8) there is at most one equili­
brium. for, if u e and ue are equilibria the equation 
-~(ue-ue) + g(ue ) - g(ue ) in n implies 

and it follows that ue ue 
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The existence of equilibria when 9 is monotone has 
recently been settled by Brezis (see [2] ,[8]). A necessary and 
sufficient condition for the existence of an equilibrium is 
that 

(4.9) 

Assuming (4.8) and (4.9) there is exactly one equilibrium, u e t 

and it is stable. We next ask the more delicate question: 
Is it true that all solutions of (4.1), (4.2) converge to ue 
as t -+ 00 ? 

The first thing that we want to show is that for any 
b € B the solution of (4.1) t (4.2) with u(O) = b exists for 
all t > O. To do this we must derive an a priori 
estimate for solutions. We sketch two proofs. First consider­
ing the second remark following Theorem 13 one sees that for 
t 2:. 0 , V(u(t» is a decreasing function of t. Thus V(u(t»2.. 
V(u(O» for all t > O. However, the basic estimate of 
McKenna and Rauch [8] asserts that if (4.9) holds then there are 
positive constants cl and c2 such taht 

V(1jJ)2:.cllllj!ll~ -c2 'Vlj!eHlW) 
1 

Thus {u(t)}t > 0 is bounded in Hl(~) Some additional 
arguments are needed to show that {u(t)}t 2:. 0 is bounded 

(4.10) 

in H2(~) . One such is presented below. Notice that when g 
is monotone G and therefore V are convex. 

A second approach relies more heavily on monotonicity but 
does not use the inequality (4.10). The basic fact is that, 
fort> O,S(t) is a contraction on L2(~) Precisely if 
u and v in C([O,T] Is) are solutions of (4.1) then for 
O<tS,T 

Equivalently, 

Ils(t)u(O) - S(t)v(O} IlL < Ilu(O) - v(O) II 
2 L2 

(4.11) 

For the proof let w = u - v , then 

wt = ~w + g(u) - g(v) 

Multiply by wand integrate over [O,t] x ~ to obtain 
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~In w2 dxl~ = -II Ivwl2 + (u-v) (g(u)-g(v» dx dt < 0 

[O,t] x n 
which is the desired inequality. 

Next we estimate I I~II L2(n) when u e C([O,T] Is) satis­

fies (4.1). To do this we formally differentiate the equation 
with respect to t. If z = au/at one finds that 

Zt = &z - g' (u)z on [0,00) x n (4.12) 

az 
a" = 0 on [0,00) x an 

Multiply (4.12) by z and integrate over [O,t]x n to obtain 

-If I17z1 2 + g'(u)z2 dx dt < 0 

[O,t] xn 

Formally this proves that 

(4.13) 

for all t > O. To make this rigorous one uses the trick of 
smoothing first in t , making the above argument, then removing 
the smoothing. The conclusion is that u 6 Cl([O,T) :L2(n» 
and (4.13) holds. Details of an entirely analogous proof can be 
found in [10]. 

Next we estimate I lu(t) I IH fn) . Let h(t) = Ut(t) - f 
The above estimate shows that f h(t) I IL2(n) is bounded 

independent of t > 0 The differential equation for u is 

&u-.g(u) = h(t) 

Multiply this identity by llu and integrate over n to obtain 

In Illul 2 + g' (u) Ipul 2 dx ~ C(fn IlIul 2 dx) 1/2 

Since g' (u) ~ 0 this implies that I IllUI IL2 is bounded 
independent of t > O. We then use the coerciveness estimate 

Now 

Iluli H < const( II&uII L + lI u li L + II ~~,IIH· ) . 
2 - 2 2 v 3/2 (an> 

au = 0 av on an and the other two terms are bounded 
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independent of t for 0 < t < T so we obtain 

(4.14) 

for 0 < t < T where the constant does not depend on T. This 
a priori estimate implies global existence with estimates 
(4.l1) and(4.14} holding for all t > 0 We are halfway through 
the proof of 

THEOREM 14. Suppose f,~,g,a and B are as in theorem 13 and 
in addition (4.8) and (4.9) are satisfied. Then there is exact­
ly one equilibrium solution u e e B and for any b e B there 
is a unique u € C([O,oo):B) , with u(O) = b , satisfying (4.1). 
In addition 

O(e-at ) 

as t + +00 

Proof. We first use the smoothing property of the heat equation 
to show that {u(t)}t> 1 lies in a precompact subset of H2(~). 
Let w = u -

w - b.w 
t 

Clw 
Clv 

ue • 

g (u) 

0 

Then, 

- g(u } 
e 

ref 
== X (t) on [O,eo) X ~ 

on [O,eo} X Cl~ 

Observe that xeC([O,eo):B} andthat Ilx(t)IIB is 
bounded independent of t > o. As before, let A be the 
nonpositive selfadjoint operator on L2(~} given by the Lapla­
cian with Neumann boundary condition, then for t > 1 

wet} eAw(t-l) + (t e(t-S)Ax'S) ds (4.15) 
Jt - l 

To estimate I Iwl IH3(~) we use the fact that 

V(A3/2) CH3(n) and IIljillH3 ~ const(IIA3/ 2ljiIIL2 + Illji11L2) 

for all lji € V(A3/ 2 ) . Since A < 0 it follows that e A 
maps L2(~) into V(A3/2) and we can estimate 

IIA3/ 2eAw(t-ll II ~ constllw(t-l) II 
L2 L2 

~ constant independent of t > 1 . 

The second term on the right of (4.15) is also in V(A3/ 2) 
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To see this let 

Then,for 
As € ~ 0 

r 
t-l+€ 

r 
t-l+€ 

(A3/ 2) and we must show that 
in L2 (Q)1 and for € > 0 
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For A < 0 and '[ > 0 t Ii: eAT < const r- l / 2 so by the spectral 
theorem- IIAl/2e(t-S)AIIHom(L2)-~ const(t - s)-1/2 Since 

I IAx(s) IIL2 is bounded independent of s we may apply Lebes­
que's theorem to conclude that as € ~ 0 

(4.16) 

in LZ(Q) . 
t/JO ~ V(A3/2) 
Then 

Since 
and 

A3/ 2 has closed graph it follows that 
A3/2t/Jo is given by the integral in (4.16). 

3/2 it 1/2 
IIA t/J II < const(t-s) supIIAx(s) II ds 

o L2 t-l s>O 

< constant independet of t > 1 • 

Thus, {w(t)}t~ is a bounded subset of H3 (Q) and therefore 

precompact in 
precompact in 

u(t) = wet) + ue J {u(t)}t>l_ is 

We next investigate the w limit set of u. Let 

K = {k E: L2(ml3tl < t2 < ••• ~+oo such that 

lim u(tn) = k} • 
n-+= 

By the above remarks K is a nonempty subset of Be H2 (m . 
It follows immediately from the definition that K is invariant 
under S ,-that is 

For any k t K and t ~ 0 , S(t)k € K • 

In addition since Set) is a contraction on 
t > 0 it follows that (see[3,theorem 1]) S 

(4.18) 

L2(Q) for any 
is an isometry in 
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K f that is 

For any kl and k2 in K and t > 0 

= II kl - k211 L2 

JEFFREY RAUCH 

I IS(tlkl - SCtlk2 1 IL2 

C4.19) 

However, the inequality in (4.11) is strict so 4.19 can only 
hold if K consists of exactly one point, K = {k}. The 
invariance of K under S implies that k must be an equili­
brium. Thus K = {ue}. Since {u(t)}t>Q is precompact in 
H2(Q) it follows that Ilu(tl - uel IH2 ~ a as t + 00 • 

In particular for t large u(t) e 0 t the neighborhood in theorem 
13. Once in 0 the convergence to ue at an exponential rate 
follows from theorem 13 and the proof is complete. 
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§5. EQUILIBRIA OF NONLINEAR WAVE EQUATIONS 

We next turn our attention to equilibrium solutions of the 
nonlinear wave equation 

Utt - ~u + a(x)ut + g(u) = f(x) on [0,00) x n (5.1) 

u = 0 on [0,00) x an (5.2) 

The Dirichlet condition (5.2) could be replaced by a Neumann 
condition however we choose to complement the ideas of §4 as 
much as possible. 

The wave equation (5.1) is a continuum mechanics analogue 
of the ordinary differential equation for y = (y' •.. 'Yn) 

y "'-grad V(y) - ay • (5.3) 

The analogy comes about as follows. Let 

V(cj» = fn~ + G(cj» - fcj> dx 

where G(s) = t s g(o) do Then the first variation of V is 

giVen by 

so that if we admit only variations vanishing at an the 
equations (5.1) is equivalent to 

u = - oV - a(x)u tt ~ U7 t 

In particula~ a state 
is a critical point of 
of ut '" -gradV (y» • 

u is an equilibrium if and only if it 
~V (see remark 2 of §4 for an analogue 

As a guide for our intuition we consider the equations. 
(5.3). from classical mechanics. For these we have the energy 
identity 
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The energy E is the sum of the kinetic energy 1 y12/2 and the 
potential energy V(y) • A state YO is an equilibrium if and 
only if gradV(yO) = O. It is a classical observation of 
Dirichlet that if a > 0 and YO is a strict local minimum of 
V then the equilibrium solution YO is stable in the sense that 
if yeO) - YO and yeo) are small then yet) - YO and yet) 
remain small for all t > 0 This is proved by observing first 
that 

V(y(t» =E(t) -ly(t)1 2/2 

~ E(O) (5.4) 

since YO 
yet) - YO 
Then 

is a strict local m1n1mum of V 
to be small provided yeO) and 

this forces 
yeO) - YO are small. 

Iy(t) 12/2 = E(t) - V(y(t» 
< E(O) - V(y(t» 
;- ly(O) 12/2 + V(y(O» - V(y(t» (5.5) 

which remains small as t + 00. This argument can be refined to 
show that if a > 0 the as t + 00 (y(t) ,yet»~ + (YO'O) • 
A natural way to insure that V has a minimum at Xo is to 
suppose that the Hessian [Vyiyj ] is a positive definite matrix. 

In this case the stability of YO can be proved by considering 
the linearized equations at YO, 

z = -[V ]z - az 
YiYj 

whose solutions decay exponentially be virtue of the positivity 
Vy . " . and a. 

1- J 

We next investigate to what extent these ideas are useful 
in analysing the the nonlinear wave equation. For solutions 
of (5.1),(5.2) we have the energy identity 

d 
dt[ 

2 i Ut 

rl 2 
dx + V(~(t»l = -1 a(x)u2 dx 

rl t 

Thus if a ~ 0 the energy is a sum of kinetic 
energies and is a decreasing function of time. 
estimate analogous to (5.4), 

V(u(t» ~ V(u(O» + ~Jn U~(OIX) dx . 

and potential 
We have the 

(5.6) 
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Thus if ue is an equilibrium which furnishes a strict local 
minimum for V this indicates that if u(O) - ue and Ut(O) 
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are small then u(t) - u(O) remains small for t > O. The 
difficulty here is that the best one could hope for is that 
(5.6) implies that Ilu(t) - uel 1Hl(Q) and perhaps a functional 
of the form fQ ~(u-ue) dx remain small. If the number of 

space dimension is 2 or 3 this is not strong enough to estimate 
Ilu(t) - uel ILoo' If the nonlinearity g is rapidly growing 
at infinity this failure prevents one from showing that 
u (t) -ue is small in any stronger topologies.ln particular even if 
V has a strict absolute minimum at ue _and if (u(O) ,Ut(O» e 
Co(Q) 2 is close to (ue,O) in the Coo(Q) topology it is not 
known whether the solution of (5.1) with data (u(O), Ut(O» 
can be continued for all t ~ 0 as an element of C([O,oo) IH2(Q». 
As a result we abandon the approach of Dirichlet. 

Again relying on our experience with the ordinary differen­
tial equation (5.3) we are· lead to guess that if the second 
variation o2V<ue > is positive definite then not only must V 

have a strict local minimum but the stability may be proved by 
linearization. Now, 

which leads to the following guess: If -~ + g' (ue ) with 
Dirichlet boundary conditions is a positive definite operator 
on L2(Q) and if a > 0 in Q then ue is exponentially stable. 

We begin the demonstration by putting the problem into the 
framewoTk of sections two and three. Let H be the Hilbert 
space Hl(Q) e L2(Q) and let A be the operator on H defined 
by 

o o 
V(A> = H2 (Q) fI Hl (Q) 6) HI (m (5.7) 

A($,$) = ($,~$ - a$) for ($,$) E: VeAl • (5.8) 

Then provided that Q is reasonable A generates a Co 
contraction semigroup on H (see [6),[9) Let 

(5.9) 

for b e V(B) 

Define an operator A on B by 
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veAl {b c B:Ab € B} I Ab Ab 
for b c VeAl 

(5.10) 

Then A generates a Co contraction semi group on B. c'oncerning 
g and we suppose that 

g 6 c 2 (IR) , f E:. Hl (m and flaQ = g(O) Then (5.11) 
J:(~,~) + (O,g(~) - f) maps B into 
itself, satisfies (2.3) and (2.5), and 

dJ<~,~>(X,n) = (O,g' (~)X) 
o 

With these conventions if u E:. C([O,oo) IH2(Q) A Hl(Q» satisfies 
(5.1) then U = (u,Ut) c C([O,oo) IB) and satisfies 

Ut = AU + J(U) (5.12) 

Conversely if U = (ul (t),u2 (t» satisfies (5.12) then 
au l 0 

u2 (t) = - and u l c C([0f1IH2(Q) n Hl(Q» satisfies (5.1) • 
at 

Now suppose Ue 
Then Z = (v,w) 

= (Ue'O) € B is an equilibrium solution of (5.12). 
satisfies the linearized equations. 

Zt = AZ + dJ<u >Z (5.13) 
e av 

if and only if w and v satisfies the linearization = at 
of (5.1), namely, 

Vtt - av + a(x)vt + g'(ue)v a on [0,00) x Q (5.14) 

v = 0 on [0,00) x aQ (5.15) 

We now state the main result. 

THEOREM 15. Suppose Q C~n with n < 3 is open and lies on 
one side of its smooth compact boundary, aQ , and that 
f,g, and B, are as described in (5. 7)-(5.11). In additi~n, 
suppose that a E:. c 2 (n) and min a > O. If ue c H2(Q)~Hl(Q) 
is a solution of the equilibrium equation -aue + g(ue ) = 0 
and if the self adjoint differential operator -a + g'(ue ) with 
domain H2(O)nHl(O) is strictly positive then there is an 
open set 0 C B with (ue,O) EoO such that f~r a~y b € 0 there 
is a unique u € C([o,00);H2(Q){\Hl(O»)I1cl([0,00):Hl(Q» which 
satisfies the differential equation (5.1) and the initial 
condition (u(O),Ut(O» = b. In addition there are positive 
constants cl,c2 independent of b such that 

lIu(t) - ueIlH2(O) + lIut(t)IIHl{Q) < 

cle-c2t d lu(o) - uel IH2 (Q} + I lut(O)1 I Hl(O» 
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Proof. It suffices to prove that solutions 
equations (5.13) decay exponentially in B 
must find positive constants d l and d2 

II-exp t(A + dJ<u JI < d l e-d2t 
e 

of the linearized 
That is, we 
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such that for t > 0 

(5.16) 

where I I I I is the norm in Hom (B) • As in the proof of 
Theorem 13 in section 4 it suffices to prove estimate (5.16) 
where I I I I is the norm in Hom (H) • The brief details of this 
reduction are omitted. Since -6 + g' (ue) is strictly positive, 
a > 0 , and the linearized equations are equivalent to (5.14), 
(5.15) this decay result can be proved by the methods of [9]. 
For completeness we give a more elementary proof which yields 
a less sharp estimate on the rate of decay. The idea is to 
construct a Lyapunov function analogous to those used in the 
study of the ordinary differential equation (5.3). I would 
like to thank Professor Dafermos_ for teaching me this method. 

Let ~:H +m be defined by 

<ll(v,w) r w2 + luvl 2 + g' (u )v2 + avw + S(x)v2 dx 
~ e 

where a is a positive constant and S t C(Q) a positive 
function to be chosen below. The first restriction on ¢ is 
that ¢1/2 should be equivalent to the norm in H. The 
positivity of -6 + g' (ue ) implies that there is a constant c 
such that 

Thus to show that 

¢(v,w) ~ c211v,w112 
H 

it suffices to choose a and S so that 

2 
a < 4S(x) Vx En. 

Next we would like ¢(z) to decrease exponentially 
a solution of the linearized equations (5.13). If 
(v(t) ,w(t» then a tedious computation shows that 

d 
ft.4>(v(t) ,w(t» I17vl 2 + g'(u )v2 dx 

e 

+ In '(a - 2a)w2 + (2B - aa)vw dx 

if z 
Z(t) = 

(5.17) 

(5.18) 

is 
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We choose 
1 

sex) = za{x)a so that the last term vanishes and 

a is chosen so that 

ex < 2a 'Ix E: Q 

With this choice (5.18) holds automatically and there is a 
positive constant C3 independent of Z so that 

~(Z(t» ~ -C3~(Z(t» so 

~(Z(t» < e-c3t~(Z(O» for t > 0 . 

(s.19) 

(S.20) 

Since ~1/2 is equivalent to the norm in H this proves (5.16) 
and therefore completes the proof of the theorem. 

Example. Let a{x) = £ > 0 and g(u) = yu + u)ufr-l where 
y > O,r ~ 2 and f = 0 and Q =m3 . The resulting equation 
is the nonlinear Klein Gordon equation with friction 

I I r-l 
Utt - Au + yu + u u on 

3 [0,00) x m (5.21) 

The equilibrium is Ue = 0. Then g'{ue ) = y so 0 

-/\ + g' (ue) = -A + y which is strictly positive on H2{Q)nHI(Q) 
We conclude that if (u(O),Ut{O» is sufficiently close to 
zero in B then there is a unique u continuous on 
[0,00) with values in H2 and Cl with values in HI which 
satisfy (s.21) and Ilu(t) IIH2 + Ilut{t) IIHI decays exponentially 

as t + +00. Note that it is not known whether there is global 
existence of such smooth solutions to (s.21) when the data is an 
arbitrary member of B. 
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§6. DIFFICULTIES WITH HIGH DIMENSIONS AND GENERAL BOUNDARY 
CONDITIONS 
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In the previous two sections we studied one problem with 
Neumann boundary conditions and one with Dirichlet conditions. 
These two boundary conditions have the desirable property that 
if w satisfies the boundary condition then so does g(w) 
(provided g(O) = 0 in the Dirichlet case). This property is 
not shared by more general boundary problems. For example, if 
one wanted to study the parabolic problem 

u = t 
t,u - g(u) on [0, (0) x rI (6.1) 

dU 
a(x)u [O,eo) x drl (6.2) d\i = on 

it would be natural to take 

B ={t/J € H2 (rI) :~~ = a(x)t/J on d~} . 

However, if J (t/J) = -g (t/J) it is not true that J maps B to 
itself. Thus the theorems of sections two and three do not apply. 
On a formal level one can still linearize at a solution u to 
get the linearized equations 

v t = t,v - g' (u)v on [0,(0) x rI 

dV 
-= 
d\i 

av on [O,co) x d~ 

and it is more than likely that decay for the linearization at an 
equilibrium implies stability. It seems to me that the appropri­
ate point of view might be consider the differential equation as 
defining a flow, on a larger space, in which B is invariant. 
For nonlinear boundary conditions the larger space may even be a 
nonlinear submanifo1d of a Banach space. These problems are wide 
open. 

If one tries to extend the results of sections four and five 
to higher dimensions similar difficulties arise. One wants to work 
in a Banach space B with the property that nonlinear maps are 
well-behaved on B. In §4 and §5 this was achieved by choosing 
B to be the domain of an appropriate elliptic operator with 
B C H2(rI) c C(~) • A natural generalization is to take B to be 
the domain of a power of such an operator. This idea does not 
work as well as one might hope. For example, consider the 
problem of §4. Let 

B2 = D(A2) = {1jJ e H4 ([2): ~~ = ddt,\)1jJ = 0 on Clrl} 
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If J is defined by J(~) = g(~) we ask whether J maps B2 
into itself. If 00 is not a hyperplane it does not. As an 
example suppose 0 is the disc, that is, 0 {x e~21 Ixl 2 < l} 
using polar coordinates one finds that ~ e H4 is in B2 if and 
only if 

~r = ~rrr - 2~crcr + ~rr - 0 when r = 1 . 

For such ~ we find that for r = 1 

a 2 
or(t.g(~» =-2g"(~)~e 

which need not vanish. 

For parabolic problems 
use Sobolev spaces based on 

B = {~ e H (Q):a~ = 
2,p oV 

there is another 
Lp . If 

0 on 00} • 

way out. One may 

Then if p > n/2j B C C(O) and J maps B to itself nicely. 
In this way the results of section 4 may be extended to arbitrary 
dimensions. To carry this out one must prove decay of the linearized 
equations in H2,p' This is done as follows. Choose N > 0 
so that V(AN) ~ H2,p(Q) where A is defined as in §4. Then 

A + dJ<u > N 
e e: H2 + D(A ) 

,p 

continuously by virtue of the smoothing properties of the heat N 
operator. Then for t > lone finds decay in the norm of D(A) 
which proves decay in H2 . ,p 

We next consider the wave equation of §5. With A as in 
that section we might try 

B = D(A2) = {(~,~):~ e H4 (0) n Rl(O) 

~ e H2 (0) 0 Hl(Q) , and, t.~ e Bl(Q)} 

Here J(~,~) = (O,g(~)-f) is a well behaved map of B into it­
self provided 9 and f satisfy (5.11) and n ~ 7 (One needs 
H4 (m c. C (m) • In this way the results of § 5 may be extended to 
dimensions n < 7. Unfortunately it is not true that J maps 
V(A3 ) to itself so one reaches an impasse at n = 8. For the 
wave equation, one cannot use Sobolev spaces based on Lp for 
p > 2 since according to a theorem of Littman [7J, A does not 
generate a semi group on these spaces. Formally, linearization 
works in all dimension and I fell that there must be a way to 
make it rigorous. This remains an open problem. 
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In this talk an approximation theory for semi-groups of 
linear operators and its application to the numerical analysis 
of semi-linear heat equation of blow-up type will be discussed. 

In §l, the Trotter-Kato's Theorem will be reformulated, 
and the variable time step approximation will be discussed. In 
§2, our approximate scheme will be described, and the 
convergence of approximate solutions to the true solution will 
be established. In §3 a numerical algorithm for the blow-up 
problem will be proposed with a justification. 

Main part of this talk is a product of the collaboration 
with Dr. Nakagawa in Tokyo. Details of proofs will be reported 
in our works [8] and [9]. 

1. A VARIANT OF TROTTER-KATO'S THEOREM 

Let X be a Banach space. The totality of bounded linear 
operators is denoted by L(X). In this article a CO-semi-group 
T(t) E L(X) (t ~ 0) is simply called a continuous semi-group. 
An L(X)-valued ~tep function T(t) (t ~O) is called a discrete 
semi-group with time unit T (T > 0) if there exists an operator 
T(T) E L(X) satisfying 

T(t) = T(T)[t/T] for t ~ 0 

where [ ] denotes the Gaussian bracket. The generator of a 

Garnir (ed.), Boundary Value Problems for Linear Evolution Partial Equations. 351-362. 
All Rights Reserved. Copyright © 1977 by D. Reidel Publishing Company, Dordrecht-Holland. 
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discrete semi-group T(t) is defined by 

A sequence of Banach spaces {Xh : h > O} is said to 
K-conve~e (or converge in the sense of Kato) to a Banach space 
X (Xh ~X), in short if there exist approximating operators 
Ph E L(X,Xh) satisfying the following conditions (K.l) and (K.2): 

(K.2) 

sup! 1Pl1xII < 00 and lif11 IIrhx!I = !lxl! for any x E X. 
h>O h+O . 

For any xh E ~ can be expressed as ~ = Phx(h) 

(K.l) 

with some x(h) E X satisfying II x(h)11 ~ Nil ~II , 
where N is independent of h. 

Now we fix a sequence of Banach spaces {Xh } which 
K-converges to a Banach space X. A sequence {xh E Xh} is said to 
K-converge to a point x EX (Xh ~x, in short) if 
~~ II xh - PhxlI = 0, and sequences {xA,h E Xh}AEA are said to 

K-converge to points xA E X uniformly in A E A if limll xA h-PhxJl 
h+O ' 

= 0 hold uniformly in A E A. A sequenceK{Ah E L(Xh)} is said to 
K-converge to an operator A E L(X) (Ah ~ A. in short) if 
Ah:hx ~ Ax for any x E X, and sequenc:s {A~.h E.L(~ht}~~~\are 
saJ.d to K-converge to operators A).. S L(.<) unlforrr.J.y .iT' >- E '_, 
if A1.,hPhX..!S. A),x i.miformly in A E " for any x e Y.. 

Let us fix a continuous semi-group T(t) £ L(X). And let A 
be its generator. Suppose that there is either a sequence of 
continuous semi-groups 'I'll (t) £ L( Xh ) or a sequence of discrete 
semi-groups Th(t) £ L(~) with time unit Th. Let ~ be the 
generator of semi-group Th(t). When the di3crete semi-groups 
are considered, it is always assumed that fi~ Th = O. 

Consider the following three conditions: 
(A) (Consistency). For some complex number 

exist (A - ~)-l £ L(~) (h > 0) and (A 
satisfying 

(B) (Boundedness) For some T < 00, 
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sup 11Th ( t ) II < 00 • 

h, O~t~T 
( C) ( Converg",~c e). For any T < 00 

Th(t)~ T(t) uniformly in t E [O,T]. 

Then we tave the following result. 
Theorem 1.1. (A-B-C Theorem). The conditions (A) and (B) 

hold if and only if the condition (C) holds. 

In case Xh = X and Ph = I, Theorem 1.1 is a corollary of 
Trotter-Kato's theory of approximation of semi-groups (Cf. 
Trotter [10], Chapter IX of Kato[I]). The notion of 
K-convergence is suggested in [1]. One can easily obtain the 
proof of Theorem 1 if he modifies Kato's treatment in [1] 
appropriately. See also the author's work [13]. 

For the convenience of our purpose, we discuss here a 
variable step approximation of semi-groups in a restricted 
siluation. Let the operator A generate a continuous semi-group 
et in the space X. Assume that there is a sequence of 
bounded operators ~ E L(~) satisfying the following conditions: 

(1.1) For any T < 00 

uniformly in t E [O,T]. 
(1.2 ) For any h there is a positive number 'h such that 

for any T ~ 'h. 

This condition implies 

for any hand t. 

An infinite sequence ~ of positive numbers: 

is said to be 
choose a time 

(l.4 ) 

and that 

a time mesh vector. Fix T > O. 
mesh vector ~h satisfying that 

II 't: h II = sUP 'I ~ 'Ih 
00 ,E:1Lh 

II 'I > T. 

For any h > 0 
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Let us define a family of evolution operators {Uh(t,s): 
o ~ s ~ t ~ T} as follows 

t_l = _00, to = 0, tJ'+l = t + L (j ~ 0) 
j j 

n 

{ 
IJ: (1 + LkAh ) if tn+2>t~tn+l>tJ'+1~s>tJ" 

Uh ( t , s) = k
l
= J + 1 

if tn+2 > t ~ s > tn' 

Let "T = {( t ,s ): ° ~ s ~ t ~ T}. 
Theorem 1.2. Under the above assu~ptions, 

Uh(t,S) K-converges to e(t-s)A uniformly in (t,s) £ "T if 

" t.h II 00 ---t ° as h ~ O. 
Remark 1.1. Let {oh: h > O} be a sequence of positive 

numbers such that lim 0h = 0, and that 0h ~ Lh . Consider a 
h~O 

family ~ = {~h: h > O} of time mesh vectors ~h satisfying (1.5) 
and 

(1.4)1 

We regard this family ~ as an index, and denote by M the 
totality of these indices. Then for each ~ £ M, Theorem 1.2 
holds. It is, however, to be noted that the convergence is 
uniform with respect to the index ~ £ M. 

2. THE LUMPED MASS APPROXIMATION OF THE SEMI-LINEAR 
HEAT EQUATION 

We consider the following problem. cu 
•• 

u + 
f(u) , x £ n, t > 0, 

at 

(E) u(t,x) = 0, x £ r, t > 0, 

u(O,x) = a(x) , x £ n, 

where the set n is a bounded open set in mn with the smooth 
boundary r. The function f(u) is assumed to be Lipshitz 
continuous in the variable u, and a(x) to be continuous on 0 
vanishing at r. 

First we impose the following assumptions on the problem 
(E) . 

Assumption 1. For some fixed T < 00, there exists one and 
only one solution u(t,x) of (E) such that 

(1) u(t,x) £ C([O,T] x 0), 
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(2) u(t,x) is continuously differentiable in t and twice 
continuously differentiable in x for 

(t,x) E (O,T) x Q. 

Assumption 2. There is a sequence, {nh 
polyhedral domains contained in Q such that 

h > O}, of 

( n.l) 

(n.2) 

nhl ::> ~2 if hI ~ h 2 , 

max dist(x,f) 7 0 as h 7 0 where fh 
x E f}] 

boundary of ~. 

is the 

We consider the lumped mass approximation of (E) in the 
following manner. 

A family@b of finite numbers of closed nondegenerate 
n-simplices is said to be a triangulation of the bounded 
polyhedral domain Qh if the closure TIh is expressed as 

(T.l) ~ = U T 
T E~ 

such that the interior of any simplex of~ is disjoint with that 
of another simplex of crh, and such that anyone of faces of a 
simplex is either a face of another simplex of @t, or else is a 
portion of the boundary of ~. 

Now let us define the notion of the lumped mass region 
B = Bb corresponding to the nodal point b with respect to the 
i:;riangulation~. Here we say that a point which is a vertex for 
some T E~ is a nodal point. Let bO = b, bl,·····, bn be the 
vertices of some n-simplex T of~. Let Ai be the barycentric 
coordinate corresponding to the vertex bi (0 ~ i ~ n). Then 
the barycentric subdivision B1T of the simplex T corresponding 
to the point b is defined as follows: 

AO(X) 

BbT = {x: 1 ~ AO(X) + Ai(X) > 1/2 

for any i = 1, 2,·····, n}. 

The lumped mass region Bb is the union of the subdivisions BbT 

of simplices T having the point b as its vertex: 

B = I I B 
b ~ is a vertex of T bT' 

The linear shape function corresponding to the nodal point b is 
denoted by Wt(x) , which coincides with A O(x) if x is a point of a 
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simplex T having the vertex b as bO, and equals zero otherwise. 
The characteristic function of the region Bb is denoted by Wb(X). 
Let us count the interior, and boundary, nodal points of ~ as 
bl, b2,"', bN, and bN+l, bN+2, "', bN+M, respectively. And we 
write 

and w. = wb" 
J J 

Following to Ciarlet-Raviart [1], the triangulation@h is said 
to be nonnegative if and only if it holds 

(T.2) ('Vw., 'Vw.) ~ 0 
:J. J 

for H:j, 1 ~ i ~ N, 1 ~ j ~ N+M. 

For any simplex T, its diameter and the maximum of the 
diameters of the inscribed spheres of T, are denoted by h(T) 
and P(T) respectively. 

Assumption 3. For any h > 0, there is a nonnegative 
triangulation ~ of nh such that 

(T.3) max h(T) ~ h, 
Te:@b 

and that 

(T.4) . f . P(T) > 
w mw h ( T) = Y 
h Te:~ 

o. 

A 

Now we introduce 
the space V - H5(n). 

the space Vh and Vh as an approximation of 
Namely we have 

N 
Vh = {~= E a.w.}, 

j=l J J 

where the scalers aj(~ ~ i 
element of the space Vh or 
the whole IT taking zero in 
Linear mappings Jh from Vh 
defined as follows, 

N 
Jh~ = Jh ( E a.w.) = 

j=l J J 

N 

~1\ = ~(E a.w.) = 
j=l J J 

N 
Vh = {~= E a.w.} 

j=l J J 
~ N) take arbitrary values. An 
Vh is considered to be defined on 
the complement of its support. 
onto Vh and Kh from Vh onto Vh are 

N -E a.w. = ~, 
j=l J J 

N 
E a.w. = Uh · 

j=l J J 

Hereafter correspondence ~ ~Uh wi*l be frequ~ntly used. The 
orthogonal projections from L2(n) to Vh, and to Vh, are denoted 
by Ph' and ~, respectively. Let X be the space of real valued 
continuous functions on IT vanishing at r: 

X = CO(n) = {u e: C(IT): u(x) = 0 for x e: r}. 
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'V A 

The interpolation operator Ph from X onto Vh is defined as 
N 

(fihu)(x) = ~ u(b.hl.(x) foru £: X, 
j=l J J 

and Jh~h is denoted by Ph' 

The function f naturally mapps the space Vh into itself. 
N 

Namely we have for Uh = ~ a.w. £: Vh , 
j=l J J 

N 
f(uh ) = ~ f(a.)w. £: Vh' 

j=l J J 
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Now we introduce the negative definite self-adjoint operator Ah 
in Vh defined by the formula 

(Ah~h' ~h) 2 = -(V$h' V~ ) 
L (Qh) h L2 (Qh) 

for any ¢h' ~h E Vh' 

Let 

Now we fix an index set M mentioned in Remark 1.1. For any 
index V = {~h: h > a}, we have the following explicit 
approximation of (E). 

Find the Vh-valued function uh(t) such that 

Theorem 2.1. Let ~(t,x) be the solution of (E~h)' Then 

lim max I ~(t,x) - u(t,x)1 = o. 
h-+O O~:t~T,x £: rlh 

This convergence is uniform with respect to ].l £: M. 
Remark 2.l. Consider the set CO(~), and Vh, as 

space X, and Xh, respectively, with the maximum norm. 
the sequence of spaces {Xh: h > O} K-converges to the 
with the approximating operators Ph. Let {Tt: t ~ O} 

a Banach 
Then 

space X 
be the 
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continuous semi-group in X = CO(n) corresponding to the heat 
equation with the Dirichlet boundary condition. The generator 
A has the bounded inverse A-I E L(X). With the aid of the 
result of Ciarlet-Raviart [1], we have Ah-l ~A-l On the 
other hand Fujii [2] established that if T ~ Th then 
II (1 + TAh ) II L(Xh) ~ 1. This implies II etAhll L(Xh) < 1. By 

Theorem 1.1, we have etAh ~ etA uniformly in t E [O,T]. 
Hence the conditions (1.1) and (1.2) hold. 

3. A NUMERICAL ALGORITHM FOR THE BLOW-UP PROBLEM 

In the problem (E), we further assume that f' is a positive 
convex function satisfying that for some positive y and C 

l+Y 
f(u} ~ Cu as u + 00. 

The initial data a(x) is continuous on n vanishing at r, the 
totality of such functions is denoted by CO(n). By Kaplan's 
classical argument [6], the solution u(t,x) tends to infinity 
at a finite time T for some a(x). This fact is called the 
blowing-up of solution, and the time T is called the blowing-up 
time or the finite escape time. Fujita studied extensively this 
problem in [3], [4] and so forth. There are also some works 
based on different criteria by other authors, for example, 
Tsutsumi [11], [12], Ito [5], among others. 

Now we provide a numerical method of (E) by making use of 
the finite element approximation of lumped mass type, based on 
Kaplan'Fujita's criterion. 

3.1 Kaplan-Fujita's criterion 

Let A denote the smallest eigenvalue of -~ with the 
Dirichlet boundary condition, and let ~(x) denote the eigen­
function associated with A, ~(x) being normalized as 

{ 
~(x) > 0, X E n, 

fn~(x)dx = 1. 

Denote by J(t) the inner product of u(t,x) and ~(x), i.e., 

Definition 3.1. The classical solution u(t,x) of (E) 
J-blows up at t = T if and only if 
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f U(t,X) £ C([O,T),c/n)) satisfies (E), 

l lim J(t) = 00 

ttT 

Let Jl be the largest positive root of the equation of 

-AJ + f(J) = O. 

If the equation has no positive roots, then let Jl = o. 
Proposition 3.1. The solution u(t,x) J-blows up at a 

finite time T if and only if there exists a to ~ 0 such that 

{
U(t,X) £ C([O,tOJ. cO(n)) satisfies (E), 

J(tO) > J l • 

Corollary 3.2. 
above as 

The blowing-up time T is bounded from 

3.2 An algorithm for controlling time steps 

Proposition 3.3. If (V~i,V~j) ~ 0 for i ~ j, 
L2(Oh) 
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1 ~ i ~ N, 1 ~ J ~ N+M, then it holds that the smallest 
eigenvalue Ah of -Ah is simple, and that there is the associated 
eigenfunction $h(X) normalized as $h(X) ~ O(x £ 0h)and 
f $h (x)dx = l. 
°h 

Define Jh(t), the discrete analogue to J(t), by 

Let 
1 

J h denote the largest positive root of the equation of 

-AhJ + :f(J) = o. 

If the equation has no positive roots, then let J h
l = O. 

Define Th by the formula 

T = min II w.112/1l vw.1I2. 
h l~i<N 1 1 
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Choose a fixed value of T which is not greater than Th. Then 
our algorithm for controlling the time step Tn is given by 

and 

if Jh(tn_l ) ~ J:n\ 

Jh(tn)-Jh(tn_l) 
{T,_>... Jh(t )+f(J (t ))} 

h n h n 
otherwise, 

for n = 1, 2, 3,····. 

Definition 3.2. The solution Uh(t,X) of (Eh~) where ~ is 
the time mesh vector obtained by the algorithm described 
above, Jh-blows up at t = Th if and only if 

E T < n 
n=o 

"". 

Corollary 3.4. 
finite t = Th, then 

If the solution uh(t,x) Jh-blOws up at 

Proposition 3.5. The solution Uh(t,x) Jh-blows up at a 
finite time Th if and only if there is a tn ~ 0 such that 

1 
Jh(t n) > J h . 

Corollary 3.6. 
above as 

The blowing-up time Th is bounded from 

00 dJ 
Th ~ t n + Tn + f ( )--A-h""::J==--+-f""'("""'J""") 

J h tn 

3.3 Convergence of the blowing up time 

Theorem 3.1. Assume the following two conditions: 

( i ) Ah -+ A and cP h -+ cp in L 2 ( Q ) as h -+ O. 

(ii) Let the solution u of (E) J-blow up at a finite time 
T. For any T' < T and for any sufficiently small h, 
there is a solution Uh(t) of (Eh~h) for 0 ~ t ~ T' 
satisfying max Iluh(t)-u(t)1I -+O-ash-+O. 

O~t~' 12(Q) 
Here 1I:h is the time mesh vector obtained by (3.2). 
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Then it holds that 

Th -+ T as h -+ 0 

provided that lI1[h II 00 -+ 0 as h -+ O. 
Remark 3.1. Because of Theorem 1.1 and Corollary 3.4, 

the condition (ii) of Theorem 3.1 follows from the fact that 
for any fixed T' < T one can choose hO in such a way that Uh(t) 
never blows-up within the interval [O,T'] if h ~ hO' This fact 
is also implied by Theorem 1.1. In fact, let hO be such that 

max max lu; (t,x) - u(t,x) I ~ 1 
O~t~T' xdl 

for any VEM and h ~ hO in the situation of Theorem 1.1. This 
implies that there is a finite number N satisfying 

sup II uhV(t) II = N < 00. 

O~t~T', llEM,h~hO L2(n) 

Assume that there is a solution Uh(t) Jh-blowing up at 
t = Th < T'. Then there is a mesh point tn such that 
II uh(tn ) II >Nsince II<phlllluh(t)11 ~Jh(t) too. This 
contradicts the condition (3.3), since there is a V containing 
the time mesh vector in the form 

~h = (TO' Tl ,"', Tn_I' Tn_I"") 

where Tj, 0 ~ j ~ n-l, are the mesh lengths determined by our 
algorithm. 

It is seemingly well known that the condition (i) of 
Theorem 3.1 holds under the Assumptions 2 and 3 in §2. 
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PROPAGATION OF SINGULARITIES FOR HYPERBOLIC MIXED PROBLEMS 

S. Wakabayashi 

Depertment of Mathematics, University of Tsukuba, 
Ibaraki, Japan 

1. INTRODUCTION 

Duff [4] studied the location and structures of singularities of 
fundamental solutions for hyperbolic mixed problems with constant 
coefficients in a quarter-space making use of the method of sta­
tionary phase. Deakin [3] treated first order hyperbolic systems 
by the same method. However, it seems that it is difficult to apply 
the method to the study of fundamental solutions for more general 
hyperbolic mixed problems. Matsumura [7] gave an inner estimate of 
the location of singularities of fundamental solutions which cor­
respond to main reflected waves, making use of the localization 
method developed by Atiyah, Bott and Garding [1] and Hormander [5]. 
A localization theorem describing the location of singularities of 
fundamental solutions which correspond to lateral waves was ob­
tained by the author [13] under some restrictive assumptions. In 
[14] the author proved a localization theorem describing the loca­
tion of singularities of fundamental solutions which correspond to 
main reflected waves, lateral waves and boundary waves. Tsuji [12] 
also studied the same problem in the cases where operators are ho­
mogeneous and obtained similar results. On the other hand outer 
estimates of the location of singularities of fundamental solutions 
were given in [15] by the same method as in [1] which treated the 
Cauchy problems. 

Microlocal parametrices for hyperbolic mixed problems with 
variable coefficients were constructed in some cases by using the 
theory of Fourier integral operators (see [2], [9], [11]). Micro­
local parametrices for the Dirichlet problem for second order op­
erators were constructed at diffractive points by Melrose [9] and 
Taylor [11]. But it seems that it is very difficult to construct 

Garnir (ed.), Boundary Value Problems for Linear Evolution Partial Equations. 363-384. 
All Rights Reserved. Copyright © 1977 by D. Reidel Publishing Company, Dordrecht-Holland. 
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microlocal parametrices at glancing points which are not diffrac­
tive. On the other hand there is a question of constructing micro­
local parametrices when Lopatinski's determinant has real zeros. 
Although there are no difficulties in so doing, we can investigate 
reflection of singularities corresponding to boundary waves by the 
construction of microlocal parametrices (see [16]). 

We summarize now the contents of this note. In §2 we shall 
give inner and outer estimates of wave front sets of fundamental 
solutions for hyperbolic mixed problems with constant coefficients 
in a quarter-space (see [14], [15]). Lateral waves arise from the 
presence of branch points in reflection coefficients and boundary 
waves are caused by real zeros of Lopatinski's determinant. The 
results obtained in §2 will show that the above characterizations 
of lateral waves and boundary waves are valid. In §3 we shall in­
troduce the results for hyperbolic mixed problems in plane-strat­
ified media which were obtained by Matsumura [8]. In §4 we shall 
construct microlocal parametrices for hyperbolic mixed problems 
at non-glancing points in the case where Lopatinski's determinants 
have real zeros. 

2. WAVE FRONT SETS OF FUNDAMENTAL SOLUTIONS 

Let Rn denote the n-dimensional euclidean space and write x,=(~, 

••• x ) x"=(x ••• x ) for the coordinate x=(x ••• x ) in Rn 
, n-l ' 2" n l' , n 

and ;'=(;l""';n_ll, ;"=(;2""';n)' ~=(;';n+1) for the dual coor-

dinate ;=(;1""'; ). We shall also denote by Rn the half-space 
n 1 + 

tx=(x',x )ERn ; x >O} and use the symbol D=i- (a/axl,··o,a/ax ). n n n 
Let p=p(;) be a hyperbolic polynomial of order m of n variables; 

with respect to 8=(1,0,0",0) in Rn in the sense of Garding, i.e., 

pO(8)~0 and P(;+s8)~0 when; is real and Im s<-yo' where pO denotes 

the principal part of P. Moreover we assume that pO(O,ooo,O,l)~O. 
In this section we consider the mixed initial-boundary value prob­
lem for the hyperbolic operator P(D) in a quarter-space 

P(D)u(x) = f(x), 
k 

(DIU)(O,x") = 0, 

Bj(D)U(X)!Xn=O = 

n 
xER+, Xl>O, 

x >0, O~k~m-l, 
n 

0, xl>O, l~js:.L 

Here the B.(D) are partial differential operators with constant 
J 

coefficients and the number i of boundary conditions is equal to 
that of the roots with positive imaginary part of the equation 
P(;'-iy8',A)=O with respect to A, where y>yO' 
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Let us denote by r=r(p,e) (eRn) the component of the set {~E: 

Rn; pO(~)#O} which contains e and put ro={~'8Rn-l; (~, ,0)E:r}. When 

~'E:Rn-l_iYoe'-iro' we can denote the roots of p(~' ,A)=O with re­

spect to A by A~(~,), ••• ,A~(~,),A~(~,), ••• ,A~_~(~')' which are 

enumerated so that 

Im A+(~') 
k 

> 0, ls:ks:~ , 

Im A~(~' ) < 0, ls:k.s:m-L 

Put 

P+(~I ,A) 
~ (A-A;(~'))' ~' Rn- l . 8' 'r = TIj=l E: -lYO -1 O. 

We now define Lopatinski's determinant for the system {P,B.} by 
J 

R(~') = det ((2ni)-lf P (~)-lB.(~)sk-ld~ ). kIn' 
+ J n n J, = ,".,~ 

, Rn - l . 8' 'r ~ E: -lYO -1 O. 

We assume throughout this section that 
vI Vq 

(A.l) p(~) = Pl(~) "'Pq(~) , 
where the P.(~) are distinct strictly hyperbolic polynomials with 

J 
respect to 8, 
(A.2) the system {P,B.} is ~-well posed, i.e., 

J 

RO(_i8') # 0, 
n-l 

R(~'+s8') # 0 for ~'E:R and Im s<-Yl , 

where RO(~I) denotes the principal 

R(t~') = thORO(~I) + o(thO ) 

(see Sakamoto [10]). 

part of R(~'), 

as t~ 

i. e. , 

(2.1) 

Now we can construct the fundamental solution G(x,y) for {P, 
Bj } which describes the propagation of waves produced by unit im-

pulse given at position y=(O,y") in R~ (see [10], [12]). Write 

G(x,y) = E(x-y) - F(x,y), XE:R~, xl>o, y=(O,yll)E:R~, 

where E(x) is the fundamental solution for the Cauchy problem rep­
resented by 

E(x) = (2n)-nfRn. exp[ix,~]p(s)-lds, nE:Yo8+r. -In 
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Then the reflected Riemann function F(x,y) is written in the form 

F(x,y) = (2~)-n-lf n+l .~ i-lL ji k-l exp[i{(x'-y')·~'-y ~ 
R -In , - n n 

+xn~n+l}](R(~')P+(~"~n+l)P(~))-lRjk(~')Bk(~)~~:id~, 

ney18+r, n'ey18'+rO' nn+l=O, 

where 

R.k(~') = (k,j)-cofactor of «2~i)-lf p+(~)-lB.(~)~k-ld~ ). 
J J n n 

F(x,y) has to be interpreted in the sense of distribution with re­

spect to (x,y) in R~xR~. We put 

F(x',y ,x ) = F(x,O,y ) 
n n n 

and regard F(x',y ,x ) as a distribution on X=Rn-lxRlxRl . 
n n + + 

2.1 Localization theorem 

Put 

r = {~'eRn-l; (~',~ )er for some ~ eRl }. 
n n 

Then R(~') is holomorphic in Rn- l -iY08'-if. Let us denote by E= 
n-l • 0 

r(R,8') (CR .) the component of the set {~'er; R (-i~')#O} which 
contains S'. L is an open convex cone and we have 

R(~' ) 

Let ~O, be 

n-l • # 0 for ~'eR -iy18'-ih. 

arbitrarily fixed in Rn-l,{O} 

o 0 
set of suffixes so that PJk(~ ',~)=O has a real multiple root ~k. 

We define r 0 by 
~ , 

f 0 XRl =r{kllr(PJ. (0, ),8)! 
~ , = k ~ '~k 

Here p 0 is the localization of p at ~O defined by 

plv-l~O+n) = vhp o(n) + o(vh ) as v~. 
~ 

Let p(~) be a strictly hyperbolic polynomial with respect to 

8 and assume that pO(O,l)#O, p(~)~O for ~eRn-iY08-ir. Put 

t • n-l 
If rl=O, then we put r~o,=R 
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p(~',A;V) = pO(~',A)+Vpl(~',A)+ ••• +vm'pm' 

m' -1 -1 (= V p(V ~',v A», 

367 

where deg p=m'. We can assume without loss of generality that A=O 

is an i'-ple root of pO(~O, ,~)=O. Let A(~' ;v) be a root of p(~',A; 
v) such that A(~O"O)=O. Then we have the following 

n-l 
Le~a 2.1. (Lemma 2.5 in [14]) For any compact set K in R 

-iYo8'-ir and any positive integer N there exists 8>0 such that 

A(~O'+vn"v) = EN c (n')vj / i ' + o(v(N+l)/i') 
, j=l j 

if n'8K and Ivl<8. If ~'=l, the c.(n') are polynomials of nt, and 
J 

if i'>l, the c.(n') are equal to Ef " t (polynomials of n')x 
J lnl e sum 

-n 
c l (n') jk, where the njk are integers. 

cl(n') = const. 
l/~' 

p(~o"O)(n') 

In particular, 

Lemma 2.2. (Lemma 2.6 in [14]) For any compact set K in Rn- l 
-iY08'-if and any non-negative integer N there exists 8>0 such that 

if n'8K and 0<V<8, 

(2.2) 

where QO(n')10, L is a positive integer and hI is a rational num­

ber. Moreover the Qj(n') are holomorphic in Rn-l_iY08'-ir~o, and 

QO(n') is equal to the localization R~o,(n') of R(~') at ~O'. 

Let Q~(n') be the principal part of QO(n'). We denote by t 0, 
• 0 ~ 

=r(QO,8') the component of the set {n'8r~0,; QO(-in')~O} which 

contains 6'. 
. 

Lemma 2.3. (Lemma 2.5 in [15]) E~O, is an open convex cone 
and '" 

QO(n') ~ 0 

QgCn') ~ 0 

n-l • 
for n'8R -iy16'-iE 0 ' 

~t 
n-l • for n'€R -iE 0 . 

1; , 

Let ~~+l be arbitrarily fixed in RI and let {Sk}l k be the s:: .:;;.rO 

set of suffixes so that P~k(~O, '~~+1)=0 and ap~k/a~l(~O' '~~+l)· 

ap~k/a~(~O' ,~)I~=~B+I>O. This implies that ~~+l is a real simple 
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root of p~ (~O, ,~)=O which corresponds to a root with positive 
k 

imaginary part of p~ (~O'_iye' ,~)=O, y>O. Define 
k 

~ _ r 0 ~ n+ 1, (, ) ( ) t 
r(~O' ,~g+l) - ~k=l {~ER , ~ '~n+l Er PSk(~O,,~g+l),e }. 

Let ~O be arbitrarily fixed in Rn+1,{0} and put 

1 ~ • 2 
r ~ 0 = (r (p 0' e ) XR ) {l r ( 0 , 0 ) {l (E 0 I xR ). 
~ ~ ~ '~n+l ~ 

Here we put l'f ~O,-_O, , s 

. . 
r 0 = r ~ I , n+l 

S [R if 
rOO = ~ n+l 
(~ I '~n+l) {~ER ; otherwise. 

Theorem 2.4. (Theorem 1.1 in [14]) Assume that the conditions 
~O n+l 

(A.l) and (A.2) are satisfied and that ~ ER • Then we have 

tN/L{tPOexp[_it(xl.~O,_y ~O+x ~O+l)]F(xl ,y ,x ) 
n n n n n n 

N ~ -j/L (', 
- Ej=O F~O,j(X',yn,xn)t } -+() as t~, in~'(X), N=O,l,···. 

Moreover we have 

co ~ 0 0 0 
V.-O supp Ft'O . (x',y ,x )x{ (~ I ,-~ ,I; +l)} J- S , J n n n n 

C WF(f(x',y ,x)) for ~O#O, 
n n 

and 

Ch[UCOJ.=O supp F~O (x I,y ,x )] c K~O' 
I;,j n n ~ 

(2.3) 

where 

K-O = {(x',y ,x )EX; x"n'-y n +x n 2D for all nEr~O} 
~ n n n n n n+l ~ 

and the closure in (2.3) is taken in X. 

Proof. From Lemmas 2.1-2.3 and Seidenberg's lemma it follows 
that for any non-negative integer N there exist positive constant 
a and c such that 

t ~ n+l 
If rO=O, then r(~Ol ~O )=R 

, "'n+l 
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~ at-l/L(l+lnl)c 
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~ n+l ~ ~ ( ) n+l when nER -is6 and t~l, where s is large enough and 6= 6,0 ER . 

Here FFO .(n) are equal to Ef . 't (polynomial of n)xQO(n,)-nl 
<, ,J 1.n1. e sum / n 

I{O ( , )-n2xp ( )-n31{1 ( )n4 "'k 
x j=l PSj(~O',~g+l) n ,nn+l ~o n k=l Pjk(~O"~k) n • 
Put 

F-O (x' ,y ,x ) = (2n)-n-l f n+l . _ i-lexp[i{x"~'_y ~ 
~ ,j n n R -1.S6 n n 

+x ~ +l}]F- O (~)d~. 
n n ~ ,j 

. Then we have for ~EC~(X) 

<exp[-it{x'·~O,-y ~O+x ~O+l}]F(x"y ,x ),~(x, ,y ,x )> nn nn n n n n 
-PO N - -j/L = t {E. 0 <F-O j(x' ,y ,x ) ,~(x, ,Y ,x »t J= ~, n n n n 

+ O(t-(N+l)/L)}. . 
Q.E.D. 

2.2 Analytic wave front sets 

Lemma 2.5. (Lemma 3.2 in [15]) Let ~O'ERn-l,{O} and let M be 
a compact set in r 0,' Then there exist a conic neighborhood ~l 
( n-l 0 ~ ( eR ) of ~ , and positive numbers C, to such that p+ ~',A) is 

holomorphic in (~, ,A)EAXCl , where 

A= {~'=~'-itl~' In'-iYo6'ERn-l_iRn-l; ~'E~l' 
I~' I~c, n'EM and O<t~tO}' 

Therefore R(~') and Rjk(~') are also holomorphic in A. 

Lemma 2.6. (Lemma 3.4 in [15]) Let K be a compact set in Rn- l 
-it~O,' For any non-negative integer N there exist positive numbers 

Vo and rO such that 

vhlR(v-lr~O'+rn') = rhlEN Q (rn')(vr-l)j/L + o(rhOv(N+l)/L) 
j=O j 

if ron'ERn-l_iY06'-ir~0" an'EK for some aeCl (Ial=l), O<v~vo and 

r~rO' where hO and hI were defined by (2.1) and (2.2), respectively, 

and L is a positive integer. 

by 

o Define the principal parts Qj of Qj and rational numbers qj 
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Qj(rn') = rqj{Q~(n') + r-lQ~(n') +ooo}, Q~(n') t O. 

Moreover it is easy to see that Pj=hl+qj-j/L is an integer and that 

Pj~O. Put 

p = max Pj' ~ = minp=Pj j. (2.4) 

Lemma 2.7. (Lemma 3.6 in [15]) There exists the localization 

ROO (n') of RO(~,) at ~O, and 
~ , 

o 0 
R~o,(n') = Q~(n'). 

o n-l 0 

Moreover R~o,(n') is holomorphic in R -ir~O,. 

00 0 
Let E~O, (=r(R~o"a')) be the component of 

ROo,(-in')#O} which contains a'. Here we define 

the set {n'Er 0,; 
00 0 0 ~ 
L 0 =E if ~ '=0. 

~ 00 
We can also prove that E 0 

n-l 00 ~' 
n')#O for n'ER -iE 0 • 

~ , 

~ , 0 
is an open convex cone and that R ° ( 

~ , 

00 
Lemma 2.8. (Lemma 3.7 in [15]) For any compact set Min E ° 

n-l 0 ~ , 
there exist a conic neighborhood Lll (CR ) of ~ , and positive 

numbers C, to such that 

R(~'-itl~'ln'-iYla') # 0 if n'EM, ~'ELll' I~' 12C and O<t~tO. 

From the above lemmas we have the following 

Theorem 2.9. (Theorem 4.2 in [15]) Under the conditions (A.I) 
and (A.2) we have 

(W(F') C) WA(fI'(x' 'Yn,xn))CV~ERn+l,{o} K~X{(~' '-~n'~n+l)}' 
where 

° 1 - 00 2 r~O = (r(p~o,a)xR )(\r(~o,~g+l)(\(E~o,xR ), 
-0 0 
K~O = {(x',y ,x )EX; x'on'-y n +x n +1~0 for all nEr-O}. 

<, n n nn nn ~ 

Proof. Let us assume that (xO, ,y~'X~,~o, '-~~'~~+l)iK~O. Then 

from Lemmas 2.5 and 2.8 there exist an open conic neighborhood Lll 
( n+ 1 ) (0 0 ° ) - 0. (0 0 CR ,{o} of ~ ',-~ ,~ +1 ' nEr-O' a nelghborhood U of x' ,y , o n n ~ n 
xn ), positive numbers 0, C, to and a rational number a such that 

x'on' - y n + x n < ° when (x' ,y ,x )EU, n n n n+1 n n 
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IR(~'-i(tl~ln'+Y2e'))P+(~'-i(tl~ln'+Y2e')'~n+l-itl~lnn+1) 
xp(~'-i(tl~ln'+Y2e'),-~ -itl~ln )1 ~ ol~la (2.6) n n 

when ~E~l' 1~I~c, O~t~to' where Y2=Yl+l. Let ~ (CC~l) be conic 

neighborhood of (~o, ,_~O,~o 1). Let {¢N(x',y ,x )} be a bounded 
00 n n+ n n 0 

sequence in 
o 0 

Co(U) such that ¢N=l on a fixed neighborhood of (x ' 

y ,x ) and 
n n 

I:5O;¢N I for 10; I ~N , 

where :5=i-l(a/axl,ooo,a/axn_l,a/aYn,a/axn). Let Vt , O~t~to' be the 

chain ~=(~'-i(t~(~)I~ln'+Y2e')'~n+it~(~) Itlnn'~n+l-it~(~) 1~lnn+l)' 
Itl~c, where ~(~)sCoo(Rn+l,{O}) is positively homogeneous of degree 
zero and ~(~)=l on ~, supp ~(~l' O~~(t)~l. From (2.5),(2.6) and 

Stokes' formula we have 

~[¢NF](t) = fRn+l_iY28 ~(~-~)Xi-l~~,k=l(R(s')P+(s' ,Sn+l))-l 

xp(s' '-Sn)-lRjk(s')Bk(s' ,-sn)s~:~d~ = fy + fvto = II + 12 , 

where Y is a compact chain. It is obvious that 

1111 ~ C(CN)N(l+I~I)-N when ~E~. 

Since 1~-~1~6(1~1+1~1) for ~E~ and ~EVtO' we have 

II21 ~ C(CN)N(l+I~I)-N+b for ~E~, 

where b is a constant >n+l and N~b. 

2.3 Some remarks 

-0 -
Let us consider K~O and K~O. 

Q.E.D. 

Lemma 2.10. (Lemma 3.8 in [15]) ~OO C~ 0 and, therefore, 
-0 - ~' ~' 
K-o::::>K-o· 

I; I; 
Lemma 2.11. (Theorem 4.1 in [14]) Assume that each p~(I;0' ,~) 

J 
=0 has no real multiple roots. Then the localization QO(n') of R( 

~,) at ~O, is a hyperbolic polynomial. Moreover Q~(n') is equal to 

the localization of RO(~,) at ~o', i.e. 0; defined by (2.4) is equal 
to zero, if at least one of the following conditions is satisfied: 
(i) The system {P(-D),B.(-D)} satisfies the Lopatinski condition. 

J 



372 S. WAKABA Y ASH! 

(ii) ~o, eoE. 

From Lemma 2.12 we have the following 

Lemma 2.13. Let M be a compact set in EOO • Then there exist 
~ , 0 

a neighborhood U of ~O, and positive number to such that R (~,) is 

ho1amorphic in U-iD and RO(~,)#O for ~'eU-iD, where D={tn'; n'eM, 
O<ts::tO}. 

Using Lemmas 2.12 and 2.13 we can prove the inner semi-conti-
'0 0 nuity of E~, and, therefore, r~. 

'0 Theorem 2.14. Let M be a compact set in E~O,' Then there ex-
o ists a neighborhood U of ~ , such that 

'0 
M C E ~ , for ~'eU. 

. 
In the following example E~, does not have the property of 

inner semi-continuity and V~e:Rn+l,{O} K~x{(~"-~n'~n+l)} is not 
closed. 

Example 2.16. Put n=4 and 

222 2 2 2 
p(~) = (~ -~ -~ -~4+a~ )(~ -~4) a>O, 12331 ' 

2 
B (~) = 1, B (~) = (-~ -i~ )~4 - ~4' 1 2 1 3 

Then we have R(~')=i~3++j~i-~~-~~+a~3' It is obvious that {P,Bl , 

B2} s~tisfies the conditions (A.1) and (A.2). Put ~O=(O,O,-l,O,O) 
and ~J=(l/j,i/j,-l,l/j,l/j), j=1,2,···. Then it is easily seen that 

4 
r(p~O,e) = {ne:R ; n1-n4>O and nl +n4>O}, 

r(~O' ,~~) = {neR5 ; nl +n 5>0}, 
• 3 
E~O, = R , 

4 
r(p~j,e) = {ne:R ; nl -n4>0}, 
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- 5 
r(~jl ,~~) = {neR ; n1+n5>O}, 

• 3 
L~jl = {neR ; n1-n2>O}. 

Thus (3,-1,O,1,1)iK~O and (3,-1,O,1,1)eK~j' This implies that 

V~€R5,\{0} R~x{(~1 '-~4'~5)} is not closed. Using the following lem­

mas and Lemma 8.3 in [1] after some calculations we can show that 

K~ =v;=o supp F~,/Xl .Y4,x4)' 

Lemma 2.17. Let fj (j=1,2) be non-negative measures and assume 

that supp f.=C., where Cj is a closed cone included by the set {x 
n J J 

€R ; x·e>o}v{o}. Then fl*f2 is well-defined and a non-negative 

measure. r.foreover supp (f1 *f2 )=C1 +C2 • 

Lemma 2.18. Let f1 be non-negative measure and assume that 

af2 is non-negative measure when a€C~(Rn) and a(O)=O and that supp 
n fj=C j , j=1,2, are closed cones included by the set {xeR ; x·e>o} 

o 0 0 V{O}. If x tCl and x €C1+C2 then x esupp (f1*f2). 

As for Example 2.16 we can show that 

\J~€R5'{O}\J~=0 supp 'F~,jX{(~1 '-~4'~5)} 

=V~€R5,{0} Kt{(~1 '-~4'~5)} ~ WF('F) C WFA('F) 

CVhR5,\{O} K~X{(~I '-~4'~5)} 
and that 

-0 for ~ ::fo. 

Moreover Lemma 2.11 implies that {P(-D),B1 (-D),B2(-D)} does not 

satisfy the Lopatinski condition, which is easily verified. So this 
example shows that the e-well posedness of {P(D) ,Bj (D)} does not 
always imply that of {P(-D),B.(-D)}. 

J 

3. HYPERBOLIC MIXED PROBLEMS IN PLANE-STRATIFIED MEDIA 

In this section we shall introduce the results obtained by 
Matsumura [8]. Let P.(~) be hyperbolic polynomial of order m. with 

J 0 J 
respect to e, j=1,2. We assume that Pj(O,'" ,0,1)::f0. Now we con-

sider the hyperbolic mixed problem in plane-stratified media 
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Pl(D)u(x) = f(x) , Xl>O, O<x <h, 
n 

P2(D)U(X) = f(x) , Xl>O, x >h, 
n 

Di-lu(O,xll ) = glj (x"), O<x <h, lS:j~ , n 
, 1 

Di- U(O,X") = g2j(x"), xn>h,1s:js:In2 , 

Qj(D)U(X)!Xn=O = kOj(x l ), Xl>O, l~jS:R.l' 

Bj(D)u(x) IXn=h-O = Cj(D)U(X) IXn=h+O +kj(x l ), 

xl>O, 1S:j~-R,1+R.2· 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

Here Q,(D), B,(D) and C,(D) are partial differential operators with 
J J J 

constant coefficients and R.. is equal to the number of the roots 
J 

with positive imaginary part of the P,(~'-iye' ,A)=O with respect 
J 

to A, where y>yo and YO is sufficiently large. 

Put r,=r(P j ,8) and r'o={~IERn-l; (~I ,O)Er,}. When ~IERn-l_ 
J J J 

iYo81-irjO' we can denote the roots of Pj(~1 ,X)=O with respect to 

A by A~l(~I), ••• ,A~" (~I),X:l(~I), ••• ,A-j "(~I) in the same way 
J J"'j J mr"'j 

as in §2. Put 

Ll(~I) = «2~i)-lf Pl+(~)-lQj(~)~!-ld~n)j,k=l, ••• ,R.l' 

L2(~I) = «2~i)-11 Pl_(~)-lBj(~)d~n' 

••• ,(2~i)-11 PI (~)-lB,(~)~m-R,l-ld~ , 
- J n n 

(2~i)-lp P2+(~)-lCj(~)d~n' 

( , )-l,l ()-l () R,2-1 ) ••• , 2~1 r P2+ ~ Cj ~ ~ d~ '.1.1 " +" , n n Jy ,···,m-"'l "'2 

RO(~I) = det Ll(~I).det L2(~I). 

We note that det Ll(~') is Lopatinski's determinant for the system 

{Pl,Qj} and that det L2(~') is Lopatinski's determinant for trans­

mission problem {Pl ,P2 ,Bj ,Cj }. 

Theorem 3.1. In order that the problem (3.1)-(3.5) is e-well 
posed, it is necessary and sufficient that 
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Here R~(~') is the principal part of RO(~')' 
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The necessity of Theorem 3.1 can be proved by the same argu­
ment as in [10]. The sufficiency of the theorem will follow from 
the explicit expressions of the fundamental solution and the 
Poisson kernels. In this note we shall construct and study only 
the fundamental solution which describes the propagation of waves 
produced by unit impulse given at position y=(O,y"), O<y <h. For 

n 
we can construct and study in a similar way the Poisson kernels 
and the fUndamental solution which describes the propagation of 
waves produced by unit impulse given at position y=(O.y"), h<y • 

n 
The fundamental solution for the mixed problem (3.1)-(3.5) is de­
fined as the unique distribution solution G(x,y), whose support is 
included by {xl~O}, of the mixed problem (3.1)-(3.5) with f=0, glj 

=omljo(xll - yll ), g2j=0, kO{O and k{O. Let us consider the case 

where O<y <h and assume that (3.6) and (3.7) hold. Write 
n 

where 

_tEl(X-Y) - Fl(x,y), O<xn<h, 
G(x,y) - F2(x,y), xn>h, 

El(x) = (27r)-nfRn_in eXP[ix'1;]Pl (1;)-ld1;, nE:Y08+rl • 

Then Fl(x,y) and F2(x,y) satisfy the equations 

Pl(Dx)Fl(X,y) 0, 

P2 (Dx )F2(x,y) = 0, 

O<x <h, 
n 

x >h, 
n 

Qj(DX)Fl(x,y)lxn=o = Qj(Dx)El(x-y)lxn=o' Xl>O, l~j~tl' 

B.(D )Fl(x,y)I -h + C.(D )F2(x,y)1 -h 
J x ~- J x ~-

= Bj(DX)El(X-Y) I xn=h , Xl>O, 1~j~-tl+t2' 

Taking formally partial Fourier-Laplace transforms with respect to 
x' in these equations, we obtain a system of ordinary differential 
equations in x with coefficients depending on the parameter 1;'. 
Put n 

Fl(~"x ,y) = L~ll a+j(~' ,y)x(27ri)-lt exp[ix ~ ]Pl+(~)-l~j-Id~ 
n J= n n n n 

+ L~-l~l a:(~1 ,y)x(27ri)-lf exp[i(x -h)~ ]P1 (~)-l~j-ld~ , 
J= J n n - n n 

F2(~I,Xn'Y) = L~~l Bj(~' ,y) 

x(27ri)-1~ exp[i(x -h)~ ]P2+(~)-1~j-ld~ , 
n n n n 
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+ 
and consider the linear equations for aj and 8j 

where 

L( 1;' ) t(a~ ( z;;' ) , ••• ,a;l ,a;: , ... ,a~_JLl ' 81 ' ••• ,8 JL2 ) 

= (2~)-lt(f:ooexp[-iY·I;]Pl(I;)-lQl(l;)dl;n' 
••• ,~ exp[-iY·I;]Pl(I;)-lQo (I;)dl; , 

_00 .1 n 

~ exp[-iY·Z;;+ihl; ]P1(Z;;)-lBl(l;)dl; , 
_00 n n 

... ,100 exp[-iy·~+ih~ ]Pl(~)-lB 0 +0 (~)d~ ), 
_00 n m-.l .2 n 

(L1(1;') L3(z;;') 0) 
L(I;') = L (Z;;,) L (Z;;,) , 

4 2 

L3(1;') = «2~i)-11 exp[-ihZ;; ]Pl (Z;;)-lQ.(Z;;)Z;;k-ldZ;; ), 
n - J n n 
j~1,···,JL1; k+l, ••• ,m-JL1 , 

L4(1;') = «2~i)-lp exp[ih~n]Pl+(Z;;)-lBj(Z;;)1;:-ldZ;;n)' 
j~1, ••• ,m-JL1+JL2; k+l,···,JL1 • 

It easily follows that 

det L(Z;;') = R(1;') = Ro(1;')·det(I-Ro(1;,)-ltcOf L2·L4 
xtcof Ll ·(L3,0». 

The hyperbolicity of Pl(~) implies that there exists a positive 

number E such that 

+ 
lIm Aij(~'-iye')1 > EY for y>2yO· 

In fact, we have 

Pl(~-in) # 0 if nEYOe+r1 and ~ERn, 

and there exists a positive number E such that ye+nErl if Inl~2EY 
n and nER . Thus we have 

that is, 

Pl(~-iye-in) # 0 if Inl~EY and y>2yO. 

From (3.7) and Seidenberg's lemma it follows that there exist pos-
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itive constants 0 and M such that 

IIRO(i;'-iY6,)-ltcOf L2(i;'-iy6').L4tcof Llo(L3,0) II 

:::; 0 < 1 
(3.10) 

when i;'e:Rn- l and y=M o log(2+1i;' I). Here 11-11 denote the matrix norm. 
In fact, there exist positive numbers CO' Cl and rational numbers 

aO' al such that 

IRO(i;'-iy6')1 2 co(l+Ii;' 1+lyl)aO, i;'e:Rn- l , y~Yl+l, 

leach entry of L3(i;'-iy6') and L4(i;'-iy6')1 

~ Clexp[-e:hy](l+Ii;' 1+lyl)al, i;'e:Rn- l , y>2yo 

By (3.9) and (3.10) we can solve the equations (3.8) when ~'=i;'-
i y6' and y=Molog( 2+ Ii;' I ). Let 8M be the chain {z;;= (i;l-i y, i;" ); i;cRn , 

y=Molog(2+1~' I)}. Then Fl(x,y) and F2 (x,y) can be obtained by ap­

plying the inverse Fourier-Laplace transformation along 8M to Fl ( 

~',xn'y) and F2(~' ,xn'y)· 

The wave front sets of Fl(x,y) and F2(x,y) can be estimated 

by the same argument as in §2 if P.(~) satisfy the condition (A.l). 
J 

Lemma 3.2. Let K be an ~xt matrix. Then 

( ) -1 00 j t 
det I-AX = L. 0). L F(. k) ( . k) K. k 0 •• K. k J= ll, 1 ,0 00, l j' j II 1 l j j 

when\).IIIKII<l, where F~(. k) 000 (" k') is independent of K. 
ll,l, ,lJ,J 

This lemma gives the developments of Fl(X,y) and F2 (X,y). 

Moreover we can apply the argument in §2 to each term of the de­
velopments. We can also see that the supports of each terms of the 
developments are locally finite. Roughly speaking, we have in the 
development of Fl(x,y), for example, 

f exp[i{(x'-y')o~'-iy ~ +x ~ +h(n +ooo+n -n -o.o-n )}] , n n n n+l 1 s s+l s+r 

Xf(~'~n+1,n1,ooo,ns+r)Ro(~,)-h(P1(~)P1+(~1 '~n+1)P1+(~' ,n l ) 

ooop (~, n)p (~, n )ooop (~, n ))-ld~dn .oodn . 
1+ ' s 1- 's+l 1-' s+r 1 s+r 

The explicit developments of Fl(x,y) and F2(x,y) were given in [8] 

as concerns wave equations. 
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4. MICROLOCAL PARAMETRICES IN THE CASE WHERE BOUNDARY WAVES APPEAR 

Let p(x,~) be a polynomial of order m of ~ variables with COO coef­
ficients and p(x,~) its principal part. We assume that p(x,~) is 
a strictly hyperbolic polynomial with respect to e and p(x,O,l)=l. 
Thus we can write 

,Q, 
p(x,~) = IIj=l 

+ 
where the ~~(x,~,) 

J 
± ,> Im ~. (x, ~ ) < 
J 

(~n-~;(x,~,)),~:~ (~n-~j(x,~,)), 

are continuous in (x,~,) and 

n-2 ° when Im ~l <0, ~"'E:R • 

We consider the mixed initial-boundary value problem for hyperbolic 
operator P(x,D) in a quarter-space 

P(x,D)u(x) = 0, (4.1) 

Dkl-1U(X) I -0 = 0, x >0, l::;k~, (4.2) 
xl- n 

Bj(x' ,D)u(x)I~=o = 0ljgj(x'), xl>o, l~j~L (4.3) 

Here the B,(x' ,D) are boundary operators with COO coefficients. 
J 

Now let (xO, ,~o') be a fixed point in T*Rn-l,O and put xO= 

° + (x ',0). We may assume that the ~,(x,~,) are enumerated in the 
following way: J 

Im ~~(xO,~O') = ° for l~j~~, 
J 

Im ~~(xo,~o') > ° for ~+l~j~,Q,. 

Then we put 

i(x',~') = (b,(x',~~(x',O,~'),~'), ••• ,b,(x',~+,C), 
J J ,J ~ 

(27Ti)-lfc p(x' ,O,~)-lb,(x' ,~)d~ , 
~' • n 

( ,)-If ( )-1 ( ) ,Q,-~-l ) •• " 27Tl C P x', 0, ~ b. x', ~ ~ d~. '1 n , 
~' J n nJ't',"',)(' 

where b,(x' ,~) is the principal part of B,(x' ,~) and C~, is a sim-
J + J <, + 

ple closed curve enclosing only roots ~~+l(x' ,O,~'),,·· '~,Q,(x' ,O,~,) 

of p(x' ,0,~' ,>")=0, and we define 

It (x' ,~,) = det L (x' ,~' ) . 

Remark. It is easy to see that 
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R(x',~') = (-l)~(i-~)rrl~j<k~V (V;(X' ,o,~,)-~~) 
( + -)-1 (, ,) 

xIT +l~j~i l~~-i ~J'-~ R x,~ , ~ , , 
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where R(x' ,~') is Lopatinski's determinant for the system {p,b.}. 
J 

We state the assumptions that we impose on {P,b j }: 

(A.3) (xO,~o,) is not a glancing point for p, i.e., v:(xO,~O'), 
° ° J l~j~~, are simple real roots of p(x ,~ ',A)=O. 

(A.4) R(x',~~) = (~1-~1(x,,~"'))8r(x"~')' 

where ~l (x' ,~IIf) and r(x' ,~,) are crx> functions defined in a conic 

neighborhood of (xO, ,~o,) in T*Rn-l,O, ~l(x' ,~'") is real-valued 

and homogeneous of degree 1 in e", ~l (xO, ,~O"~=~~, r(xO, ,~O, )#0, 

~t"=(~2"" '~n-l) and 8 is a positive integer. 

(A.5) There exist ixi matrix-valued crx> functions U(x,,~,) and V( 

x,,~,) defined in a conic neighborhood of (xO, ,~O')in T*Rn-l,O such 
that 

_ r(~l-~l (x' ,~TN) )I8 , 0 ) 
U(x',~')L(x',~')V(x',~') =l 0 Le(x',~')' 

det U(xO',~O');tO. det Le(XO',f,°');tO, the (i,j)-entry of U is 

homogeneous of degree l-p.-m. and the (i,j)-entry of V is homo­
l ] 

geneous of degree P. for l<i<V and of degree p.+m+v-i for ~+]<i<~, 
] -- ] --

Vlhere El' is a positive integer, Ie' is the identity matrix of order 

8' E is an (,Q,-e' )x(,Q,-e') matrix and deg B .=m .. 
, e. . ] ] 

Remark. (i) If the condition (A.4) with 8=1 is satisfied then 
the condition (A.5) also holds. In fact, taking U(x' ,~')=I and 

V(x' ,~' )=r(x' ,~' )-ltcof i(x' ,~,), we have uLV=(~l-~l (x' ,~/II))r. 
(ii) Suppose that ~8(xo,~0,), l~j~~', are simple roots of p(xO,~O', 
A)=O. If rank (B.(x ,~O, '~k+(xo,~O')))"l n k 1 ,=~'-8 the 

J J ... ,"""'; ~ ,"',~ 
condition (A.5) follows from (A.4) (see [6]). 

Let r be a conic neighborhood of (xO',~O') in T*Rn-l,O and U 

a neighborhood of xC, in Rn- l . 

Definition 4.1. A right micro1oca1 parametrix (Poisson oper­

ator) for the problem (4.1)-(4.3) at (xO,~O') is a triple {El,r, 
[O,E)XU} satisfying the conditions 
(i) El is a continuous linear map: JJ' (U)-<t ([ 0 ,E) ;/J' (U) ) , 
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(ii) PEl(g)eCoo([O,e)xu)t 

(iii) B.El(g)1 -0 -ol·geCOO(U), l~j~~, if WF(g)cr, 
J xn- J 

(iv) El(g)lxl<c is smooth if WF(g)C{xl~c}. 

There exist a conic neighborhood rO of (xO, ,~O') in T*Rn-l,O 

and ~(x, '~')ecoo(ro) such that ~(x, ,~,) satisfies the equations 

Cll~(x"~') - ~l(x,,'iJxlll~(x"~'» = ~l - ~l(xO,,~rr'), 

J. (0 1/1 t'''') = 1/1• t'''' 
0/ Xl'x ,s x s , 

where Cl.=Clx =Cl/Clx. and 'iJ ",f=(d2f, ••• ,d If). Moreover ~(x,,~,) is 
J j J x n- 00 

homogeneous of degree 1 in ~'. Let X(x' ,y' ,~,) be a e function in 
3n-3 • I I . R such that X=l in r 2A{ ~' 2l} and supp X(rl , where r l (CerO) 

and r 2 are conic neighborhoods of (xo, ,~O') in T*Rn-l,O and 

. 
r = {(x',y',~'); (x',~')er and (y',~')er}. 

Since (d2/axja~k~(xO' ,~O'»=I, it follows that the operator A: 

i)' (Rn)~ g(x' ) ----+(Ag) (x I )= I exp [i (~(x' ,~' )-~( y' ,~' ) ) ] 

xx(x ' ,y' ,~' )g(y' )dy'(!~'d)' (Rn- l ) 

is a properly supported pseudo-differential operator, if necessary, 

shrinking r l , where ttS'=(2~)-n+ld~'. A is elliptic in a conic neigh­

borhood of (xO, ,~o'). Thus there is a microlocal parametrix (pseu­

do-differential operator) B of A at (xO, ,~o'), i.e., there exists 

° ° oo( n-l) a conic neighborhood r of (x ',~ ,) such that ABg-geC R if 
WF(g)cr. 

Let us formally construct a microlocal parametrix for the 

problem (4.1)-(4.3) at (xO , .~O') in the form 

El(g) = ~~=l I exp[i~j(X'Y' '~')]aj(x,y' ,~')(Bg)(Y')dy'a~' 
+ I exp[i(~ (x' ,C )-~(y' ,~' » ]a(x,y' ,~' )(Bg)(y' )dy'OZ' , 

~ 1 '-1 
a(x,y' ,~,) = ~'=~l (2~i)- Ie exp[ix ~ ]c.(x,y' ,~)~J d~. 

J- ~'- n n J n n 

Then we have 

t x e[O,e), x'sU. 
n 
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~ f . PE1 (g) = E'_l exp[H.(x,y' ,~')]{p(x,'V ~.) 
I J- J x J 

+EI I 1 p(ct)(x,'V tP.)Dct+S(~.;x)+q(tP.;x,D)} 
ct= XJ J J 

xaj (x,y' ,~' )(Bg)(y' )dy'a~' (4.4) 

f - -( ) Q.-~ ( )-1 + exp[i(1/J(x' ,~' )-1/J y' ,~I )] [E j =l 2rri 

xfc~,{p(x''Vx1/JO)+Elctl=l p(ct) (x, 'Vx1/Jo ) Dct+S (1/JO;x) 

'-1 +q(1/Jo;x,D)}C .(x,y' ,t,;)~Jo exp[ix ~ ]d~ ]dy'"d:!;', J n n n 
(a) ct -

where p (x,~)=a~p(x,~) and 1/Jo(x,t,;)=1/J(x' ,~')+xn~n' Thus ~j(x,y" 

~,), l~j~~, are determined by the eiconal equations 

" ,I, ( ~,) A + ( 17 ",) ,I, J' (x' ,0, ~,) = ;r, (x' ,~' ) , a ",. x,,, = . x,v ,,,,., '" " '" " n J J x J 

where cj>.(x,y',~')=1/J.(x,t,;')-1/J.(y',O,t,;'). We easily see that cj>.(x, 
J oo • J J J 

y' ,t,;')sC ([O,s)xrO) for some s>O, if necessary, shrinking rOo If 

a.(x,y' ,~,), l~j~~, can be written as asymptotic sums 
J 

aj(x,y' ,t,;') 'V E:=O a~(x,y, ,~,) 

in a certain sense, we obtain the transport equations 

{EI 11 p(a)(x,'V cj>.)Dct+S(cj>.;x)}a~(x,y',t,;') 
a= xJ J J 

+ q(cj>.;x,D)a~-l(x.y' ,t,;') = 0, 
J J 

(4.6) 

-l( ,~,)-O l' 012 a. x,y,,, = , ::;J::;~, v=, , , •... 
J 

(4.6) is an ordinary di~~erential equation ~or v a. along rays cor-J . 
responding to (4.5). Thus we can solve the transport equations 

(4.6) when the boundary values of a~ are given. Put 
J 

a~(x' ,O,y' ,t,;') = ;;'~(x, ,y' ,~,) scoo(ro)' l~j~~, v=O,l,···. 
J J 

We represent c.(x,y' ,t,;) as asymptotic sums 
J 

c. (x,y' ,t,;) 'V Eoo 0 C ~T (x,y' ,~). 
J v, T= J 

From (4.4) we put 

vo( ,~)_ c. x,Y." -
J 
vT+1 ,) c. (x,y,~ 
J 

c~(x' ,y' ,t,;')p(xo)p(x''Vx1/JO)-l, 

= -[{Elal=l p(ct) (x'V'x1/JO)Dct+S(1/JO;x)} 
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XC~T(X'y"S) + q(¢O;X,D)C~-lT(X'y' ,S)]p(X,VX¢O)-l, 

-IT c. = 0, l~j~~-~, v,T=0,1,2,···, 
J 

where P(XO)EC(O)([O,E)), p(xO)=l in a neighborhood of xO=O. From 

the boundary conditions (4.3) we have 

where dL/dr; .=dL!dr; .(x, ,r;') I '_1/ ;;,' 
J J r; - x' 'I' 

~(x, y' ~,) = t(av(x' y' ~,) ••• aV cV(x' y' ~,) ••• cV ) "s l"s" ~'l ' 's , , ~_~ , 

and Pv is an ~-vector depending only on 
Finally we obtain 

v-I V-IT a. and c. (see [16]). 
J J 

El(g) = I~ l[f exp[i¢. (x,y' ,s,) ]aO. (x,y' ,s' )(Bg)(y' )dy'us' 
J= J J 

+ f dy'cts' fO ds exp [i{ ¢.(x,y' ,s' )+( sl-sl(x 0, ,s",) ) s} ] _co J 

xalj(x,y' ,s' ,s)(Bg)(y')] + f exp[i(~(x' ,s') 
(4.7) 

-~(y' ,s')) ]eO(x,y' ,s' )(Bg)(y' )dy'tts' 

+ f dY'cts'f~codS exp[i{~(x' ,s')-~(y' ,s') 

+(sl-sl (xO, ,Sill) )s} ]el (x,y' ,s' ,s) (Bg) (y' ), gEIJ' (U). 

Definition 4.2. Let x'=x'(t;y' ,n') and r;'=r;'(t;y' ,n') be the 
solutions of a system of the equations 

dx' /dt = (l,-V r;'IISl (x' ,~"/)), 

dr;' /dt = \lx,sl (x' ,~"~, 

x'=y', r;'=n' and nl-sl(y',n''')=O when t=O. 

Then the curves {(x'(t;y',n'),s'(t;y',n'))Efo; tEED are said to 

be boundary null-bicharacteristic stri~s. Let x=x.(t;y' ,n') and 
J 

r;=r;.(t;y' ,n'), l~j~~, be the solutions of a system of the equations 
J 

dx/dt = 

d1;;/dt 

+ x =0 x'=y', r;'=n' and r;n=~.(Y' ,O,n') when t=O. n' , . J 
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Then the curves {(x.(t;y' ,n'),s.(t;y' ,n'»; t~O}, l~j~~, are said 
J J 

to be outgoing null-bicharacteristic strips. Further we define 

CO(fO) = {(x' ,~' ,y' ,n')EfOxfo; (x' ,~')=(y',n') or xl>Yl 

and there exists a boundary null-bicharacteristic strip 
which contains both (x' ,~,) and (y',n')}, 

Cj(fO) = {(x,s,y',n')e(T*((O,e)xU),\O)xfO; there exists a 

outgoing null-bicharacteristic strip which contains 

both (x,~) and (y' ,O,n',~~(y' ,O,n'»}, l~j~~. 
J 

Let us define wave front sets for UECoo([O,E);~'(U». Since we 

can regard UECoo([O,e);.t)'(U» as an element ofil'((o,e)xU) we can 

define WF(u) for UECoo([O,E);~'(U» by regarding u as an element of 
1)' ((O,e)xU). 

Definition 4.3. For UECoo([O,E);~'(U» we say that a point 

(xl, ,~l,) in T*U\O is not in the set WFO(u) if there exist ~EC~(U), 
a conic neighborhood Yl of ~l, and a positive constant E1 such that 

~(xl, )#0 and 
. k 

!~x, [~(x' )DgU(X) ](xO,~')! s;. Cjk(l+!~'!)-

when ~'EYl' xOdo,El) and j,k=0,1,2,···. 

Theorem 4.4. Assume that the conditions (A.3)-(A.5) are sat­
isfied. Then {E1,r,[0,E)xU} is a right microlocal parametrix for 

the problem (4.1)-(4.3) at (xO,~O')' where the operator El is de­

fined by (4.7) and E (>0) and U are suitably chosen. Moreover we 
have 

WF(EI (g) ) C U~=l C / f 0)0 Co (f O)e WF ( g) , 

WFO(E1 (g»CCO(f O)oWF(g) for gE!j' (U). 

Remark. CO(fO) is related to a boundary wave. 

We note that we can construct a microlocal parametrix as the 
composition of a microlocal parametrix for the Dirichlet problem 
and a microlocal parametrix for the Cauchy problem for a system of 
pseudo-differential operators on the boundary (see [16]). 
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SPECTRAL AND ASYMPTOTIC ANALYSIS OF ACOUSTIC WAVE PROPAGATION 

Calvin H. Wilcox 
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Salt Lake City, Utah, USA 

1. INTRODUCTION· 

Classical theories of acoustic wave propagation provide a 
wealth of examples of boundary value problems for evolution partial 
differential equations. These problems may be described categori­
cally as initial-boundary value problems for certain systems of 
linear hyperbolic partial differential equations with variable 
coefficients. However, the known existence, uniqueness and regu­
larity theorems for these problems are only a first step toward 
understanding the structure of the solutions. To obtain a deeper 
insight it is essential to discover how the nature of the solutions 
changes with the geometry of the boundary and with the coefficients. 
An examination of recent scientific literature on acoustics reveals 
a great variety of physically distinct phenomena. Examples include 
phenomena associated with acoustic wave propagation in stratified 
fluids, anisotropic solids such as crystals and man-made composites, 
open and closed waveguides, periodic media and many others. A 
theory which treats all of these phenomena on the same footing can 
provide only the most superficial information about the structure 
of acoustic waves. 

The purpose of these lectures is to present a method for 
determining the structure of acoustic waves in unbounded media. 
The method will be explained in the context of four specific classes 
of propagation problems. No attempt will be made to formulate the 
most general problem that can be analyzed by the method. Indeed, 
such a formulation would necessarily be too abstract to be useful. 
However, it.will be clear from the examples that the method is 
applicable to many other wave propagation problems, both in acous­
tics and in other areas of physics. 

Gamir (ed.), Boundary Value Problems for Linear Evolution Partial Equations. 385-473. 
All Rights Reserved. Copyright © 1977 by D. Reidel Publishing Company, Dordrecht-Holland. 
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It will be helpful to outline the main steps of the method 
here before passing to a detailed discussion of specific cases. 
The method is based on the fact that the states of an acoustic 
medium which occupies a spatial domain Q C R3 can be described by 
the elements of a Hilbert space X of functions on Q. The evolution 
of an acoustic wave in the medium is then described by a curve 
t + u(t,o) E X. Moreover, there is a selfadjoint real positive 
operator A on X, determined by the geometry of Q and the physical 
properties of the medium, such that the evolution of acoustic waves 
in the medium is governed by the equation 

o (1.1) 

It follows that the evolution is given by 

u(t,o) = Re {exp (_itA1/ 2 )h} (1.2) 

where hEX characterizes the initial state of the wave. 

The spectral theorem may be used to construct the solution 
operator exp (_itA 1/ 2). However, the very generality of this 
theorem implies that it can give little specific information about 
the structure of the wave functions u(t,x). Accordingly, the next 
step in the method is to construct an eigenfunction expansion for 
A. In each of the cases discussed below A has a purely continuous 
spectrum and the eigenfunctions are therefore generalized eigen­
functions. They define a complete set of steady-state modes of 
propagation of the medium and the most general time-dependent 
acoustic wave in X can be constructed as a spectral integral over 
these modes. 

The final step in the method is an asymptotic analysis for 
t + 00 of the spectral integral representing u(t,x). The result is 
an asymptotic wave function UOO(t,x) which approximates u(t,x) in 
X when t + 00; that is, 

lim IIu(t,o) - uoo(t,o)llX = 0 (1.3) 
t+oo 

Stronger forms of convergence can also be proved under appropriate 
supplementary hypotheses about the medium and its initial state. 

The result (1.3) offers a fundamental insight into the nature 
of transient acoustic waves in unbounded media. For it is found in 
each case that the form of the asymptotic wave function uoo(t,x) is 
determined entirely by the geometry of the domain Q and the physical 
characteristics of the medium that fills it. Only the fine struc­
ture of UOO(t,x) depends on the initial state of the wave. Thus in 
the simple case of a homogeneous fluid filling R3, UOO(t,x) is a 
spherical wave: 

3c 
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UOO(t,x) = F(r - t,S)/r, x = rS, lsi = 1 (1.4) 

The initial state affects only the shape of the profile F(c,S). In 
other cases the form of uoo(t,x) is entirely different, but in each 

00 

case the form of u (t,x) is determined solely by the geometry and 
physical characteristics of the medium. In each case uoo(t,x) gives 
the final form of any transient wave in the medium. The details of 
how the wave is excited have only a secondary effect on the ultimate 
waveform. 

The remainder of these lectures is organized as follows. The 
fundamental boundary value problems of acoustics are formulated in 
section 2. The spectral and asymptotic analysis of the four classes 
of propagation problems is presented in sections 3 through 8. The 
four classes, which are physically quite different, were chosen to 
illustrate the flexibility and scope of the method. In each of the 
four classes there is a special case for which, because of addi­
tional symmetry, the eigenfunctions can be constructed explicitly. 
The remaining cases of the class are then treated as perturbations 
of the special case. When used in this context, perturbation theory 
is usually called the steady-state, or time-dependent, theory of 
scattering. The first class of problems treated below corresponds 
physically to the scattering of acoustic waves by bounded obstacles 
immersed in a homogeneous fluid. Mathematically, it is an initia1-
boundary problem for the d'A1embert equation in an exterior domain 
Q C R3 (R3_Q compact). The simple special case where Q = R3 is 
treated in section 3 and the general case in section 4. The second 
class of problems deals with tubular waveguides. Thus Q is the 
union of a bounded domain and a finite number of semi-infinite cyl­
inders. The special case of a single cylinder is treated in section 
5 and the general case in section 6. The third class of problems, 
treated in section 7, deals with acoustic wave propagation in plane 
stratified fluids filling a half-space. Here the novel feature is 
the possibility of the trapping of waves by total internal reflec­
tion. The fourth and final class of problems, dealing with acoustic 
waves in crystalline solids, is discussed in section 8. The new 
feature in this case is the anisotropy which has a profound effect 
on the form of the asymptotic wave functions. 

The results presented below are based primarily on the author's 
research. Sections 3 and 4 are based on the author's monograph on 
"Scattering Theory for the d'Alembert Equation in Exterior Domains" 
[42]. The spectral theory of acoustic wave propagation and scatter­
ing in tubular waveguides was developed by C. Goldstein [9-12] and 
by W. C. Lyford [21,22]. More recently, J. C. Guillot and the 
author [13] have developed the theory for domains Q which are the 
union of a bounded domain and a finite number of cylinders and 
cones. Sections 5 and 6 present spectral and scattering theory for 
tubular waveguides following the plan of [13]. Sections 7 and 8 are 
based on the author's publications [39,40,43,44]. 
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The goal of these lectures is to provide an introduction to 
the method of spectral and asymptotic analysis of wave propagation. 
Therefore, the lectures emphasize concepts and results, rather than 
techniques of proof. Proofs of the results given here may be found 
in the references listed at the end of the lectures. 

2. BOUNDARY VALUE PROBLEMS OF ACOUSTICS 

Acoustic waves are the mechanical vibrations of small amplitude 
that are observed in all forms of matter. The classical equations 
of acoustics are the linear partial differential equations which 
govern small perturbations of the equilibrium states of matter. 
Derivations of these equations from the laws of mechanics, together 
with a discussion of their range of validity, may be found in 
[3,4,8,20,31]. In this section the equations and their physical 
interpretation are reviewed briefly and the principal boundary 
value problems for them are formulated and discussed. Applications 
of the equations to particular classes of acoustic wave propagation 
problems are developed in sections 3 through 8. 

The following notation is used throughout the remainder of the 
lectures. t E R denotes a time coordinate. x = (xl,x2,x3) E R3 
denote Cartesian coordinates of a point in Euclidean space. Q C R3 
denotes a domain in R3 and aQ denotes the boundary of Q. 
V = (V 1 ,V 2 ,V 3) = v(x) denotes the unit exterior normal vector to aQ 
at points x E aQ where it exists. The equations of acoustics are 
written below in the notation of Cartesian tensor analysis. In 
particular, the summation convention is used. Acoustic waves in 
fluids (gases and liquids) and solids are discussed separately. 
The simpler case of fluids is treated first. 

2.1 Acoustic waves in fluids 

The case of an inhomogeneous fluid occupying a domain Q C R3 
is considered. The propagation of acoustic waves in such a fluid 
is governed by two functions of x E Q: 

p = p(x), the equilibrium density of the fluid (2.1) 

and 

c = c(x), the local speed of sound in the fluid (2.2) 

The state of the acoustic field in the fluid is determined by 

v.(t,x), the velocity field of the fluid at 
J time t and position x 

(2.3) 
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and 

p p(t,x), the pressure field of the fluid at 
time t and position x 

Moreover, it is assumed that 

p(t,x) = Po(x) + u(t,x) 

389 

(2.4) 

(2.5) 

where Po(x) is the equilibrium pressure of the fluid and u(t,x) 
remains small. With this notation the equations satisfied by the 
acoustic field in the fluid are 

aVj 1 au 
--at + p (x) ax. = 0, j 

J 

1,2,3 (2.6) 

a avo 
~ + c 2 (x) p(x) ~ = 0 
at ax. (2.7) 

J 

Elimination of the velocity field gives the single equation 

a2u 2 a r 1 au ) 
at2 - c (x) p(x) ax. lP(x) ax. 

J J 

o (2.8) 

for the pressure increment u = p - po. Moreover, if u is known 
then the velocity field v. can be calculated from (2.6). 

J 

The wave equation (2.8) must be supplemented by a boundary 
condition at the fluid boundary an. Two physically distinct cases 
are considered here. The first case is that of a free boundary 
an. Here the pressure at the boundary is unperturbed; that is, 

u I an = 0 if an is a free boundary (2.9) 

This condition is often used to represent an air-water interface 
in the theory of underwater sound. The second case is that of a 
rigid boundary an. Here the normal component of the fluid velocity 
must vanish: v.V. = 0 on an. It follows from (2.6) that 

J J 

o if an is a rigid boundary (2.10) 

The solvability of the boundary value problems (2.8), (2.9) and 
(2.8), (2.10) is discussed below, after the discussion of acoustic 
waves in solids. 
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2.2 Acoustic waves in solids 

The case of an inhomogeneous elastic solid occupying a domain 
Q C R3 is considered. The propagation of acoustic waves in such a 
solid is governed by the following functions of x E Q: 

p = p(x), the equilibrium density of the solid (2.11) 

and 
jk Ok 

c~m = cim(x), the stress-strain tensor for the solid (2.12) 

The stress-strain tensor must have the symmetry properties [4]. 

Ok kO kO mR. 
clm = Ct~ = cml = ckj for all j,k,R.,m = 1,2,3 (2.13) 

It follows 
functions. 
determined 

Ok 
that the 81 components cIm(x) are determined by 21 

and 

The state of the acoustic field in the solid is 
by 

Uo = uo(t,x), the displacement field of the solid 
J J at time t and position x 

0jk = 0jk(t,x), the stress tensor field of the 
solid at time t and position x 

Moreover, the stress tensor field is symmetric: 

0jk = 0kj for all j,k = 1,2,3 

(2.14) 

(2.15) 

(2.16) 

With this notation the equations satisfied by the acoustic field 
in the solid are 

(2.17) 

a2 U O 1 ao ok 
~ = --~ j 1,2,3 
Clt 2 p(x) Cl ~ , 

(2.18) 

Elimination of the stress tensor gives the equations 

0, j 1,2,3 (2.19) 
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for the displacement field Uj. Moreover, if Uj is known then 
the stress tensor field O"jk can be calculated from (2.17). 

The wave equation (2.19) must be supplemented by boundary 
conditions at the boundary an of the solid. Only the cases of 
free and rigid boundaries will be considered here. In the first 
case the normal component of the stress must vanish at the 
boundary. Hence 

o if an is a free 
boundary 

(2.20) 

In the second case the displacement must vanish at the boundary; 
that is, 

uj\an = 0 if aQ is a rigid boundary (2.21) 

2.3 Energy integrals 

One of the most important formal properties of the equations 
of acoustics is the existence of quadratic energy integrals. The 
first order system (2.6), (2.7) for acoustic waves in fluids has 
the quadratic energy density 

and corresponding energy integral 

E(v1 ,V2 ,v3 ,u,K,t) = JK n(t,x)dx 

(2.22) 

(2.23) 

where dx = dx1dx2dx3 denotes Lebesgue measure in R3. The energy 
density for the derived field v! = av./at, u' = au/at, which also 
satisfies the field equations (2.6), 12.7), can be written 

n'(t,x) -! <[ptX) ::j ::j + c'(x~P(X) f:~n (2.24) 

by (2.6). The integral 

E(u,K,t) = J n'(t,x)dx (2.25) 
K 

is an energy integral for solutions of the scalar wave equation 
(2.8). The importance of these integrals in the theory of acoustic 
waves derives from the conservation laws for them. In differential 
form they state that 
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and 

dn(t,x) 
dt 

d 
- - (UV.) 

dX. J 
J 

dn' (t,x) d . 
dt = dX j 

( 1 dU dU 1 
p(x) dt dX. 

J. 
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(2.26) 

(2.27) 

These equations follow immediately from (2.6), (2.7) and the 
definitions. The integral forms of the conservation laws follow 
from (2.26), (2.27) and the divergence theorem. They may be 
written 

and 

dE(u,K,t)/dt 

- J u(v.v.)dS 
dK J J 

f _1_ dU dU dS 
dK p(x) dt dV 

(2.28) 

(2.29) 

where K C R3 is any domain for which the divergence theorem is 
valid and dS is the element of area on aK. In particular, if 
u(t,x) is a solution of (2.8) which satisfies (2.9) or (2.10) then 
(2.29) implies that dE(u,Q,t)/dt = O. 

The equations for acoustic waves in solids have an analogous 
quadratic energy integral 

E(U1 ,U2 ,u 3 ,K,t) = l n(t,x)dx (2.30) 

with density 

1 r. dU. dU. 51; dU. dU5/;} 
n(t,x) ="2 <rex) at?- at?- + Cj~(x) ~ dXm 

(2.31) 

The corresponding conservation law, which follows from (2.19), is 

dn(t,x) = __ d__ [ J/;m( ) 
dt d~ Cjk x 

in differential form and 

dU5/; au.] 
-~ 
dX at 

hi 

(2.32) 

(2.33) 

in integral form. In particular, solutions of (2.19) which satisfy 
(2.20) or (2.21) also satisfy dE(u1 ,u2 ,u 3 ,Q,t)/dt = O. 
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The preceding remarks emphasize the mathematical relationship 
of the quadratic energy integrals to the field equations of acous­
tics. The term "energy" has been used because in certain cases 
the integrals can be interpreted as the portion of the energy of 
the acoustic field that is in the set K at time t. This interpre­
tation is not always correct because the linear equations of 
acoustics are only a first-order approximation to more complicated 
nonlinear equations and the energy densities defined above are 
second-order quantities. Hence, it is possible that other second­
order terms which were dropped in the linearization should be 
included in the energy densities. A correct calculation of the 

.energy must begin with the original nonlinear problem. A discussion 
of these problems may be found in [8,31] for the case of fluids and 
in [4] for the case of solids. 

It is important to realize that the energy integrals defined 
above play an essential role in the theory of acoustic fields, 
whether or not they represent the actual physical energy of the 
fields. Indeed, it was shown in [33] and [34] that the existence 
of these integrals implies the existence and uniqueness of solu­
tions to the basic initial-boundary value problems for acoustic 
fields. Moreover, recent work on eigenfunction expansions and 
scattering theory makes use of Hilbert spaces based on energy 
integrals. The one indispensible hypothesis that must be made is 
that the quadratic forms (2.22) or (2.24) and (2.31) be positive 
definite. For (2.22) and (2.24) this means that 

p(x) > 0 and c 2 (x) > 0 for all x E ~ (2.34) 

In any case, these hypotheses are essential because of the physical 
interpretation of p(x) and c(x). The form (2.31) is positive 
definite if p(x) > 0 and 

J/,m 
cjk(x) SJ/,m Sjk > 0 for all x E ~G and i;J/,m = ~J/, 1. 0 (2.35) 

The last condition can also be expressed by means of the well-known 
determinantal criteria for a quadratic form to be positive definite. 
It is assumed throughout these lectures that (2.34) and (2.35) are 
satisfied. 

It has been shown that the acoustic fields in both fluids and 
solids satisfy partial differential equations of the form 

o (2.36) 

where A is a second order partial differential operator in the 
space variables. In the case of fluids u(t,x) E R, Au(t,x) E R 
and 
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Au = -C 2(X) p(x) a 
ax. 

J 
[ l au) 

p(x) ax. 
J 
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(2.37) 

while in the case of solids u(t,x) = (u1 (t,x),u2 (t,x),u3 (t,x» E R3 , 

Au(t,x) E R3 and 

(Au). = 1 a 
J - p(x) aXk 

(2.38) 

Thus in both cases the evolution of acoustic waves in a medium 
which fills a domain ~ C R3 is described by the solution of an 
initial-boundary value problem of the form 

a2 u 
at 2 + Au = 0 for t > 0, x E ~ (2.39) 

Bu = 0 for t : 0, x E d~ 

u(O,x) = f(x) and au(O,X)/dt = g(x) for x E ~ 

(2.40) 

(2.41) 

Here (2.40) represents one of the boundary conditions (2.9), 
(2.10) in the case of a fluid and (2.20), (2.21) in the case of a 
solid. 

It is interesting to note that the positive definiteness of 
the energy densities, hypothesized above on physical grounds, im­
plies the hyporbolicity of the equation (2.36). It follows that 
the initial-boundary value problem (2.39) - (2.41) has compact 
domains of dependence and influence [6,33]. In physical terms 
this means that acoustic waves propagate into undisturbed portions 
of a medium with finite speed. 

A simple and rigorous solution theory for the initial-boundary 
value problem (2.39) - (2.41) can be based on the theory of self­
adjoint operators in Hilbert space. This possibility follows from 
the divergence theorem which implies the formal selfadjointness of 
the operators A relative to suitable inner products. Indeed, for 
the operator (2.37) the divergence theorem implies 

L Au v c- 2 (x) p-l (x)dx 
(2.42) 

and hence 

J au dV p_l (x)dx _ 
(") dX. dX. 
oG J J 

J dU V p-l (x)dS 
d~ dV 

(2.43) 

f {~dV - dU v} p-l(x)dS 
d~ dV dV 
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Thus if an inner product is defined by 

(u,v) (2.44) 

then 

(Au,v) = (u,Av) (2.45) 

for all u and v in the domain of A which satisfy the boundary 
condition (2.9) or (2.10). Moreover, (2.44) defines the inner 
product in the Hilbert space X = L2 (Q,c- 2 (x)p-l(x)dx) of functions 
on Q which are square-integrable with respect to the measure 
c- 2 (x)p-l(x)dx. Hence (2.45) implies that A, acting in the clas­
sical sense on functions which satisfy (2.9) or (2.10), is a 
symmetric operator in X. Moreover, (2.42) implies that 

(Au,u) = J au ~ p-l(x)dx > 0 
Q aXj aXj -

(2.46) 

for all u in the domain of A. Hence A is positive. It was shown 
in [42] and [43] how the domain of A could be enlarged to obtain 
an extension A of A which is selfadjoint and positive in X. The 
boundary condition (2.9) or (2.10) is incorporated into the defi­
nition of the domain of A. Moreover, the construction provides a 
meaningful generalization of the boundary conditions for arbitrary 
domains Q C R3. The precise definitions and results are reviewed 
in sections 3-7 below. 

The operator (2.38) for acoustic waves in solids can be 
treated similarly. The divergence theorem implies 

(Au). v. p(x) dx 
J J 

J 
~m au!/, dV. 

Q cjk(x) aXm ~ dx -

It follows that if an inner product is defined by 

(u,v) = J u.(x) v.(x) p(x)dx 
Q J J 

(2.47) 

(2.48) 

then (2.45) holds for all u and v in the domain of A which satisfy 
the boundary condition (2.20) or (2.21). Moreover, (2.48) defines 
the inner product in the Hilbert space X = L2 (Q,C 3 ,p(x)dx) of 
functions from Q to C3 which are square integrable with respect to 
the measure p(x)dx. Hence A, acting in the classical sense on 
functions which satisfy (2.20) or (2.21), is a symmetric operator 
in X. Moreover, (2.47) implies that 
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(Au,u) (2.49) 

for all u in the domain of A by the assumed positivity of the 
energy density, (2.35). It will be shown in section 8 below how 
the domain of A can be enlarged to obtain a selfadjoint positive 
extension A of A. 

A Hilbert space X and selfadjoint positive operator A on X 
can be associated with each acoustic wave propagation problem by 
the method indicated above. A theory of solutions of the initial­
boundary value problem (2.39) - (2.41) may then be based on A in 
the following way. First of all, the problem can be formulated as 
an initial value problem in X. A function u: R + X is sought 
such that 

d 2 u 
de + Au 0 for all t E R 

u(O) f and du{O) = g in X 
dt 

The spectral theorem for A: 

A = fa A dII(A) 

(2.50) 

(2.51) 

(2.52) 

and the associated operator calculus make it possible to construct 
the generalized solution 

(2.53) 

The coefficient operators in (2.53) are bounded and hence u(t) is 
defined for all f and g in X and defines a curve in C(R,~, the 
class of continuous X-valued functions on R. The differentiability 
properties of u(t) depend on those of f and g. Two cases will be 
mentioned. 

2.4 Solutions in X 

If f E X and g E X then u{t) is continuous in X and u(O) = f. 
However, u(t) will not in general be differentiable, and hence 
(2.50) and the second initial condition need not hold. In this 
case u(t) coincides with the "generalized solution in J(" which was 
defined and studied by M. Vishik and O. A. Ladyzhenskaya [32]. 
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2.5 Solutions with finite energy 

If f E D(A 1/2.) and g E 3C then u is in the class 

C1 (R,3C) n C(R,D(A1/2.» 

397 

(2.54) 

This follows easily from (2.53) and the spectral theorem. Hence, 
u satisfies (2.51) but (2.50) need not hold. In this case u(t) 
coincides with the II sol ut ion with finite energy" which, for arbi­
trary domains n, was defined and studied by the author in [33,34, 
42]. The existence and uniqueness of solutions with finite energy 
was proved in [33,34]. 

3. PROPAGATION IN HOMOGENEOUS FLUIDS 

Propagation in an unlimited homogeneous fluid is analyzed in 
this section. In the notation of section 2 this is the special 
case where n = R3 and p(x) = p and c{x) = c are constant for all 
x E R3. It will be enough to treat the case c = 1 since the gen­
eral case can be reduced to this one by the change of variable 
ct + t. With these simplifications the wave equation (2.8) reduces 
to the d'Alembert equation 

o (3.l) 

and the propagation problem is simply the Cauchy problem for (3.1). 
The spectral and asymptotic analysis of solutions in L2.(R3 ) of 
(3.l) was developed in detail in [42]. Only the principal concepts 
and results are reviewed here. 

The operator in L2. (R3 ) defined by Au = -(a2.u/axi + a2.u/ax~ + 
d2.U/dX~) acting in the domain D(A) = V{R 3 ), the L. Schwartz space 
of testing functions, is known to be essentially selfadjoint [18]. 
Thus A has a unique selfadjoint extension in L2.{R3) which will be 
denoted here by Ao. This operator may be defined by 

D(Ao) = L2. (R3) n Ju : ~:¥ + ~:~ + ~:~ E L2. (R 3)]> (3.2) 
'112. 3 

and 

(3.3) 

where the derivatives are interpreted in the sense of Schwartz's 
theory of distributions. Ao is known to be non-negative and it 
is obviously real; that is 
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(3.4) 

where the bar denotes the complex conjugate. 

The d'A1embert equation (3.1) will be interpreted as the 
equation 

(3.5) 

for an Lz (R3)-va1ued function. Hence the solution in Lz (R 3 ) of 
the Cauchy problem can be written 

u(t) = (cos t A~/z)f + (A;l/zsin t AJ/z)g (3.6) 

where u(O) = f and du(O)/dt = g are in Lz (R 3). If it is assumed 
that f(x) and g(x) are real-valued and 

then it follows from (3.4) that 

u(t,x) = Re {v(t,x)} 

where 

v(t,·) 

and 

h = f + i A-lIz gEL (R 3 ) o Z 

In what follows attention is restricted to this case. 

An eigenfunction expansion for Ao may be based on the 
P1anchere1 theory of the Fourier transform in Lz (R3). If 

wo(x,p) = (21T~3/Z exp (i X' p), p E R3 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

where X' P = xIPl + xzPz + x3P3 then the main results of the theory 
state that for all f E L z (R3 ) the following limits exist 

f(p) = (~of)(p) = Lz (R3)-lim 
M-+<><> 

f(x) 

J w, (x,p) f(x)dx 1 
Ixl~M > (3.12) 

1 Wo(X'P)f(P)dPJ 

Ipl~M 
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and ~o: L2(R 3 ) + L2(R 3 ) is unitary. 
be written in the symbolic form 

These relations will often 

A 

f(p) = I Wo (x,p) f(x)dx, f(x) 
R3 

wo(x,p) f(p)dp (3.13) 

but must be interpreted in the sense (3.12). The utility of the 
Fourier transform is due to the fact that if f and af/ax. are in 
L2 (R3) then J 

(~o ::. J (p) = i p j f(p), j 
J 

In particular, it follows that 

1,2,3 

Ao has the spectral representation 

Ao = f~ A dITo(A) 

with spectral family {ITo (A)} defined by 

ITo(A)f(x) = f wo(x,p) f(p)dp, 

Ipl<1X 

(3.14) 

(3.15) 

(3.16) 

A > 0 (3.17) 

It follows that Ao is an absolutely continuous operator [18,42] 
whose spectrum is the interval [0,00). 

The above results imply that ~o defines a spectral represen­
tation for Ao and functions of Ao' In particular, if ~(A) is any 
bounded Lebesgue-measurable function of A :: 0 then 

(3.18) 

These results imply that the wave function v(t,x) defined by 
(3.9) has the representation 

v(t,x) = J wo(x,p) exp (-itlpl) h(p)dp 
R3 

(3.19) 

The function wo(x,p) is a generalized eigenfunction for Ao' This 
means that wo(',p) is locally in D(Ao); i.e., ~wo("p) E D(Ao) for 
every ~ E V(R 3 ) and 

(3.20) 

The functions 
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(3.21) 

are solutions of the d'Alembert equation which represent plane 
waves propagating in the direction of the vector p E R3. Hence, 
(3.19) is a representation of a localized acoustic wave as a 
superposition of the elementary waves (3.21). 

The spectral integral (3.19) is the starting point for the 
asymptotic analysis of the behavior for t ~ 00 of solutions in 
L2 (R 3 ) of the d'Alembert equation. I~ is convenient to begin the 
analysis with the special case where h is in the class 

The analysis will then be extended to the general case by using 
the easily verified fact that Vo(R3) is dense in L2 (R 3). 

If h E VO(R3) and the support of h satisfies 

supp h C {p: 0 < a < Ipl ~ b} (3.23) 

then the spectral integral (3.19) converges both in L2 (R 3 ) and 
pointwise to v(t,x) and 

1 
v(t,x) = (2n) 3/2 J.~lp I~b exp {i(x - p - tlpl)}h(p)dp (3.24) 

To find the behavior of v(t,-) E L 2 (R 3) for t + 00 introduce 
spherical coordinates for p: 

(3.25) 

where 82 represents the unit sphere in R3 with center at the origin 
and dw is the element of area on 82 • This gives the representation 

b 

J .. -itp V(x,p) p'dp v(t,x) 1 (3.26) (2n) 3/2 

where 

V(x,p) = J eipx-w h(PW)dw 

8 2 

(3.27) 

The asymptotic behavior of V(x,p) for Ixl + 00 will be calculated and 
used to find the behavior of v(t,x) for t + 00. Application of the 
method of stationary phase [2,23J to (3.27) with x = re, r > 0, 
e E 82 implies that if 
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V(x,p) 

+ qo(x,p) 

then there exists a constant Mo = Mo(h) such that 

Iqo(x,p) I : Mo/r2 for all r > 0, a: p: band e E S2 

Substituting (3.28) into (3.26) gives 

v(t,x) = G(r-t,e)/r + G'(r+t,e)/r + ql(t,x) 

401 

(3.28) 

(3.29) 

(3.30) 

where G(T,e) and G'(T,e) are the functions of T E Rand e E S2 
defined by 

G(T,e) 1 J b iTP A 

a e h(pe) (-ip)dp (3.31) 
(2'IT) 1/2 

and 

G'(T,e) 1 
-a 

J eiTP h(p8) (-ip)dp 

-b 

(3.32) (2'IT) 1/2 

Moreover, the estimate (3.29) implies that ql(t,x) satisfies 

Iql(t,X) I : Ml/r2 for all r > 0, t E Rand e E 82 

where Ml = Ml (h) = (2'IT) -3/2 (b 3 - a 3) Mo (h) /3. 

The principal result of this section states that 

00 

v (t,x) = G(r- t,8)/r, x = r8 

(3.33) 

(3.34) 

is an asymptotic wave function for v(t,x) in L2(R3); that is, 

0.35) 

Before indicating a proof it is necessary to complete the statement 
of thx theorem by defining the profile G for arbitrary h E L2 (R 3) . 
When hE VO(R 3 ), G is defined by (3.31) and a simple calculation 
gives 

II GII~2 (RxS2) f \hCP) 12dp 
a<lp <b (3.36) 

Ilhll~2(R3) 
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Hence the correspondence 

(3.37) 

can be extended to all h E L2 (R3) by completion. Another method, 
based on the Plancherel theory in L2 (R,L 2 (5 2» is given in [42]. 
It is not difficult to verify by constructing 8- 1 that 

(3.38) 

A similar extension of the definition (3.32) of G' may be made. 

A proof of (3.35) will now be outlined. Note first that the 
function G'(r+ t,6)/r tends to zero in L2 (R3) when t -+- 00. This 
follows from the simple calculation 

Joo J IG'(r+ t,6) 12d6dr 
o 52 

(3.39) 

and the fact that G' E L2(R X 52). The proof that, in (3.30), 
Q1(t,o) -+- 0 in L2 (R3) when t -+- 00 is based on the following lemma. 

3.1 Convergence lemma 

Let Q C R3 be an unbounded domain and let u(t,x) have the 
properties 

u(t,o) E L2 (Q) for every t > to (3.40) 

lim lIu(t,o)II L (K('(l) = 0 for every compact K C R3 
t+oo 2 

(3.41) 

lu(t,x) I ~ M/lxl 2 for every Ixl > ro (3.42) 

where to' ro and M are constants. Then 

lim lIu(t,o)II L (Q) = 0 (3.43) 
t+oo 2 

Only the case Q = R3 of the lemma is needed here. The more 
general case is used in section 4. A simple proof of the lemma 
is given in [42]. 

The proof of (3.35) for the case hE VO(R3) may be completed 
by applying the lemma to u(t,x) = Q1(t,x). (3.33) states that Q1 
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satisfies (3.42) while (3.40) and (3.41) follow from (3.30). To 
verify (3.41) note that G' (r+ t,8)/r satisfies it by (3.39). 
Moreover, if K C {x: Ixl < R} then by direct calculation 

(3.44) 
R R-t 

= J J IG(r-t,8)1 2 d8dr = J J IG(r,8)1 2d8dr 
o S2 -t S2 

The last integral tends to zero when t ~~oo because G E L2 (R X S2). 
Finally, v(t,x) satisfies (3.41). When h E VO(R3) this can be 
verified directly from (3.24) by an integration by parts. 

~ 

The proof of (3.35) indicated above is valid when hE VO(R 3). 

To prove (3.35) for general h E L2 (R3 ) note that 

(3.45) 

is unitary. In particular, 

~Uo(t)~ = 1 for all t E R (3.46) 

00 00 

v (t,-) = Uo(t)h (3.47) 
00 

then it follows from (3.44) and (3.36) that Uo(t) is contractive: 

00 

~Uo(t)~ ~ 1 for all t E R (3.48) 

*he general case of (3.35) now follows from the special case 
hE VO(R 3), the density of VO(R3) in L2 (R 3 ) and the estimates 
(3.46) and (3.48). The details are given in [42]. 

The real part of the asymptotic wave function (3.34) is another 
function of the same form. Hence, (3.8) and (3.35) imply a similar 
result for the solution in L2 (R 3 ) of the Cauchy problem. The result 
may be formulated as follows. 

3.2 Theorem 

Let f and g be real-valued functions such that f E L2 (R 3 ) and 
g E D(Ao l/2). Let u(t,x) be the corresponding solution in L2 (R 3 ) 

of the d'Alembert equation given by (3.6). Define the asymptotic 
wave function 
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co F(r-t,8) 
u (t,x) , x r8 r 

(3.49) 

where 

F(T,8) Re {G(T,8)} (3.50) 

and 

G 8h 8(f + iA~1/2g) (3.51) 

Then 

co 
lim Ilu(t,·) - u (t, .)II L2 (R 3 ) 
t-xx> ° (3.52) 

Stronger forms of convergence than (3.52) can also be proved 
under suitable hypotheses on the initial state. In particular, 
convergence in energy holds if the initial state has finite energy. 
A result of this type is formulated at the end of section 4 for 
the more general case of an initial-boundary value problem for the 
d'Alembert equation in an exterior domain. 

4. SCATTERING BY OBSTACLES IN HOMOGENEOUS FLUIDS 

The scattering of localized acoustic waves by bounded rigid 
obstacles immersed in an unlimited homogeneous fluid is analyzed 
in this section. The corresponding boundary value problem is 

a 2u (a 2u a2u a 2u) C for t > 0, x E ~ (4.1) 3t2 - --+--+--
axy 3x~ 3x~ 

au = ° 
av for t ~ 0, x E a~ (4.2) 

u(O,x) = f(x) and 3u(O,x)/3t = g(x) for x E ~ (4.3) 

where Q C R3 is an exterior domain (i.e., r = R3 - Q is compact). 
This problem will be treated as a perturbation of the Cauchy prob­
lem of section 3. 

A formulation of the initial-boundary value problem (4.1) -
(4.3) which is applicable to arbitrary domains Q C R3 was given by 
the author in [33,42]. That work provides the starting point for 
the analysis of this section and sections 5 and 6. The principal 
definitions and results are summarized here briefly. 

The formulation makes 'use of the Hilbert space L2 (m and the 
following subsets of L2(~)' 
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L!(Q) = L2 (Q) n {u: 3u/3xj E L2 (Q) for j = 1,2,3} 

L2 (t:.,Q) = L2 (Q) n {u: t:.u E L2 (Q)} 

L~(t:.,Q) = L~(Q) n L2(t:.,Q) 
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(4.4) 

(4.5) 

(4.6) 

where t:.u = 32u/3x~ + 32u/3x~ + 32u/3x; denotes the Laplacian of u. 
The derivatives in these definitions are to be interpreted in the 
sense of the theory of distributions. The sets (4.4), (4.5) and 
(4.6) are linear subsets of L2(~)' Moreover, they are Hilbert 
spaces with inner products meaningful for arbitrary domains Q. 
Moreover, it reduces to (4.2) 

3 
(u,v)l = (u,v) + L (3u/3x.,Clv/Clx.) (4.7) 

J J 
j=l 

(u,v)1:-. = (u,v) + (t:.u,l:-.v) 

(u,v) A = (U,V)l + (t:.u,t:.v) 
1 , Ll 

respectively, where (u,v) is the inner product in L2(Q). 

4.1 Definition 

(4.8) 

(4.9) 

A function u E L!(I:-.,Q) is said to satisfy the generalized 
Neumann condition for Q if and only if 

3 

(t:.u,v) + L 
j=l 

(3u/3x.,Clv/Clx.) = 0 for all v E L;(Q) 
J J 

Note that (4.10) defines a closed subspace 

L~(l~,Q) = q(t:.,~) n {u: u satisfies (4.10)} 

(4.10) 

(4.11) 

in the Hilbert space L~ (I:-.,Q). The condition "u E L~ (I:-. ,Q)" is a 
generalization of the Neumann boundary condition (4.2). It is 
meaningful for arbirary domains Q. Moreover, it reduces to (4.2) 
whenever ClQ is sufficiently smooth (see [42,p.41] for a discussion). 

The construction of solutions of the initial-boundary value 
problem (4.1) - (4.3) given below is based on the linear operator 
A = A(Q) in L2(Q) defined by 

D(A) = L~(t:.,Q) (4.12) 

Au = -t:.u for all u E D(A) (4.13) 

The utility of this operator is based on the following theorem 
which is proved in [42]. 
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4.2 Theorem 

A is a selfadjoint real positive operator in Lz(~). MOreover, 
D(A lIz) = L 1 (m and z 

3 

I 
j=l 

II au/ax.llz for all u E D(A 1/2) 
J 

(4.14) 

The operator A may be used to construct "solutions in Lz(~)" 
and "solutions with finite energy" of (4.1) - (4.3), as described 
in section 2. The solution in Lz(~) will be considered here. As 
in section 3, if f E Lz(~) and g E D(A-I/Z) then 

u(t,x) Re {v(t,x)} (4.15) 

where 

(4.16) 

The properties of the operator A stated in the theorem above 
are valid for arbitrary domains ~ C R3. It was shown in [42] that 
if ~ is an exterior domain then A has a continuous spectrum. 
Moreover, if ~ has the local compactness property (defined below) 
then there exist eigenfunction expansions for A in terms of gener­
alized e~genfunctions which are perturbations of the plane wave 
eigenfunctions of section 3. In the remainder of this section the 
eigenfunction expansions are described and used to analyze the 
structure of solutions of the scattering problem (4.1) - (4.3). 
The principal result of the analysis states that the behavior of 
the acoustic field for large times is described by an asymptotic 
wave function of exactly the same form (3.49) as when there is no 
obstacle. The only effect of an obstacle is to modify the wave 
profile F(T,6). Moreover, a procedure is given for calculating 
the modified profile when the obstacle and the initial state are 
known. 

4.3 Distorted plane wave eigenfunctions 

Two families of generalized eigenfunctions of A, denoted by 
w+(x,p) and w_(x,p) respectively, were defined in [42]. They are 
perturbations of the plane wave eigenfunctions wo(x,p) and have 
the form 

(4.17) 

where w+(x,p) and w~(x,p) may be interpreted as secondary fields 
which are produced when the obstacle r = R3 - ~ is irradiated by 
the plane wave wo(x,p). Mathematically, w+(x,p) and w_(x,p) must 
satisfy 



SPECTRAL AND ASYMPTOTIC ANALYSIS OF ACOUSTIC W AVE PROPAGATION 407 

(4.18) 

o for x E aQ (4.19) 

However, they are not completely determined by these conditions. 
Instead, w+(x,p) is determined by (4.18), (4.19) and the condition 
that w+(x,p) should describe an outgoing secondary wave. This is 
implied by the Sommerfeld condition for outgoing waves: 

aw~(x,p) 
--- - ilpl w~(x,p) 

alxl 
o(lxl- I ), Ixl ~ (X) 1 

> (4.20) 

J 
Similarly, w_(x,p) is determined by (4.18), (4.19) and the condi­
tion that w~(x,p) should describe an incoming secondary wave, 
which is implied by the Sommerfeld condition for incoming waves: 

dW~ (x,p) 
+ ilpl w~(x,p) o(lxl- I ), Ixl~(X) I d Ixl > (4.21) 

w~(x,p) = O( lxi-I), Ixl ~oo J 
Of course, if aQ is not smooth then the boundary condition 

(4.19) must be understood in the generalized sense of (4.10). A 
technical difficulty is caused by the fact that w+(·,p) cannot be 
in D(A) = L~(~,Q) because the spectrum of A is continuous. This 
is overcome by requiring that 

(4.22) 

for all ~ E V(R3) such that ~(x) = 1 in a neighborhood of aQ. 
Generalized eigenfunctions with these properties will be called 
"distorted plane waves," following T. Ikebe [16]. 

The uniqueness of distorted plane waves satisfying (4.18), 
(4.20) or (4.21) and (4.22) was proved in [42] for arbitrary ex­
terior domains. However, to prove their existence it was necessary 
to impose a condition on aQ. To define it let 

QR = Q n {x: I x I < R} (4.23) 

L;oc(IT) = {u: u E L2 (QR) for every R > O} (4.24) 
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£oc(~) { /~ E L£20C(~) L2 ~,n u: au oXj " 

and define the 

4.4 Local compactness property 

for j 

(4.25) 

1,2,3} 

A domain Q C R3 is said to hav~ the local compactness property 
if and only if for each set seLl, OC(IT) and each R > 0 the 
condition 

(4.26) 

implies that S is precompact in L2(QR); i.e., every sequence {u } 
in S which satisfies (4.26) has a subsequence which converges ig 
L2(QR)' The class of domains with the local compactness property 
will be denoted by LC. 

The local compactness property is known to hold for large 
classes of domains. S. Agmon has proved it for domains with the 
"segment property" [1]. A generalization of the segment property, 
called the "finite tiling property" was given by the author in 
[42]. As an application of this condition it can be shown that 
the local compactness property holds for the many simple, but non­
smooth, boundaries that arise in applications, such as polyhedra, 
finite sections of cylinders, cones, spheres, disks, etc. The 
following existence theorem was proved in [42]. 

4.5 Theorem 

Let Q C R3 be an exterior domain such that Q E LC. Then for 
each p E R3 there exists a unique outgoing distorted plane wave 
w+(x,p) and a unique incoming distorted plane wave w_(x,p). 

The outgoing (resp. incoming) property of wt'(x,p) (resp. 
w~(x,p» is made explicit by the following corol ary. 

4.6 Corollary 

Under the same hypotheses there exist functions 
T±(6,p) E COO (S2 x {R3 - O}) such that 

±ilplr 
e r T±(6,p) + w~(x,p), x = r6 w~ (x, p) (4.27) 
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where 

(4.28) 

uniformly for e = x/r E S2 and p in any compact subset of R3 - {O}. 

In acoustics the functions T+(e,p) and T_(8,p) are called the 
far-field amplitudes of the distorted plane waves. 

4.7 The eigenfunction expansion theorem 

Each of the families {w+(o,p): p E R3} and {w_(o,p): p E R3} 
defines a complete set of generalized eigenfunctions of A in the 
sense described by the following theorems. 

4.8 Theorem 

For each f E L 2 (S"l) the following limits exist 

f±(p) = L2 (R 3)-lim J w+(x,p) f(x)dx 

1 M-700 S"l -
M 

> 

f(x) = L2 (Si}-lim J w (x,p) f+(p)dp 
J M-+oo Ipl:::M ± -

where ~ = S"l n {x: Ixl < M}. Moreover, the operators 
~±: L2 (S"l) + L2 (R 3 ) defined by 

are unitary. 

(4.29) 

The relations (4.29) will usually be written in the symbolic 
form 

f±(p) = J w+(x,p) f(x)dx, f(x) = 
S"l -

but must be understood in the sense of (4.29). 

4.9 Theorem 

If {IT(A)} denotes the spectral family of A: 

A = J: A dIT(A) (4.32) 
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then TI(A) has the eigenfunction expansions 

II(A) f(x) J w±(x,p) f±(p)dp, 

Ipl::Y'A 
A > 0 (4.33) 

In particular, A is an absolutely continuous operator whose spectrum 
is the interval [0,00). 

The last result implies that ¢+ and ¢_ define spectral repre­
sentations for A in the sense of the following corollary. 

4.10 Corollary 

If ~(A) is a bounded Lebesgue-measurable function of A > 0 
then for all f E L2(~) 

These results provide a complete generalization of the 
Plancherel theory to exterior domains ~ E LC. 

4.11 The eigenfunction expansions and scattering theory 

The results stated above imply that the wave functions 

v(t,·) = exp (_itA1/ 2)h, h E L2 (rt) 

have the spectral integral representations 

(4.34) 

(4.35) 

(4.36) 

Note that (4.36) defines two representations, corresponding to 
w+(x,p) and w_(x,p). They will be called the outgoing and incoming 
representations, respectively. 

The representations (4.36) and the results of section 3 will 
now be used to derive the asymptotic behavior of v(t,x) for t + 00. 
To begin consider an initial state h E L2(~) such that 

(4.37) 

Such states are dense in L2(~) because Vo(R3) is dense in L2 (R 3 ) 

and ¢_: L2(~) + L2 (R 3 ) is unitary. The wave function corresponding 
to (4.37) is 
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v(t,x) 
A 

W (X,p) exp (-itlpl) h_(p)dp (4.38) 

where the integral converges both pointwise and in L2(~) to v(t,x). 
To discover the behavior of v(t,x) for t ~ 00 substitute the 
decompositions (4.17) and (4.27) for w_(x,p) into (4.38) and write 

v(t,x) = vo(t,x) + v'(t,x) + v"(t,x) (4 .. 39) 

where 

vo(t,x) (4.40) 

r 
(4.41) v'(t,x) 

1 = -

and 

v"(t,x) f w"(x,p) exp (-itlpl) h (p)dp 
R3 -

(4.42) 

Note that vo(t,~) is a solutio~ in L2(~3) of the d'Alembert equa­
tion. Indeed, h_ ~_h = ~o(~o~_h) = ho where 

(4.43) 

and 

(4.44) 

= exp C-itAI/2)h o 0 

Thus voCt,x) represents a wave in an unlimited fluid containing no 
obstacles. It will be shown that v(t,x) is asymptotically equal 
to this wave when t ~ 00; i.e., 

o (4.45) 

To see this note that, in (4.39), v'(t,x) has the form 

v' ( t , x) = G' (r + t, e ) / r (4.46) 

It was shown in section 3 that such functions tend to zero in 
L2(R 3) when t ~ 00 (see (3.39». It is easy to check that (4.37) 
implies that G' E L2 (R X S2). Finally, condition (4.28) for 
w~(x,p) implies that the term v" (t,x) in (4.39) satisfies 
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Iv"(t,x) I ::: M/lxl 2 for all Ixl > 0 and t E R (4.47) 

with a suitable constant M. Hence, the convergence lemma of 
section 3, applied to v" '" v - Vo - VI implies (4.45) if v"{t,x) 
satisfies the local decay condition (3.41). For vl{t,x) this 
condition follows from (4.46). For v(t,x) and vo(t,x) it follows 
from the local compactness property. A pr~of may be found in 
[42]. Thus (4.45) is established for all h_ E Vo(R 3 ). The main 
result of this section is the 

4.12 Theorem 

For all h E L2(~) if v(t,·) 
exp (-itA~/2) (<P~qUh then 

exp (-itA1/ 2)h and vo(t,·) 

lim II v ( t , .) - v 0 (t , • )II L 2 (m 
t~ 

o (4.48) 

This result follows immediately from the special case (4.37) 
proved above, the density of Vo(R3) in L2(R3 ) and the unitarity 
of the operators exp (_itA1/ 2), exp (-itA5/2), iI>0 and iI>_. 

4.l3 Corollary 

If J~: L2 (n) -+ L2 (R3) is defined by Jnu(x) '" u(:<) for all 
x E ~ and Jnu(x) '" 0 for all x E R3 - n then the strong limit 

W+ '" W+(A~/2,Al/2,J~) '" s-lim exp (itA~/2)JQ exp (_itA 1/ 2 ) (4.49) 
t~ 

exists in L2 {n) and W+: L2(~) -+ L2(R 3 ) is given by 

* W+ '" <Po<P_ (4.50) 

In particular, W+ is unitary. 

The operator W+ is the wave operator for the pair A~/2, Al/2 
in the sense of the time dependent theory of scattering. The 
equivalence of (4.48) and (4.50) is proved in [42]. 

4.14 Asymptotic wave functions in L2 (Q) 

The wave function in L2(R 3 ) defined by 

Vo (t,·) '" exp (_itA~/2)ho, ho '" <I>~<I> h (4.51) 

has an asymptotic wave function in L2(R 3), by the results of 
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section 3; Le., 

o (4.52) 

where 

00 

v (t,x) G(r- t,8)/r, x r8 (4.53) 

and 

* G = 0h = 0~ ~ h o 0 -
(4.54) 

Equations (4.48), (4.52) and the triangle inequality imply the 

4.15 Theorem 
00 

For each hE L2 (Q) the wave function v (t,·) defined by 
(4.53), (4.54) is an asymptotic wave function in L2 (Q) for v(t,·) 
= exp (_itA1/ 2 )h; that is, 

00 

lim "v(t,·) - v (t'·)"L2 (Q) 
t~ 

4.16 Corollary 

o (4.55) 

The profile of the asymptotic wave function is given by 

G(T,e) 1 (4.56) (2TT) 1/2 

where the integral converges in L2 (R x S2). 

This follows immediately from (4.54) and (3.31). Note that 
the only difference between the asymptotic wave functions for R3 
and those for Q is that h = ~oh is replaced by h ~ h. 

4.17 Asymptotic energy distributions 

If the initial state h E L2 (Q) has derivatives in L2(~) then 
the corresponding profile G and asymptotic wave function v (t,x) 
will have corresponding derivatives. In particular, the following 
result was proved in [42]. 
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4.18 Corollary 

If dh(x)/dxj E L2(~) for j = 1,2,3 then dV(t,X)/dt and 
dV(t,X)/dXj are 1n L2(~) for all t E Rand j = 1,2,3 and 

where 

lim IldV(t,')/dt - v;(t")II L (~) 
t~ 2 

lim II dV(t, ·)/dX. 
t~ J 

° 
0, j 

00 

vk(t,x) = Gk(r - t,8)/r, k 0,1,2,3 

Go (T,8) -dG(T,8)/dT 

Gj (T,8) -Go(T,8)8 j , j 1,2,3 

and G(T,8) is given by (4.56). 

I 
> 

1,2,3 J 
(4.57) 

(4.58) 

(4.59) 

(4.60) 

The energy integral for a homogeneous fluid is given by 

E(u,K, t) - ~ t <[ (,u~~,X) 1 ' + L (,u~~;X) 1 } <Ix (4.61) 

if p = 1, c = 1. The last corollary implies that if u(t,x) 
= Re {v(t,x)} is a solution with finite energy in ~ then the 
energy in any measurable cone 

C = {x = r8: r > 0, 8 E Co C S2} (4.62) 

has a limit as t ~ 00 which can be calculated from the initial 
state u(O,x) = f(x), dU(O,X)/dt = g(x). The following result was 
proved in [42]. 

4.19 Theorem 

If f E L~(~), g E L2(~) and if C is any measurable cone in 
R3 then 

1 f lim E(u,C n ~,t) = 2 
t~ C 

(4.63) 

5. PROPAGATION IN UNIFORM TUBULAR WAVEGUIDES 

The propagation and scattering of localized acoustic waves 
is simple and compound tubular waveguides with rigid walls, and 
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filled with a homogeneous fluid, is analyzed in this section and 
the next. The simplest case is the uniform semi-infinite cylinder, 
closed by a plane wall perpendicular to the axis. Other special 

~(J~. _____________ () 
Figure 1. Uniform semi-infinite cylindrical waveguide. 

cases which are of interest in applied acoustics include the cyl­
indrical waveguide terminated by a resonator, the tubular 

~~ 
--(7:2~-----------i~--~(~) ; I 

~- ._---- - -- --.-...,. 

Figure 2. Cylindrical waveguide terminated by a resonator. 

waveguide with a bend, or elbow, coupled cylindrical waveguides 
with different cross-sections, the T-joint in a waveguide, uniform 
waveguides containing an iris, waveguides containing obstacles, 
and many others. 

The most general compound tubular waveguide considered here 
is described by a domain ~ C R3 of the form 

(5.1) 
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Figure 3. Waveguide with elbow. 

, 
I 

_... _ ... _. ___ 1 _ ___ __ 

, 

, 

Figure 4. Coupled waveguides. 

Figure 5. Waveguide with T-joint. 
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Figure 6. Waveguide with iris. 
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where Qo is a bounded domain and S1,S2,···,S are disjoint uniform 
semi-infinite cylinders. If Q is a waveguid~ with rigid walls, 
filled with a homogeneous fluid, the corresponding boundary value 
problem is again problem (4.1) - (4.3), but for a domain with the 
structure (5.1). Hence, the Hilbert space formulation of (4.1) -
(4.3) given at the beginning of section 4, which is valid for 
arbitrary domains Q C R3 , provides a starting point for the anal­
ysis of the waveguide problems. The remainder of this section 
presents the spectral and asymptotic analysis of acoustic waves 
in a uniform semi-infinite cylindrical waveguide. The general 
case (5.1) is analyzed in section 6. 

5.1 The uniform semi-infinite cylinder 

It will be convenient to use coordinates 

(5.2) 

such that the y-axis lies in the waveguide. With this choice the 
waveguide may be described by a domain of the form 

S = {(x,y): x E G and y > O} (5.3) 

where G C R2 defines the waveguide cross section. It will be 
assumed that G is bounded and that S E LC. 

The spectral analysis of the operator A = A(S), acting in 
L2 (S), will be based on the spectral analysis of A(G) acting in 
L2 (G). It can be shown that the hypothesis S E LC implies that 
G E LC as a domain in R2. This property and the boundedness of 

• 
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G imply that A(G) has a discrete spectrum with eigenvalues 

such that 

lim A 
j 

j~ 

(5.4) 

00 (5.5) 

Each eigenvalue has finite multiplicity and it is assumed that in 
the enumeration (5.4) each eigenvalue is repeated according to its 
multiplicity. There exists a corresponding orthonormal set {~.(x)} 
of eigenfunctions which is complete in L2(G). Each ~j satisfias 
~j E D(A(G» = L~(~,G) and A(G)~j = Aj~j' Formally, the ~j(x) are 
solutions of the eigenvalue problem 

~ + ~ + A~ 0 for x E G 
aX l ax~ 

a~ _ 
av - 0 for x E aG 

1 
> (5.6) 

j 
Of course, if aG is not smooth then the boundary condition is the 
generalized Neumann condition defined in section 4. It is known 
that the first eigenvalue 1..0 = 0 is simple with normalized 
eigenfunction 

1 
~o (x) = 1Gf172 = const. (5.7) 

where IGI is the Lebesgue measure of G. 

5.2 The eigenfunction expansion 

The eigenfunctions of A may be constructed by separation of 
variables. From a more sophisticated point of view, A is a sum of 
tensor products 

A = A(G) € 1 + 1 '<S' A(R+) (5.8) 

where ~ = {y: y > O}. It follows that the eigenfunctions of A 
are products of eigenfunctions of A(G) and A(~). The spectral 
analysis of A(R+) is given by the Fourier cosine transform in 
L2 (R+): 

f(p) L2 (R+) -lim (2t12 r py f(y)dy (5.9) - cos 
~1~ 1T 0 

[~r/2 r A 

L2(R+)-lim cos py f(p)dp (5.10) 
M-l-OO 

f(y) 



SPECTRAL AND ASYMPTOTIC ANALYSIS OF ACOUSTIC W AVE PROPAGATION 419 

(5.11) 

It follows that a complete normalized family of generalized eigen­
functions for A is defined by 

1/2 
cos py ~.(x), P E R+, j = 0,1,2,'" 

J (5.12) 

The Plancherel theory for A(G) and A(~), quoted above, implies 
that 

M 

L2 (~)-lim I I w. (x,y~p) f(x,y)dxdy 
M~ J 

o G 

(5.13) 

exists for all f ~ L2(8), and the operator ~.: L2(8) + L2(~) 
defined by ~jf = fj has range ~jL2(8) = L2(Ri). Moreover 

and 

00 

N 

f(x,y) = L2(8)-lim I 
M,N-+oo 

j=O 

(5.14) 

M I. wJ(x,y,p) fJ(P)dP (5.15) 

The relations (5.13) and (5.15) are frequently written in the more 
concise symbolic form 

'" fj(p) = t w.(x,y,p) f(x,y)dxdy 
8 J 

(5.16) 

and 

00 

f(x,y) I 1 w.(x,y,p) f.(p)dp 
R J J 

j=O + 

(5.17) 

but must be understood in the sense of (5.13) and (5.15). 

Note that, formally, f.(p) is just the L2(8) inner product of 
f(x,y) and the eigenfunctiort (5.12). For a more detailed discussion 
of this expansion see [21]. 

The generalized eigenfunctions (5.12) are locally in D(A) and 
satisfy 
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Aw.(',',p) == -lIw.(·,·,p) = (p2 + A.)w.(·,·,p) (5.18) 
] ] ] ] 

This fact and the Plancherel theory imply the following construc­
tion of the spectral family of A. 

5.3 Theorem 

If {n(A),A ~ O} denotes the spectral family of A = A(S) then 
IT(A) has the eigenfunction expansion 

nu) f(x,y) 

1...<1.. 
]-

] w. (x,y ,p) j lA-A. 

o ] 
f.(p)dp 

] 

(5.19) 

for all A > O. In particular, A is an absolutely continuous oper­
ator whose spectrum is the interval [1.. 0 ,00) = [0,00). 

Note that the sum in (5.19) is actually finite by (5.5). 
(5.19) implies that the eigenfunction expansion (5.17) defines a 
spectral representation for A in the sense of the following 
corollary. 

5.4 Corollary 

If 0/(1..) is any bounded Lebesgue-measurable function of A > 0 
then for all f E L2 (S) 

o/(A) f(x,y) L2 (S)-lim 
M,N~ 

N 

I 
j=O 

A 

f. (p)dp 
] 

(5.20) 

The eigenfunction expansion (5.17) defines a decomposition of 
the Hilbert space L 2(S). To describe its properties let f E L2 (S) 
and define 

P. f(x,y) 
] 

0,1,2," • 

<p. (x) 
] 

(5.21) 
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where 

fG <pj(X') f(x' ,y)dx', j = 0,1,2,'" (5.22) 

The orthonormality of {<p.} in L2(G) implies that {P.: j=0,l,2,···} 
defines a complete fami11 of orthogonal projectionsJin L2(S): 

* °jkPk for j,k = 0,1,2,'" P. = P. , P/k J J 

and co 

I P. 1 
J 

j=O 

Moreover, a simple calculation gives 

'I'(A) P.f = P.'I'(A)f = J w.(·,·,p)'I'(pz+A.)f.(p)dp 
J J R J J J 

+ 
for j = 0,1,2,···. In particular, 

P.f(x,y) 
J J w.(x,y,p) f.(p)dp 

R J J 
+ 

(5.23) 

(5.24) 

(5.25) 

(5.26) 

* An equivalent operator-theoretic representation is Pj = ~j~j. If 

~. = P.L2(S) = {f(x,y) = f.(y)<p.(x): f J. E L2(R+)} 
J J J J 

(5.27) 

then (5.23) - (5.25) imply the 

5.5 Corollary 

The direct sum decomposition 

co 

L2 (S) = L $ ~j (5.28) 

j=O 

is a reducing decomposition for A. 

Note that each~. is isomorphic to Lz(R+) under the mapping 
f(x,y) + f.(y) defineJ by (5.22). 

J 

5.6 Solutions in L2(S) of the propagation problem 

Only the case where f E L2 (S) and g E D(A-l/z ) will be dis­
cussed. As in sections 3 and 4, the solution in L2(S) of the 
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propagation problem (4.1) - (4.3) has the form 

u(t,x,y) = Re {v(t,x,y)} 

where 

v(t,·,·) = exp (-it A1/ 2 )h, h = f + iA- 1/ 2gE L (S) 
2 

The decomposition (5.28) implies that 

v(t,x,y) 

where 

with 

and 

v.(t,x,y) 
J 

v. (t,y) 
J 

00 

L vj(t,x,y) in L 2 (S) 

j=O 

P .v(t,x,y) 
J 

(2) 1/2 J TI R cos py 

+ 

-itw. (p) 
e J 

WJ' (p) = (p2 + A.) 1/2 > A. If 2 > 0 
J - J -

A 

h. (p)dp 
J 

(5.29) 

(5.30) 

(5.31) 

(5.32) 

(5.33) 

(5.34) 

In the theory of waveguides (5.31) is called a modal decomposition 
and the partial waves vi(t,x,y) are called waveguide modes. 
Vj(t,x,y) will be said ~o be in mode j of the waveguide S. In 
particular, mode 0 

vo(t,x,y) (5.35) 

will be called the fundamental mode of S. It is not difficult to 
show that 

uo(t,y) Re {VO (t,y)} 

y+t 

= ~ {fo(y-t) + fo(y+t)} + ~ J go(y')dy' 

y-t 

(5.36) 

where fo(-y) = fo(y) and go (-y) = go(y). Note that the modal 
waves propagate independently in the sense that different modes 
are orthogonal in L2 (S) for all t. 

The spectral representation (5.31), (5.32), (5.33) will now 
be used to study the asymptotic behavior for t ~ 00 of solutions 
in L2 (S). Because of the independence of the modes it will be 
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enough to study the individual modal waves (5.33). The substitu­
tion 2 cos py = exp (ipy) + exp (-ipy) gives the decomposition 

v. (t,y) + + v: (t,y) (5.37) v. (t,y) 
J J J 

where 

+ 1 

JR+ 

i(yp-tw.(p» A 

Vj (t,y) v: (t,-y) (21T) 112. 
e J hj(p)dp 

J 
(5.38) 

and the integral converges in L2 (R+) (and in L2 (R» for each 
hj E L2(~). The special case of the fundamental mode is discussed 
f1rst. 

5.7 Asymptotic wave functions for the fundamental mode 

This case is closely related to that of section 3, since 
wo(p) = p for all p E~. Thus 

+ 1 
vo(t,y) = (21T)1!2 

where 

1 
(21T) 1/2 J eiyp ho(P)dp E L2 (R) 

R+ 

(5.39) 

(5.40) 

Moreover, it is easy to verify by direct calculation that v;(t,y) 
vt(t,-y) = Go (-y-t) ~ 0 in L2(~) when t ~ 00. Thus 

00 

Vo (t,y) = Go (y-t) (5.41) 

is an asymptotic wave function for vo(t,y) in L2(~): 

A 

for all ho E L2 (R+). 

For the higher order modes j ~ 1 the functions w.(p) 
= (p2 + A.) 1/2 with Aj > o. For these cases the specd'al integrals 
(5.38) all have the same form, differing only in the value of Aj 
and the function hj E L2(~). The asymptotic behavior of these 
integrals may be determined by the method of stationary phase, as 
follows. 
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5.8 Application of the method of stationary phase 

Consider the wave function defined by 

v(t,y,)..,h) = (21T)-1/2 J exp {i(yp - tw(p, A» }h(p) dp (5.43) 
R + where 

W(p,A) (5.44) 

and 

(5.45) 

The phase function 

6(p,A,y,t) = yp - tW(p,A) (5.46) 

is stationary with respect to p if and only if 

ae(p,A,y,t)/ap = y - taw(p,)..)/ap = 0 (5.47) 

or 

y = aw(p,)..) == U( A) = P 
t ap p, (p2+)..) 112 (5.48) 

The function U(p,A) defined by (5.48) is the group velocity [5] 
for the wave function (5.43). Note that 

aU(p,A) 
ap (5.49) 

and hence U(p,)..) is a monotone increasing function of p. Moreover, 

o ~ U(p,A) < 1 for all p ~ 0 and).. > 0 (5.50) 

Hence for t > 0 equation (5.48) 

if 

( (y/ t) 2 A) 1/2 = 
p 1- (y/t)2 

o S y/t < 1 

has the unique solution 

y > 0 [ 
2).. )1/2 

t2 _ y2 - (5.51) 

(5.52) 

and has no solution for other positive values of t. The principle 
of stationary phase asserts that for large values of y2 + t 2 the 
stationary point (5.51) will make a contribution 
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vOO(t,y,A,h) = X (~) 
i(yp-tw(p,A)-~/4) 

-=e~ _______ h(p) , 
(taU(p,A)/ap) 1/2 

(5.53) 

p = 

to the integral (5.43), where X(y/t) is the characteristic function 
of the set (5.52). More precisely, if hE V(Rr) then the following 
error estimate is known [2,23]. 

5.9 Theorem 

Let h E V(R+) and define the remainder q(t,y,A,h) by 

00 

v(t,y,A,h) = v (t,y,A,h) + q(t,y,A,h) (5.54) 

Then there exists a constant C = C(A,h) such that 

Iq(t,y,A,h) I < C/(y2 + t 2) 3/'+ for all y E Rand t > 0 (5.55) 

It follows from (5.54) and (5.55), by direct integration, that 
for all h E V(R+) 

00 

~.: IIv(t,·,A,h) - v (t,.,A,h)II L2 (R+) = 0 (5.56) 

The stationary phase method is not applicable to (5.43) when A = O. 
However, the results for this case are described by the same 
equations if 

vOO(t,y,O,h) = (2~)-1/2 J 
R+ 

exp (iyp) h(p)dp (5.57) 

With this notation, (5.56) with A = 0 is equivalent to (5.42). 

The estimate (5.55) implies (5.56) for all hE V(R). For 
more general hE L2(R+) the estimate (5.55) may not hold. Never­
theless, the following results hold. 

5.10 Theorem 

(5.58) 
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00 

t + V (t,·,A,h) E Lz(R+) is continuous for all t ~ 0 (5.59) 

Ilvoo(t,.,A,h)II L (R ) :::: IIhllL (R ) for all t ~ 0 (5.60) 
2 + z + 

Moreover, the relation (5.56) holds for all hE L2 (R+). 

Properties (5.58) - (5.60) follow from the definitions (5.53), 
(5.57) by direct integration. Moreover, the validity of (5.56) for 
all hE Lz(Rt ) follows from the special case h E V(~), the density 
of V(~) in z(~) and th~ uniform boundedness in t of 
IIv(t,.,A,h)IILz(Rt-) and IIv (t,.,A,h)IIL2(~)' More detailed proofs 

may be found in [22,40]. 

5.11 Asymptotic wave functions for the higher order modes 

Define the modal asymptotic wave functions by 

co co A 

Vj (t,y) = v (t,y,A.,h.), j = 0,1,2,'" 
J J 

Then (5.38), (5.43) and (5.56) imply 

. + co 
l1mllv.(t,·) -v.(t,·)II L (R) 
t-+oo J J 2 + 

0, j 

Moreover, (5.38) for v~ and (5.43) imply 
J 

v~(t,y) = v(t,-y,A.,h.) 
J J J 

0,1,2,'" 

(2IT) -1/2 

fR exp {-i(yp+ tW(p,A.)} h. (p)dp 
J J 

+ 

(5.61) 

(5.62) 

(5.63) 

The stationary phase method, applied to (5.63), implies that 

lim II v ~ (t,·)11 L (R ) = 0 
t-+oo J z + 

(5.64) 

because the phase yp + tW(p,A.) in (5.63) has no stationary points 
when y ~ 0 and t > O. Combining (5.37), (5.62) and (5.64) gives 

co !! II Vj (t,·) - v/t,. )IIL z (R+) = ° 
for all h. E Lz(R ) and j = 0,1,2,···. 
decomposition (5.31), (5.32) imply the 

(5.65) 

The results and the 
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5.12 Asymptotic convergence theorem 

Then 

and 

For all h E L2(S) define 

00 

v oo(t,x,y) = I 
j=O 

v(t,·,·) E L2(S) for all t ~ 0 

t + v(t,·,·) E L2(S) is continuous for all t ~ 0 

lim 
t-l-OO 

o 

427 

(5.66) 

(5.67) 

(5.68) 

(5.69) 

(5.70) 

The proof of this result will be outlined. First, note that 
the convergence in L2(S) of the series in (5.66) follows from the 
orthogonality of its terms in L2(S), (5.60) which implies 

00 00 "-

IlvJ.(t,·)<P].II L2 (S) = IIv].(t,·)II L (R) < Ilh.II L (R) 
2 + - J 2 + 

for all t ~ 0 and (see (5.14» 

00 

(5.71) 

IIhll~2(S) I IIhjll~2(R+) < 00 (5.72) 
j=O 

Prop~rties (5.68) and (5.69) follow from (5.59) and (5.60), applied 
to v.(t,y). Finally, to verify (5.70) note that for j = 0,1,2,··· 

J 

00 00 

II v . (t, .) - v . (t, .) II L (R ) < II v . (t, .) II L (R ) + II v . (t, .)\1 L (R ) 
J J 2+ J 2+ ] 2+ 

< 211h.II L (R) 
J 2 + 

for all t F O. It follows that 
00 

(5.73) 

(5.74 ) 
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N co (5.74 Cont) 

< L II v. ( t, .) - V ~ ( t, • ) II ~ (R ) + 4 
J J z + 

j=O 

for N = 0,1,2,···. Fixing N and making t + co gives, by (5.65) 

lim II v ( t, • , .) - v co ( t, • , .) II ~ z (S) < 4 
t~ 

00 

L II hj IIlz (R +) 
j=N+1 

(5.75) 

for N = 0,1,2,···. Thus (5.70) follows from (5.72) and (5.75). 

If f E L~ (S) = D(A l/Z) and g E L z (S) then the same method 
can be used to show convergence in energy: 

co 
lim E(u - u ,S,t) = 0 (5.76) 
t~ 

00 

where u (t,x,y) Re {voo(t,x,y)} but the details will not be 
recorded here. 

6. SCATTERI~G BY OBSTACLES AND JUNCTIONS IN TUBULAR WAVEGUIDES 

The analysis of section 5 is extended to compound tubular 
waveguides in this section. The mathematical problem is the 
initial-boundary value problem (4.1) - (4.3) for an unbounded 
domain ~ C R3 of the form 

(6.1) 

where ~o is a bounded domain and Sl""'S are disjoint uniform 
semi-infinite cylinders. Examples includ~ waveguides of the types 
described at the beginning of section 5 and many others. It will 
be assumed that ~ E LC. 

6.1 Notation 

It will be convenient to think of R3 as a 3-dimensional 
differentiable manifold. The generic point of R3 will be denoted 
by q. A special Cartesian coordinate system 

( a a a) - (xa,ya) E R3 x 1 ,xZ 'y = (6.2) 

may be associated with each semi-infinite cylinder Sa (a= 1,'" ,m) 
in such a way that 

{ 3 a a} Sa = q E R: x (q) E Ga and y (q) > 0 (6.3) 
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where G C R is a bounded domain. The assumption that ~ E LC 
impliesathat Ga E LC for a = l,···,m and hence that each A(Ga ) has 
a discrete spectrum with eigenvalues 

o = A < A < A < ••• 
ao - al - a2-

such that 

lim A Q, 
Q,-+eo a 

= 00 

and corresponding eigenfunctions 

which form a complete orthonormal sequence in L2(Ga ). 

6.2 Solutions of Aw = AW in Sa 

(6.4) 

(6.5) 

(6.6) 

Suppose that w is locally in D(A); i.e., ¢w E D(A) for every 
¢ E V(R 3 ). Then the completeness of the eigenfunctions (6.6) 
implies that 

00 

w(q) 

where xa a y (q). Moreover, if 

Aw = AW in Sa 

then the coefficients waQ,(ya) will satisfy 

w~Q,(ya) + (A - AaQ,) waQ,(ya) = 0 for all ya > 0 

In particular, if it is assumed that 

A # AaQ,; a = l,···,m; Q, = 0,1,2,··· 

then 

where, for definiteness, lJl/2 > 0 for lJ > 0 and 

(A- A )1/2 
aQ, for A > AaQ, 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

(6.12) 
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6.3 Eigenfunctions of A and non-propagating modes 

It was discovered by F. Rellich [27] that the operators A for 
waveguide regions of the form (6.1) may have a point spectrum. A 
point A E R is in the point spectrum of A if and only if there is 
a non-zero function w E D(A) such that Aw = AW. In particular, 
the requirement that w E L2(~) implies that in the expansions 
(6.7), (6.11) the coefficients C~£ = C~£ = 0 for A > Aa£ and 
Ca£ = 0 for A < Aa £. Thus any eigenfunction of A must have the 
form 

w(q) L (6.13) 

U:A<Aat} 

for all q E S. In particular, the eigenfunctions are exponentially 
damped in eacg cylinder Sa. 

D. S. Jones [17] has shown that the point spectrum of A is a 
discrete subset of (0,00); i.e., each eigenvalue has finite multi­
plicity and each finite subinterval of (0,00) contains at most a 
finite number of eigenvalues. Thus if the point spectrum of A is 
not empty then there exists an M such that 1 S H S 00 and A(n)' 
1 ~ n < M, is an enumeration of the eigenvalues of A, each repeated 
according to its multiplicity. It may be assumed that 

o < A(n) : A(n+l) for 1 : n < n+l < M (6.14) 

The corresponding eigenfunctions will be denoted by wen). The 
subspace spanned by {wen): 1 S n < M} will be denoted-oy ~P(A) 
and called the subspace of discontinuity of A [18]. Thus 

JeP (A) {w (6.15) 

l<n<M 

It is known that 

(6.16) 

where ~(A), the orthogonal complement of ~(A) in L2(~)' is that 
largest subspace of L2(~) on which the spectral measure of A is 
continuous. ~(A) is called the subspace of continuity of A [18]. 
Horeover, (6.16) is a reducing decomposition for A [18]. 

If the initial state of an acoustic field in ~ satisfies 
u(O,·) = f E ~(A) and dU(O,·)/dt = g E J~(A) then h = f + iA- 1!2g 
E ~(A) and hence 
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v(t,q) exp (_itA1/2)h(q) 

(6.17) 

I C(n) exp (-itA(~» w(n)(q) 
l<n<M 

It follows that the energy of the acoustic field u(t,q) = Re{v(t,q)} 
in any bounded portion of Q is an oscillatory function of t. In 
particular, there is no propagation of energy in the cylinders Sa. 
For this reason the eigenfunctions W(n)(q) are called non­
propagating modes of the waveguide. By contrast, it is shown 
below that for fields with initial state in ~(A) the energy in 
every bounded portion of Q tends to zero when t + 00 and hence all 
the energy propagates outward in the cylinders Sa. 

6.4 Generalized eigenfunctions of A 

The operator A has two families of generalized eigenfunctions, 
analogous to the functions w+(x,p) and w_(x,p) of section 4, each 
of which spans the subspace ~(A). The structure and properties 
of these functions are described next. 

Consider a single term in the expansion (6.7) for the cylinder 
Sa. It has the form (cf. (6.11» 

waJ,(q) = (C:R. exp {iv'A- AaR. ya} 

(6.18) 

+ C~5I. exp {-iv'A - AaR. ya}) QJaR. (xa ) 

a a where q ~ (x ,y). Assume that A > Aa5l.' so that (6.18) represents 
a propagating mode in Sa' and write 

p = (A - A ) 1/2 > 0 
a51. (6.19) 

and 

Al/2 == w",o(p) = (p2 + A )1/2> Al/2 
VoN aR. aR. (6.20) 

If one associates a time-dependence exp {_iA 12 t} = exp {-iWaR.(p)t} 
with (6.18), as in the spectral representation of v(t,·) 
= exp (-itA1/2)h, then 

waR. (q) exp {-iWaR. (p) t} C:R. exp {i(pya - waR. (p) t) }CPaR. (xa ) 

(6.21) 

+ c~5I. exp {-i(pyCl.+WaJ/,(p)t)}CPaJ/,(xCI.) 
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is the sum of an outgoing wave in Sa' with coefficient C~t, and an 
incoming wave with coefficient Cat. For this reason, a solution 
of (6.8) of the form 

(6.22) 

will be called an "outgoing" wave in Sa in mode t, while a solution 
of the form 

(6.23) 

will be called an "incoming" wave in Sa in mode t. Note that this 
terminology is based on the convention that the time-dependence is 
exp (-iWat(p)t), as in (6.21). If a time-dependence exp (iWap(p)t) 
were used it would be necessary to interchange the terms "outgoing" 
and "incoming." 

In the case of the uniform semi-infinite cylinder of section 
5, m is equal to 1 and the generalized eigenfunctions have the form 

w,Q, (x,y,p) 
1 

(21f) 1/2 exp (ipy) <P,Q,(x) 

(6.24) 
1 

+ (21f) 1/2 exp (-ipy) <P t (x) 

Thus they are the sum of an incoming and an outgoing wave in mode 
,Q" with equal amplitudes and phases. This symmetry is due to the 
symmetry of the waveguide. In the general case of a compound 
waveguide (6.1) it is possible to prescribe the amplitudes and 
phases of the incoming (resp., outgoing) waves in each cylinder Sa 
and mode t. The amplitudes and phases of the outgoing (resp., 
incoming) waves in each cylinder Ss and mode m are thereby deter­
mined. The most useful generalized eigenfunctions are those that 
have an incoming (resp., outgoing) wave of prescribed amplitude 
and phase in a single prescribed cylinder Sa and mode t. They may 
be described as follows. 

6.5 Definition 

The mode (a,t)-outgoing eigenfunction for Q is the function 
w~,Q,(q,p) defined by the properties 

w:,Q,("p) is locally in D(A) (6.25) 

(A - w~,Q,(p» w!,Q,(q,p) = -(~ + W~,Q,(p»W:,Q,(q,p) a (6.26) 

for all q E Q and 
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<Xl 
(6.27) 

+ I c+n Q. (p) exp {i/p2 + A n - AQ ySlq)Q (xS) ax"...,m ax,...,m...,m 
m=O 

for all q E Ss (S = 1,2,···,m). Similarly, the mode (a,JI,)-incoming 
eigenfunction for Q is the function W;t(q,p) defined ~y the prop­
erties that w~JI,(·'p) is locally in D(A), (t.+W&JL(p»waJL(q,p) = 0 
for all q E Q and, for q E Sa (S = 1,2,···,m) 

°as 
(21f) 1/2 exp (ipya) cj> aJl, (xa ) 

<Xl 

+ I 
m=O 

(6.28) 

C- n Q (p) exp {_i/p2 + A n - AQ yS}cj>Q (xS) ax"...,m aX, I-'m ...,m 

where -i/p2 + AaJL - A[3m < 0 for ASm > AaJl, + p2. 

The eigenfunction w~JI,(q,p) may be interpreted physically as 
the steady-state acoustic field in the waveguide Q due to a single 
incoming wave (6.2~) in cylinder S~ and mode JI" with amplitude and 
phase defined by CaJl, (p) = 1/ (21f) 1/, and no incoming waves in the 
other cylinders or in the other modes of cylinder Sa' The ampli­
tudes and phases of the corresponding outgoing waves are defined by 
the coefficients ctJl, Sm(P) which are determined by the incident wave 
and the geometry of Q. Note that, in general, an incoming wave in 
mode (a,JL) will produce outgoing waves in all the cylinders and 
modes; i.e., scattering produces coupling among the cylinders and 
modes. 

The form of the exponential which multiplies cj>Sm(xS) in (6.27) 
is determined by the requirement (6.26). Note that the sum in 
(6.27) includes propagating modes with ASm < AaJl, + p2 and modes 
"beyond cutoff" with ASm > AaJl, + p2. The latter decrease exponen­
tially when yS + 00. 

The eigenfunctions w~JI,(q,p) have an interpretation analogous 
to that of w~JL(q,p), but with "outgoing" and "incoming" inter­
changed. It is easy to verify from the defining conditions that 
the two families satisfy the relation 

(6.29) 
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The case of the uniform semi-infinite cylinder is a very spe­
cial case in which m ~ I (so that no index a is needed) and 

+ -wt(q,p) ~ w~(q,p) ~ wt(x,y,p), q * (x,y) (6.30) 

(see (6.24». Moreover, in this case the symmetry implies that 
there is no coupling between different modes: 

(6.31) 

Existence and uniqueness theorems for the eigenfunctions 
w~~(q,p) were proved in [21]. The following notation will be used 
to formulate them. 

where ap(A) {A ~ A(n): 1 ~ n < M}. Similarly, 

Zat(GS) ~ {p E R+: p2 + Aat E a(A(GS»} 

where a(A(GS» ~ {A ~ AS~: ~ ~ 1,2,···}. Finally 

m 

and 

Zex.~ ZaJb (&1) U U Zex.~ (GS) 
S~l 

m <Xl 

Z U U Za~ 
ex.~l ~~l 

(6.32) 

(6.33) 

(6.34) 

(6.35) 

Note that the information on the spectra of A(Ga ) and A given 
above implies that each of these sets is a denumerable subset of 
R+. The results of [21] imply the following theorem. 

6.6 Theorem 

Let &1 E LC be a waveguide domain of the form (6.1). Then for 
each p E R+ - Z, each ex. ~ l,"',m and each ~ ~ 1,2,'" the eigen­
functions W~t("p) and W~t("p) exist and are unique. 

6.7 The eigenfunction expansion theorem 

The families {w~~(·,p): p E Rr-Z; ex.~l,···,m; ~~0,1,2,···} 
and {w;~(·,p): p E ~-Z; ex.~l,···,m; ~~0,1,2,···} define two 



SPECTRAL AND ASYMPTOTIC ANALYSIS OF ACOUSTIC WAVE PROPAGATION 435 

complete sets of generalized eigenfunctions for the part of A in 
the subspace of continuity ~(A). The eigenfunction expansions, 
which are of the P1anchere1 type described in the preceding sec­
tions, may be formulated as follows. 

6.8 Theorem 

Define 

{ 3 at at} S q E R: x (q) E Gat and 0 < Y (q) < M at,M 

and 

QM = Qo u S u ••• u S 
I,M m,M 

Then for all f E L 2(Q) the limits 

fat~(p) = L2(~)-lim I w;~(q,p) f(q) dVq 
~ Q 

M 
exist, where dV is the element of Lebesgue measure 
over, the opera~ors ~±~: L2(Q) + L2(~) defined by 
have range L2(~) and~ if pc denotes the orthogonal 
L2(Q) onto ~(A) then 

m 00 

at=l ~=O 

for all f E L2(Q), and 

m N 

(6.36) 

(6.37) 

(6.38) 

in R3. More-
+ A+ 
~a~f = fa.~ 
projection of 

(6.39) 

r pC f (q) L L 
+ A+ 

= L2 (Q)-lim o w~£(q,p) f~£(p)dp 
M,N+oo at=l £=0 

(6.40) 

The relations (6.38) and (6.40) will be written in the 
symbolic form 

A+ r + 
f~£(p) w~£(q,p) f(q) dV 

JQ 
q 

m 00 

pCf(q) L L J w;£ (q, p) 
A+ 
f~£(p)dp 

at=l £=0 R+ 

(6.41) 

(6.42) 
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but they must be understood in the sense of (6.38), (6.40). The 
following corollaries are almost immediate; see [13,21]. 

6.9 Corollary 

For each f E L2(~) the limits 

[ W;t(q,p) (6.43) 

exist and 

(6.44) 

Moreover, 

m 00 

(6.45) 

0.=1 i=l 

6.10 Corollary 

Define 

(6.46) 

+ w,c + + 
Then each ~J/, is a closed subspace of ~ (A), j~J/, and ~m are 
orthogonal whenever (a,J/,) F (8,m) and 

m 00 m 00 

;uC(A) I I e JC:i = I I ED JC~J/, (6.47) 

0.=1 J/,=1 0.=1 i=l 

The eigenfunction expansions (6.40) provide the following 
construction of the spectral family of A in ~(A). 

6.11 Theorem 

If {rr(A): A ~ O} denotes the spectral family of A then 

m 

I L 
0.=1 A n<A 0.)('-

(6.48) 
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for all A ~ O. In particu1a~, Apc is an absolutely continuous 
operator whose spectrum is [0,00). 

Note that the sums in (6.48) are actually finite because 
Aa£ + 00 when £ + 00. (6.48) implies that the eigenfunction expan­
sions (6.40) define spectral representations for A in the sense 
of the following corollary. 

6.12 Corollary 

If ~(A) is any bounded Lebesgue-measurable function of A > 0 
then for all f E ~(A) = pCL2 (n) 

m 00 

~(A)f(q) L L (6.49) 

0.=1 £=1 

It follows from (6.47) and (6.49) that the eigenfunction ex­
pansions (6.40) define reducing decompositions of ~(A). More 
precisely, the following generalization of the results of section 
5 is valid [13,21]. 

6.13 Corollary 

+ + + 
The operator Pa£ defined by P~£f 

jections of L2(n) onto ~£ and 
f~£ is an orthogonal pro-

m 00 

0.=1 £=1 

Moreover, 

+ 
P~£II(A) 

and hence (6.47) defines reducing decompositions for Apc • 

(6.50) 

(6.51) 

+ 
+ The surjectivity of ~a£: L2(n) + L2(R+), the definition of 

p~~ and (6.43) imply that for all a. = l,···,m and ~ = 1,2,'·' 

(6.52) 

+ 
In particular the eigenfunction mappings ~at are partial isometries 
[18] with initial sets ~~£ and final sets L2(R+). 
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6.14 Solution in ~(A) of the propagation problem 

Only the 
cussed here. 
sections 3, 4 
has the form 

u(t, q) 

where 

case where f E L2 (n) and g E D(A- 1/ 2 ) will be dis­
For such initial states it follows, just as in 
and 5, that the solution in L2 (n) of (4.1) - (4.3) 

Re {v(t,q)} (6.53) 

Moreover, the case where h E ~(A) was discussed above. Hence, 
only the case where h E J~(A) remains to be analyzed. In this 
case v(t,·) E ~(A) for all t E Rand (6.47) implies that v(t.q) 
has the decompositions 

v(t,q) 

where 

m 00 

a=l ~=l 

exp (-itA(n)1/2)h± 
a~ 

J W~i(q·P) exp (-itw.i(p» h~(P)dP 
R+ 

(6.55) 

(6.56) 

and wa~(P) is given by (6.20). Th~ two decompositions defined by 
(6.55), (6.56) will be called modal decompositions, in an~logy 
with the simple case of section 5, and the partial wave va~(t,q) 
will be said to be in mode (±,a,~) of the compound waveguide n. 
Note that for the uniform semi-infinite cylinder of section 5 the 
(+,~) and (-,~) modes coincide (see (6.30». 

6.15 Transiency of waves in ~(A) 

The absolute continuity of the operator A in the subspace 
~(A) implies that all waves in ~(A) are transient in the sense 
of the following theorem [38,42]. 

6.16 Theorem 

If n E LC is a waveguide domain (6.1) then for every h E ~(A) 
and every compact set K C R3 
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(6.57) 

Thus the decomposition L2 (Q) = ~(A) e~(A) splits every 
h E L 2 (Q) into a sum of a non-propagating and a propagating state. 
In particular the partial waves 

(6.58) 

and hence (6.57) with K = TI; implies 

+ 
lim IIv-R,(t,·)II L (Q) = 0 
t-+oo a, 2 0 

(6.59) 

for a, = 1,2,···,m and ~ = 0,1,2,···. Thus waves in ~(A) ulti­
mately propagate into the cylinders Sa,. The eigenfunction expan­
sion for A will now be used to calculate the asymptotic form of 
these waves. 

6.17 Asymptotic wave functions 

Let h E ~(A) and consider the representation 

m co 

v(t,·) = exp (-itA 1!2)h = I I v~~(t,.) (6.60) 

a,=1 ~=O 

defined by the incoming eigenfunctions w~~(q,p). Substituting the 
development (6.28) for wa~(q,p) in S8 into the integral (6.56) for 
v~~(t,q) gives the representation 

- a, "'- a, 
va,~(t,q) = 0a,8v (t,y ,Aa,~,ha,~)~a,t(x ) + v~~(t,q), 

where v(t,y,A,h) is defined by (5.43) and 

with 

co 

L v~~,~m(t,y~) ~~m(x~), q E s~ 
m=O 

q E Se 
(6.61) 

(6.62) 
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(6.63) 

+ j 00 exp {-i(lp2 + Aa!/' - ASm y + tWa!/, (p»} 

IASm-AaJl. 

x C~JI.,Sm(p) h~JI.(P)dP 

This equation defines v~JI. Sm for the case where ASm > AaJl.. In the 
case where ASm ~ Aa!/' the first integral is absent and the second 
has the lower limit zero. The method of stationary phase may be 
applied to show that VI!/, R (t,y) satisfies an estimate of the form 
(5.55) for y ~ 0, t ? B ~e~ause the integrals in (6.63) have no 
points of stationary phase in this region. It follows that 

lim IIv'R,(t,.)II L (S ) = 0, S = 1,2,···,m 
t-?OO a 2 S 

(6.64) 

The proof may be based on a convergence lemma like that of section 
3. The details will not be given here. See [22] for a more 
complete discussion. 

a "'_ 
In (6.61) the term v(t,y ,A R"ha,R,) has the form (5.43) studied 

in section 5. Hence, if vOO(t,y,~,h) is defined as in that section 
and 

(6.65) 

then (6.64) and the results of section 5 imply 

_ 00 

lim IIv !/,(t,·) - 0 SV !/,(t,·)II L (S) 
t-?OO a a a 2 S 

0, 
(6.66) 

S = 1,2,···,m 

In particular, v~!/,(t,.) ~ 0 in L2 (SS) for t ~ 00 and all S ~ a; 
i.e., v~!/,(t,.) is asymptotically concentrated entirely in Sa. 

The asymptotic wave functions for v(t,q) will be defined 
by 
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m 00 

~oo 

v (t,q) (6.67) 

a.=l t=O 

where Xa.(q) denotes the characteristic function of Sa.' Note that 
the terms in this sum are orthogonal in L2(n) by (6.65). The de­
compositions (6.60), (6.67) and the convergence results (6.59) 
and (6.66) imply the 

6.18 Theorem 

c If n E LC is a waveguide domain 1:6.1) then for every hEX (A) 
the wave function v(t,-) = exp (-itA l 2)h satisfies 

00 

lim 1\ vet, ) - v (t, -)ilL (n) 
t- 2 

o (6.68) 

The proof is essentially the same as for the special case 
described in section 5. The convergence in energy, when h has 
finite energy, can be proved by the same methods. 

7. PROPAGATION IN PLANE STRATIFIED FLUIDS 

The propagation of localized acoustic waves in a plane strati­
fied fluid which fills a half-space is analyzed in this section. 
The asymptotic wave functions for such media are shown to be the 
sum of an asymptotic free (hemispherical) wave and an asymptotic 
guided wave which propagates parallel to the boundary. This 
structure, which is intermediate between that of a homogeneous 
fluid and that of a tubular waveguide, is called an open waveguide 
in the physical literature. 

7.1 Plane stratified fluids 

An inhomogeneous fluid"will be said to be plane stratified if 
the local sound speed c(x) and density p(x) are functions of a 
single Cartesian coordinate. This condition can be written 

> (7.1) 

with a suitable numbering of the coordinates. It will be convenient 
to denote x3 by a single letter and write 
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(7.2) 

This notation is used in the remainder of this section. 

7.2 Propagation in a stratified fluid with a free surface 

A stratified fluid filling a half-space 

R! = {(X,y): x E R2 and y > O} (7.3) 

is often used as a model in the study of acoustic wave propagation 
in oceans and deep lakes. If the surface {(x,O): x E R2} is free 
the corresponding initial-boundary value problem is (see section 2) 

a2u c2 (y)p(y) a [I au ) at 2 - ax. p(y) aX j J 

u(t,x,O) o for t > 0, x E R2 -

u(O,x,y) f(x,y) and dU(O,X,Y)/dt 

o for t > 0, 

(x,y) E R3 
+ 

g(x,y) 

for (x,y) E R3 + 

(7.4) 

(7.5) 

(7.6) 

where in (7.4) j is summed from I to 3 and X3 = y. 
are assumed to be Lebesgue measurable on R+ {y: 
satisfy 

c(y) and p(y) 
y > O} and to 

o < c 1 < c(y) < c 2 < 00 1 
> 

< 00 J 

for all y E R+ 

where c 1 ' c 2 ' Pl and P2 are suitable constants. 

7.3 Hilbert space formulation 

The operator 

(7.7) 

(7.8) 
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was shown in section 2 to be formally selfadjoint with respect to 
the inner product 

(u,v) (7.9) 

where dxdy denotes integration with respect to Lebesgue measure 
on R!. The corresponding Hilbert space is 

(7.10) 

The solution of the initial-boundary value problem (7.4) - (7.6) 
given below is based on a selfadjoint realization of A in Jr. To 
define it let V(R~) denote the Schwartz space of ~ and V'(~) 
the dual space of all distributions on~. The Lebesgue space 
L2 (!t) can be regarded as a linear subspace of V'(~). Note that 
L2 (R+) and ~ are equivalent Hilbert spaces by (7.7). Let 

(7.11) 

denote the first Sobolev space of~. It is a Hilbert space with 
inner product 

3 

(U,v)l = (u,v)o + I (dU/dXj,dV/dXj )0 

j=l 

(7.12) 

where (u,v)o is the inner product in L2 (R!). V (R!) defines a 
linear subset of L~(R!) and hence 

is a closed linear subspace of L~(R;). It is known that all the 
functions in L~,o(a+) satisfy the D1richlet boundary condition 
(7.5) as elements of L2 (R2 ); see [19] and [43,Cor. 2.7]. 

A realization of the operator A in ~ will be defined by 

DCA) = L~' 0 (R!) II {u: Au E ~} (7.14) 

and 

Au Au for all u E D(A) (7.15) 
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To interpret the condition Au E ~ in (7.14) note that if u E L~(R!) 
then p-l(y)3u/3xj E Lz(Rt) for j = 1,2,3. The second derivative 
in (7.8) may therefore be interpreted in the sense of V'(~). Thus 
Au E V'(R!) and the condition Au E ~ is meaningful. 

The selfadjointness of A in ~ may be proved by the method of 
(43,§2]. Another proof may be based on the theory of sesquilinear 
forms in Hilbert space [l8,Ch. 6]. These methods imply the 

7.4 Theorem 

A is a selfadjoint real positive operator in~. Every u E D(A) 
satisfies the Dirichlet boundar~ condition (7.5) as an element of 
Lz(Rz). Moreover, D(A1/ Z) = L~,O(R!) and 

3 

II A l/Zull 2 = L 
j=l 

The operator A may be used to construct "solutions in JC" and 
"solutions with finite energy" of (7.4) - (7.6), as described in 
section 2. The detailed analysis of the structure of these solu­
tions will again depend on the construction of an eigenfunction 
expansion for A. For simplicity, the construction will be described 
here for a special choice of the functions c(y) and p(y). Never­
theless, the results obtained are typical of a large class of 
stratified fluids. 

7.5 The Pekeris model 

This name will be used for the stratified fluid defined by 

r c 1 ' o ~ Y < h 

c(y) = < (7.17) 

l c2 ' Y > h -

r PI' 0 < Y < h -
p(y) = < (7.18) 

l P2' Y ::: h 

where c 1 ' c 2 ' Pl' P2 and h are positive constants. This model was 
used by C. L. Pekeris [26] in his study of acoustic wave propaga­
tion in shallow water. The model represents a layer of water with 
depth h, sound speed c 1 and density Pl which overlays a bottom, 
such as sand or mud, with sound speed Cz and density P2' 
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Air x (X l ,X2) 

f I 
> 

h Water 
Sound Speed c l 

! 
Density PI 

y 

Wet Sand Sound Speed c2 or 
Mud 

Density P2 

Figure 7. The Pekeris Model 

The most interesting case occurs when 

(7.19) 

and this condition is assumed to be satisfied in what follows. A 
detailed study of the Pekeris operator was given by the author in 
[43]. Here the main results of [43] are reviewed and used to 
derive the asymptotic wave functions for the Pekeris model. 

7.6 Eigenfunctions of A 

It was shown in [43] that A has a pure continuous spectrum and 
a complete family of generalized eigenfunctions was constructed. 
These functions w(x,y) are characterized by the following 
properties 

w is locally in D(A) 

Aw = AW for some A > 0 

w(x,y) is bounded in R! 

-1 ip·x 2 w(x,y) = (2TI) e w(y), pER 

(7.20) 

(7.21) 

(7.22) 

(7.23) 

where, in (7.23), w(y) is independent of x. The eigenfunctions are 
of two types, called free wave eigenfunctions and guided wave 
eigenfunctions. Their definitions and physical interpretations 
follow. 
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7.7 Free wave eigenfunctions 

These functions exist when the eigenvalue A satisfies 

To define them let 

and 

WO(X,y,p,A) 

where 

WO(y,p,A) a(p,A) < 
r 

l 
with 

(7.24) 

(7.25) 

(7.26) 

sin ny , 0 < Y < h 

(7.27) 

y+(t;:,n) eit;(y-h) +y_(t;:,n)e-it;(y-h), y>h 

(7.28) 

In (7.27), a(p,A) is a positive normalizing constant. It was 
shown in [43] that the eigenfunction expansion takes its simplest 
form when 

a(p, A) (7.29) 

In physical terms, the eigenfunction wo(X,y,p,A) represents 
an acoustic field with time dependence exp (_itA1{Z) which is the 
sum of two plane waves in each layer. It may be interpreted as a 
plane wave which propagates in the region y > h, is refracted at 
y = h, reflected at y = 0 and refracted again at y = h; see 
Figure 8 where the propagation directions are indicated. It can 
be verified that Snell's law of refraction is satisfied at y = h 
and the law of reflection is satisfied at y = o. 
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Figure 8. Ray diagram for free wave eigenfunction 

7.8 The dispersion relation 

For values of A which satisfy 

(7.30) 

the function wo(X,y,p,A) defined by (7.25) - (7.28) still satis­
fies conditions (7.20), (7.21) and (7.23). However, (7.30) im­
plies that ~ is pure imaginary, say 

(7.31) 

while n is still real and positive. It follows that wo(X,y,p,A) 
satisfies the boundedness condition (7.22) if and only if 

or, by (7.28), 

~' - Qz.. n ctn nh 
Pi 

(7.32) 

(7.33) 

For A and Ipl which satisfy (7.30), (7.33) is equivalent to the 
sequence of equations 
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1,2, ••• (7.34) 

where Itan- 1 al < TI/2. Each equation (7.34) defines a functional 
relation between Ipl and A or, equivalently, between Ipl and 

(7.35) 

The solutions, which will be denoted by 

(7.36) 

represent a relation between the wave number Ipl of the plane 
waves in wo(X,y,p,A) and the corresponding frequencies w. Such 
relations are called dispersion relations in the theory of wave 
motion. The relations (7.34), (7.36) were analyzed in [43] and 
found to have the following properties. 

7.9 Properties of wk(lpl) 

For each k = 1,2,3,'" define 

P = TIC /2h(c 2 - c2 ) 1/2 P = (2k - 1)P1 
1 1 2 1 ' k (7.37) 

Then 

(7.38) 

(7.39) 

(7.40) 

(7.41) 

Moreover, an explicit parametric representation of the dispersion 
curves (7.36) was given in [43]. 

7.10 Guided wave eigenfunctions 

The functions wk(x,y,p) = wo(X,y,p,Ak(lpl» are, by construc­
tion, the solutions of (7.20) - (7.23) for eigenvalues which 
satisfy (7.30). It was shown in [43] that there are no solutions 
of (7.20) - (7.23) when A < c~lpI2. The functions wk(x,y,p) have 
the form 
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(7.42) 

where 

sin Tlk<\p\)y ,0< y < h 

wk(y,p) ak(p) < (7.43) 
-~k < \ p \ )(y-h) 

sin Tlk ( \ p \)h e y > h , 

with 

I 
> (7.44) 

J 
In (7.43), ak(p) is a positive constant which is determined by 
the condition 

J~IWk(y,p)I' c-'(y) p-'(y)dy = 1 (7.45) 

In physical terms, the eigenfunction wk(x,y,p) represents an 
acoustic field with time dependence exp (-itwk(\P\» which corre­
sponds to a plane wave which is trapped in the layer 0 ~ y ~ h by 
reflection at y = 0 and total internal reflection at the interface 
y = h. In the layer y > h the field is exponentially damped in 
the y-direction and propagates strictly in the horizontal direction 
p; see Figure 9 where the propagation directions are indicated. 

Air 

Bottom -?-. ~. 

P 

Exponential ~ ~ 

Damping 

--?lo-- ->--

Figure 9. Ray diagram for guided wave eigenfunctions 
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7.11 The eigenfunction expansion 

The free wave eigenfunctions wo(X,y,p,A) are parameterized by 
the region 

(7.46) 

Similarly, the guided wave eigenfunctions wk(x,y,p) are parameter­
ized by the regions 

(7.47) 

The following expansion theorem was proved in [43]. First of all, 
for every fEU the limits 

and 

A 

fo(p,A) = 

L2(~~-lim JM J wo(X,y,p,A) 

" Ixl~M 

fk(p) 

L2(~k)-lim JM J wk(x,y,P) 

M~ 0 Ixl~M 

exist and satisfy the Parseva1 relation 

Moreover, if 

~ = {(p,A): p E R2 and c~lpl2 < A < M} 

~~ = {p: Pk < Ipl < M}, k 1,2,··· 

then the limits 

(7.48) 

(7.49) 

k = 1,2,··· 

(7.50) 

1 
> (7.51) 

j 
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and 

fo (X,y) = X-lim 
M-700 

fk(x,y) = X-lim f wk(x,y,p) fk(p)dp, k 1,2,··· 
M-700 QM 

k 
exists and satisfy 

M 

f(x,y) = X-lim I fk(x,y) 

k=O 

451 

(7.52) 

(7.53) 

(7.54) 

The relations (7.48), (7.49), (7.52), (7.53) and (7.54) will also 
be written in the following more concise symbolic forms, in analo­
gy with the notation of previous sections. 

f(x,y) 

J wo(x,y,p,A) f(x,y) c-z(y) p-l(y)dxdy 

R3 
+ 

f wk(x,y,P) f(x,y) c-z(y) p-l(y)dxdy, 
R3 
+ 

J wo(x,y,p,A) fo(p,A)dpdA 

Q o 

k = 1,2,··· 

J wk(x,y,p) 'k(P)dP, k 1,2.··· 
Qk 

00 

(7.55) 

(7.56) 

(7.57) 

(7.58) 

(7.59) 

Equations (7.55) - (7.59) are the eigenfunction expansion for 
A and show the completeness of the generalized eigenfunctions de­
fined above. The representation is a spectral representation for 
A in the sense that, for every f E D(A), 

(7.60) 
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and 

(7.61) 

The representation (7.55) - (7.59) defines a modal decomposi­
tion for the Pekeris model. It was shown in [43] that if 

~ = {fk : f E X} ex, k = 0,1,2,··· (7.62) 

then each ~ is a closed subspace, Xk and X~ are orthogonal for 
k ,. ~ and 

00 

X= I e ~ (7.63) 

k=O 

Moreover, it lV"aS shown that (7.60), (7.62) imply that (7.63) re­
duces A. In fact, more was shown in [43]; namely that 

(7.64) 

defines an operator 

(7.65) 

which is a partial isometry with initial set ~ and final set 
L2 (nk); Le., 

~~ ~k = Pk , ~k ~~ = 1, k = 0,1,2,··· (7.66) 

where Pk is the orthogonal projection of X onto ~. 

7.12 Solution in X of the propagation problem 

Attention will again be restricted to the case where f E X 
and g E D(A- 1/2 ) so that the solution in X has the form 

u(t,x,y) = Re {v(t,x,y)} (7.67) 

with 

v(t,·,·) (7.68) 
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The modal decomposition of v(t,x,y) is 

v(t,x,y) 

where 

vo(t,x,y) 

and 

00 

J w, (x, y, p,A) exp (-itA 'I') h, (p,A) dpdA 

rlo 

J wk (x, y,p) exp (-it'". (I pi» '. (p)dp, 

rlk 

k = 1,2,··· 

453 

(7.69) 

(7.70) 

(7.71) 

Horeover, the modal waves vk(t,x,y) are independent in the sense 
that they are orthogonal in X for every t E R because (7.63) is a 
reducing decomposition of A. Asymptotic wave functions for each 
mode will now be calculated beginning with the guided modes vk ' 
k > 1. 

7.13 Asymptotic wave functions for the guided modes (k : 1) 

If the representation (7.42) for the eigenfunctions wk(x,y,p) 
is substituted into (7.71) the spectral integrals takes the form 

(7.72) 

1,2,··· 

where wk(y,p) is defined by (7.43). The behavior for large t of 
these integrals will be calculated by the method of stationary 
phase. In the present case the integral is a double integral 
(rlk C R2) and the phase function 

(7.73) 

is stationary with respect to p if and only if 
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(7.74) 

In particular, the number and distribution of the stationary 
points is determined by the group speed function for the kth 
guided mode: 

(7.75) 

The defining relation (7.34) for wk(lpl) implies the following 

7.14 Properties of Uk(lpl) 

AFar each k A 1,2,3,··· there exists a unique P~ ~ Pk where 
Uk(Pk) = 0 and Pk > Pk. Moreover, 

o < U~ = Uk(P~) ~ Uk(lpl) ~ c 2 for all Ipi ~ Pk 

Uk ( I pi) < 0 for Pk ~ I p I < P~ and Uk < I pi) > 0 

lim Uk ( I pi) = c 2 , 

Ipl-+J>k 

These properties are indicated in Figure 10. 

for Ipi > P~ 

(7.76) 

(7.77) 

(7.78) 

-+--_...J..-_-....:....A~----------------I pi 
Pk Pk 

Figure 10. The Group Speed Curve q = uk<lpl> 
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The stationary points of 8k (p,x,t) are defined by (7.74). 
This may be written in (2-dimensiona1) vector notation 

(7.79) 

This is equivalent to the conditions 

(7.80) 

and 

P is parallel to x and in the same direction (7.81) 

since Uk(\p\) > 0 and t is assumed to be positive. Conditions 
(7.80) and (7.81) determine \p\ and p/\p\. respectively. In 
particular, it is clear from Figure 10 that 

For \x\ > c 2 t and \x\ < U~t there are no points 
stationary phase 

For cIt: \x\ : c 2t and \x\ 
of stationary phase 

A Ukt there is one 

For U~t < \x\ < CIt there are two points of 
stationary phase 

of 1 

point >(7.82) 

According to the method of stationary phase each stationary 

~~~~~t:~e:et::~ (d28k/dPidPj) I 0 (regular stationary point) con-

\det (Cl 28k/Clp.ClP.) \1/2 
1 J 

to the asymptotic expansion of the integral (7.72), where sgn and 
det denote the signature and determinant, respectively, of the 
Gramian matrix (Cl 28k/Clp.Clp.). A short calculation shows that the 
eigenvalues of the Gram!anJfor (7.73) are -tUk<\p\) and -tUk<\p\)/\p\ 
and hence for t > 0 

(7.84) 

(7.85) 
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A 
In particular, the stationary points are regular when Ipl # Pk' 
Substitution of (7.73), (7.84) and (7.85) into (7.83) gives 
the function 

(7.86) 
I p 11/2 exp {i ( Ix lip I - tWk ( I pi) -* -f sgn Uk ( I pi» } "-
_________ ..::c..... __ --'-_-'--_-'--_. -- Wk (y, p)hk (p) 

t {uk<lpl) luk <lpl)}l/2 

To find the asymptotic wave function for vk(t,x,y) it is necessary 
to solve (7.79) for p and substitute in (7.86). The result may be 
described by means of the two inverse functions of uk<lpl) which 
may be defined as follows: see Figure 10. 

1 
> (7.87) 

J 

It is clear from the discussion of Uk(lpl) that P~ and P~ are analy­
tic functions, P~ maps {q: ut ~ q ~ ci} onto {lpl: Pk ~ Ipl ~ pt} 
and P~ maps {q: ut ~ q ~ c l } onto {Ip: Ipl ~ Pk}' 

The asymptotic behavior of vk<t,x,y) can now be described. 
The point of stationary phase Ipl = p{(lxl/t) makes a contribution 

V~,f<t,X'Y) = X~(t,x) v~(t,X,y,p~(lxl/t)x/lxl) 

where 

X~<t,x) is the characteristic function of 

{(t,x): U~ S Ixl/t S c2} 

(7.88) 

(7.89) 

Similarly, the point of stationary phase Ipl = p~(lxl/t) makes a 
contribution 

v~,s(t,X,y) = X~(t,x) v~(t,x,y,p~(lxl/t)x/lxl) (7.90) 

where 
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x~(t,x) is the characteristic function of 

{( t ,x) : 

00 f 
The functions vk' are called the "fast waves" because they de-
scribe waves which arrive at points (x,y) at times t = ixi/cz 
corresponding to the speed c(y) = Cz of waves in the "fast" me­
dium filling y > h. Similarly, the functions vk's are called the 
"slow waves" because they describe waves which arrive at (x,y) at 
times t = Ixl/c l corresponding to the speed c(y) = c l of waves in 
the "slow" medium filling 0 < y < h. Finally, the total asymptotic 
wave function is the sum 

00 oo,f 00 s 
vk(t,x,y) = vk (t,x,y) + vk ' (t,x,y) (7.92) 

The following convergence theorem was proved in [40] by the method 
outlined in section 5. 

7.15 Theorem 

Let hEX. Then for each k > 1, v~(t,·,o) E X for all t > 0 
and t -+ vk:(t,o,o) E X is continuo~s. Horeover, vk(t,·,o) is an 
asymptotic wave function for the modal wave vk(t,o,o) 
= exp (-itA LIZ) Pkh; i.e., 

lim II vk (t, 0, 0) - v~ (t, 0 , 0)11 X = 0 
t-+CJO 

(7.93) 

The same methods were used in [40] to prove convergence in 
the energy norm when h has finite energy. 

00 

Note that vk(t,x,y) represents a guided wave which propagates 
radially outward in horizontal planes y = const. and is exponential­
ly damped in the vertical coordinate y. This is evident from the 
defining equations (7.86), (7.88), (7.90) and (7.92). 

7.16 Asymptotic wave functions for the free mode 

It will now be shown that the free mode wave function vo(t,x,y) 
is asymptotically equal in X to a free wave propagating with speed 
Cz in the half-space y ~ h. To this end note that 

Vo (t,x,y) 1 =-

(7.94) 
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where ho E L2(~O)' The representation (7.27) for wo(y,p,A) 
implies that 

+ -vo(t,x,y) = vo(t,x,y-h) + vo(t,x,y-h), y > h (7.95) 

where 

+ 1 

Ino 
vo(t,x,y) =-

2n 

and 

1 

to 
v~ (t,x,y) 2'lT 

The change of variables 

in 0.96) gives 

where 

and 

+ vo(t,x,y) 

h(p,q) 

1 
(2n) 3/2 

i(x'p+yt;:-tA 1/2) " e a(p,A) y+(t;:,n)ho(p,A)dpdA 

(7.96) 

i(x'p-yt;:-tA l/2 ) " e a(p,A) y_(t;:,n)ho(p,A)dpdA 

(7.97) 

(7.98) 

i(x'p+yq-tw(P,q»h"( )d d e p,q p q 

o .99) 

0.100) 

(7.101) 

Similarly, the change of variables 

(p,A) + (p,q), q = -t;: = -(A/C~ _ jpj2)1/2 0.102) 

in 0.97) gives 

V~(t,x,y) 
1 i(X'p+yq-tw(P,q»h"( )d d e p,q p q (2n) 3/2 

0.103) 
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where h is defined by (7.100). Adding (7.99) and (7.103) and 
using (7.95) shows that 

Vo (t ,x,y+h) 1 J ' ei(X'p+yq-tw(P,q»h(p,q)dPdq 

R (7.104) 

= (27f)3/2 

for all y > O. Moreover, (7.100) implies that h E L2 (R3). Thus 
(7.104) and (7.101) imply that in the half-space y ~ h vo(t,x,y) 
coincides with a solution in L 2 (R3 ) of the d'Alembert equation 
with propagation speed c 2 • Now, the results of section 3 imply 
that the right-hand side of (7.104) has an asymptotic wave function 
in L 2 (R3 ); say 

It follows that if 

co 
vo(t,x,y) 

then 

r w co(t,x,y-h), y > h 
= < l 0, 0 < y < h 

(x,y)/r 

(7.105) 

(7.106) 

(7.107) 

A proof may be found in [40]. This paper also contains a proof of 
convergence in the energy norm, when h has finite energy, and 
applications of these results to the calculation of asymptotic 
energy distributions in stratified fluids. 

7.17 Other cases 

The case of the symmetric Epstein profile, defined by 

(7.108) 

and p(y) = 1 was studied by the author in [41] where eigenfunction 
expansions and asymptotic wave functions are derived. Eigenfunc­
tion expansions for the case of the general Epstein profile 

c- 2 (y) = K cosh2 (y/H) + L tanh (y/H) + M (7.109) 
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and p(y) = 1 have been given by J. C. Guillot and the author [14, 
15]. Asymptotic wave functions for this case are currently being 
studied by Y. Dermenjian, J. C. Guillot and the author. Prelim­
inary studies show that the results given above for the Pekeris 
model are valid for a large class of profiles c(y), p(y). The 
essential hypotheses, apart from the boundedness (7.7), are that 
c(y) should have a global minimum at some finite point and that 
c(y) should tend to a limit at infinity sufficiently rapidly. If 
c(y) does not have a minimum then there are no guided waves. 
However, these results have not yet been proved in this generality. 

8. PROPAGATION IN CRYSTALS 

Acoustic wave propagation in an unlimited homogeneous crystal 
is analyzed in this section. The analysis is similar to that for 
homogeneous fluids given in section 3. The principal new feature 
is the influence of anisotropy on the structure of the asymptotic 
wave functions. 

A homogeneous crystal is chara~terized ~k a constant density 
p(x) = p and stress-strain tensor c~~(x) = c~. It will suffice 
to consider the case p = 1. Thus t~e propagation problem reduces 
in this case to the Cauchy problem for the system 

0, j 1,2,3 (8.1) 

where the constants c~~ satisfy (2.13) and (2.35). 

8.1 Hilbert space formulation 

It was shown in section 2 that the differential operator A 
defined by 

d2 U Q,m Q, 
(Au)j = - c jk 

dXkdXm 

j 1,2,3 (8.2) 

is formally selfadjoint in the Hilbert space X = L2 (R 3 ,C 3 ) with 
inner product 

(u, v) = j u. (x) v. (x) dx 
J J 

R3 

(8.3) 
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In fact, the operator A in X with domain D(A) = V(R3) is essen­
tially selfadjoint and its unique selfadjoint extension is the 
operator A defined by 

D(A) = X () {u: Au E Je} (8.4) 

Au = Au for all u E D(A) (8.5) 

It is easy to verify, using the Plancherel theory of the Fourier 
transform, the following 

8.2 Theorem 

A is a selfadjoint, real positive operator in JC. 

It follows, as in preceding sections, that the Cauchy problem 
for (8.1) has a solution in JC of the form 

where 

v(t,-) = exp (-itA 1/2.)h, h 

whenever the Cauchy data u(O,x) 
f E X, g E D(A-l/2.). 

8.3 Fourier analysis of A 

(8.6) 

(8.7) 

f(x) and dU(O,X)/dt g(x) satisfy 

The Plancherel theory of the Fourier transform qJo: L2. (R3) +L2. (R3) 
was defined and used in section 3; see (3.12). It may be extended 
immediately to X = L2.(R3,C 3) by defining 

(8.8) 

and ~o is also unitary in X. Property (3.14) implies that the 
operator ~oA ~~ corresponds to multiplication by the 3 x 3 matrix 
valued function 

(8.9) 

Thus 



462 CALVIN H. WILCOX 

(8.10) 

Moreover, conditions (2.13) and (2.35) imply that A(p) is a real 
Hermitian positive definite matrix for all p E R3 - {O}. The 
spectral analysis of A will be based on (8.10). The analysis 
begins with 

8.4 Spectral analysis of A(p) 

The eigenvalues of A(p) are the roots ~ of the characteristic 
polynomial 

det (~l - A(p» = 0 (8.11) 

The Hermitian positive definiteness of A(p) implies that the roots 
are real and positive for all p E R3 - {O}. They may be uniquely 
defined as functions of p by enumerating them according to their 
magnitudes: 

(8.12) 

A result of T. Kato [18] implies (see also [37]) 

~j: R3 + R is continuous, j = 1,2,3 (8.13) 

Equation (8.11) implies that ~.(p) is homogeneous of degree 2 
J 

~.(ap) = a2~.(p) for all a E Rand p E R3 
J J 

(8.14) 

The functions 

Aj(p) = I~j(p), P E R3 , j = 1,2,3 (8.15) 

are also needed below. A detailed study of these functions has 
been made by the author in connection with a formulation of elas­
ticity theory in terms of first order symmetric hyperbolic systems; 
see [29,35,37,44]. A number of results from these papers are 
quoted and used below. 

It was shown in [44] that there exists a homogeneous poly­
nomial O(p) t 0 such that the points p E R3 where two or more 
roots ~.(p) coincide are contained in the cone 

J 
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Z = {p E R3: O(p) = O} (8.16) 

Thus 

(8.17) 

It follows that 

~j(p) is analytic on R3 - Z, j = 1,2,3 (8.18) 

The orthogonal projection of C3 onto the eigenspace for ~.(p) is 
given by [18] J 

A 

P. (p) 
J 

1 J (A(p) - z1)-'dz, j 1,2,3 (8.19) 

Yj(p) 

where 

\z - ~.(p)\ = c.(p)}, j = 1,2,3 
J J 

and the radii c.(p) are chosen so small that the 3 
are disjoint. this is possible for all p E R3 - Z 
matrix valued functions Pj so defined can be shown 
following properties [18,44]: 

A 

P.(p) is analytic on R3 - Z, j 
J 

P. (a.p) 
J 

A 

P.(p) for all a. # 0 
J 

Pj(p)* Pj(p), Pj(p) Pk(p) 

3 
A 

I P j (p) 1 for p E R3 - Z 

j=l 

1,2,3 

A(p) P. (p) 
J 

A 

~j(p) Pj(p) for p E R3 - Z, j 

(8.20) 

circles Yj (p) 
by (8 .17). The 
to have the 

(8.21) 

(8.22) 

(8.23) 

(8.24) 

1,2,3 (8.25) 

A 

The last two properties imply that the projections Pj(p) de-
fine a spectral representation for A(p); i.e., 
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3 

A(p) I (8.26) 

j=l 

8.5 Spectral analysis of A 

The representations (8.10) and (8.26) provide a complete 
spectral analysis of A. In particular, it follows that A is an 
absolutely continuous operator whose spectrum is [0,00) (cf. [36, 
44]). Moreover, if ~(~) is any bounded Lebesgue-measurable func­
tion of ~ ~ 0 then 

~(A) 

3 

<P~ I ~(~k('» Pk(o) <Po 

k=l 

8.6 Solution in J( 0 f the Cauchy problem 

(8.27) 

Application of (8.27) to the solution in X (8.7) yields the 
representation 

V(t,x) (8.28) 

where 

1 (8.29) (2n) 3/2 

and Ak(P) = l~k(P)' Of course, the integral in (8.29) converges 
in X, in the sense of the P1anchere1 theory, rather than pointwise. 
Equations (8.28), (8.29) represent solutions in X of (8.1) as a 
superposition of solutions 

This may be interpreted as a plane wave which propagates in the 
crystal with direction p/lpl. wave number Ipl and frequency 

(8.31) 
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The polarization of the wave is determined by Pk(p). The corres­
ponding generalized eigenfunctions of A are the matrix plane waves 
[30] 

1 A 

(21T) 3/2 exp (ix'p) Pk(p) (8.32) 

8.7 The dispersion relation, phase and group velocities 

The dispersion relation between the frequency wand wave vec­
tor p of plane waves in the crystal is (8.31) or, by (8.15) and 
(8.11) 

det (w 2l - A(p)) = 0 (8.33) 

The phase velocity for (8.1) is 

(8.34) 

by the homogeneity of Ak(p). The group velocity for (8.1) is 

The medium is said to be isotropic if vph(p) and v (p) have the 
same direction for all p E R3 - {O}. Otherwise itgis said to be 
anisotropic. It is easy to verify that the medium is isotropic 
if and only if Ak(p) is a function of I~I alone. In this case 
Ak(p) = cklpl ana vph(p) = vg(p) = ckP/lpl. 

The phase and group speeds for (8.1) are the magnitudes of 
the corresponding velocities. Thus 

1 
> (8.36) 

c (p) = Iv (p) I = V Ak(p) g g p J 

Note that both are homogeneous of degree zero in p and hence depend 
only on the direction of propagation p/lpl. The anisotropy of the 
medium characterized by (8.1) can be visualized by means of 
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8.8 The slowness surface S 

This is the real algebraic variety defined by 

S = {p E R3: det (1 - A(p» = O} 

It is clear from the definition of the Ak(p) that 

3 

where 

S = U Sk 

k=l 

or, by (8.36) and the homogeneity of Ak(p) , 

CALVIN H. WILCOX 

(8.37) 

(8.38) 

(8.39) 

(8.40) 

Thus pES if and only if jpj is the reciprocal of a phase speed 
for the direction p. Note that the slowness surface of an isotropic 
medium is a set of concentric spheres with centers at the origin. 

The properties of slowness surfaces were studied in [35] and 
[44]. In particular, the following properties were established 

Sk is continuous and star-shaped with respect to 0 (8.41) 

As an algebraic variety, S will in general have singular points 
and these are precisely the set 

Hence 

z' S {p E S: p E Sj n Sk for some j F k} 

Sk - Zs' k 1,2.3. are disjoint and analytic 

8.9 The wave surface W 

(8.42) 

(8.43) 

The variation of the phase speed with direction is represented 
by the slowness surface S. Similarly, the variation of the group 
speed is represented by the wave surface W. W may be defined as 
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the polar reciprocal of S with respect to the unit sphere. This 
means that 

w = {x E R3: x· p = 1 is a tangent plane to S} (8.44) 

It is known that W is a real algebraic variety whose degree is 
the class number of S [7,28]. Moreover, the relation of S and W 
is symmetric: S is also the polar reciprocal of W. It is clear 
that if 

N(p) the set of all exterior unit normals to S at p (8.45) 

then 

W = {x (8.46) 

Now the group velocity Vg(p) = VpAk(P) is normal to S at each 
pES - ZS. Moreover, p. VpAk(P) = Ak(p) = 1 for such points p 
by (8.39) and the homogeneity of Ak(P). Hence 

(8.47) 

for k = 1,2,3. 

8.10 The polar reciprocal map T: S + W 

This is the map defined in (8.46); i.e., 

T(p) = (p. N(p»-l N(p) for all pES (8.48) 

As indicated above, N(p) is not, in general, single valued. It 
follows that T may be neither single-valued nor injective. How­
ever, it was shown in [49] that if 

Zs = set of singular points of S I 
> 

zw = set of singular points of W J 

Z" .,,- 1 Z' Z" = TZ' S J. W' W S 

Z Z, U Z" 7. __ = Z' u 7.!~ 
S S s' -W W -w 

(8.49) 

(8.50) 

(8.51) 
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then Zs and Zw are sub-varieties of dimension <1 and 

T is bijective and analytic from S - Zs to W - Zw (8.52) 

8.11 Examples 

The equation (8.37) for the slowness surface of a crystal 
contains 21 independent parameters in the most general case (tri­
clinic crystals). Hence a great variety of slowness surfaces are 
possible. Crystal symmetries may reduce the number of parameters. 
The slowness surfaces of the various symmetry classes have been 
studied by many authors. Thorough discussions and examples may 
be found in [3] and [24] where specific numerical information on 
the stress-strain tensors of real crystals may also be found. 
Here two examples will be described briefly to show the kind of 
surfaces that may occur. 

Cubic crystals. In this case symmetry reduces the number of 
independent parameters to 3 and the equation for S can be written 
[24] 

'3 

I 
j=l 

p~ 
J 

a-b I p 12_cp~ 
J 

1 (8.53) 

Of course, the positive definiteness of c;~ imposes certain numer­
ical restrictions on a, band c. Equation (8.53) represents a 
surface of degree 6 which is irreducible except for special param­
eter values. 

Hexagonal crystals. In this case symmetry reduces the number 
of independent parameters to 5. Moreover, S is necessarily a sur­
face of revolution and reduces to two components whose equations 
can be written [24] 

1 (8.54) 

1 (8.55) 

(where a, b, c, d, e and f can be expressed in terms of 5 indepen­
dent parameters). The two equations have degrees 2 and 4, respec­
tively. These surfaces of revolution can be visualized from their 
traces on the Pl,P3-plane; see [24,p.99] for a graph of such an S 
and the corresponding W. It is seen that in the example Zs consists 
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of 2 circles and 2 points lying in S while Zw consists of 8 circles 
and 2 points lying in W. 

8.12 Asymptotic wave functions for crystals 

It was shown in [44] that the equations (8.1) for acoustic 
waves in crystals have asymptotic wave functions of the form 

v(8) 

voo(t,x) = L F(x's(0'.)(8)-t,s(0'.)(8»/lxl, 

0'.=1 (8.56) 

x = Ixl8 

where 

s(o'.) (8) E S, 0'. = 1,2,···,v(8) (8.57) 

is the solution set of the equation 

N(s) = 8 (8.58) 

(0'.) Thus s defines the mu1tiva1ued inverse of the Gauss map N of S. 
The principal properties of VOO(t,x) are described by the following 
theorem whose proof is contained in [44]. 

8.l3 Theorem 

For each hEX there exists a unique F: R x S + C3 such that 

00 

v (t,') E X for all t E R (8.59) 

00 

t + v (t,') E X is continuous for all t E R (8.60) 

00 

II v (t.·) II JC :: CII hll JC where C is independent of hand t (8.61) 

00 

Finally, v is an asymptotic wave function for v(t,') 
= exp (-itA1/ 2 )h: 

00 

lim !Iv(t,·) -:- v (t, ')!IX = 0 (8.62) 
t+oo 

Moreover, explicit constructions of s(o'.) (8) and F(T,S) are given 
in [49]. In the present case they take the following form. 
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8.14 Construction of s(a)(S) 

The construction consists of two steps. 

x(a)(S). a = 1.···.v(S) is the intersection of 

W - Zw and the ray from a along S 
(8.63) 

(8.64) 

Note that this defines s(a)(8) for all S outside of the null set 

8.15 Construction of F(,.s) 

where 

F is calculated from h = v(O.·) E ~ by the rule 

{ ~ - +} ~(s) = exp i 4 (p (s) - p (s» 

+ 
p-(s) = the number of principal curvatures of S 

at s which are ~ O. 

K(s) = Gaussian curvature of S at s 

pes) = orthogonal projection of C3 onto the 
eigenspace for the eigenvalue ~ = 1 of A(s) 
(s E S) 

(8.65) 

(8.66) 

(8.67) 

(8.68) 

(8.69) 

(8.70) 

(8.71) 

It is shown in [44] that ~(s) is defined for all s E S - ZS' In 
particular. the parabolic points of S lie in ZS' The integral for 
F need not converge pointwise. but it converges in the Hilbert 
space ~(S) with norm defined by 
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I FI~(S) = [ t IF(T ,S) I' IK(S)T(S) I dSdT (8.72) 

Moreover, the operator 0: ~ + ~(S) defined by 0h 
isometry. 

8.16 Propagation in non-uniform crystals 

F is an 

The method developed in [42] and section 4 can be applied to 
local perturbations of uniform crystals. Eigenfunction expansions 
for non-uniform crystals, and more general systems, have been 
given by G. Nenciu [25]. 
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