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To Martha, Sofía, and my father

Give a man a fish and you feed him for a day. Teach him how to fish and you feed him for a lifetime.

Lao Tse

He who is continually thinking things easy is sure to find them difficult. Lao Tse

La educación es un seguro para la vida y un pasaporte para la eternidad.
(Education is an insurance for life and a passport for eternity.)
Aparisi y Guijarro

## Preface

What are function fields, and what are they useful for? Let us consider a compact Riemann surface, that is, a surface in which every point has a neighborhood that is isomorphic to an open set in the complex field $\mathbb{C}$. Now assume the surface under consideration to be the Riemann sphere $S^{2}$; then the meromorphic functions defined in $S^{2}$, by which we mean functions from $S^{2}$ to $\mathbb{C} \cup\{\infty\}$ whose only singularities are poles, are precisely the rational functions $\frac{f(z)}{g(z)}$, where $f(z)$ and $g(z)$ are polynomials with coefficients in $\mathbb{C}$. These functions form a field $\mathbb{C}(z)$ called the field of rational functions in one variable over $\mathbb{C}$. In general, if $R$ is a compact Riemann surface, let us consider the meromorphic functions defined on $R$. The set of such functions forms a field, which is called the field of meromorphic functions of $R$; it turns out that this field is a finite extension of $\mathbb{C}(z)$, or, in other words, a field of algebraic functions of one variable over $\mathbb{C}$.

Now, two Riemann surfaces are isomorphic as Riemann surfaces if and only if their respective fields of meromorphic functions are $\mathbb{C}$-isomorphic fields. This tells us that such Riemann surfaces are completely characterized by their fields of meromorphic functions.

In algebraic geometry, let us consider an arbitrary field $k$, and let $C$ be a nonsingular projective curve defined on $k$. It turns out that the set of regular functions over $C$ is a finite extension of the field $k(x)$ of rational functions over $k$. This field of regular functions on $C$ is a field of algebraic functions of one variable over $k$.

The correspondence between curves and function fields is as follows. Assume $k$ to be algebraically closed. If $C$ is a nonsingular projective curve, consider the field $k(C)$ consisting of all regular functions in $C$. Conversely, for a given function field $K / k$ (see Chapter 1), there exists a nonsingular projective curve $C$ (which is unique up to isomorphism), such that $k(C)$ is $k$-isomorphic to $K$. On the other hand, the places (see Chapter 2) are in one-to-one correspondence with the points of $C$ : to each point $P$ of $C$ we associate the maximal ideal $m_{P}$ of the valuation ring $\vartheta_{P}$.

There exists a third area of study in which function fields show up. This is number theory. Here a field of functions of one variable will play a role similar to that of a
finite extension of the field $\mathbb{Q}$ of rational numbers. This is the point of view that we will be adopting in the course of this book.

The reader who is familiar with elementary number theory may consider that the field $k(x)$ of rational functions over $k$ is the analogue of the rational field $\mathbb{Q}$, the polynomial ring $k[x]$ is the analogue of the ring of rational integers $\mathbb{Z}$, and finally that a field of functions of one variable is the analogue of a finite extension of $\mathbb{Q}$. It turns out that the analogy is much stronger when the field $k$ is finite.

The mentioned analogy works in both directions. Oftentimes a problem that gets posed in number fields or, in other words, in finite extensions of $\mathbb{Q}$, admits an analogous problem in function fields, and the other way around. For example, if we consider the classical Riemann zeta function $\zeta(s)$, it is still unknown whether Riemann's conjecture on nontrivial zeros of $\zeta(s)$ holds (although a proof of its validity has been announced, this has not been confirmed yet). The analogue of this problem in function fields was solved by Weil in the middle of the last century (Chapter 7).

In a similar way, the classical theorem of Kronecker-Weber on abelian extensions of $\mathbb{Q}$ has its analogue in function fields. The Kronecker-Weber theorem establishes that any abelian extension of $\mathbb{Q}$ is contained in a cyclotomic extension. In other words, the maximal abelian extension of $\mathbb{Q}$ is the union of all its cyclotomic extensions. The analogue to this result is the theory of Carlitz-Hayes, which establishes, first of all, the analogues in function fields of the usual cyclotomic fields. The mere fact of adding roots of unity, as in the classical case, does not get us very far, since it would provide us only with what we shall call extensions of constants, which is far away from giving us all abelian extensions of a rational function field $k(T)$, where $k$ is a finite field. The theory of Carlitz-Hayes (Chapter 12) provides us with the authentic analogue of cyclotomic fields, which leads us to the equivalent to the Kronecker-Weber theorem in function fields. This same theory may be generalized by considering not only $k(T)$ but also finite extensions. The study of this generalization gives as a result the so-called Drinfeld modules, or elliptic modules, as Drinfeld called them. A brief introduction to Drinfeld modules will be presented in Chapter 13.

In the other direction we have Iwasawa's theory in number fields. The origins of this theory are similar (in number fields) to considering a curve over a finite field and extending the field of constants $k$ to its algebraic closure; in order to do this one must adjoin all roots of unity. In the number field case, adjoining all roots of unity gives a field too big, and for this reason one must consider only roots of unity whose order is a power of a given prime number. In this way, Iwasawa obtained the $\mathbb{Z}_{p}$-cyclotomic extensions of number fields, where $\mathbb{Z}_{p}$ is the ring of $p$-adic integers.

In the study of function fields, one may put the emphasis on the algebraicarithmetic aspects or on the geometric-analytic ones. As Claude Chevalley rightly points out in his book [22], it is absolutely necessary to study both aspects of the theory, since each one has its own strengths in a natural way. However, even though both viewpoints may be treated in a textbook, one of them must be selected as the main focus of the book, since keeping both at the same time would be like superposing two photographs of the same object taken from different angles; the result would be a blurred and dull image of the object.

Our point of view in all the book will be the algebraic-arithmetic approach, and our principal interest will be the study of function fields as part of the algebraic theory of numbers. This by no means should be interpreted in the sense that we consider unimportant the analytic and the geometric approaches.

As we mentioned before, when the base field $k$ of a function field is a finite field, the analogy between these fields and number fields is much closer. In this situation it is possible to define zeta functions, $L$-series, class numbers, etc. However, it must me stressed that there are fundamental differences between these two families of fields: the number fields have archimedean absolute values and the function fields do not (see Chapter 2); the ring of rational integers $\mathbb{Z}$ and the rational field $\mathbb{Q}$ are essentially unique, as opposed to polynomial rings $k[x]$ and rational function fields $k(x)$, which are respectively isomorphic to many rings and fields. Consequently, the situation of $\mathbb{Z}$ being contained in $\mathbb{Q}$ admits not only one analogue in function fields, but an infinity of them. Therefore, it is very important to keep in mind both aspects: the similarities between both families of fields as well as their fundamental differences.

This book may be used for a first-year graduate course on number theory. We tried to make it self-contained whenever possible, the only prerequisites being the following: a basic course in field theory; a first course in complex analysis; some basic knowledge of commutative algebra, say at the level of the Atiyah-Macdonald book [4]; and the mathematical maturity required to learn new concepts and relate them to known ones.

The first four chapters can be used for an introductory undergraduate course for mathematics majors, and Chapters 5, 6, 7, and 9 for a second course, avoiding the most technical parts, for instance the proofs of the Riemann hypothesis, Čebotarev's density theorem, the computation of the different, and Tate's genus formula.

The introductory chapter was written mainly to motivate the study of transcendental extensions, absolute values of $\mathbb{Q}$, and compact Riemann surfaces. However, in order to avoid making it long and tedious, we will establish the results needed for each topic at the moment they are required. The reason for this selection is as follows. A function field $K$ over $k$ is really just a finitely generated transcendental extension of $k$, with transcendence degree one. On the other hand, the study of such fields leads us to the study of their absolute values, whose analogues are, up to a certain point, the absolute values in $\mathbb{Q}$. Finally, compact Riemann surfaces constitute a splendid geometric representation of function fields. In the case of Riemann surfaces we shall not provide proofs of the presented results, since our interest is only that the reader know the fundamental results on compact Riemann surfaces, and use them as a motivation to study more general situations.

Chapter 2 is the introduction to our main objective. There, we define general concepts that will be necessary in the course of this volume, such as fields of constants, valuations, places, valuation rings, absolute values, etc. Once these concepts are mastered, we shall study the completions of a field with respect to an absolute value. The usefulness of the study of completions with respect to a metric is well known in the area of analysis. In our case, we shall use these completions as a basic tool for the study of the arithmetic properties of places in field extensions (Chapter 5). For this chapter it is convenient, but not necessary, that the reader be familiar with the com-
pletion of a metric space or at least with the standard completion of $\mathbb{Q}$ with respect to the usual absolute value obtaining the field of real numbers $\mathbb{R}$. We finish the chapter with Artin's approximation theorem, which can be considered as the generalization of the Chinese remainder theorem and which establishes the following: Given a finite number of absolute values and an equal number of elements of the field, we can find an element of the field that approximates the given elements in each absolute value as much as we want. Theorem 2.5.20 is the characterization of the completion of a function field.

Chapter 3 is dedicated to the famous Riemann-Roch theorem (Theorem 3.5.4 and corollaries) which is, without any doubt, the most important result of our book. The Riemann-Roch Theorem states the equality between dimensions of vector spaces, degree of a field extension and a very important field invariant: the genus. In order to establish the Riemann-Roch Theorem one requires various preliminary concepts, which will be defined in this chapter and will play a central role in the rest of the book: divisors, adeles or repartitions, Weil differentials, class groups, etc. The whole theory of function fields depends heavily on the Riemann-Roch theorem.

An important part of the work of any mathematician at any level is to develop and know examples concerning the topic on which he or she is working. Chapter 4 is dedicated to giving examples of the results found in Chapter 2 and 3. In the first two sections we present examples and characterize the function fields of genus 0 and 1 respectively, and in the last section we calculate the genus of a quadratic extension of a rational function field. Even though the genus can be found much more easily using the Riemann-Hurwitz genus formula (Theorem 9.4.2), the methods we use in this chapter are valuable by themselves.

Chapter 5 deals with Galois theory of function fields. After Chapter 3, this chapter can be considered as the second in importance. It is dedicated to the arithmetic of function fields (decomposition of places in the extensions, ramification, inertia, etc.). Here we study the relationship between the decomposition of places in an extension of function fields and the decomposition in the corresponding completions. Section 5.6 contains many technical details necessary to understand the notion of a different in an extension and the different in an extension of Dedekind domains, which is the way we study the arithmetic of number fields (Theorem 5.7.12). The last section of the chapter concerns the study of the different by means of the local differents (Theorem 5.7.21). The proof can be omitted without any loss of continuity. We end this chapter with an introduction to ramification groups.

Chapter 6 deals with congruence function fields, that is, function fields whose constant field is finite. As we said previously, the analogy between this kind of function fields and number fields is much closer. In this chapter we study zeta functions and $L$ series, as well as their functional equations.

Chapter 7 is dedicated to the Riemann hypothesis in function fields (Theorem 7.2.9). The proof that we present here is essentially due to Bombieri [7]. The reader can omit the details of the proof without any loss of continuity. As an application of the Riemann hypothesis we present an estimation on the number of prime divisors in a congruence function field, as well as the determination of the fields of class number 1 .

Chapter 8 studies constant extensions in general, a particular case of which was seen in Chapter 6, namely the case that the constant field is finite. We have preferred to present first this special case for the readers that are interested in the most usual cases, that is, when the constant field is a perfect field, in order to avoid all the technical details of the general case. In this chapter we study the concepts of separability and of a separably generated field extension. We also study the genus change in this kind of extension and will see that the genus of the field decreases.

Chapter 9 concerns the Riemann-Hurwitz genus formula for geometric and separable extensions, which is probably the best technique for calculating the genus of an arbitrary function field. For inseparable extensions, Tate [152] used a substitute for the ordinary trace and found a genus formula for this type of extension. That substitute is the one used in the Riemann-Hurwitz formula. In Section 9.5, we present Tate's results. In the last section of the chapter, we revisit function fields of genus 0 and 1 and present the automorphism group of elliptic function fields. We conclude with hyperelliptic function fields, which will be used in Chapter 10 for cryptosystems.

In Chapter 10 we apply the theory of function fields, especially Chapter 6 and 7, to cryptography. We begin with a brief general introduction to cryptography: symmetric and asymmetric systems, public-key cryptosystems, the discrete logarithm problem, etc. Once these concepts are introduced we apply the theory of elliptic and hyperelliptic function fields to cryptosystems. In this way, we shall see that some groups that are determined by elliptic function fields, as well as some Jacobians, may be used both for public-key cryptosystems and for digital signatures and authentication.

Chapter 11 is a brief introduction to class field theory. We study Čebotarev's density theorem and briefly introduce profinite groups. Finally we present, without proofs, basic results of global as well as local class field theory. These results will be used in Chapter 12 to prove Hayes's theorem, which is analogous to the Kronecker-Weber theorem on the maximal abelian extension of a congruent function field, that is, a function field whose constant field is finite.

Chapter 12 is dedicated to the theory of cyclotomic function fields due to L. Carlitz and D. Hayes $[15,61]$. We shall see that these fields are the analogue of the usual cyclotomic fields.

In Chapter 13 we give a brief introduction to Drinfeld, or elliptic, modules. The original objective of Drinfeld's module theory was to generalize the analogue of the Kronecker-Weber theorem to a function field over a general finite field, as well as complex multiplication and elliptic curves. We begin by presenting the Carlitz module, which is studied in Chapter 12 and is the simplest Drinfeld module. Using the analytic theory of exponential functions and lattices, we shall see that Drinfeld modules are ubiquitous. On the other hand, these modules provide us with an explicit class theory for general function fields over a finite field. We end the chapter with the application of Drinfeld modules to cryptography.

The last chapter is a study of the automorphism group of a function field. First we give a notion of differentiation due to H. Hasse and F. Schmidt [58] and then we use it to study the Wronskian determinant and Weierstrass points in characteristic $p$. We will see that the behavior in characteristic $p$ is different from that in characteristic 0 . We will use Weierstrass points to prove the classical result about the finiteness of
the automorphism group of a function field $K / k$ of genus larger than 1 , where $k$ is an algebraically closed field.

The appendix, which deals with group cohomology, is independent from the rest of the book. The reason why we decided to include it is that anyone interested in a further study of the arithmetic properties of function and local fields needs as a fundamental tool the cohomology of groups, particularly Theorem A.3.6.

Sometimes the way we present the topics is not the shortest possible, but since our main purpose was to write a textbook for graduate students, we chose to present particular cases first and later on give the general result. For instance, in Chapter 4 we state a formula for the genus of a quadratic extension of a rational function field and in Chapter 9 we present the Riemann-Hurwitz genus formula that generalizes what was done in Chapter 4. The same happens with the study of constant extensions.

It is important to specify that many of our results are a lot more general than what is presented here. For example, in Chapter 5 we study Galois theory of function fields, but most results hold for field extensions in general. Our motivation for emphasizing the particular case of function fields is to stress the beauty of this theory, independently of the fact that some of its particularities are really not particular but apply to the general case.

In order to limit the size of the book, we had to leave aside various topics such as the inverse Galois problem, topics in class field theory, the algebraic study of Riemann surfaces, holomorphic differentials, the Hasse-Witt theory, Jacobians, $\mathbb{Z}_{p}$-extensions, the Deuring-Šafarevič formula, etc.

The taste of this book is classical. We tried to preserve most of the original presentations. Our exposition owes a great deal to Deuring's monograph [28] and Chevalley's book [22].

There are many people to thank, but I will mention just a few of them. First of all, I am grateful to Professor Manohar Madan for teaching me this beautiful theory. I would like to thank Professors Martha Rzedowski Calderón and Fernando Barrera Mora for the time they spent doing a very careful reading of previous versions of this work, giving invaluable suggestions and correcting many errors. I also want to thank Ms. Anabel Lagos Cordoba and Ms. Norma Acosta Rocha for typing part of this book. I gratefully acknowledge Professor Simone Hazan for correcting the English version. I also thank Ms. Ann Kostant, executive editor of Birkhäuser Boston, and Mr. Craig Kavanaugh, assistant editor, for their support and interest in publishing this book. Finally, many thanks to the Department of Automatic Control of CINVESTAV del Instituto Politécnico Nacional, for providing the necessary facilities for the making of this book. Part of the material was written during my sabbatical leave in the Mathematics Department of the Universidad Autónoma Metropolitana Iztapalapa. Part of this work was supported by CONACyT, project 36552-E.

México City,
November 2005
Gabriel D. Villa Salvador
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## Algebraic and Numerical Antecedents

In this introductory chapter we present three topics. The first one is the basic theory of transcendental fields, which is needed due to the fact that any function field is a finitely generated transcendental extension of a given field.

The second section is on distinct absolute values in the field of rational numbers $\mathbb{Q}$. In the development of number theory, it happens in a similar way as with continuous functions, that the "local" study of a field provides information on its "global" properties, and vice versa. The local structure of function fields and of number fields is closely related to that of the absolute values defined in them. We shall explore the existing parallelisms and differences between absolute values in $\mathbb{Q}$ and in rational function fields respectively.

The third topic of the chapter is Riemann surfaces, which serve as an infinite source of inspiration for a similar study, namely when the base field is completely arbitrary instead of being the complex field $\mathbb{C}$. Several concepts of a totally analytic nature such as those of differentials, distances, and meromorphic functions may be studied from an algebraic viewpoint and are consequently likely to be translated into arbitrary fields, including fields of positive characteristic.

We will not present here all prerequisites that will be needed in the rest of the book. Instead, these will be presented only at the moment they are necessary.

### 1.1 Algebraic and Transcendental Extensions

Definition 1.1.1. Let $L / K$ be any field extension. A subset $S$ of $L$ is called algebraically dependent (a.d.) over $K$ if there exist a natural number $n$, a nonzero polynomial $f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in K\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ and $n$ distinct elements $s_{1}, s_{2}, \ldots, s_{n}$ of $S$ such that $f\left(s_{1}, s_{2}, \ldots, s_{n}\right)=0$. If $S$ is not algebraically dependent over $K$, it is called algebraically independent (a. i.) over $K$.

Example 1.1.2. Let $K[X, Y]$ be a polynomial ring of two variables over an arbitrary field $K$ and let $f(X, Y)=X^{2}-Y-1$. Consider the field $L:=K /(f(X, Y))$. Then $S:=\{x\}$, where $x:=X \bmod f(X, Y)$ is algebraically independent over $K$
and $T:=\{x, y\}$, where $y:=\bmod f(X, Y)$ is algebraically dependent over $K$ since $f(x, y)=0$.

It is easy to see that if $S=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ is an algebraically independent set over $K$, then $K\left(s_{1}, s_{2}, \ldots, s_{n}\right)$ is isomorphic to the field $K\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of rational functions with $n$ variables.

The algebraically independent sets can be ordered by inclusion, and applying Zorn's lemma, we can prove easily prove the existence of maximal algebraically independent sets.

Definition 1.1.3. Let $L / K$ be a field extension. A transcendental basis of $L$ over $K$ is a maximal subset of $L$ algebraically independent over $K$.

If $S$ is a transcendental basis, it follows from the definition that $L / K$ is algebraic if and only if $S$ is the empty set.

Example 1.1.4. In Example 1.1.2 we have that $\{x\}$ and $\{y\}$ are transcendental basis of $L$ over $K$.

Proposition 1.1.5. Let $L / K$ be a field extension, $S$ an algebraically independent set over $K$, and $x \in L \backslash K(S)$. Then $S \cup\{x\}$ is algebraically independent over $K$ if and only if $x$ is transcendental over $K(S)$.

Proof. Assume that $S \cup\{x\}$ is algebraically independent over $K$ but $x$ is not transcendental over $K(S)$. Then there exists a nonzero relation

$$
\begin{aligned}
f_{n}\left(s_{1}, \ldots, s_{n}\right) x^{n} & +f_{n-1}\left(s_{1}, \ldots, s_{n}\right) x^{n-1}+\cdots \\
& +f_{1}\left(s_{1}, \ldots, s_{n}\right) x+f_{0}\left(s_{1}, \ldots, s_{n}\right)=0
\end{aligned}
$$

with $f_{i}\left(s_{1}, s_{2}, \ldots, s_{n}\right) \in K\left[s_{1}, s_{2}, \ldots, s_{n}\right]$. But this contradicts the fact that $S \cup\{x\}$ is algebraically independent

The proof of the converse is similar.

Corollary 1.1.6. Let $L / K$ be a field extension and $S \subseteq L$ be an algebraically independent set. Then $S$ is a transcendental basis over $K$ if and only if $L / K(S)$ is an algebraic extension.

Corollary 1.1.7. If $L / K(S)$ is an algebraic extension, then $S$ contains a transcendental basis.

Theorem 1.1.8. Any two transcendental bases have the same cardinality.
Proof. Let $S$ be a transcendental basis. First we assume that $S$ is finite, say $S=$ $\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ with $|S|=n$. If $T$ is any algebraically independent set, we will show that $|T| \leq n$. Let $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\} \subseteq T$ be any finite subset of $T$ and assume that $m \geq n$. By hypothesis, there exists a nonzero polynomial $g_{1}$ with $n+1$ variables such that

$$
g_{1}\left(x_{1}, s_{1}, s_{2}, \ldots, s_{n}\right)=0
$$

Since $\left\{x_{1}\right\}$ and $\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ are algebraically independent, it follows that $x_{1}$ and some $s_{i}$ (say $s_{1}$ ) appear in $g_{1}$, so that $s_{1}$ is algebraic over $K\left(x_{1}, s_{2}, \ldots, s_{n}\right)$.

Repeating this process $r$ times, $r<m$, and permuting the indices $s_{2}, \ldots, s_{n}$ if necessary, by induction on $r$ we obtain that the field $L$ is algebraic over $K\left(x_{1}, x_{2}, \ldots, x_{r}\right.$, $\left.s_{r+1}, \ldots, s_{n}\right)$. Therefore, there exists a nonzero polynomial $g_{2}$ with $n+1$ variables such that

$$
g_{2}\left(x_{r+1}, x_{1}, \ldots, x_{r}, s_{r+1}, \ldots, s_{n}\right)=0
$$

and such that $x_{r+1}$ appears in $g_{2}$. Since the $x_{i}$ are algebraically independent, some $s_{j}$ with $r+1 \leq j \leq n$ also appears in $g_{2}$. By permuting the indices if necessary, we may assume that $s_{r+1}$ is the one that appears in $g_{2}$, that is, $s_{r+1}$ is algebraic over

$$
K\left(x_{1}, \ldots, x_{r}, x_{r+1}, s_{r+2}, \ldots, s_{n}\right),
$$

so that $L$ is algebraic over $K\left(x_{1}, \ldots, x_{r}, x_{r+1}, s_{r+2}, \ldots, s_{n}\right)$. Since the process can be repeated, it follows that we can replace the $s$ 's by $x$ 's and hence $L$ is algebraic over $K\left(x_{1}, \ldots, x_{n}\right)$. This proves that $m=n$.

In short, if a given transcendental basis is finite, any other basis is also finite and has the same cardinality.

Now we assume that a transcendental basis $S$ is infinite. The previous argument shows that any other basis is infinite. Let $T$ be any other transcendental basis. For $s \in S$, there exists a finite set $T_{s} \subseteq T$ such that $s$ is algebraic over $K\left(T_{s}\right)$. Since $L$ is algebraic over $K(S)$ and $S$ is algebraic over $K\left(\bigcup_{s \in S} T_{S}\right)$, it follows that $L$ is algebraic over $K\left(\bigcup_{s \in S} T_{S}\right)$. Finally, since $\bigcup_{s \in S} T_{S} \subseteq T$, we have $\bigcup_{s \in S} T_{S}=T$, where $T_{s}$ is a finite set.

Therefore $|T| \leq \sum_{s \in S}\left|T_{S}\right| \leq \aleph_{0}|S|=|S|$. By symmetry we conclude that $|T|=|S|$.

Definition 1.1.9. A field extension $L / K$ is called purely transcendental if $L=K(S)$, where $S$ is a transcendental basis of $L$ over $K$. In this case, $K(S)$ is called a field of rational functions in $|S|$ variables over $K$.
Definition 1.1.10. Let $L / K$ be a field extension. The cardinality of any transcendental basis of $L$ over $K$ is called the transcendental degree of $L$ over $K$ and is denoted by $\operatorname{tr} L / K$.

Example 1.1.11. In Examples 1.1.2 and 1.1.4 we have that the transcendental degree of $L / K$ is 1 since $K(x) / K$ is purely transcendental and $L / K(x)$ is algebraic $\left(y^{2}=\right.$ $x-1$ ).

Proposition 1.1.12. If $K \subseteq L \subseteq M$ is a tower of fields, then $\operatorname{tr} M / K=\operatorname{tr} M / L+$ $\operatorname{tr} L / K$.

### 1.2 Absolute Values over $\mathbb{Q}$

Definition 1.2.1. Let $k$ be any field. An absolute value over $k$ is a function $\varphi: k \longrightarrow$ $\mathbb{R}, \varphi(a)=|a|$, satisfying:
(i) $|a| \geq 0$ for all $a \in k$, and $|a|=0$ if and only if $a=0$,
(ii) $|a b|=|a||b|$ for all $a$ and $b \in k$,
(iii) $|a+b| \leq|a|+|b|$ for all $a$ and $b \in k$.

Note that if $|\mid$ is an absolute value then $| 1 \mid=1$ and $|-x|=|x|$ for all $x \in K$ (Exercise 1.4.10).

The usual absolute value in $\mathbb{Q}$ is the most immediate example of the previous definition. Also, for any field $k$, the trivial absolute value is defined by $|a|=1$ for $a \neq 0$ and $|0|=0$.

Example 1.2.2. Let $p \in \mathbb{Z}$ be a prime number. For each nonzero $x \in \mathbb{Q}$, we write $x=p^{n} \frac{a}{b}$ with $p \nmid a b$ and $n \in \mathbb{Z}$. Let $|x|_{p}=p^{-n}$ and $|0|=0$. We leave to the reader to verify that this defines an absolute value over $\mathbb{Q}$. It is called the $p$-adic absolute value, and it satisfies

$$
|x+y|_{p} \leq \max \left\{|x|_{p},|y|_{p}\right\}
$$

for all $x, y \in \mathbb{Q}$. An absolute value with this last property is called nonarchimedean. We note that $\lim _{n \rightarrow \infty}\left|p^{n}\right|_{p}=0$.

Definition 1.2.3. An absolute value $|\mid: k \longrightarrow \mathbb{R}$, is called nonarchimedean if $| a+$ $b \mid \leq \max \{|a|,|b|\}$ for all $a, b \in k$. Otherwise, $|\mid$ is called archimedean.

Definition 1.2.4. Two nontrivial absolute values $\left.\left|\left.\right|_{1}\right.$ and $|\right|_{2}$ over a field $k$ are called equivalent if $|a|_{1}<1$ implies $|a|_{2}<1$ for all $a \in k$.

The relation given in Definition 1.2.4 is obviously reflexive and transitive. We also have the following result:

Proposition 1.2.5. For any two nontrivial equivalent absolute values $\left.\left|\left.\right|_{1}\right.$ and $|\right|_{2}$, we have $|a|_{2}<1$ whenever $|a|_{1}<1$, that is, the relation is symmetric. Therefore the relation defined above is an equivalence relation.

Proof. Let $|a|_{2}<1$. If $|a|_{1}>1$, we have $\left|a^{-1}\right|_{1}=|a|_{1}^{-1}<1$. Therefore $\left|a^{-1}\right|_{2}=$ $|a|_{2}^{-1}<1$, which is impossible. Hence $|a|_{1} \leq 1$. If $|a|_{1}=1$, let $b \in k$ be such that $0<|b|_{1}<1$. Such a $b$ exists since $\left.\left|\left.\right|_{1}\right.$ is nontrivial. Now $| b a^{-n}\right|_{1}=|b|_{1}|a|_{1}^{-n}=$ $|b|_{1}<1$. Thus $\left|b a^{-n}\right|_{2}=|b|_{2}|a|_{2}^{-n}<1$. Therefore $|b|_{2}^{1 / n}<|a|_{2}$, which implies that

$$
1=\lim _{n \rightarrow \infty}|b|_{2}^{1 / n} \leq|a|_{2}<1
$$

a contradiction that proves $|a|_{1}<1$.

Remark 1.2.6. If $\left.\left|\left.\right|_{1}\right.$ and $|\right|_{2}$ are two absolute values and $|a|_{1}<1$ implies $|a|_{2}<1$, then if $\left|\left.\right|_{1} \text { is nontrivial, }\right|_{2}$ is nontrivial. Indeed, if $b \in k$ is such that $0<|b|_{1}<1$, then we have $0<|b|_{2}<1$.

From this point on all absolute values under consideration will be nontrivial.

Theorem 1.2.7. Let $\left.\left|\left.\right|_{1}\right.$ and $|\right|_{2}$ be two equivalent absolute values. Then there exists a positive real number $c$ such that $|a|_{1}=|a|_{2}^{c}$ for all $a \in k$.

Proof. Let $0<|b|_{1}<1$, so that $0<|b|_{2}<1$. Put

$$
c=\frac{\ln |b|_{1}}{\ln |b|_{2}} .
$$

We have $|b|_{1}=|b|_{2}^{c}$ with $c>0$ and $c \in \mathbb{R}$. Now let $a \in k, a \neq 0$ and let $|a|_{1}=|b|_{1}^{r}$ for some $r \in \mathbb{R}$. Let $\alpha_{n}, \beta_{n} \in \mathbb{Z}, \beta_{n}>0$, be such that

$$
\frac{\alpha_{n}}{\beta_{n}} \leq r \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{\alpha_{n}}{\beta_{n}}=r .
$$

Then, since $|b|_{1}<1$, we have

$$
|a|_{1}=|b|_{1}^{r} \leq|b|_{1}^{\alpha_{n} / \beta_{n}},
$$

that is,

$$
\left|a^{\beta_{n}} b^{-\alpha_{n}}\right|_{1} \leq 1,
$$

so that $\left|a^{\beta_{n}} b^{-\alpha_{n}}\right|_{2} \leq 1$, which implies that

$$
|a|_{2} \leq|b|_{2}^{\alpha_{n} / \beta_{n}} .
$$

Therefore we have $|a|_{2} \leq|b|_{2}^{r}$.
Now taking $\frac{\alpha_{n}}{\beta_{n}} \geq r$, it can be shown in a similar fashion that $|a|_{2} \geq|b|_{2}^{r}$. Therefore $|a|_{1}=|b|_{1}^{r}=|b|_{2}^{c r}=|a|_{2}^{c}$.

Corollary 1.2.8. If $\left.\right|_{1}$ and $\left|\left.\right|_{2}\right.$ are two equivalent absolute values in a field $k$, they define the same topology in $k$.

Proposition 1.2.9. Let $k$ be a field, and $M$ the subring of $k$ generated by 1 , that is, $M=\{n \times 1 \mid n \in \mathbb{Z}\}$. Let $|\mid$ be an absolute value in $k$. Then $| \mid$ is nonarchimedean if and only if $|\mid$ is bounded in $M$.

Proof. If || is nonarchimedean, we have for $n \in \mathbb{Z}, n>0$,

$$
|n \times 1|=|1+\cdots+1| \leq \max \{|1|, \ldots,|1|\}=|1|=1,
$$

and for $n \in \mathbb{Z}, n<0$,

$$
|n \times 1|=|-n \times 1| \leq|1|=1,
$$

so $\|$ is bounded in $M$.
Now assume that $|\mid$ is bounded in $M$, say $| m \times 1 \mid \leq s$ for all $m \in \mathbb{Z}$. If $a, b \in k$ and $n \in \mathbb{N}$, we have

$$
\begin{aligned}
|a+b|^{n} & =\left|\sum_{i=0}^{n}\binom{n}{i} a^{i} b^{n-i}\right| \leq \sum_{i=0}^{n}\left|\binom{n}{i}\right||a|^{i}|b|^{n-i} \\
& \leq s \sum_{i=0}^{n}|a|^{i}|b|^{n-i} \leq s(n+1)|a|^{n}
\end{aligned}
$$

where it is assumed that $|a|=\max \{|a|,|b|\}$.
Hence

$$
|a+b| \leq s^{1 / n} \sqrt[n]{n+1}|a| \xrightarrow[n \rightarrow \infty]{\longrightarrow}|a|=\max \{|a|,|b|\}
$$

and || is nonarchimedean.

Corollary 1.2.10. Every absolute value in a field of positive characteristic is nonarchimedean.

We finish this section characterizing the absolute values over the field of rational numbers.

Theorem 1.2.11 (Ostrowski). Let $\varphi$ be an absolute value in $\mathbb{Q}$. Then $\varphi$ is trivial or it is equivalent to the usual absolute value or it is equivalent to some p-adic absolute value.

Proof. Let $\varphi$ be a nontrivial absolute value. Let us assume that there exists $n \in \mathbb{N}$, $n>1$, such that $\varphi(n) \leq 1$. For $m \in \mathbb{N}$, we write

$$
m=a_{0}+a_{1} n+\cdots+a_{r} n^{r}
$$

with $0 \leq a_{i} \leq n-1, a_{r} \neq 0$. Now

$$
\varphi\left(a_{i}\right)=\varphi(1+\cdots+1) \leq \varphi(1)+\cdots+\varphi(1)=a_{i}<n,
$$

so

$$
\varphi(m) \leq \sum_{i=0}^{r} \varphi\left(a_{i} n^{i}\right)=\sum_{i=0}^{r} \varphi\left(a_{i}\right) \varphi(n)^{i}<n \sum_{i=0}^{r} 1=n(1+r) .
$$

Since $m \geq n^{r}$, we have

$$
r \leq \frac{\ln m}{\ln n} \quad \text { and } \quad \varphi(m)<\left(1+\frac{\ln m}{\ln n}\right) n .
$$

Applying the above to $m^{s}, s \in \mathbb{N}$, we have

$$
\varphi(m)^{s}=\varphi\left(m^{s}\right)<\left(1+\frac{\ln m^{s}}{\ln n}\right) n=\left(1+s \frac{\ln m}{\ln n}\right) n
$$

which implies

$$
\varphi(m)<\left(1+s \frac{\ln m}{\ln n}\right)^{1 / s} n^{1 / s} \underset{s \rightarrow \infty}{ } 1
$$

We have shown that $\varphi(m) \leq 1$, so $\varphi$ is bounded in $\mathbb{Z}$ and $\varphi$ is nonarchimedean.
Let $\mathfrak{A}=\{m \in \mathbb{Z} \mid \varphi(m)<1\}$. It can be verified that $\mathfrak{A}$ is an ideal. Now if $a b \in \mathfrak{A}$, then $\varphi(a b)=\varphi(a) \varphi(b)<1$, so $\varphi(a)<1$ or $\varphi(b)<1$. Therefore $\mathfrak{A}$ is a prime ideal. Let $\mathfrak{A}=(p)$, where $p$ is prime and $\varphi(p)<1$. Let $c \in \mathbb{R}, c>0$ be such that $\varphi(p)=p^{-c}$. If $m \notin \mathfrak{A}$, we have $p \nmid m$ and $\varphi(m)=1$. Therefore, for

$$
x \in \mathbb{Q} \quad \text { such that } \quad x=p^{n} \frac{a}{b}
$$

with $p \nmid a b$, we have

$$
\varphi(x)=\varphi(p)^{n} \frac{\varphi(a)}{\varphi(b)}=\varphi(p)^{n}=p^{-c n}=|x|_{p}^{c},
$$

so $\varphi$ is equivalent to $\left|\left.\right|_{p}\right.$.
Now we assume that $\varphi(n)>1$ for $n \in \mathbb{N}, n>1$. Let $m, n \in \mathbb{Z}, m, n>1$, and put

$$
m^{t}=a_{0}+a_{1} n+\cdots+a_{r} n^{r}, \quad \text { where } \quad 0 \leq a_{i} \leq n-1, \quad a_{r} \neq 0
$$

We have $r \leq \frac{\ln m^{t}}{\ln n}$. Now we have

$$
\begin{aligned}
\varphi\left(m^{t}\right)=\varphi(m)^{t} & \leq \sum_{i=0}^{r} \varphi\left(a_{i}\right) \varphi(n)^{i}<\sum_{i=0}^{r} n \varphi(n)^{r}=n(1+r) \varphi(n)^{r} \\
& \leq n\left(1+\frac{\ln m^{t}}{\ln n}\right) \varphi(n)^{\left(\ln m^{t}\right) /(\ln n)}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\varphi(m) & \leq n^{1 / t}\left(1+t \frac{\ln m}{\ln n}\right)^{1 / t} \varphi(n)^{(1 / t)\left(\left(\ln m^{t}\right) /(\ln n)\right)} \\
& =n^{1 / t}\left(1+t \frac{\ln m}{\ln n}\right)^{1 / t} \varphi(n)^{(\ln m) /(\ln n)} \underset{t \rightarrow \infty}{ } \varphi(n)^{(\ln m) /(\ln n)}
\end{aligned}
$$

That is, $\varphi(m) \leq \varphi(n)^{(\ln m) /(\ln n)}$ or, equivalently,

$$
\left.\varphi(m)^{1 /(\ln m)} \leq \varphi(n)^{1 /(\ln n}\right)
$$

By symmetry we obtain $\varphi(m)^{1 /(\ln m)}=\varphi(n)^{1 /(\ln n)}$. Let $c \in \mathbb{R}, c>0$, be such that $\varphi(m)^{1 /(\ln m)}=e^{c}$ for all $m \in \mathbb{Z}$ such that $m>1$.

We have $\varphi(m)=e^{c \ln m}=e^{\ln m^{c}}=m^{c}=|m|^{c}$ for all $m>1, m \in \mathbb{Z}$.

$$
\begin{array}{ll}
\text { For } m=1, & \varphi(1)=1=1^{c} . \\
\text { For } m=0, & \varphi(0)=0=|0|^{c} . \\
\text { For } m<0, m \in \mathbb{Z}, & \varphi(m)=\varphi(-m)=|-m|^{c}=|m|^{c} .
\end{array}
$$

Finally, let $x \in \mathbb{Q}$ such that $x=\frac{a}{b}$. We have

$$
\varphi(x)=\frac{\varphi(a)}{\varphi(b)}=\frac{|a|^{c}}{|b|^{c}}=|x|^{c}
$$

Therefore $\varphi(x)=|x|^{c}$ for all $x \in \mathbb{Q}$. This shows that $\varphi$ is equivalent to $|\mid$, the usual absolute value of $\mathbb{Q}$.

### 1.3 Riemann Surfaces

First we recall the definition of a Riemann surface.
Definition 1.3.1. Let $R$ be a connected Hausdorff topological space. Then $R$ is called a Riemann surface if there exists a collection $\left\{U_{i}, \Phi_{i}\right\}_{i \in I}$, such that:
(i) $\left\{U_{i}\right\}_{i \in I}$ is an open cover of $R$ and $\Phi_{i}: U_{i} \longrightarrow \mathbb{C}$ is a homeomorphism over an open set of the complex plane $\mathbb{C}$ for each $i \in I$.
(ii) For every pair $(i, j)$ such that $U_{i} \cap U_{j} \neq \emptyset, \Phi_{j} \Phi_{i}^{-1}$ is a conformal transformation of $\Phi_{i}\left(U_{i} \cap U_{j}\right)$ onto $\Phi_{j}\left(U_{i} \cap U_{j}\right)$.

In other words, a Riemann surface is a manifold that is obtained by gluing in a biholomorphic way neighborhoods that are homeomorphic to open sets of $\mathbb{C}$.


Definition 1.3.2. An algebraic function $w(z)$ of a complex variable $z$ is a function satisfying a functional equation of the type

$$
a_{0}(z) w^{n}+a_{1}(z) w^{n-1}+\cdots+a_{n}(z)=0
$$

where $a_{0}(z) \neq 0$ and $a_{i}(z) \in \mathbb{C}[z]$ for $0 \leq i \leq n$.
Definition 1.3.3. A Riemann surface $R$ of an algebraic function $w(z)$ is a connected complex manifold (that is, "locally" the same as $\mathbb{C}$ ) where $w(z)$ can be defined as an analytic function $(w: R \rightarrow \mathbb{C} \cup\{\infty\})$ and $w(z)$ is single-valued. (If $A \subseteq B$ are two Riemann surfaces of $w(z), A$ is open and closed in $B$, so $A=B$.)

If $R$ and $R^{\prime}$ are two such connected complex manifolds, then $R$ and $R^{\prime}$ are conformally equivalent. That is, $R$ is essentially unique, and therefore we will say that $R$ is the Riemann surface of $w(z)$.


In order to clarify the previous definition, we consider the "function" defined by $w(z)=\sqrt{z}$ (that is, $\left.w(z)^{2}-z=0\right)$. When we begin to evaluate $w(1)$ we have two possible choices, $w(1)=1$ or $w(1)=-1$. Say that we choose $w(1)=1$. If we take the analytic continuation of $w(z)$ around the curve of equation $\varrho(t)=e^{i t}, 0 \leq t \leq 2 \pi$, we obtain, when we come back to the point $z=1$, the value $w(1)=-1$ (and vice versa). If we go around for a second time with the analytic continuation, we obtain $w(1)=1$. This procedure tells us that in order to obtain a solution to this prob-
 lem, the point 1 is to be "divided" into two points, or, more precisely, all real values between 0 and $\infty$ included are to be divided into two parts. In other words, when we consider the Riemann surface $S^{2}$, we must remove the positive real curve starting at 0 and ending at $\infty$. When we separate this cut, the set obtained may be assumed to be the same as a half Riemann sphere with the ray of positive real numbers as the border and such that it appears twice. When we continue $w(z)$ through the curve $\varrho(t)=e^{i t}$ and we come back to the point 1 , we take the point 1 in
the second hemisphere instead of the first one. If we identify the respective borders we will obtain again the Riemann sphere, but with the previous process, $w(z)$ will be single-valued.

This is fundamentally the Riemann approach to make single-valued functions from multivalued ones.

We point out that this problem is defined not only for algebraic functions but also for many other multivalued functions, for instance the logarithmic function. Although in this case the problem can be solved in a similar fashion, the Riemann surface obtained will be different from the Riemann surfaces obtained from algebraic functions, which are compact.

Now we state some basic results of the theory of Riemann surfaces that will be generalized later to other situations. For the moment, they will serve us as a motivation and a basis of our general theory of algebraic functions.

Theorem 1.3.4. The Riemann surface of an algebraic function is a compact Riemann surface (according to Definition 1.3.1).

Proof. [72, Theorem 4.2, p. 156], [34, Corollary, p. 248].
The converse also holds.
Theorem 1.3.5. If a Riemann surface is compact, then it is conformally equivalent to a Riemann surface of an algebraic function.

Proof. [72, Theorem 4.3, p. 161], [34, Corollary IV.11.8, p. 249].

Theorem 1.3.6. Every compact Riemann surface $R$ is homeomorphic to a Riemann surface with $g$ handles, where $g$ is a nonnegative integer called the genus of $R$. Therefore two Riemann surfaces are topologically equivalent if and only if they have the same genus.

Proof. [72, Theorems 4.8 and 4.9, p. 172], [164, Teorema 5.92, p. 261].

Theorem 1.3.7. Every compact Riemann surface $R$ of genus $g$ is conformally equivalent to a cover of $(g+1)$ sheets of the Riemann sphere.

The previous results characterize all compact Riemann surfaces: on the one hand, the compact Riemann surfaces are exactly the Riemann surfaces of algebraic functions; on the other hand, they are topologically equivalent to a bidimensional sphere with $g$ handles and conformally equivalent to a cover of a Riemann sphere.

We observe that the genus $g$ characterizes the compact Riemann surfaces topologically but not analytically. For instance, there are infinitely many Riemann surfaces of genus 1 that are conformally inequivalent pairwise. This topic will be studied later and in a much more general setting.

Let $P \in R$ and $P \in U$ where $U$ is an open set of $R$. Let $\varphi: U \longrightarrow \varphi(U)=$


Theorem 1.3.8. Let $R$ be a Riemann surface and let $X(R)=\{f: R \rightarrow \mathbb{C} \mid f$ is meromorphic $\}$. Then $X(R)$ is a finitely generated field over $\mathbb{C}$ with transcendence degree 1 ; that is, $X(R) \cong \mathbb{C}(x, y)$ where $x$ and $y$ are two indeterminates over $\mathbb{C}$ satisfying a nonzero relation $F(x, y)=0$, for $F$ a polynomial in two variables.

Proof. [72, Theorem 3.4, p. 95 and Theorem 4.3, p. 161], [34, Corollary, p. 250].
Finally we have the following theorem.
Theorem 1.3.9. Let $R_{1}, R_{2}$ be two compact Riemann surfaces. Then $R_{1}$ and $R_{2}$ are conformally equivalent (that is, isomorphic as Riemann surfaces) if and only if $X\left(R_{1}\right)$ and $X\left(R_{2}\right)$ are $\mathbb{C}$-isomorphic as fields (that is, there exists a field isomorphism $\varphi$ : $X\left(R_{1}\right) \rightarrow X\left(R_{2}\right)$ such that $\varphi(\alpha)=\alpha$ for all $\left.\alpha \in \mathbb{C}\right)$.

Proof. [72, Theorems 4.5 and 4.6, p. 164].
Thus, we see that the study of compact Riemann surfaces can be done by means of their fields of meromorphic functions. This allows us to view algebraic function fields as Riemann surfaces over an arbitrary field (in place of $\mathbb{C}$ ). Of course we do not have all the analytic machinery available as in the field of complex numbers, but we can algebrize the properties of the Riemann surfaces and in this way find results of the same kind over an arbitrary field of constants.

By this method we will obtain the Riemann-Roch theorem, the Riemann-Hurwitz genus formula, the concept of a holomorphic differential or abelian differential of the first type, differentials, etc. On the other hand, when $k$ is an arbitrary field, in particular not necessarily algebraically closed or of characteristic $0, k$ may have proper algebraic extensions or inseparable extensions. This necessarily implies that the theory will differ substantially from the analytical case.

### 1.4 Exercises

Exercise 1.4.1. Verify that the function $\left|\left.\right|_{p}\right.$ defined in Example 1.2 .2 is an absolute value.

Exercise 1.4.2. Prove that the $p$-adic absolute value $\left|\left.\right|_{p}\right.$ is nonarchimedean.
Exercise 1.4.3. Prove Proposition 1.1.12.
Exercise 1.4.4. What is the topology on $\mathbb{Q}$ given by the trivial absolute value?
Exercise 1.4.5. Prove that if $p$ and $q$ are two different rational prime numbers, then the $p$-adic and the $q$-adic topologies in $\mathbb{Q}$ are different.

## 121 Algebraic and Numerical Antecedents

Exercise 1.4.6. Find $\operatorname{tr} \mathbb{C} / \mathbb{Q}, \operatorname{tr} \mathbb{R} / \mathbb{Q}$, and $\operatorname{tr} \mathbb{C} / \mathbb{R}$.
Exercise 1.4.7. Show that Aut $\mathbb{C}:=\{f: \mathbb{C} \rightarrow \mathbb{C} \mid f$ is a field automorphism $\}$ is an infinite set.

Exercise 1.4.8. Prove that if $S=\left\{s_{1}, \ldots, s_{n}\right\}$ is an algebraically independent set over a field $K$, then $K\left(s_{1}, \ldots, s_{n}\right)$ is isomorphic to the field $K\left(x_{1}, \ldots, x_{n}\right)$ of rational functions in $n$ variables.

Exercise 1.4.9. Prove that an extension $L / K$ is algebraic if and only if any transcendental basis of $L / K$ is the empty set.

Exercise 1.4.10. If $|\mid$ is an absolute value on a field $K$, prove that $| 1 \mid=1$ and $|-x|=$ $|x|$ for all $x \in K$.

## Algebraic Function Fields of One Variable

This chapter will serve as an introduction to our theory of function fields. Using as a source of inspiration compact Riemann surfaces, and especially their fields of meromorphic functions, we first generalize the concept of a function field. In this way we will obtain the general definition of a function field, and establish its most immediate properties.

Our second goal in this chapter will be to study absolute values in function fields, following the philosophy according to which the local study of an object provides information on its global properties, and vice versa. We will use the fact that the concept of an absolute value is equivalent to other concepts of a more algebraic nature: valuation rings, valuations, places, etc. This equivalence will be studied in Section 2.2, together with its basic properties. The places (Definition 2.2.10) correspond to points on a projective, nonsingular algebraic curve (at least over an algebraically closed field).

Next, we shall recall the definition of the completion of a field with respect to an absolute value, which is a particular case of a metric space. Such completions constitute the mentioned local study of function fields, which will be used for the global study of these fields.

In Section 2.4 we characterize all valuations of a field of rational functions that are trivial on the field of constants. Together with Chevalley's lemma, which states that places extend to overfields, this characterization will allow us to study valuations over an arbitrary function field.

In the last section we will present Artin's approximation theorem, which states the following: Given a finite number of distinct absolute values and the same number of arbitrary elements of a function field, we can find an element of the field that approximates the given elements as much as we want, each one in the corresponding absolute value.

We conclude the chapter with a characterization of the completion of a function field with respect to a given place. As we shall see, such completions are simply Laurent series, which makes their study easier than that of number fields; indeed, although the latter admit series representations, the series involved are not Laurent series, due to the difference in characteristics.

### 2.1 The Field of Constants

Definition 2.1.1. Let $k$ be an arbitrary field. A field of algebraic functions $K$ over $k$ is a finitely generated field extension of $k$ with transcendence degree $r \geq 1 . K$ is called a field of algebraic functions of $r$ variables.

Example 2.1.2. Let $k$ be any field and let $K=k[X, Y] /(f(x, y))$, where $k[X, Y]$ is the polynomial ring of two variables, $k$ is any field, and $f(X, Y)=X^{3}-Y^{2}+1$. Then if $x:=X \bmod (f(X, Y))$ and $y:=Y \bmod (f(X, Y))$, we have $K=k(x, y)$ with $x^{3}=y^{2}-1$. Therefore $K=k(x, y)$ is a field of algebraic functions of one variable.

From this point on we will study only the case $r=1$, that is, $K$ will be a field of functions of one variable. We will call such a field a function field and it will be denoted by $K / k$.

We observe that if $x \in K$ is transcendental over $k$, then $K / k(x)$ is a finite extension (since it is algebraic and finitely generated).

Now, if $z$ is any other element of $K$ that is transcendental over $k$, then since $K / k$ has transcendence degree $1,\{x, z\}$ cannot be algebraically independent. Therefore there exists a nonzero polynomial $p\left(T_{1}, T_{2}\right) \in k\left[T_{1}, T_{2}\right]$ such that $p(x, z)=0$. Since $x$ and $z$ are transcendental over $k, x$ and $z$ must appear in the expression of $p(x, z)$. Therefore, it follows immediately that $x$ is algebraic over $k(z)$ (and $z$ is algebraic over $k(x))$. Thus

$$
[K: k(z)]=[K: k(x, z)][k(x, z): k(z)] \leq[K: k(x)][k(x, z): k(z)]<\infty
$$

as we mentioned before. This shows that any two elements $x, z$ of $K$ that are transcendental over $k$ satisfy similar conditions, that is, $K / k(x)$ and $K / k(z)$ are finite. However, in general $[K: k(z)]$ and $[K: k(x)]$ are distinct. This is one of the principal differences with number fields, since a number field $E$ has as base subfield its prime field, namely $\mathbb{Q}$, and $[E: \mathbb{Q}]$ is well and uniquely defined. In the case of algebraic functions $K$, we take as base field $k(x)$ with $x \in K$ transcendental over $k$, but $k(x)$ is not uniquely determined. On the other hand, if $x, z \in K$ are transcendental over $k$, we have $k(x) \cong k(z)$.

As a simple example of the previous remarks, we consider $K=\mathbb{Q}(x, z)$, where $x, z$ are variables over $\mathbb{Q}$ that satisfy $x^{2}+z^{4}=1$. We have $[K: \mathbb{Q}(x)]=4,[K:$ $\mathbb{Q}(z)]=2,\left[K: \mathbb{Q}\left(x^{2}\right)\right]=8$, etc.

Definition 2.1.3. Let $K / k$ be a function field. The algebraic closure of $k$ in $K$, that is, the field $k^{\prime}=\{\alpha \in K \mid \alpha$ is algebraic over $k\}$, is called the field of constants of $K$.

Example 2.1.4. Let $K=\mathbb{R}(x, y)$ with $x, y$ two variables over $\mathbb{R}$ satisfying

$$
x^{6}+2 x^{3} y^{2}+y^{4}=-1
$$

Since $x^{3}+y^{2}=i=\sqrt{-1}$, it follows that the field of constants of $K$ is $\mathbb{C}$.

Example 2.1.5. If $k=\mathbb{R}, K=k(x, y)$ with $x^{2}=-y^{2}-1$, then $i \notin K$ since otherwise $x=i \sqrt{y^{2}+1} \in K$ and $\sqrt{y^{2}+1} \in K$ and it would follow that $K=k(x, y)=$ $k\left(i \sqrt{y^{2}+1}, y\right)$. However, it is easy to see that $i=p\left(i \sqrt{y^{2}+1}, y\right)$ has no solution for any $p(X, Y) \in \mathbb{R}[X, Y]$. Therefore in this case the field of constants is $k=\mathbb{R}$.

Note that $k \subseteq k^{\prime}$ and since $K / k^{\prime}$ cannot be algebraic, we have

$$
1 \leq \operatorname{tr} K / k^{\prime} \leq \operatorname{tr} K / k=1
$$

Thus $K / k^{\prime}$ is also a function field, now over $k^{\prime}$, with the additional property that every element $x \in K \backslash k^{\prime}$ is transcendental.

Proposition 2.1.6. If $x \in K \backslash k^{\prime}$, we have $\left[k^{\prime}: k\right]=\left[k^{\prime}(x): k(x)\right]$. More generally, if $x$ is a transcendental element over $k$ and $k^{\prime}$, then $\left[k^{\prime}: k\right]=\left[k^{\prime}(x): k(x)\right]$.

Proof. Let $\left[k^{\prime}: k\right]=n$ with $n$ finite or infinite. We will see later that $n$ must be finite.
Let $\left\{\alpha_{i}\right\}_{i \in I}$ be a basis of the vector space $k^{\prime}$ over $k,|I|=n$. Let $\quad k^{\prime}-k^{\prime}(x)$ $p(x) \in k^{\prime}(x)$, say $p(x)=\frac{a(x)}{b(x)}$, with $a(x), b(x) \in k^{\prime}[x]$. We write $a(x)=\sum_{i=0}^{m} a_{i} x^{i}$, with $a_{i} \in k^{\prime}$.

We have


$$
a_{i}=\sum_{j=1}^{r_{i}} a_{i j} \alpha_{j}, \quad a_{i j} \in k, \quad 0 \leq i \leq m
$$

Let $t=\max \left\{r_{i} \mid i=0, \ldots, m\right\}$ and $a_{i j}=0$ for $r_{i}<j \leq t$. We may write $a_{i}=$ $\sum_{j=1}^{t} a_{i j} \alpha_{j}$. Thus

$$
a(x)=\sum_{i=0}^{m} a_{i} x^{i}=\sum_{i=0}^{m}\left(\sum_{j=1}^{t} a_{i j} \alpha_{j}\right) x^{i}=\sum_{j=1}^{t} \alpha_{j}\left(\sum_{i=0}^{m} a_{i j} x^{i}\right)=\sum_{j=1}^{t} p_{j}(x) \alpha_{j},
$$

with $p_{j}(x)=\sum_{i=0}^{m} a_{i j} x^{i} \in k[x]$.
Therefore $a(x)$ is algebraic over $k(x)$.
If we apply the above argument to $b(x) \in k^{\prime}[x]$, we obtain as a particular case that there exists a relation

$$
\sum_{\ell=0}^{r} t_{\ell}(x) b(x)^{\ell}=0 \quad \text { with } \quad t_{\ell}(x) \in k[x], \quad t_{0}(x) \neq 0, \quad \text { and } \quad t_{r}(x) \neq 0
$$

In particular,

$$
b(x)\left\{\sum_{\ell=1}^{r} t_{\ell}(x) b(x)^{\ell-1}\right\}\left\{-t_{0}(x)^{-1}\right\}=1
$$

that is,

$$
b(x)^{-1}=-\sum_{\ell=1}^{r} \frac{t_{\ell}(x)}{t_{0}(x)} b(x)^{\ell-1}
$$

Hence, $p(x)=a(x) b(x)^{-1}=\sum_{i=0}^{s} c_{i}(x) \alpha_{i}$ for $c_{i}(x) \in k(x)$. Therefore $\left\{\alpha_{i}\right\}_{i \in I}$ generates $k^{\prime}(x)$ over $k(x)$.

Assume that there exists a relation $\sum_{i=0}^{s} q_{i}(x) \alpha_{i}=0$, with $q_{i}(x) \in k(x)$ and such that some $q_{j}(x)$ is nonzero. Clearing denominators, we may assume that $q_{i}(x) \in k[x]$. Now, in case $x \mid q_{i}(x)$ for all $i$, we take $q_{i}(x)=x q_{i}^{\prime}(x)$ and we obtain $x \sum_{i=0}^{s} q_{i}^{\prime}(x) \alpha_{i}=0$, so that $\sum_{i=0}^{s} q_{i}^{\prime}(x) \alpha_{i}=0$. Therefore, we may assume that $x \nmid q_{j}(x)$ for some $j$, or equivalently, $q_{j}(0) \neq 0$. Now, $\sum_{i=0}^{s} q_{i}(x) \alpha_{i}=0$ implies $\sum_{i=0}^{s} q_{i}(0) \alpha_{i}=0$, but then $q_{i}(0) \in k$ and $q_{j}(0) \neq 0$ imply that $\left\{\alpha_{i}\right\}_{i \in I}$ is not linearly independent over $k$.

Hence, $\left\{\alpha_{i}\right\}_{i \in I}$ is also a basis of $k^{\prime}(x) / k(x)$ and therefore $\left[k^{\prime}(x): k(x)\right]=\left[k^{\prime}: k\right]$.

Coming back to the function field $K / k$, we have

$$
[K: k(x)]=\left[K: k^{\prime}(x)\right]\left[k^{\prime}(x): k(x)\right]=\left[K: k^{\prime}(x)\right]\left[k^{\prime}: k\right]<\infty
$$

so $n=\left[k^{\prime}: k\right]$ is finite in Proposition 2.1.6.
From now on, unless otherwise stated, we will always assume that $k^{\prime}=k$, that is, when mentioning a function field $K / k$, we will be assuming that the field of constants of $K$ is $k$ or, equivalently, that $k$ is algebraically closed in $K$.

### 2.2 Valuations, Places, and Valuation Rings

Definition 2.2.1. An ordered group $G$ is an abelian group $(G,+)$ with a relation $<$ satisfying, for $\alpha, \beta, \gamma \in G$ :
(i) $\alpha<\beta$ or $\beta<\alpha$ or $\alpha=\beta$ (trichotomy),
(ii) If $\alpha<\beta$ and $\beta<\gamma$ then $\alpha<\gamma$ (transitivity),
(iii) If $\alpha<\beta$ then $\alpha+\gamma<\beta+\gamma$ (preservation of the group operation).

As usual, $\alpha \leq \beta$ will denote $\alpha<\beta$ or $\alpha=\beta$.
For an ordered group $G$, we define $G_{0}=\{\alpha \in G \mid \alpha<0\}$, where 0 denotes the identity of $G$. Then we have the disjoint union $G=G_{0} \cup\{0\} \cup\left\{-G_{0}\right\}$. Furthermore, for all $\alpha, \beta \in G$ we have $\alpha<\beta$ if and only if $\alpha-\beta \in G_{0}$.

Conversely, if $(G,+)$ is an abelian group with identity 0 such that there exists a semigroup $H \subseteq G$ satisfying that $G=H \cup\{0\} \cup\{-H\}$ is a disjoint union, we can define for $\alpha, \beta \in G, \alpha<\beta \Longleftrightarrow \alpha-\beta \in H$. It is easy to see that $<$ satisfies the conditions of Definition 2.2.1 and $G$ is an ordered group whose set of "negative elements" is $H$.

We observe that if $G$ is a nontrivial finite group, then $G$ cannot be ordered since if $\alpha \in G$ and $\alpha \neq 0$, say $\alpha>0$, then for any $n \in \mathbb{N}$,

$$
n \alpha=\alpha+\cdots+\alpha>0+\cdots+0=0
$$

that is, $n \alpha \neq 0$. In particular, if $G$ is an ordered group then every nonzero element of $G$ is of infinite order, that is, $G$ is torsion free.

The most obvious examples of ordered groups are $\mathbb{Z}, \mathbb{Q}$, and $\mathbb{R}$ with the sum and the usual order.

Definition 2.2.2. Let $K$ be an arbitrary field. A valuation $v$ over $K$ is a surjective function $v: K^{*} \longrightarrow G$, where $G$ is an ordered group called the value group or valuation group, satisfying
(i) For $a, b \in K^{*}, v(a b)=v(a)+v(b)$, that is, $v$ is a group epimorphism,
(ii) For $a, b \in K^{*}$ such that $a+b \neq 0, v(a+b) \geq \min \{v(a), v(b)\}$.

We define $v(0)=\infty$, where $\infty$ is a symbol such that $\infty \notin G, \alpha<\infty$ for all $\alpha \in G$ and $\infty+\infty=\alpha+\infty=\infty+\alpha=\infty$ for all $\alpha \in G$.

The purpose of including the symbol $\infty$ is simply to be able to define $v(0)$ in such a way that conditions (i) and (ii) of the definition are also satisfied.

As an example of valuation we have $K=\mathbb{Q}, G=\mathbb{Z}$, and $v=v_{p}$ the $p$-adic valuation, for $p \in \mathbb{Z}$ a rational prime. That is, for $x \in \mathbb{Q}^{*}$ we write

$$
x=p^{n} \frac{a}{b}, \quad n \in \mathbb{Z}, \quad p \nmid a b \quad \text { and } \quad v_{p}(x)=n .
$$

We leave it to the reader to verify that this is in fact a valuation. Also, observe the similarity of $v_{p}$ with the $p$-adic absolute value (Example 1.2.2).

A fancier example, which is a simple generalization of the previous one, is the following. Consider a number field $K$, that is, $[K: \mathbb{Q}]<\infty$, and let $\vartheta_{K}$ be the integral closure of $\mathbb{Z}$ in $K$, that is,

$$
\vartheta_{K}=\{\alpha \in K \mid \operatorname{Irr}(\alpha, x, K) \in \mathbb{Z}[x]\},
$$

where $\operatorname{Irr}(\alpha, x, K)$ denotes the irreducible polynomial of $\alpha$ in $\mathbb{Q}[x]$.
Let $\mathcal{P}$ be a nonzero prime ideal of $\vartheta_{K}$. It is known that $\vartheta_{K}$ is a Dedekind domain (see Definition 5.7.1), so that if $x \in K^{*}$, the principal fractional ideal ( $x$ ) can be written as $\mathcal{P}^{n} \frac{\mathfrak{A}}{\mathfrak{B}}$ with $n \in \mathbb{Z}$, where $\mathfrak{A}, \mathfrak{B}$ are ideals of $\vartheta_{K}$ that are relatively prime to $\mathcal{P}$. Then we define $v_{\mathcal{P}}(x)=n$. As in the case of $\mathbb{Q}, v_{\mathcal{P}}$ is a valuation that is an extension of the $p$-adic valuation $v_{p}$ of $\mathbb{Q}$, where $(p)=\mathcal{P} \cap \mathbb{Z}$.

In general we have the following result:
Proposition 2.2.3. Let $K$ be any field and let $v$ be a valuation over $K$. Then
(i) $v(1)=0$,
(ii) $v\left(a^{-1}\right)=-v(a)$ for all $a \neq 0$,
(iii) $v(a)=v(-a)$,
(iv) if $v(a) \neq v(b)$, then $v(a+b)=\min \{v(a), v(b)\}$,
(v) $v\left(\sum_{i=1}^{n} a_{i}\right) \geq \min _{1 \leq i \leq n}\left\{v\left(a_{i}\right)\right\}$ and equality holds if $v\left(a_{i}\right) \neq v\left(a_{j}\right)$ for all $i \neq j$,
(vi) if $\sum_{i=1}^{n} a_{i}=0, n \geq 2$, then there exist $i \neq j$ such that $v\left(a_{i}\right)=v\left(a_{j}\right)$.

Proof.
(i) We have $v(1)=v(1 \times 1)=v(1)+v(1)$, so, by the cancellation law property of abelian groups, it follows that $v(1)=0$.
(ii) We have $0=v(1)=v\left(a a^{-1}\right)=v(a)+v\left(a^{-1}\right)$. Therefore $v\left(a^{-1}\right)=$ $-v(a)$.
(iii) We have

$$
v(1)=0=v((-1)(-1))=v(-1)+v(-1),
$$

that is, $2 v(-1)=0$. Since the unique torsion element of an ordered abelian group is 0 , we have $v(-1)=0$. Therefore we obtain that

$$
v(-a)=v((-1) a)=v(-1)+v(a)=0+v(a)=v(a) .
$$

(iv) We have $v(a+b) \geq \min \{v(a), v(b)\}$. Now if $v(a) \neq v(b)$, say $v(a)>v(b)$, then

$$
\begin{aligned}
v(b) & =v(b+a-a) \geq \min \{v(a+b), v(-a)\} \\
& =\min \{v(a+b), v(a)\} \geq v(b) .
\end{aligned}
$$

Then from $v(b)=\min \{v(a+b), v(a)\}$ and $v(b)<v(a)$ we conclude that

$$
v(a+b)=v(b)=\min \{v(a), v(b)\} .
$$

(v) The case $n=2$ is given in (iv). For $n>2$, by induction on $n$ we obtain

$$
v\left(\sum_{i=1}^{n} a_{i}\right)=v\left(\sum_{i=1}^{n-1} a_{i}+a_{n}\right) \geq \min _{1 \leq i \leq n}\left\{v\left(a_{i}\right)\right\}
$$

and if $v\left(a_{i}\right) \neq v\left(a_{j}\right)$ for all $i \neq j$, then

$$
v\left(\sum_{i=1}^{n-1} a_{i}\right)=\min _{1 \leq i \leq n-1}\left\{v\left(a_{i}\right)\right\} \neq v\left(a_{n}\right) .
$$

Therefore

$$
\begin{aligned}
v\left(\sum_{i=1}^{n} a_{i}\right) & =\min \left\{v\left(\sum_{i=1}^{n-1} a_{i}\right), v\left(a_{n}\right)\right\} \\
& =\min \left\{\min _{1 \leq i \leq n-1}\left\{v\left(a_{i}\right)\right\}, v\left(a_{n}\right)\right\}=\min _{1 \leq i \leq n}\left\{v\left(a_{i}\right)\right\} .
\end{aligned}
$$

(vi) For $n \geq 2$, if $\sum_{i=1}^{n} a_{i}=0$, then $v\left(\sum_{i=1}^{n} a_{i}\right)=v(0)=\infty$. If $\min _{1 \leq i \leq n}\left\{v\left(a_{i}\right)\right\}=\infty$, then $v\left(a_{i}\right)=\infty$, that is, $a_{i}=0$ for all $i$. If $\min _{1 \leq i \leq n}\left\{v\left(a_{i}\right)\right\}<\infty$, then $v\left(\sum_{i=1}^{n} a_{i}\right) \neq \min _{1 \leq i \leq n}\left\{v\left(a_{i}\right)\right\}$. Hence, from (v), we have $v\left(a_{i}\right)=v\left(a_{j}\right)$ for two different indices $i \neq j$.

Now we consider an arbitrary field $K$ and a valuation of $K$ with values in an ordered group $G$. Let $\vartheta_{v}=\{x \in K \mid v(x) \geq 0\}$. Then, since

$$
v(x)=v(-x), \quad v(x y)=v(x)+v(y)
$$

and since $G$ is an ordered group, it follows that $\vartheta_{v}$ is a ring. Furthermore, for $x \in K$, then if $x \notin \vartheta_{v}$, we have $v(x)<0$. Thus $v\left(x^{-1}\right)=-v(x)>0$, that is, $x^{-1} \in \vartheta_{v}$. Hence, given $x \in K$, we have $x \in \vartheta_{v}$ or $x^{-1} \in \vartheta_{v}$. Furthermore, for $x \in K$, if $x \in \vartheta_{v}$ then $x=\frac{x}{1} \in \vartheta_{v}$, and if $x \notin \vartheta_{v}$, then $x^{-1} \in \vartheta_{v}$ and therefore $x=\frac{1}{x^{-1}} \in$ quot $\vartheta_{v}$, where quot $\vartheta_{v}$ denotes the field of quotients of $\vartheta_{v}$, which proves that $K=$ quot $\vartheta_{v}$.

Now, $x \in \vartheta_{v}$ is a unit if and only if $x^{-1} \in \vartheta_{v}$, that is, $v(x) \geq 0$ and $v\left(x^{-1}\right)=$ $-v(x) \geq 0$. Therefore

$$
\vartheta_{v}^{*}=\{x \in K \mid v(x)=0\} .
$$

Let $\mathcal{P}_{v}=\{x \in K \mid v(x)>0\}$ consist of the nonunits of $\vartheta_{v}$. We will see that in fact $\mathcal{P}_{v}$ is an ideal. If $x \in \mathcal{P}_{v}$ and $y \in \vartheta_{v}$, we have

$$
v(x y)=v(x)+v(y) \geq v(x)>0,
$$

so $x y \in \mathcal{P}_{v}$. On the other hand, if $x, y \in \mathcal{P}_{v}$, then

$$
v(x+y) \geq \min \{v(x), v(y)\}>0
$$

Therefore $\vartheta_{v}$ is a local ring with maximal ideal $\mathcal{P}_{v}$. Finally, $v:\left(K^{*}, \cdot\right) \longrightarrow(G,+)$ is a group epimorphism with ker $v=\vartheta_{v}^{*}$. Thus

$$
(G,+) \cong\left(K^{*} / \vartheta_{v}^{*}, \cdot\right)
$$

The above discussion can be summed up as follows.
Proposition 2.2.4. If $K$ is a field and $v$ a valuation over $K$, then $\vartheta_{v}=\{x \in K \mid$ $v(x) \geq 0\}$ is a subring of $K$ such that for all $x \in K, x \in \vartheta_{v}$ or $x^{-1} \in \vartheta_{v}$. In particular, $\vartheta_{v}$ is a local ring with maximal ideal

$$
\mathcal{P}_{v}=\{x \in K \mid v(x)>0\}=\vartheta_{v} \backslash \vartheta_{v}^{*}, \quad \vartheta_{v}^{*}=\{x \in K \mid v(x)=0\}
$$

Furthermore, we have quot $\vartheta_{v}=K$ and the value group of $v$ is isomorphic to $K^{*} / \vartheta_{v}^{*}$.

Definition 2.2.5. Every integral domain $A$ that is not a field and such that each $x \in$ quot $A$ satisfies $x \in A$ or $x^{-1} \in A$ is called a valuation ring.

Proposition 2.2.6. If $A$ is a valuation ring and $K=$ quot $A$, then $K^{*} / A^{*}$ is an ordered group and the natural projection is a valuation with valuation ring $A$ and value group $K^{*} / A^{*}$.

Proof. We know that $K^{*} / A^{*}$ is an abelian group. If $x, y \in K^{*}$, define

$$
\begin{gathered}
x \bmod A^{*} \leq y \bmod A^{*} \quad \text { if } y x^{-1} \in A \\
\left(x \bmod A^{*}<y \bmod A^{*} \Longleftrightarrow y x^{-1} \in A \backslash A^{*}\right) .
\end{gathered}
$$

Observe that if $x \bmod A^{*}=x_{1} \bmod A^{*}$ and $y \bmod A^{*}=y_{1} \bmod A^{*}$, then $x=$ $a x_{1}, y=b y_{1}$ with $a, b \in A^{*}$. Therefore $y x^{-1}=b y_{1}\left(a x_{1}\right)^{-1}=b a^{-1} y_{1} x_{1}^{-1}$. Thus $y x^{-1} \in A \Longleftrightarrow y_{1} x_{1}^{-1} \in A$, which proves that the order relation does not depend on the representatives.

Given three elements $\alpha, \beta, \gamma \in K^{*} / A^{*}$, we take $x, y, z \in K^{*}$ such that $\alpha=$ $x \bmod A^{*}, \beta=y \bmod A^{*}, \gamma=z \bmod A^{*}$. Since $A$ is a valuation ring, we have $x y^{-1} \in A$ or $\left(x y^{-1}\right)^{-1}=y x^{-1} \in A$, so that $\alpha \leq \beta$ or $\beta \leq \alpha$. Therefore, the relation is trichotomic.

Now if $\alpha \leq \beta$ and $\beta \leq \gamma$, then $y x^{-1} \in A, z y^{-1} \in A$ and $y x^{-1} z y^{-1}=z x^{-1} \in A$, which shows that $\alpha \leq \gamma$. If $\alpha<\beta$ and $\beta<\gamma$, it is easy to see that $\alpha<\gamma$.

Finally, if $\alpha \leq \beta$, then $y x^{-1} \in A$ so $y z z^{-1} x^{-1}=y z(z x)^{-1} \in A$, that is, $\alpha \gamma \leq$ $\beta \gamma$.

Therefore $K^{*} / A^{*}$ is an ordered group; now consider the natural projection

$$
v: K^{*} \longrightarrow K^{*} / A^{*}
$$

We have

$$
v(x y)=x y \bmod A^{*}=\left(x \bmod A^{*}\right)\left(y \bmod A^{*}\right)
$$

for any $x, y \in K^{*}$. If $x+y \neq 0$ then $v(x+y)=(x+y) \bmod A^{*}$. Let us assume that $x \bmod A^{*} \leq y \bmod A^{*}$, that is, $y x^{-1} \in A$. We have

$$
(x+y) x^{-1}=1+y x^{-1} \in A
$$

that is,

$$
v(x+y)=(x+y) \bmod A^{*} \geq x \bmod A^{*}=\min \left\{x \bmod A^{*}, y \bmod A^{*}\right\} .
$$

This proves that $v$ is a valuation.
Finally, the valuation ring of $v$ is given by

$$
\vartheta_{v}=\left\{x \in K^{*} \mid v(x) \geq \overline{1}\right\} \cup\{0\}=\left\{x \in K^{*} \mid x 1^{-1}=x \in A\right\} \cup\{0\}=A
$$

Propositions 2.2 .4 and 2.2 .6 show that the concepts of valuation rings and valuations are essentially the same.

Definition 2.2.7. Let $v_{1}: K^{*} \longrightarrow\left(G_{1},+\right)$ and $v_{2}: K^{*} \longrightarrow\left(G_{2},+\right)$ be two valuations of a field $K$. We say that $v_{1}$ and $v_{2}$ are equivalent if $v_{1}(\alpha)>0 \Longleftrightarrow v_{2}(\alpha)>0$ for all $\alpha \in K^{*}$.

Observe that if $\alpha \in K^{*}$, then $v_{1}(\alpha)<0 \Longleftrightarrow v_{1}\left(\alpha^{-1}\right)>0 \Longleftrightarrow v_{2}\left(\alpha^{-1}\right)>$ $0 \Longleftrightarrow v_{2}(\alpha)<0$ and by complementation, we obtain $v_{1}(\alpha)=0 \Longleftrightarrow v_{2}(\alpha)=0$. Therefore we have shown that if $v_{1}$ and $v_{2}$ are equivalent, then $\vartheta_{v_{1}}=\vartheta_{v_{2}}$; in particular, the value groups are isomorphic since both are isomorphic to $K^{*} / \vartheta_{v_{1}}^{*}$.

Now let $v_{1}$ and $v_{2}$ be two equivalent valuations with value groups $G_{1}$ and $G_{2}$ respectively. For $\alpha \in G_{1}$, let $a \in K^{*}$ be such that $v_{1}(a)=\alpha$ and define

$$
\sigma: G_{1} \longrightarrow G_{2} \quad \text { such that } \quad \sigma(\alpha)=v_{2}(a) .
$$

Clearly, $\sigma$ is defined by means of the formula $\sigma v_{1}=v_{2}$. The first fact we have to verify is that $\sigma$ is well defined, i.e., if $v_{1}(a)=v_{1}(b)$, then $v_{2}(a)=v_{2}(b)$. Let $a, b \in G$. We have

$$
\begin{aligned}
v_{1}(a)=v_{1}(b) & \Longrightarrow v_{1}\left(a b^{-1}\right)=v_{1}(a)-v_{1}(b)=0 \\
& \Longrightarrow v_{2}\left(a b^{-1}\right)=v_{2}(a)-v_{2}(b)=0 \Longrightarrow v_{2}(a)=v_{2}(b)
\end{aligned}
$$

Now, if $v_{1}(a)=\alpha$ and $v_{1}(b)=\beta$, then $v_{1}(a b)=v_{1}(a)+v_{1}(b)=\alpha+\beta$, so

$$
\sigma(\alpha+\beta)=v_{2}(a b)=v_{2}(a)+v_{2}(b)=\sigma(\alpha)+\sigma(\beta),
$$

and hence $\sigma$ is a group homomorphism. Now given $\gamma \in G_{2}$, let $v_{2}(a)=\gamma$. If $v_{1}(a)=$ $\alpha$, we have $\sigma(\alpha)=\gamma$. Therefore $\sigma$ is an epimorphism. Also, if $\sigma(\alpha)=\sigma(\beta)$, then $v_{2}(a)=v_{2}(b)$ with $a, b$ satisfying $v_{1}(a)=\alpha, v_{1}(b)=\beta$. Now

$$
\begin{aligned}
v_{2}(a)=v_{2}(b) & \Longrightarrow v_{2}\left(a b^{-1}\right)=0 \Longrightarrow v_{1}\left(a b^{-1}\right)=0 \\
& \Longrightarrow \alpha=v_{1}(a)=v_{1}(b)=\beta
\end{aligned}
$$

that is, $\sigma$ is injective. We have shown that $\sigma$ is a group isomorphism.
Finally, if $\alpha<\beta$ with $\alpha, \beta \in G_{1}$, that is, $\beta-\alpha>0$, we have $v_{1}\left(a b^{-1}\right)>0$, where $v_{1}(a)=\alpha, v_{1}(b)=\beta$. Then $v_{2}\left(a b^{-1}\right)>0$, so $\sigma(\alpha)<\sigma(\beta)$, which means that $\sigma$ is order-preserving.

Conversely, let $v_{1}, v_{2}$ be two valuations over a field $K$ with value groups $G_{1}, G_{2}$ respectively such that there exists an order-preserving isomorphism $\varphi: G_{1} \rightarrow G_{2}$ such that $\varphi v_{1}=v_{2}$. If $v_{1}(a)>0$ we have $\left(\varphi v_{1}\right)(a)=v_{2}(a)>0$, which tells us that $v_{1}$ and $v_{2}$ are equivalent.

We collect all the above discussion in the following proposition:
Proposition 2.2.8. Two valuations $v_{1}, v_{2}$ over a field $K$ with value groups $G_{1}, G_{2}$ respectively are equivalent if and only if there exists an order-preserving group isomorphism $\varphi: G_{1} \longrightarrow G_{2}$ such that $\varphi v_{1}=v_{2}$.

On the other hand, if $\vartheta_{v_{1}}=\vartheta_{v_{2}}$, then $\mathcal{P}_{v_{1}}=\mathcal{P}_{v_{2}}$ is the unique maximal ideal of $\vartheta_{v_{1}}=\vartheta_{v_{2}}$. We have $v_{1}(\alpha)>0 \Longleftrightarrow \alpha \in \vartheta_{v_{1}} \backslash \mathcal{P}_{v_{1}}=\vartheta_{v_{2}} \backslash \mathcal{P}_{v_{2}} \Longleftrightarrow v_{2}(\alpha)>0$. We have proved the following result:

Proposition 2.2.9. Two valuations over a field are equivalent if and only if they have the same valuation ring.

Next, we will define the concept of a place.
Let $E$ be an arbitrary field, and let $\infty$ be a symbol such that $\infty \notin E$. We define the set $E_{1}=E \cup\{\infty\}$ and partially extend the field operations to $E_{1}$ in the following way:

$$
\begin{aligned}
x+\infty & =\infty+x=\infty \quad \text { for all } \quad x \in E \\
x \cdot \infty & =\infty \cdot x \quad \text { for all } \quad x \in E^{*}
\end{aligned}
$$

and

$$
\infty \cdot \infty=\infty
$$

Note that $\infty+\infty, 0 \cdot \infty$, and $\infty \cdot 0$ are not defined.
Definition 2.2.10. A place on a field $K$ is a function $\varphi: K \longrightarrow E \cup\{\infty\}$ ( $E$ a field) satisfying:
(i) $\varphi(a+b)=\varphi(a)+\varphi(b)$ for all $a, b \in K$;
(ii) $\varphi(a b)=\varphi(a) \varphi(b)$ for all $a, b \in K$;
(iii) There exists an element $a \in K$ such that $\varphi(a)=\infty$;
(iv) There exists an element $b \in K$ such that $\varphi(b) \neq \infty$ and $\varphi(b) \neq 0$.

Conditions (iii) and (iv) are given in order to keep $\varphi$ from being trivial.
Observe that $\varphi(0)=0$ and $\varphi(1)=1$ (Exercise 2.6.3). Given a place $\varphi$ we define

$$
\vartheta_{\varphi}=\{a \in K \mid \varphi(a) \neq \infty\}=\varphi^{-1}(E) .
$$

Proposition 2.2.11. $\vartheta_{\varphi}$ is an integral subdomain of $K, \vartheta_{\varphi} \neq K$, and $\vartheta_{\varphi} \neq 0$.
Proof. If $a, b \in \vartheta_{\varphi}$ we have $\varphi(a+b)=\varphi(a)+\varphi(b) \in E$, that is, $a+b \in \vartheta_{\varphi}$. If $a \in \vartheta_{\varphi}$, then $\varphi(a) \neq \infty$ and since

$$
0=\varphi(0)=\varphi(a-a)=\varphi(a)+\varphi(-a), \quad \text { we have } \quad \varphi(-a)=-\varphi(a) \in E
$$

It follows that $-a \in \vartheta_{\varphi}$.
Now for $a, b \in \vartheta_{\varphi}$ we have $\varphi(a b)=\varphi(a) \varphi(b) \in E$. Therefore $\vartheta_{\varphi}$ is an integral domain.

Since there exist $a, b \in K$ such that $\varphi(a)=\infty, \vartheta_{\varphi} \neq K, \varphi(b) \neq 0$, and $\varphi(b) \neq$ $\infty$, we have $\varphi(b) \in E$ and $b \neq 0$, so $\vartheta_{\varphi} \neq 0$.

Observe that $\varphi: \vartheta_{\varphi} \rightarrow E$ is a homomorphism such that $\operatorname{ker} \varphi=$ $\left\{a \in \vartheta_{\varphi} \mid \varphi(a)=0\right\}=\mathcal{P}_{\varphi}=\varphi^{-1}(0)$. Then $\vartheta_{\varphi} / \mathcal{P}_{\varphi} \cong \varphi\left(\vartheta_{\varphi}\right) \subseteq E$, and $\operatorname{ker} \varphi=\mathcal{P}_{\varphi}$ is a prime ideal of $\vartheta_{\varphi}$.

If $b \in K \backslash \vartheta_{\varphi}, \varphi(b)=\infty$ and

$$
1=\varphi(1)=\varphi\left(b \frac{1}{b}\right)=\varphi(b) \varphi\left(\frac{1}{b}\right)
$$

we have $\varphi\left(\frac{1}{b}\right) \neq \infty$ since $\infty \infty=\infty$. Thus $\varphi\left(\frac{1}{b}\right) \in E$. If $\varphi\left(\frac{1}{b}\right) \neq 0$, then $1=$ $\infty \varphi\left(\frac{1}{b}\right)=\infty$, which is absurd. Hence $\varphi\left(\frac{1}{b}\right)=0$ and in particular $\frac{1}{b} \in \vartheta_{\varphi}$. This proves that for any $x \in K$ we have $x \in \vartheta_{\varphi} \mathrm{o} x^{-1} \in \vartheta_{\varphi}$, i.e., $\vartheta_{\varphi}$ is a valuation ring.

The maximal ideal $\mathcal{P}$ of $\vartheta_{\varphi}$ is the nonunit set of $\vartheta_{\varphi}$, that is, $x \in \mathcal{P}$ if $x=0$ or $x \neq 0$ and $x^{-1} \notin \vartheta_{\varphi}$. Therefore $\varphi\left(x^{-1}\right)=\infty$ or $x=0$. The relations

$$
1=\varphi(1)=\varphi\left(x x^{-1}\right)=\varphi(x) \varphi\left(x^{-1}\right) \quad \text { and } \quad \varphi\left(x^{-1}\right)=\infty
$$

imply $\varphi(x)=0$, i.e., $x \in \operatorname{ker} \varphi$, and conversely, so $\mathcal{P}=\mathcal{P}_{\varphi}$.
We saw above how to obtain a valuation ring from a place. Conversely, consider a valuation $\operatorname{ring} \vartheta, \mathcal{P}$ its maximal ideal and $K=$ quot $\vartheta$. Let $E$ be the field $\vartheta / \mathcal{P}$ and $E_{1}=E \cup\{\infty\}$. Let $\varphi: K \longrightarrow E_{1}$ be given by

$$
\varphi(x)= \begin{cases}x \bmod \mathcal{P} & \text { if } x \in \vartheta \\ \infty & \text { if } x \notin \vartheta\end{cases}
$$

We leave it as an exercise to verify that $\varphi$ is a place. We have by definition

$$
\vartheta_{\varphi}=\{a \in K \mid \varphi(a) \neq \infty\}=\vartheta
$$

Therefore we have shown that the concepts of place and valuation ring are the same.
Definition 2.2.12. Two places $\varphi_{1}: K \longrightarrow E_{1} \cup\{\infty\}$ and $\varphi_{2}: K \longrightarrow E_{2} \cup\{\infty\}$ are called equivalent if there exists a field isomorphism $\lambda: T_{1} \longrightarrow T_{2}$, where $T_{1}=\varphi_{1}\left(\vartheta_{\varphi_{1}}\right)$ and $T_{2}=\varphi_{2}\left(\vartheta_{\varphi_{2}}\right)$, such that $\varphi_{2}=\lambda \varphi_{1}$ (with the convention that
 $\lambda(\infty)=\infty)$.

If $\varphi_{1}$ and $\varphi_{2}$ are equivalent, then

$$
\vartheta_{\varphi_{1}}=\varphi_{1}^{-1}\left(E_{1}\right)=\varphi_{1}^{-1}\left(T_{1}\right)=\varphi_{2}^{-1}\left(\lambda\left(T_{1}\right)\right)=\varphi_{2}^{-1}\left(T_{2}\right)=\varphi_{2}^{-1}\left(E_{2}\right)=\vartheta_{\varphi_{2}} .
$$

Conversely, if $\vartheta_{\varphi_{1}}=\vartheta_{\varphi_{2}}$, we have $\mathcal{P}_{\varphi_{1}}=\mathcal{P}_{\varphi_{2}}$ and it follows that $T_{1} \cong \vartheta_{\varphi_{1}} / \mathcal{P}_{\varphi_{1}}=$ $\vartheta_{\varphi_{2}} / \mathcal{P}_{\varphi_{2}} \cong T_{2}$.

In short, we have the following:
Proposition 2.2.13. Two places $\varphi_{1}$ and $\varphi_{2}$ over a field $K$ are equivalent if and only if $\vartheta_{\varphi_{1}}=\vartheta_{\varphi_{2}}$.

Let $K$ be a field and let $v$ be a valuation over $K$. If the value group $G$ of $v$ is contained in $(\mathbb{R},+)$, then the valuation defines a function $|\mid: K \longrightarrow \mathbb{R}$ given by $|x|_{v}=e^{-v(x)}$, where $v(0)=\infty$, and $e^{-\infty}=0$ by definition.

Proposition 2.2.14. The function $|x|_{v}$ defined by the valuation $v$ over $K$ is a nonarchimedean absolute value that is nontrivial over $K$.

Proof. For all $x, y \in K$ we have:
(i) $|x|_{v}=e^{-v(x)} \geq 0$ and $|x|_{v}=e^{-v(x)}=0 \Longleftrightarrow v(x)=\infty \Longleftrightarrow x=0$.
(ii) $|x y|_{v}=e^{-v(x y)}=e^{(-v(x)-v(y))}=e^{-v(x)} e^{-v(y)}=|x|_{v}|y|_{v}$.
(iii) $|x+y|_{v}=e^{-v(x+y)}$. Now, $v(x+y) \geq \min \{v(x), v(y)\}$, so that

$$
-v(x+y) \leq-\min \{v(x), v(y)\}=\max \{-v(x),-v(y)\}
$$

Since the exponential function is increasing, we have

$$
\begin{aligned}
|x+y|_{v} & =e^{-v(x+y)} \leq e^{\max \{-v(x),-v(y)\}} \\
& =\max \left\{e^{-v(x)}, e^{-v(y)}\right\}=\max \left\{|x|_{v},|y|_{v}\right\}
\end{aligned}
$$

Finally, from the fact that $v$ is nontrivial, it follows that $\left|\left.\right|_{v}\right.$ is nontrivial.
The converse of Proposition 2.2.14 also holds. The proof is straightforward.
Proposition 2.2.15. Let $|\mid: K \longrightarrow \mathbb{R}$ be a nonarchimedean absolute value over $K$. Then the function $v_{| |}$defined by $v_{| |}=-\ln |x|$, where by definition $-\ln |0|=+\infty$, is a valuation with value group contained in $(\mathbb{R},+)$.

Proposition 2.2.16. Let $\left.\left|\left.\right|_{1}\right.$ and $|\right|_{2}$ be two absolute values over a field $K$ and let $v_{1}, v_{2}$ be the valuations associated with $\left.\right|_{1}$ and $\left.\right|_{2}$ respectively. Then $\left.\left|\left.\right|_{1}\right.$ and $|\right|_{2}$ are equivalent if and only if $v_{1}$ and $v_{2}$ are equivalent.

Proof. We have $v_{i}=-\ln |x|_{i},|x|_{i}=e^{-v_{i}(x)}, i=1,2$. Assume that $\left.\left|\left.\right|_{1}\right.$ and $|\right|_{2}$ are equivalent valuations, that is, $|x|_{1}<1 \Longleftrightarrow|x|_{2}<1$. Then

$$
v_{1}(x)>0 \Longleftrightarrow|x|_{1}=e^{-v_{1}(x)}<1 \Longleftrightarrow|x|_{2}=e^{-v_{2}(x)}<1 \Longleftrightarrow v_{2}(x)>0
$$

So $v_{1}$ and $v_{2}$ are equivalent.
The converse is analogous.
The above discussion proves that the concepts of nonarchimedean absolute value, valuation with value group contained in $\mathbb{R}$, valuation ring, and place are essentially the same concept and they correspond to their respective equivalence classes. This correspondence can be summarized as follows:

| Absolute value | Valuation with value <br> nonarchimedean |
| :---: | :---: |
| group contained in $\mathbb{R}$ |  |

$$
\begin{array}{ccc}
|x| \\
e^{-v(x)} & \longleftrightarrow & v(x)=-\ln |x| \\
v(x)
\end{array}
$$

## Valuation

Valuation ring


$$
\begin{aligned}
& \vartheta \text { with maximal ideal } \mathcal{P} \longrightarrow \varphi(x)= \begin{cases}x \bmod \mathcal{P} & \text { if } x \in \vartheta \\
\infty & \text { if } x \neq \vartheta\end{cases} \\
& \vartheta=\{x \in K \mid \varphi(x) \neq \infty\}
\end{aligned}
$$

In the number field case, there exist archimedean absolute values. In our case, the function field case, all absolute values are nonarchimedean, and in fact, they are discrete, that is, the value group is isomorphic to the ring $\mathbb{Z}$ of rational integers. So even though this section is of a general nature, the reader may consider only, if he or she wishes to, discrete valuations.

Proposition 2.2.17. Let $v_{1}, v_{2}$ be two valuations over a field $K$ with value group contained in $\mathbb{R}$. Then $v_{1}$ and $v_{2}$ are equivalent if and only if there exists $\alpha \in \mathbb{R}, \alpha>0$, such that $v_{1}=\alpha v_{2}$.

Proof. If $|x|_{i}=e^{v_{i}(x)}$ are the associated absolute values, then $v_{1} \sim v_{2} \Longleftrightarrow| |_{1} \sim$ $\left.\left|\left.\right|_{2} \Longleftrightarrow\right.$ there exists $c>0$ such that $|\right|_{1}=\left.\left|\left.\right|_{2} ^{c}, v_{1}=-\ln \right|\right|_{1}=-\ln | |_{2}^{c}=$ $c\left(-\ln | |_{2}\right)=c v_{2}$.

Definition 2.2.18. Let $K$ be a field. A prime divisor, or simply a prime, of $K$ is an equivalence class of the set of nontrivial absolute values of $K$. If the absolute values in the class are archimedean, the prime is called infinite; it is called finite otherwise.

Hence, in the nonarchimedean case, a prime divisor can be considered a place or the maximal ideal of the valuation ring associated with the absolute value. When we study function fields, the prime divisors will be identified with the maximal ideal of the valuation ring.

Note 2.2.19. Given a nonarchimedean absolute value || over a field $K$, the ring $\{x \in K||x| \leq 1\}$ is a valuation ring whose maximal ideal is $\{x \in K||x|<1\}$. This is an immediate consequence of the fact that $v(x)=-\ln |x|$ defines a valuation with valuation ring

$$
\begin{aligned}
\vartheta_{v} & =\{x \in K \mid v(x) \geq 0\}=\{x \in K|-\ln | x \mid \geq 0\} \\
& =\{x \in K|\ln | x \mid \leq 0\}=\left\{x \in K| | x \mid \leq e^{0}=1\right\}
\end{aligned}
$$

and maximal ideal of $\vartheta_{v}$

$$
\mathcal{P}_{v}=\{x \in K \mid v(x)>0\}=\{x \in K| | x \mid<1\} .
$$

In Exercise 2.6.14, the reader is asked to give an independent proof of these facts using only the properties of a nonarchimedean absolute value and not the valuation $v$.

We will end this section with the study of discrete valuation rings. Let $K$ be a field and $v: K^{*} \longrightarrow \mathbb{Z}$ a valuation with valuation ring $\vartheta$ and maximal ideal $\mathcal{P}$. Let
$\pi \in \mathcal{P}$ be such that $v(\pi)=1$ ( $\pi$ is called a prime element or uniformizing element of the valuation). Then given $x \in K^{*}$ such that $v(x)=n$, we have $v\left(\pi^{-n} x\right)=0$, that is, $\pi^{-n} x \in \vartheta^{*}$, so that $x$ can be written $x=a \pi^{n}$ with $a \in \vartheta^{*}$ and $n \in \mathbb{Z}$. This representation is unique since if $x=b \pi^{m}$ with $b \in \vartheta^{*}$ and $m \in \mathbb{Z}$, we have $v(x)=v\left(b \pi^{m}\right)=m=n$. Thus $a=b$. In particular, if $x \in \mathcal{P}$ then $x=a \pi^{n}$ with $n \geq 1$, and $a \in \vartheta^{*}$ so $\mathcal{P}=(\pi)$. Therefore $\mathcal{P}$ is principal.

Let $\mathfrak{A}$ be any ideal of $\vartheta$ such that $\mathfrak{A} \neq 0$ and $\mathfrak{A} \subseteq \mathcal{P}$. Let $n=\min \{v(x) \mid x \in \mathfrak{A}\}$. Then $n \geq 1$. Then there exists $x \in \mathfrak{A}$ such that $v(x)=n$, that is, $x=a \pi^{n} \in \mathfrak{A}$ with $a \in \vartheta^{*}$. This implies that $\pi^{n} \in \mathfrak{A}$ and $\left(\pi^{n}\right) \subseteq \mathfrak{A}$. If $y$ is an arbitrary nonzero element of $\mathfrak{A}$, we have $v(y) \geq n$. Then $y=b \pi^{m}$ with $m \geq n$ and $b \in \vartheta^{*}$. Hence $y=\left(b \pi^{m-n}\right) \pi^{n}, b \pi^{m-n} \in \vartheta$. Therefore $y \in\left(\pi^{n}\right)$, that is, $\mathfrak{A}=\left(\pi^{n}\right)=\mathcal{P}^{n}$. Hence, every nonzero ideal of $\vartheta$ is a power of $\mathcal{P}$. We have the following theorem:

Theorem 2.2.20. If $v$ is a discrete valuation over a field $K$, the valuation ring $\vartheta$ (which is called $a$ discrete valuation ring) satisfies that its maximal ideal $\mathcal{P}$ is principal and is generated by any prime element. Every nonzero ideal of $\vartheta$ is a power of $\mathcal{P}$ and the groups $K^{*}$ and $\vartheta^{*} \times \mathbb{Z}$ are isomorphic.

Proof. The first part of the statement was proved in the above discussion. To prove the last part, let $x \in K^{*}$. We can write $x=a \pi^{n}$ in a unique way, and therefore the function $\varphi: K^{*} \longrightarrow \vartheta^{*} \times \mathbb{Z}$, defined by $\varphi(x)=(a, n)$, is the isomorphism needed. $\square$

### 2.3 Absolute Values and Completions

In this section, we will use the notation || for the usual absolute value in the field of real numbers $\mathbb{R}$. Let $K$ be a field with absolute value $\|\|$.

Definition 2.3.1. Let $K$ be any field. A sequence $\left\{a_{n}\right\}_{n=0}^{\infty} \subseteq K$ is called Cauchy if $\lim _{n, m \rightarrow \infty}\left\|a_{n}-a_{m}\right\|=0$. We say that $a_{n}$ converges to an element $a$ if $\lim _{n \rightarrow \infty}\left\|a_{n}-a\right\|=0$, or in other words, if $a_{n}$ converges to $a$ with respect to the topology given by the absolute value.

Definition 2.3.2. A field $K$ is called complete if every Cauchy sequence in $K$ converges to some element of $K$.

Example 2.3.3. Let $\mathbb{Q}$ with $\left.\left|\left.\right|_{p}\right.$ the $p$-adic absolute value, that is, $| x\right|_{p}=e^{-v(x)}$, $v_{p}(x)=n$, where $x=p^{n} \frac{a}{b}, p \nmid a b$.

We consider the sequence $a_{n}=1+p+p^{4}+\cdots+p^{n^{2}}$. If $n \leq m$ we have $a_{m}-a_{n}=$ $p^{(n+1)^{2}}+\cdots+p^{m^{2}}$ and $\left|a_{m}-a_{n}\right|_{p}=e^{-(n+1)^{2}} \xrightarrow[n \rightarrow \infty]{ } 0$. That is, $a_{n}$ is a Cauchy sequence in $\left(\mathbb{Q},| |_{p}\right)$; however, it can be proved that $\left\{a_{n}\right\}_{n=0}^{\infty}$ does not converge in $\mathbb{Q}$ (see Exercise 2.6.2), and so $\mathbb{Q}$ is not complete with respect to the absolute value $\left|\left.\right|_{p}\right.$. It is well known that $\mathbb{Q}$ is not complete with respect to the archimedean absolute value either, and since there are no other absolute values in $\mathbb{Q}$, it follows that $\mathbb{Q}$ is not complete with respect to any absolute value.

The completion of $\mathbb{Q}$ with respect to its usual absolute value is done using the same procedure as with a metric space. The completion obtained is the set $\mathbb{R}$ of real numbers.

We say that two Cauchy sequences $\left\{b_{n}\right\}_{n=1}^{\infty}$ and $\left\{a_{n}\right\}_{n=1}^{\infty}$ are equivalent, and we write $\left\{a_{n}\right\} \sim\left\{b_{n}\right\}$, if $\lim _{n \rightarrow \infty}\left\|a_{n}-b_{n}\right\|=0$. It is easy to see that this defines an equivalence relation. Let $\bar{K}$ be the collection of all these equivalence classes and let $\left[\left\{a_{n}\right\}\right] \in \bar{K}$. We define $\left\|\left[\left\{a_{n}\right\}\right]\right\|=\lim _{n \rightarrow \infty}\left\|a_{n}\right\|$. The latter is well defined since $\left\{\left\|a_{n}\right\|\right\} \subseteq \mathbb{R}$. Now if $\left\{a_{n}^{\prime}\right\}$ defines the same element in $\bar{K}$, we will have

$$
\mid\left\|a_{n}\right\|-\left\|a_{n}^{\prime}\right\|\|\leq\| a_{n}-a_{n}^{\prime} \| \quad \text { so that } \lim _{n \longrightarrow \infty}\left\|a_{n}\right\|=\lim _{n \longrightarrow \infty}\left\|a_{n}^{\prime}\right\| .
$$

Thus, $\|\|$ is well defined in $\bar{K}$.
Let $\alpha, \beta, \gamma \in \bar{K}$ where $\alpha=\left[\left\{a_{n}\right\}\right], \beta=\left[\left\{b_{n}\right\}\right], \gamma=\left[\left\{c_{n}\right\}\right]$. We define $\alpha+\beta=$ $\left[\left\{a_{n}+b_{n}\right\}\right]$ and $\alpha \beta=\left[\left\{a_{n} b_{n}\right\}\right]$. We leave it as an exercise to verify that $\left\{a_{n}+b_{n}\right\}$ and $\left\{a_{n} b_{n}\right\}$ are Cauchy sequences and that the definitions of $\alpha+\beta$ and $\alpha \beta$ do not depend on the representatives.

With this structure, $\bar{K}$ is a commutative ring with unit, 0 and 1 being the representatives of the constant sequences 0 and 1 respectively.

If $\alpha \neq 0,\left\{a_{n}\right\}$ is not equivalent to the constant sequence 0 . So

$$
\lim _{n \rightarrow \infty}\left\|a_{n}-0\right\|=\lim _{n \longrightarrow \infty}\left\|a_{n}\right\| \neq 0
$$

That is, there exists $n_{0}$ such that for $n \geq n_{0}, a_{n} \neq 0$. Therefore $\left\{a_{n}^{-1}\right\}_{n=n_{0}}^{\infty}$ is defined and it is a Cauchy sequence. Now, since $a_{n} a_{n}^{-1}=1$ for $n \geq n_{0}$,

$$
\alpha^{-1}=\left[\left\{a_{n}^{-1}\right\}_{n=n_{0}}^{\infty}\right]
$$

is defined and $\alpha \alpha^{-1}=1$. Thus $\bar{K}$ is a field.
Now the function $\varphi: K \longrightarrow \bar{K}$, defined by $\varphi(a)=\bar{a}$, where $\bar{a}$ is a representative of the sequence $\left\{a_{n}\right\}$ and $a_{n}=a$ for all $n$, is a field monomorphism. We note that

$$
\|\varphi(a)\|=\lim _{n \rightarrow \infty}\left\|a_{n}\right\|=\lim _{n \rightarrow \infty}\|a\|=\|a\| .
$$

Therefore the function $\|\|$ in $\bar{K}$ is an extension of the absolute value defined in $K$. It is easy to see that $\|\|$ defined in $\bar{K}$ is an absolute value.

Now, $\|\|$ is a nonarchimedean absolute value in $K$ if and only if $\| \|$ is a nonarchimedean absolute value in $\bar{K}$. We will see that $K$ is dense in $\bar{K}$. Given the monomorphism $\varphi$, we can assume without loss of generality that $K$ is contained in $\bar{K}$. Let $\alpha \in \bar{K}, \varepsilon>0$, and

$$
B(\alpha, \varepsilon)=\{\beta \in \bar{K} \mid\|\beta-\alpha\|<\varepsilon\} .
$$

We will see that $B(\alpha, \varepsilon) \cap K \neq \emptyset$. There exists $n_{0}$ such that for $n \geq n_{0},\left\|a_{n}-a_{n_{0}}\right\|<$ $\varepsilon$. We take the constant sequence $\overline{a_{n_{0}}}=\left\{a_{n_{0}}\right\} \in K$. Then $\overline{a_{n_{0}}} \in B(\alpha, \varepsilon) \cap K$. This proves that $K$ is dense in $\bar{K}$.

Finally, let us see that $\bar{K}$ is complete, that is, every Cauchy sequence in $\bar{K}$ converges in $\bar{K}$. Let $\alpha_{m}=\left[\left\{a_{m, n}\right\}_{n=1}^{\infty}\right]$, with $\left\{\alpha_{m}\right\}_{m=1}^{\infty}$ a Cauchy sequence in $\bar{K}$. Since $K$ is dense in $\bar{K}$, for each $m \in \mathbb{N}$ there exists a constant sequence (i.e., an element of $K$ )

$$
x_{m}=\left[\left\{x_{n}^{(m)}\right\}_{n=1}^{\infty}\right] \in K, \quad \text { such that } \quad\left\|x_{m}-\alpha_{m}\right\|<\frac{1}{m}
$$

for all $m \in \mathbb{N}$. We will see that $\left\{x_{m}\right\}_{m=1}^{\infty}$ is a Cauchy sequence.
We have

$$
\left\|x_{m}-x_{n}\right\| \leq\left\|x_{m}-\alpha_{m}\right\|+\left\|\alpha_{m}-\alpha_{n}\right\|+\left\|\alpha_{n}-x_{n}\right\| .
$$

Now, since $\left\{\alpha_{m}\right\}_{m=1}^{\infty}$ is a Cauchy sequence, given $\varepsilon>0$ there exists $N$ such that if $n, m \geq N$,

$$
\frac{1}{n}<\frac{\varepsilon}{3}, \frac{1}{m}<\frac{\varepsilon}{3}, \text { and }\left\|\alpha_{m}-\alpha_{n}\right\|<\frac{\varepsilon}{3}
$$

Therefore $\left\|x_{m}-x_{n}\right\|<\varepsilon$ for $n, m \geq N$. Hence $\left\{x_{m}\right\}_{m=1}^{\infty}$ is Cauchy sequence.
Let $x_{n}^{(m)}=x^{(m)} \in K$ for all $n$. We have

$$
\left\|x_{m}-x_{n}\right\|=\lim _{t \rightarrow \infty}\left\|x_{t}^{(m)}-x_{t}^{(n)}\right\|=\left\|x^{(m)}-x^{(n)}\right\|<\varepsilon
$$

for $n, m \geq N$, whence $\left\{x^{(m)}\right\}_{m=1}^{\infty} \subseteq K$ is a Cauchy sequence and it defines an element $\alpha \in \bar{K}, \alpha=\left[\left\{x^{(m)}\right\}\right]_{m=1}^{\infty}$.

We have

$$
\left\|\alpha_{n}-\alpha\right\| \leq\left\|\alpha_{n}-x_{n}\right\|+\left\|x_{n}-\alpha\right\|<\frac{1}{n}+\lim _{p \rightarrow \infty}\left\|x^{(n)}-x^{(p)}\right\|
$$

Since $\left\{x^{(r)}\right\}_{r=1}^{\infty}$ is a Cauchy sequence, given $\varepsilon>0$ there exists $N \in \mathbb{N}$ such that for $n, p \geq N,\left\|x^{(n)}-x^{(p)}\right\|<\frac{\varepsilon}{2}$ and $\frac{1}{n}<\frac{\varepsilon}{2}$. Thus, for $n \geq N$ we have $\left\|\alpha_{n}-\alpha\right\|<\varepsilon$. Therefore $\left\{\alpha_{n}\right\}_{n=0}^{\infty}$ converges to $\alpha \in \bar{K}$, so $\bar{K}$ is complete.

Let $Y$ be any other complete metric space such that there exists a metric space isometry $\lambda: K \longrightarrow Y$ (that is, $\lambda$ is a distance-preserving map) and such that $\lambda(K)$ is dense in $Y$. We will see that there exists a bijective isometry $\psi: Y \longrightarrow \bar{K}$. Consider the diagram. If $y \in Y$, where $y=\lim _{n \rightarrow \infty} \lambda\left(y_{n}\right)$ and $y_{n} \in$ $K$, then $\left\{\varphi\left(y_{n}\right)\right\}$ is a Cauchy sequence in $\bar{K}$ and we can define $z=\lim _{n \rightarrow \infty} \varphi\left(y_{n}\right)$. Let $\psi(y)=z$. It can be verified that $\psi(y)$ does not depend on the sequence $\left\{y_{n}\right\}_{n=0}^{\infty}$ and that $\psi$ is an isometry. Since the process can be inverted, we obtain a function $\phi: \bar{K} \longrightarrow Y$, with $\phi \psi=\operatorname{Id}_{Y}$ and $\psi \phi=\operatorname{Id}_{\bar{K}}$. It is easy to see that $\phi$ and $\psi$ are inverse isometries. We sum up the previous development in the following theorem:

Theorem 2.3.4. Let $K$ be any field and let $\|$ be an absolute value in $K$. There exists a unique field $\bar{K}$ (up to isometry) such that (i) $K \subseteq \bar{K}$ and (ii) there is a unique way of extending $|\mid$ to $\bar{K}$ such that $(\bar{K},| |)$ is a complete field and $K$ is dense in $\bar{K}$.

Definition 2.3.5. The field obtained in Theorem 2.3.4 is called the completion of $K$ with respect to $|\mid$.

Example 2.3.6. Given $\mathbb{Q}$ with the usual absolute value, the completion of $\mathbb{Q}$ is the field of real numbers $\mathbb{R}$.

Example 2.3.7. Given $\mathbb{Q}$ with the $p$-adic absolute value, the completion is denoted by $\mathbb{Q}_{p}$ and it can be represented as

$$
\mathbb{Q}_{p}=\left\{\sum_{n=m}^{\infty} a_{n} p^{n} \mid m \in \mathbb{Z}, a_{n} \in\{0,1, \ldots, p-1\}\right\}
$$

$\mathbb{Q}_{p}$ is called the field of $p$-adic numbers. For instance, -1 is represented as follows:

$$
-1=\frac{p-1}{1-p}=(p-1) \sum_{n=0}^{\infty} p^{n}=\sum_{n=0}^{\infty}(p-1) p^{n}
$$

In fact,

$$
S_{m}=\sum_{n=0}^{m}(p-1) p^{n}=\sum_{n=0}^{m}\left(p^{n+1}-p^{n}\right)=p^{m+1}-1 \xrightarrow[m \rightarrow \infty]{v_{p}} 0-1=-1 .
$$

The closure of $\mathbb{Z}$ in $\mathbb{Q}_{p}$ is called the ring of p-adic integers and denoted by $\mathbb{Z}_{p}$. We can represent it as

$$
\mathbb{Z}_{p}=\left\{\sum_{n=0}^{\infty} a_{n} p^{n} \mid a_{n} \in\{0,1, \ldots, p-1\}\right\}
$$

Notation 2.3.8. Given a field $K$ with a nonarchimedean absolute value ||, let $v_{| |}$be the valuation associated to $|\mid$. Then the completion of $K$ with respect to || will be denoted by $K_{\mathcal{P}}$, where $\mathcal{P}$ is the maximal ideal of the valuation ring associated to the valuation.

Definition 2.3.9. Let $|\mid$ be a nonarchimedean absolute value over a field $K, \vartheta=$ $\{x \in K||x| \leq 1\}$, and let $\mathcal{P}=\{x \in K| | x \mid<1\}$ be the maximal ideal of $\vartheta$. The field $\vartheta / \mathcal{P}$ is called the residue field of $K$ with respect to $\mathcal{P}$.

Assume that $\vartheta$ is a discrete valuation ring. Let $K_{\mathcal{P}}$ be the completion of $K$ with respect to $\left|\mid\right.$. For $x \in K_{\mathcal{P}}$, we can write $x$ as the limit of a sequence $\left\{x_{n}\right\}_{n=0}^{\infty} \subseteq K$. We have $|x|=\lim _{n \rightarrow \infty}\left|x_{n}\right|$, so the absolute value is nonarchimedean in $K_{\mathcal{P}}$. On the other hand, the valuation $v$ can be extended to $K_{\mathcal{P}}$ by setting

$$
v(x)=\lim _{n \rightarrow \infty} v\left(x_{n}\right)
$$

Indeed, we have

$$
|x|=e^{-v(x)}=\lim _{n \rightarrow \infty}\left|x_{n}\right|=\lim _{n \rightarrow \infty} e^{-v\left(x_{n}\right)}=e^{\lim _{n \rightarrow \infty} v\left(x_{n}\right)} .
$$

In particular $v\left(K_{\mathcal{P}}^{*}\right)=\mathbb{Z}=v\left(K^{*}\right)$ since $\left\{v\left(x_{n}\right)\right\}_{n=0}^{\infty}$ is constant starting from some index $n_{0}$.

Hence $\hat{\vartheta}=\left\{x \in K_{\mathcal{P}}| | x \mid \leq 1\right\}$ is a discrete valuation ring and

$$
\hat{\mathcal{P}}=\left\{x \in K_{\mathcal{P}}| | x \mid<1\right\}
$$

is its maximal ideal. It follows form the definitions that $\hat{\vartheta}$ and $\hat{\mathcal{P}}$ are the closures of $\vartheta$ and $\mathcal{P}$ in $K_{\mathcal{P}}$ respectively. Furthermore, if $\mathcal{P}=(\pi)=\pi \vartheta$ then $v(\pi)=1$. Thus $\pi$ also generates $\hat{\mathcal{P}}$ in $\hat{\vartheta}$, that is, $\hat{\mathcal{P}}=\pi \hat{\vartheta}$.

Proposition 2.3.10. For any $n \in \mathbb{N}$, we have $\vartheta / \mathcal{P}^{n} \cong \hat{\vartheta} / \hat{\mathcal{P}}^{n}$.
Proof. Let $\varphi: \vartheta \rightarrow \hat{\vartheta} / \hat{\mathcal{P}}^{n}$ be the natural homomorphism, that is, $\varphi(x)=x \bmod \hat{\mathcal{P}}^{n}$. First we will see that $\varphi$ is an epimorphism. If $x \in \hat{\vartheta}$, there exists $\left\{x_{m}\right\}_{m=1}^{\infty} \subseteq \vartheta$ such that $x=\lim _{n \rightarrow \infty} x_{m}$. In particular, there exists $N \in \mathbb{N}$ such that for $m \geq N$,

$$
x-x_{m} \in \hat{\mathcal{P}}^{n}=\left\{y \in K_{\mathcal{P}} \mid v(y) \geq n\right\}=\left\{y \in K_{\mathcal{P}}| | y \mid \leq e^{-n}\right\}
$$

Then $x \bmod \hat{\mathcal{P}}^{n}=x_{m} \bmod \hat{\mathcal{P}}^{n}=\varphi\left(x_{m}\right)$.
Finally,

$$
\operatorname{ker} \varphi=\left\{x \in \vartheta \mid x \in \hat{\mathcal{P}}^{n}\right\}=\{x \in \vartheta \mid v(x) \geq n\}=\mathcal{P}^{n}
$$

from which we obtain the result.

Corollary 2.3.11. The residue fields of $K$ and $K_{\mathcal{P}}$ are isomorphic.
Proof. This is just the case $n=1$ of Proposition 2.3.10.

Notation 2.3.12. When we consider a convergent sequence $s_{n}=\sum_{i=m}^{n} a_{i}$, the limit is written as the series $\sum_{i=m}^{\infty} a_{i}=\lim _{n \rightarrow \infty} s_{n}$.

Proposition 2.3.13. Each element $\alpha \neq 0$ in $K_{\mathcal{P}}$ has a unique series representation of the form

$$
\alpha=\pi^{m} \sum_{i=0}^{\infty} s_{i} \pi^{i},
$$

with $v(\alpha)=m \in \mathbb{Z}, s_{i} \in S \subseteq \vartheta, s_{0} \neq 0, S$ any set of representatives of $\vartheta / \mathcal{P} \cong \hat{\vartheta} / \hat{\mathcal{P}}$, and $0 \in S$.

Proof. First we note that for any $m \in \mathbb{Z}$ and $\left\{s_{n}\right\}_{n=0}^{\infty} \subseteq S, \pi^{m} \sum_{i=0}^{\infty} s_{i} \pi^{i}$ is an element of $K_{\mathcal{P}}$. This follows from the fact that the sequence $a_{n}=\pi^{m} \sum_{i=0}^{n} s_{i} \pi^{i}$ is Cauchy and that $K_{\mathcal{P}}$ is complete.

Now let us see that the representation is unique. If

$$
\alpha=\pi^{m} \sum_{i=0}^{\infty} s_{i} \pi^{i}=\pi^{m_{1}} \sum_{i=0}^{\infty} s_{i}^{\prime} \pi^{i}, \quad \text { with } \quad s_{0} \neq 0 \quad \text { and } \quad s_{0}^{\prime} \neq 0
$$

then $v(\alpha)=m=m_{1}$. Hence, $\sum_{i=0}^{\infty} s_{i} \pi^{i}=\sum_{i=0}^{\infty} s_{i}^{\prime} \pi^{i}$, that is,

$$
s_{0}+s_{1} \pi+\cdots=s_{0}^{\prime}+s_{1}^{\prime} \pi+\cdots
$$

Therefore

$$
\left(s_{0}-s_{0}^{\prime}\right)+s_{1} \pi+\cdots=s_{1}^{\prime} \pi+\cdots .
$$

The right side has valuation greater than or equal to 1 , so $s_{0}-s_{0}^{\prime}=0$. By induction on $i$ it is easy to conclude that $s_{i}=s_{i}^{\prime}$ for all $i$.

Finally, let us see that every element of $K_{\mathcal{P}}$ admits this kind of representation. Let $\alpha \in K_{\mathcal{P}}$ with $\alpha \neq 0$ and $v(\alpha)=m$. Then $v\left(\pi^{-m} \alpha\right)=0$, that is, $\alpha=\pi^{m} \alpha_{0}$ with $\alpha_{0} \in \hat{\vartheta}^{*}$. We have

$$
\alpha_{0} \equiv s_{0} \bmod \hat{\mathcal{P}}, \quad s_{0} \in S, \quad \text { and } \quad s_{0} \neq 0
$$

Since $\alpha_{0}-s_{0} \in \hat{\mathcal{P}}$ it follows that $v\left(\alpha_{0}-s_{0}\right) \geq 1$. Therefore $\alpha_{0}=s_{0}+\pi \alpha_{1}, \alpha_{1} \in \hat{\vartheta}$. Repeating the process we obtain, for each $n$,

$$
\alpha_{0}=s_{0}+s_{1} \pi+\cdots+s_{n} \pi^{n}+\alpha_{n+1} \pi^{n+1}, \quad \text { with } \quad s_{i} \in S \quad \text { and } \quad \alpha_{n+1} \in \hat{\vartheta} .
$$

The sequence $r_{n}=\sum_{i=0}^{n} s_{i} \pi^{i}$ satisfies $\alpha_{0}-r_{n}=\alpha_{n+1} \pi^{n+1}$, that is, $v\left(\alpha_{0}-r_{n}\right) \geq$ $n+1$. Thus $r_{n}$ converges to $\alpha_{0}$ and $\alpha=\pi^{m} \sum_{i=0}^{\infty} s_{i} \pi^{i}$.

In the particular case of the $p$-adic valuation $v$ in $\mathbb{Q}$, we have

$$
\vartheta=\left\{x \in \mathbb{Q} \mid v_{p}(x) \geq 0\right\}=\left\{\left.\frac{a}{b} \right\rvert\, p \nmid b\right\}=\mathbb{Z}_{(p)}
$$

which is the localization of $\mathbb{Z}$ at $(p)$. The maximal ideal is $(p) \mathbb{Z}_{(p)}$ and the residue field is

$$
\mathbb{Z}_{(p)} /(p) \mathbb{Z}_{(p)} \cong \mathbb{Z} /(p) \mathbb{Z} \cong \mathbb{F}_{p}
$$

the finite field of $p$ elements.
A set of representatives is $\{0,1, \ldots, p-1\}=S$. Therefore,

$$
\mathbb{Q}_{p}=\left\{p^{m} \sum_{n=0}^{\infty} s_{n} p^{n} \mid m \in \mathbb{Z}, s_{n} \in S\right\} .
$$

Furthermore,

$$
\begin{aligned}
\hat{\vartheta} & =\text { closure of } \mathbb{Z}_{(p)} \text { in } \mathbb{Q}_{p}=\left\{x \in \mathbb{Q}_{p} \mid v(x) \geq 0\right\} \\
& =\left\{\sum_{n=0}^{\infty} s_{n} p^{n} \mid s_{n} \in S\right\}=\mathbb{Z}_{p}
\end{aligned}
$$

the ring of $p$-adic integers.
An interesting observation is that there is no analogue to the uniqueness in the archimedean case. For instance in $\mathbb{R}$,

$$
0.0999 \cdots=\sum_{n=2}^{\infty} 9 \times\left(10^{-1}\right)^{n}=0.1=1 \times\left(10^{-1}\right)
$$

Theorem 2.3.14 (Hensel's lemma). Let $K$ be a complete field with respect to a nonarchimedean absolute value. Let $\bar{K}$ be the residue field, $\vartheta$ the valuation ring, which we assume to be a discrete valuation ring, and let $\mathcal{P}$ be the maximal ideal, i.e., $\bar{K} \cong \vartheta / \mathcal{P}$. We assume that $f(x) \in \vartheta[x]$ is a monic polynomial. Let $\bar{f}(x)=f(x) \bmod \mathcal{P} \in \bar{K}[x]$ and suppose that $\bar{f}(x)=h(x) g(x)$ with $h(x), g(x) \in \bar{K}[x]$ and $h(x), g(x)$ relatively prime. Then there exist $H(x), G(x) \in K[x]$ such that

$$
f(x)=H(x) G(x), \quad \bar{H}(x)=h(x), \quad \bar{G}(x)=g(x)
$$

and

$$
\operatorname{deg} H(x)=\operatorname{deg} h(x), \quad \operatorname{deg} G(x)=\operatorname{deg} g(x)
$$

Proof. Since $f(x)$ is a monic polynomial, it follows that $\operatorname{deg} f(x)=\operatorname{deg} \bar{f}(x)=n$. Now let $h(x), g(x)$ be of degrees $r$ and $n-r$ respectively. Let $H_{1}(x), G_{1}(x) \in \vartheta[x]$ be such that

$$
\bar{H}_{1}(x)=h(x), \quad \bar{G}_{1}(x)=g(x), \quad \operatorname{deg} H_{1}=\operatorname{deg} h, \quad \operatorname{deg} G_{1}=\operatorname{deg} g .
$$

Then

$$
f(x)-G_{1}(x) H_{1}(x) \in \mathcal{P}[x] .
$$

Assume that for $k \geq 1$ we have constructed $G_{k}(x), H_{k}(x) \in \vartheta[x]$ such that

$$
\begin{gathered}
f(x)-G_{k}(x) H_{k}(x) \in \mathcal{P}^{k}[x], \quad \operatorname{deg} G_{k}(x) \leq \operatorname{deg} g(x), \operatorname{deg} H_{k}(x) \leq \operatorname{deg} h(x), \\
\bar{G}_{k}(x)=g(x), \quad \text { and } \quad \bar{H}_{k}(x)=h(x)
\end{gathered}
$$

Now define

$$
G_{k+1}(x)=G_{k}(x)+\pi^{k} m(x) \quad \text { and } \quad H_{k+1}(x)=H_{k}(x)+\pi^{k} n(x)
$$

with $m(x), n(x)$ to be determined and $\pi$ a prime element for $\mathcal{P}$. We have

$$
\begin{aligned}
f(x) & -G_{k+1}(x) H_{k+1}(x) \\
& =f(x)-G_{k}(x) H_{k}(x)-\pi^{k}\left(m(x) H_{k}(x)+n(x) G_{k}(x)\right)-\pi^{2 k} m(x) n(x)
\end{aligned}
$$

Now $\mathcal{P}=(\pi), \mathcal{P}^{k}=\left(\pi^{k}\right)$, and $f(x)-G_{k}(x) H_{k}(x) \in \mathcal{P}^{k}[x]$. Therefore

$$
u(x)=\frac{f(x)-G_{k}(x) H_{k}(x)}{\pi^{k}} \in \vartheta[x]
$$

and

$$
\begin{gathered}
f(x)-G_{k+1}(x) H_{k+1}(x) \in \mathcal{P}^{k+1}[x] \Longleftrightarrow \\
\pi^{k}\left(u(x)-m(x) H_{k}(x)-n(x) G_{k}(x)\right)-\pi^{2 k} m(x) n(x) \in \mathcal{P}^{k+1}[x] .
\end{gathered}
$$

Since $2 k \geq k+1$ we need to find $m(x), n(x) \in \vartheta[x]$ such that

$$
u(x)-m(x) H_{k}(x)-n(x) G_{k}(x) \in \mathcal{P}[x]
$$

Given that $\bar{H}_{k}(x)=h(x)$ and $\bar{G}_{k}(x)=g(x)$ are relatively prime, we choose $m(x)$ and $n(x)$ such that

$$
\bar{u}(x)=\bar{m}(x) \bar{H}_{k}(x)+\bar{n}(x) \bar{G}_{k}(x) .
$$

Furthermore $m(x)$ and $n(x)$ can be chosen such that

$$
\operatorname{deg} m(x) \leq n-r \quad \text { and } \quad \operatorname{deg} n(x) \leq r .
$$

Then

$$
\operatorname{deg} G_{k+1}(x) \leq \operatorname{deg} G_{k}(x) \leq n-r \quad \text { and } \quad \operatorname{deg} H_{k+1}(x) \leq \operatorname{deg} H_{k}(x) \leq r,
$$

and therefore

$$
v\left(G_{k+1}-G_{k}\right) \geq k \quad \text { and } \quad v\left(H_{k+1}-H_{k}\right) \geq k
$$

It follows that

$$
\left\{G_{k}(x)\right\}_{k=1}^{\infty} \quad \text { and } \quad\left\{H_{k}(x)\right\}_{k=1}^{\infty} \subseteq \vartheta[x]
$$

are Cauchy. Since $K$ is complete, these sequences converge to polynomials $G(x)$, $H(x)$. Further, since

$$
\bar{G}_{k}(x)=g(x) \quad \text { and } \quad \bar{H}_{k}(x)=h(x),
$$

we have

$$
\begin{aligned}
\bar{G}(x) & =g(x), & \bar{H}(x) & =h(x), \\
\operatorname{deg} G(x) & \leq \operatorname{deg} g(x)=n-r, & \operatorname{deg} H(x) & \leq \operatorname{deg} h(x)=r .
\end{aligned}
$$

Finally, since

$$
f(x)-G_{k}(x) H_{k}(x) \in \mathcal{P}^{k}[x]
$$

we have

$$
\lim _{k \rightarrow \infty}\left(f(x)-G_{k}(x) H_{k}(x)\right)=0
$$

that is, $f(x)=H(x) G(x)$ with all the required properties.

Example 2.3.15. As an application of Hensel's lemma we will prove that the $p$-adic field $\mathbb{Q}_{p}, p>2$, contains the $(p-1)$ th roots of unity. We consider the monic polynomial

$$
f(x)=x^{p-1}-1 \in \mathbb{Z}_{p}[x] \subseteq \mathbb{Q}_{p}[x]
$$

The residue field of $\mathbb{Q}_{p}$ is $\mathbb{F}_{p},\left(\vartheta=\mathbb{Z}_{p}, \mathcal{P}=p \mathbb{Z}_{p}\right)$. Hence, $\bar{f}(x)=x^{p-1}-1 \in \mathbb{F}_{p}[x]$. We know that in $\mathbb{F}_{p}[x]$ we have

$$
x^{p-1}-1=\prod_{\alpha \in \mathbb{F}_{p}^{*}}(x-\alpha)
$$

and if $\alpha, \beta \in \mathbb{F}_{p}^{*}$ with $\alpha \neq \beta$, then $x-\alpha$ and $x-\beta$ are relatively prime. Therefore, by Hensel's lemma, $f(x)$ splits into linear factors of $\mathbb{Q}_{p}[x]$, that is, the $(p-1)$ th roots of unity belong to $\mathbb{Q}_{p}$.

Proposition 2.3.13 tells us that every complete field under a nonarchimedean valuation can be represented as a "Laurent series" with "indeterminate" a prime element and coefficients in a set of representatives of the residue field. Here we note that the algebraic structure of the field does not always correspond to the structure of the field of Laurent series in an indeterminate with coefficients in a field. More precisely, let $k$ be an arbitrary field and let $t$ be a transcendental element over $k$. We define the ring of formal series as

$$
k[[t]]=\left\{\sum_{i=0}^{\infty} a_{i} t^{i} \mid a_{i} \in k\right\}
$$

with the usual operations, that is,

$$
\begin{aligned}
\sum_{i=0}^{\infty} a_{i} t^{i}+\sum_{i=0}^{\infty} b_{i} t^{i} & =\sum_{i=0}^{\infty}\left(a_{i}+b_{i}\right) t^{i} \\
\sum_{i=0}^{\infty} a_{i} t^{i} \sum_{i=0}^{\infty} b_{i} t^{i} & =\sum_{i=0}^{\infty}\left(\sum_{k=0}^{i} a_{k} b_{i-k}\right) t^{i}
\end{aligned}
$$

It is easy to see that $k[[t]]$ is an integral domain with field of quotients equal to

$$
k((t))=\left\{\sum_{i=m}^{\infty} a_{i} t^{i} \mid m \in \mathbb{Z}, a_{i} \in k\right\}=\bigcup_{n=1}^{\infty} \frac{1}{t^{n}} k[[t]] .
$$

The latter field is called the field of Laurent series.
In $k((t))$ we define the natural valuation $v: k((t)) \rightarrow \mathbb{Z}$ as follows. If $f(t) \in$ $k((t)), f(t) \neq 0$, we write $f(t)=t^{n} g(t)$ with $n \in \mathbb{Z}, g(t) \in k[[t]]$ and $g(0) \neq 0$. Then $v(f(t)):=n$. The valuation ring of $v$ is $\vartheta_{v}=k[[t]]$, the maximal ideal is $(t)$, the residue field is $k \cong k[[t]] /(t)$, and the absolute value is given by $\|f(t)\|=e^{-n}$.

Coming back to the case of a complete field, let us consider $\mathbb{Q}_{p}$ as an example. Each element $\mathbb{Q}_{p}$ is represented as $\sum_{i=m}^{\infty} a_{i} p^{i}$ or $\sum_{i=m}^{\infty} a_{i} \pi^{i}$, where $\pi$ is a prime
element and $a_{i} \in\{0,1, \ldots, p-1\}$. However, $\mathbb{Q}_{p}$ is not isomorphic to $\mathbb{F}_{p}((\pi))$. Indeed, on the one hand, $\mathbb{Q} \subseteq \mathbb{Q}_{p}$ implies that $\mathbb{Q}_{p}$ is of characteristic 0 and on the other hand, since $\mathbb{F}_{p} \subseteq \mathbb{F}_{p}((\pi)), \mathbb{F}_{p}((\pi))$ is of characteristic $p>0$. Later on we will prove that in a function field, the completions are in fact fields of Laurent series.

Now a natural question is what happens with complete fields with respect to an archimedean valuation. The answer is very simple: the only complete archimedean fields are $\mathbb{R}$ and $\mathbb{C}$. We finish this section with a proof of this fact.

Proposition 2.3.16. Let $F$ be a field containing $\mathbb{C}$. Suppose that $F$ is complete under an archimedean absolute value $\|\|$ defined such that $\| \alpha \|=|\alpha|$ for $\alpha \in \mathbb{C}$, where $|\mid$ is the usual absolute value of $\mathbb{C}$. Then for $x \in F, \sigma(x)=\{\lambda \in \mathbb{C} \mid x-\lambda 1=0\}$ is nonempty. Therefore $F=\mathbb{C}$.

Proof. We can consider $F$ as a vector space over $\mathbb{C}$. Furthermore, $F$ is a normed space (with norm its absolute value), so that in particular, $F$ is a Banach space. Let $x \in F$ and $\lambda_{0} \notin \sigma(x)$, so that $\left(x-\lambda_{0} 1\right)^{-1} \neq 0$. From the Hahn-Banach theorem [130, Theorem 5.16], we know that there exists a bounded linear functional

$$
\Phi: F \rightarrow \mathbb{C} \quad \text { such that } \quad \Phi\left[\left(x-\lambda_{0} 1\right)^{-1}\right] \neq 0
$$

Let

$$
f: \mathbb{C} \backslash \sigma(x) \rightarrow \mathbb{C} \quad \text { be defined by } \quad f(\lambda)=\Phi\left((x-\lambda 1)^{-1}\right) .
$$

Then $f\left(\lambda_{0}\right) \neq 0$, and $f$ is a differentiable function since

$$
\begin{aligned}
\frac{f(\lambda)-f(\mu)}{\lambda-\mu} & =\frac{\Phi\left((x-\lambda 1)^{-1}\right)-\Phi\left((x-\mu 1)^{-1}\right)}{\lambda-\mu} \\
& =\frac{\Phi\left(\frac{1}{x-\lambda 1}-\frac{1}{x-\mu 1}\right)}{\lambda-\mu}=\frac{\Phi\left(\frac{\lambda-\mu}{(x-\lambda 1)(x-\mu 1)}\right)}{\lambda-\mu} \\
& =\Phi\left(\frac{1}{(x-\lambda \cdot 1)(x-\mu 1)}\right) \underset{\mu \rightarrow \lambda}{\longrightarrow} \Phi\left((x-\lambda \cdot 1)^{-2}\right)
\end{aligned}
$$

Therefore, if $\sigma(x)=\emptyset$, then $f$ is an entire function. Now we have

$$
\lambda f(\lambda)=\Phi\left[\lambda(x-\lambda 1)^{-1}\right]=\Phi\left[\left(\frac{x}{\lambda}-1\right)^{-1}\right] \underset{\lambda \rightarrow \infty}{\longrightarrow} \Phi(-1)
$$

that is, $\lim _{\lambda \rightarrow \infty} f(\lambda)=\lim _{\lambda \rightarrow \infty} \frac{\Phi(-1)}{\lambda}=0$, which tells us that $f$ is bounded at the infinite point, and by Liouville's theorem [130, Theorem 10.23], $f$ is constant and equal to 0 . Therefore $f\left(\lambda_{0}\right)=0$, which contradicts our choice.

For $x \in F$, there exists $\lambda \in \mathbb{C}$ such that $x-\lambda 1=0$, that is, $x=\lambda 1=\lambda \in \mathbb{C}$. Therefore, $F \subseteq \mathbb{C}$.

Theorem 2.3.17. Let $F$ be any field and assume that $F$ is complete under an archimedean absolute value. Then $F=\mathbb{R}$ or $F=\mathbb{C}$.

Proof. Since $F$ has an archimedean absolute value, $F$ is of characteristic 0 . Therefore $\mathbb{Q} \subseteq F$. When we restrict the absolute value of $F$ to $\mathbb{Q}$, we obtain the unique archimedean absolute value of $\mathbb{Q}$, which is the usual one. Since $F$ is complete, $F$ contains the completion of $\mathbb{Q}$ with respect to this absolute value, that is, $\mathbb{R} \subseteq F$. Now if $i=\sqrt{-1}$ we have $\mathbb{R}(i)=\mathbb{C} \subseteq F(i)$, so $[F(i): F]$ is equal to 1 or 2 . If $F(i)=F$, then using Proposition 2.3.16 we set $F=F(i)=\mathbb{C}$. If $F(i) \neq F$, then $F(i)=\{a+b i \mid a, b \in F\}$. The absolute value of $F$ can be extended to $F(i)$ by putting

$$
\|a+b i\|=\sqrt{|a|^{2}+|b|^{2}}
$$

and it is easy to see that $F(i)$ is complete. Then from Proposition 2.3.16, we conclude that $F(i)=\mathbb{C}$ and since $\mathbb{R} \subseteq F$, it follows that $F=\mathbb{R}$.

Remark 2.3.18. Proposition 2.3.16 is essentially the Gelfand-Mazur theorem [130, Theorem 18.7], and Theorem 2.3.17 is called the theorem of Ostrowski. For the proof of Proposition 2.3.16 we have used the theorem of Hahn-Banach, which is a standard result in the theory of functional analysis that can be found in any book in that area, for instance [130, Theorem 5.16]. The other ingredient, Liouville's theorem, should be well known from any basic course in complex analysis [130, Theorem 10.23].

Corollary 2.3.19. The only archimedean fields are the subfields of $\mathbb{C}$ with the usual absolute value.

### 2.4 Valuations in Rational Function Fields

The purpose of this section is to find the analogue of Theorem 1.2.11, that is, to characterize all valuations in $k(x)$, for $k$ an arbitrary field, such that the valuation is trivial on $k$.

First we study all valuations defined in a similar way as the $p$-adic valuations in $\mathbb{Q}$. Let $f(x) \in k[x]$ be an irreducible monic polynomial. For $\alpha(x) \in k(x)$, we write

$$
\alpha(x)=\frac{h(x)}{g(x)}=f(x)^{s} \frac{u(x)}{v(x)}
$$

with $u(x)$ and $v(x) \in k[x]$ relatively prime to $f(x)$, and $s \in \mathbb{Z}$. Let

$$
v_{f}: k(x)^{*} \rightarrow \mathbb{Z} \quad \text { be defined by } \quad v_{f}(\alpha(x))=s
$$

Then $v_{f}$ is a valuation. We have

$$
\vartheta_{v_{f}}=\vartheta_{f}=\left\{\left.\frac{a(x)}{b(x)} \in k(x) \right\rvert\,(b(x), f(x))=1\right\}=k[x]_{(f)}
$$

and

$$
\mathcal{P}_{v_{f}}=\mathcal{P}_{f}=\left\{\frac{a(x)}{b(x)} \in k(x)|f(x)| a(x),(b(x), f(x))=1\right\},
$$

where $k[x]_{(f)}$ denotes the localization of $k[x]$ at $S=\left\{f(x)^{n}\right\}_{n=0}^{\infty}$. Now, $\vartheta_{f} \neq k(x)$ since $\frac{1}{f} \notin \vartheta_{f}$. If $f \neq g$ with $f, g \in k[x]$ monic and irreducible polynomials, we have $v_{f}(f)=1>0$ and $v_{g}(f)=0$. Therefore $v_{f}$ and $v_{g}$ are inequivalent. Furthermore, if $\alpha \in k^{*}$ then $v_{f}(\alpha)=0$, that is, $v_{f}$ is trivial over $k$.

The residue field is

$$
\vartheta_{f} / \mathcal{P}_{f}=k[x]_{(f)} /(f) k[x]_{(f)} \cong k[x] /(f)
$$

and $k[x] /(f)$ is a finite extension of $k$ of degree equal to the degree of $f$.
Now, if $y=\frac{1}{x}$ we have $k(y)=k(x)$. Each monic polynomial that is irreducible in $k[y]$ has an associated valuation; in particular, for $y \in k[y]$ we have a valuation that we denote by $v_{y}=v_{\infty}$. Now we study $v_{\infty}$. Let $\alpha(x) \in k(x)^{*}$. Then $\alpha(x)=\frac{a(x)}{b(x)}$ and we have

$$
\alpha(x)=\frac{a\left(\frac{1}{y}\right)}{b\left(\frac{1}{y}\right)}=\frac{y^{-\operatorname{deg} a} a_{1}(y)}{y^{-\operatorname{deg} b} b_{1}(y)}=y^{-(\operatorname{deg} a-\operatorname{deg} b)} \frac{a_{1}(y)}{b_{1}(y)}
$$

with $a_{1}(y), b_{1}(y)$ relatively prime to $y$. Therefore

$$
v_{\infty}(\alpha(x))=v_{y}\left(y^{-(\operatorname{deg} a-\operatorname{deg} b)} \frac{a_{1}(y)}{b_{1}(y)}\right)=-(\operatorname{deg} a-\operatorname{deg} b)=-\operatorname{deg} \alpha(x)
$$

where we define $\operatorname{deg} \frac{a(x)}{b(x)}=\operatorname{deg} a(x)-\operatorname{deg} b(x)$.
Now if $f(x) \in k[x]$ is a monic and irreducible polynomial, we have $v_{f}(f)=1$ and $v_{\infty}(f)=-\operatorname{deg} f<0$. Therefore $v_{f}$ and $v_{\infty}$ are inequivalent.

Finally, we have

$$
\begin{aligned}
& \vartheta_{v_{\infty}}=\vartheta_{\infty}=k[y]_{(y)}=\left\{\left.\frac{f(x)}{g(x)} \right\rvert\, \operatorname{deg} f-\operatorname{deg} g \leq 0\right\}, \\
& \mathcal{P}_{v_{\infty}}=\mathcal{P}_{\infty}=\left\{\left.\frac{f(x)}{g(x)} \right\rvert\, \operatorname{deg} f-\operatorname{deg} g<0\right\}
\end{aligned}
$$

and the residue field is

$$
\vartheta_{\infty} / \mathcal{P}_{\infty} \cong k[y]_{(y)} / y k[y]_{(y)} \cong k[y] /(y) \cong k .
$$

The result we are looking for is given in the following theorem:
Theorem 2.4.1. The set of valuations $v$ over $k(x)$ such that $v(a)=0$ for $a \in k^{*}$ is exactly

$$
\left\{v_{f} \mid f(x) \in k[x] \text { is a monic and irreducible polynomial }\right\} \cup\left\{v_{\infty}\right\}
$$

Furthermore, all of them are pairwise inequivalent and the residue field is a finite extension of $k$. In case the valuation is $v_{f}$, the degree of the residue field is equal to the degree of the polynomail $f$ and in case the valuation is $v_{\infty}$, the degree of the residue fiels is equal to one. Finally, all these valuations are discrete.

Proof. It remains only to verify that given any nontrivial valuation $v: k(x)^{*} \rightarrow G$ such that $G$ is an ordered group and $v(a)=0$ for all $a \in k^{*}$, then $v$ is equivalent to $v_{\infty}$ or to some $v_{f}$, where $f(x) \in k[x]$ is monic and irreducible.

Let $\vartheta$ be the valuation ring of $v$ and let $\mathcal{P}$ be its maximal ideal. Now, if $x \in \vartheta$, then $k[x] \subseteq \vartheta$. Let $\wp=\mathcal{P} \cap k[x]$. We have $\wp$ is a prime ideal of $k[x], k \cap \wp=\{0\}$, and $1 \notin \wp$. It follows that $\wp=(f)$, where $f$ is a monic and irreducible polynomial or $f=0$.

If $f=0$, then $v\left(k[x]^{*}\right)=\{0\}$, so $v\left(k(x)^{*}\right)=0$. But then we have $k(x)=\vartheta$, which contradicts the hypothesis that $v$ is nontrivial. Therefore $\wp=(f)$ with $f \neq 0$. Let $g, h \in k[x]$ with $f \nmid h$ and $h \notin \wp$, that is, $h$ is a unit in $\vartheta$. We have $v\left(\frac{g}{h}\right) \geq 0$, which implies $\vartheta_{f} \subseteq \vartheta$.

Now assume that $u(x) \in k(x) \backslash \vartheta_{f}$. Then $u=\frac{g}{h}$ with $(g, h)=1$ and $f \mid h$. If $u \in \vartheta$, since $g \in \vartheta_{f}^{*} \subseteq \vartheta$, it follows that $h^{-1}=g^{-1} u \in \vartheta$. However, we have $h \in \mathcal{P} \subseteq \vartheta$, and this implies that $h$ is a nonunit, which is absurd. Hence $u \notin \vartheta$ and we have $\vartheta \subseteq \vartheta_{f}$, so $\vartheta=\vartheta_{f}$. Therefore $v$ and $v_{f}$ are equivalent.

If $x \notin \vartheta$, then $y=\frac{1}{x}=x^{-1} \in \vartheta$. From the above discussion, we conclude that $\mathcal{P} \cap k[y]=(\ell(y))$, where $\ell(y)$ is a monic and irreducible polynomial. Now $x=y^{-1} \notin$ $\vartheta$, which is equivalent to saying that $y$ is not a unit. Thus $y \in \mathcal{P} \cap k[y]=(\ell(y))$ and $\ell(y) \mid y$, which proves that $\ell(y)=y$. Therefore $\vartheta=\vartheta_{\infty}$ and $v$ is equivalent a $v_{\infty}$.

Note 2.4.2. From this point on, a valuation in a function field $K$ with $K / k(x)$ finite will mean a nontrivial valuation $v$ such that $v(a)=0$ for all $a \in k^{*}$.

Now we will study the case of a function field $K$ with field of constants $k$. If $x \in K \backslash k, K / k(x)$ is a finite extension. If $v$ is a valuation in $K,\left.v\right|_{k(x)}$ is a valuation in $k(x)$. Therefore we need to study extensions of valuations, or equivalently, extensions of places.

Let $K \subseteq L$ be a field extension and let $\varphi_{K}: K \longrightarrow E \cup\{\infty\}$ be a place over $K$. We want to show that there exists a place over $L, \varphi_{L}: L \longrightarrow E_{1} \cup\{\infty\}$, such that $E \subseteq E_{1}$ and $\left.\varphi_{L}\right|_{K}=\varphi_{K}$. For this purpose, we will prove the following result:

Theorem 2.4.3 (Chevalley's lemma). Let $K$ be a field, $\vartheta$ a subring of $K$, and let $\varphi: \vartheta \longrightarrow F$ be a ring homomorphism, where $F$ is an algebraically closed field. Let $x \in K^{*}$. Then $\varphi$ can be extended to at least one of the rings $\vartheta[x]$ and $\vartheta\left[\frac{1}{x}\right]$.

Proof. We may assume that $\varphi \neq 0$, since otherwise the result is trivial. Let $\mathcal{P}=\operatorname{ker} \varphi$. Then $\mathcal{P}$ is a prime ideal of $\vartheta$. Let $\vartheta_{\mathcal{P}}=\left\{\left.\frac{a}{b} \right\rvert\, a, b \in \vartheta, b \notin \mathcal{P}\right\} \supseteq \vartheta$. The map $\varphi$ can be extended to $\tilde{\varphi}: \vartheta \mathcal{P} \longrightarrow F$ by putting

$$
\tilde{\varphi}\left(\frac{a}{b}\right)=\frac{\varphi(a)}{\varphi(b)} .
$$

We have $\tilde{\varphi}\left(\vartheta_{\mathcal{P}}\right)=$ quot $\varphi(\vartheta)=E$. Set $\tilde{\varphi}(a)=\bar{a}$. Let $T, \bar{T}$ be two indeterminates over $\vartheta_{\mathcal{P}}$ and $E$ respectively. Then $\tilde{\varphi}$ can be extended in a unique way to $\bar{\varphi}: \vartheta_{\mathcal{P}}[T] \longrightarrow$ $E[\bar{T}]$ such that

$$
\bar{\varphi}\left(\sum_{i=0}^{n} a_{i} T^{i}\right)=\sum_{i=0}^{n} \bar{a}_{i} \bar{T}^{i}
$$

Define

$$
\mathfrak{A}=\left\{p(T) \in \vartheta_{\mathcal{P}}[T] \mid p(x)=0\right\} \quad \text { and } \quad \overline{\mathfrak{A}}=\bar{\varphi}(\mathfrak{A}) .
$$

Then $\mathfrak{A}$ is an ideal of $\vartheta_{\mathcal{P}}[T]$ and $\overline{\mathfrak{A}}$ is an ideal of $E[\bar{T}]$.
If $\overline{\mathfrak{A}}=(0)$, we define $\Phi: \vartheta_{\mathcal{P}}[x] \longrightarrow F$ by $\Phi(x)=\alpha \in F$ for some arbitrary $\alpha$. Then

$$
\Phi\left(\sum_{i=0}^{n} a_{i} x^{i}\right)=\sum_{i=0}^{n} \bar{a}_{i} \alpha^{i}
$$

If $\sum_{i=0}^{n} a_{i} x^{i}=0$, then $\sum_{i=0}^{n} a_{i} T^{i} \in \mathfrak{A}$, so that

$$
\sum_{i=0}^{n} \bar{a}_{i} \bar{T}^{i}=\varphi\left(\sum_{i=0}^{n} a_{i} T^{i}\right) \in \overline{\mathfrak{A}}=(0) \quad \text { and } \quad \sum_{i=0}^{n} \bar{a}_{i} \alpha^{i}=0 .
$$

Thus $\Phi$ is the required extension.
If $\overline{\mathfrak{A}} \neq 0$ and $\overline{\mathfrak{A}} \neq E[\bar{T}]$, we have $\overline{\mathfrak{A}}=(f(\bar{T}))$, where $f$ is a nonconstant polynomial over $E$. Let $\alpha$ be a root of $f(\bar{T})$ in $F$. Such a root exists since $F$ is algebraically closed. Let $\bar{\varphi}(x)=\alpha$. Then $\bar{\varphi}$ can be extended in a unique way to a homomorphism of $\vartheta_{\mathcal{P}}[x]$ since the image $\bar{\varphi}$ of any polynomial that vanishes at $x$ is of the form $g(\bar{T}) f(\bar{T})$ and therefore vanishes at $\bar{T}=\alpha$.

Finally, if $\overline{\mathfrak{A}}=E[\bar{T}]$, then $\bar{\varphi}$ cannot be extended to $\vartheta_{\mathcal{P}}[x]$. Indeed, for $\bar{P}(\bar{T}) \in$ $E[\bar{T}] \backslash\{0\}$, let $P(T) \in \mathfrak{A}$ be such that $\varphi(P(T))=\bar{P}(\bar{T})$; if $\varphi$ could be extended to $\bar{\varphi}: \vartheta_{\mathcal{P}}[x] \rightarrow F$, then we would have

$$
0=\bar{\varphi}(0)=\bar{\varphi}(P(x))=\bar{P}(\bar{\varphi}(x)),
$$

which is impossible since $\bar{\varphi}(x)$ would be a root of any polynomial.
Now we assume that $\bar{\varphi}$ cannot be extended to $\vartheta_{\mathcal{P}}\left[\frac{1}{x}\right]$ either. Let

$$
\mathfrak{B}=\left\{p(T) \in \vartheta_{\mathcal{P}}[T] \left\lvert\, p\left(\frac{1}{x}\right)=0\right.\right\} \quad \text { with } \quad \overline{\mathfrak{B}}=\bar{\varphi}(\mathfrak{B}) .
$$

Then we must have $\overline{\mathfrak{B}}=E[\bar{T}]$. Thus there exist $f(T), g(T) \in \vartheta_{\mathcal{P}}[T]$ with

$$
f(T)=a_{n} T^{n}+\cdots+a_{1} T+a_{0} \quad \text { and } \quad g(T)=b_{m} T^{m}+\cdots+b_{1} T+b_{0}
$$

such that $\bar{\varphi}(f)=1=\bar{\varphi}(g)$ and $f(x)=g\left(\frac{1}{x}\right)=0$.
We choose $n, m$ to be minimal with this property. Without lost of generality, we may assume $m \leq n$. Therefore

$$
\bar{a}_{0}=\bar{b}_{0}=1 \quad \text { and } \quad \bar{a}_{i}=\bar{b}_{j}=0 \quad \text { for } \quad i, j>0
$$

Let $g_{0}(T)=b_{0} T^{m}+\cdots+b_{m-1} T+b_{m}$. Using the division algorithm, we obtain

$$
b_{0}^{n} f(T)=g_{0}(T) Q(T)+R(T)
$$

with $Q(T), R(T) \in \vartheta_{\mathcal{P}}[T]$, and $\operatorname{deg} R<m=\operatorname{deg} g_{0}(T)$.
Now

$$
g_{0}(x)=x^{m}\left(b_{0}+\cdots+b_{m-1}\left(\frac{1}{x}\right)^{m-1}+b_{m}\left(\frac{1}{x}\right)^{m}\right)=x^{m} g\left(\frac{1}{x}\right)=0
$$

and so

$$
b_{0}^{n} f(x)=0=g_{0}(x) Q(x)+R(x)=0+R(x)=R(x)
$$

that is, $R(x)=0$.
On the other hand, we have

$$
1=\bar{b}_{0}^{n} \bar{f}(\bar{T})=\bar{g}_{0}(\bar{T}) \bar{Q}(\bar{T})+\bar{R}(\bar{T})=\bar{Q}(\bar{T}) \bar{T}^{m}+\bar{R}(\bar{T})
$$

Therefore $\bar{Q}(\bar{T})=0, \bar{R}(\bar{T})=1$, which contradicts the minimality of $n=\operatorname{deg} f$, since $R(T)$ satisfies

$$
\bar{R}(\bar{T})=1, \quad R(x)=0, \quad \text { and } \quad \operatorname{deg} R<m \leq n .
$$

Hence $\varphi$ can be extended to $\vartheta_{\mathcal{P}}\left[\frac{1}{x}\right]$.
As a consequence of Chevalley's lemma, we will obtain the existence of extensions of places:

Theorem 2.4.4. Let $K$ be a field, and let $\vartheta \subseteq K$ be a subring. Let $\varphi: \vartheta \longrightarrow F$ be a ring homomorphism, where $F$ is an algebraically closed field. Then $\varphi$ can be extended to a monomorphism of $K$ to $F$ or to a place of $K$ to $F \cup\{\infty\}$.

Proof. We may assume that $\varphi \neq 0$. Let

$$
\begin{aligned}
\mathfrak{X}= & \left\{\left(\varphi_{\alpha}, \vartheta_{\alpha}\right) \mid \vartheta \subseteq \vartheta_{\alpha} \subseteq K, \vartheta_{\alpha} \text { subring of } K,\right. \\
& \left.\varphi_{\alpha}: \vartheta_{\alpha} \longrightarrow F \text { a homomorphism such that }\left.\varphi_{\alpha}\right|_{\vartheta}=\varphi\right\} .
\end{aligned}
$$

We define an order in $\mathfrak{X}$ by $\left(\varphi_{\alpha}, \vartheta_{\alpha}\right) \leq\left(\varphi_{\beta}, \vartheta_{\beta}\right)$ if and only if $\vartheta_{\alpha} \subseteq \vartheta_{\beta}$ and $\left.\varphi_{\beta}\right|_{\vartheta_{\alpha}}=\varphi_{\alpha}$.

We have $(\varphi, \vartheta) \in \mathfrak{X}$, so $\mathfrak{X} \neq \emptyset$. Now if $\left\{\left(\varphi_{\alpha}, \vartheta_{\alpha}\right)\right\}_{\alpha \in I} \subseteq \mathfrak{X}$ is a chain, let $\vartheta_{I}=$ $\bigcup_{\alpha \in I} \vartheta_{\alpha}$ and $\varphi_{I}: \vartheta_{I} \longrightarrow F$ be defined by $\varphi_{I}(x)=\varphi_{\alpha}(x)$ for all $x \in \vartheta_{\alpha}$. Then $\left(\varphi_{I}, \vartheta_{I}\right)$ is an upper bound of the chain.

By Zorn's lemma, $\mathfrak{X}$ has a maximal element $\left(\Phi, \vartheta^{\prime}\right)$. First we will see that $\vartheta^{\prime}$ is a valuation ring or $\vartheta^{\prime}=K$. If not, there exists $x \in K$ such that $x \notin \vartheta^{\prime}$ and $x^{-1} \notin \vartheta^{\prime}$. By Chevalley's lemma, $\Phi$ can be extended to a homomorphism of $\vartheta^{\prime}[x]$ or a homomorphism of $\vartheta^{\prime}\left[\frac{1}{x}\right]=\vartheta^{\prime}\left[x^{-1}\right]$ in $F$, but in any case this contradicts the maximality of $\left(\Phi, \vartheta^{\prime}\right)$.

Now if $\vartheta^{\prime}=K, \Phi$ is a monomorphism. If $\vartheta^{\prime} \neq K$, then for $x \in \vartheta^{\prime}$ with $x \notin\left(\vartheta^{\prime}\right)^{*}$, we must have $\Phi(x)=0$, since otherwise the formula $\Phi\left(x^{-1}\right)=\Phi(x)^{-1}$ would define an extension of $\Phi$ to $\vartheta^{\prime}\left[\frac{1}{x}\right]$, a contradiction to the maximality of $\left(\Phi, \vartheta^{\prime}\right)$.

Hence, we have $\Phi(x)=0$ for $x \in \vartheta^{\prime} \backslash\left(\vartheta^{\prime}\right)^{*}$, the latter being the maximal ideal $\mathcal{P}$ of $\vartheta^{\prime}$. Finally, $\Phi$ can be extended to a place of $K$ by defining $\Phi(y)=\infty$ for $y \in K \backslash \vartheta^{\prime}$.

Corollary 2.4.5. If $K \subseteq L$ is a field extension and $\varphi: K \longrightarrow E \cup\{\infty\}$ is a place of $L$, then $\varphi$ can be extended to a place of $L$.

Proof. Let $F$ be an algebraic closure of $E$ and consider the ring

$$
\vartheta_{\varphi}=\{x \in K \mid \varphi(x) \neq \infty\}
$$

It follows from the remark after Proposition 2.2.11 that $\vartheta_{\varphi}$ is a valuation ring. Since $\vartheta_{\varphi}$ is a subring of $L$, by Theorem 2.4.4, $\varphi$ can be extended either to a monomorphism of $L$ or to a place of $L$. However, since there exists $x \in K$ such that $\varphi(x)=\infty$, the extension is necessarily a place of $L$.

Corollary 2.4.6. If $v$ is a valuation in a field $K$ and $L$ is an extension of $K$, then $v$ can be extended to a valuation of $L$.

Proof. The statement follows from the correspondence between valuations and places and from Corollary 2.4.5.

Corollary 2.4.7. If $K / k$ is a function field and $x \in K$ is a transcendental element over $k$, then there exists at least a valuation $v$ over $K$ such that $v(x)>0$.

Proof. In $k(x)$ we have $v_{x}(x)=1>0$. If $v$ is any extension of $v_{x}$ in $K$, then $v(x)>0$.

Now we will show that every valuation in a function field is discrete, which will allow us to assume that the value group of the valuation is $\mathbb{Z}$. We will need two lemmas.

Lemma 2.4.8. Let $W$ be an ordered group that contains $\mathbb{Z}$ and such that $[W: \mathbb{Z}]<\infty$. Then $W \cong \mathbb{Z}$.

Proof. Since $W / \mathbb{Z}$ is finite, there exists $n \in \mathbb{N}$ such that $0 \neq n W \subseteq \mathbb{Z}$. Therefore $n W \cong \mathbb{Z}$ and since $W$ is torsion free, we have $n W \cong W$.

Lemma 2.4.9. Let $L / K$ be a finite field extension with $[L: K]=n$. Let $v$ be a valuation over $L$ with value group $V$. If $W=v\left(K^{*}\right) \subseteq V$, then $[V: W]=m \leq n$.

Proof. See Exercise 2.6.5.
As an immediate consequence we obtain the following theorem:
Theorem 2.4.10. Every valuation on a function field $K / k$ is discrete.
Proof. If $v$ is a valuation over $K$, let $x \in K$ be transcendental over $K$. It follows from Theorem 2.4.1 that $\left.v\right|_{k(x)}$ is discrete. The fact that $v$ is discrete is a consequence of Lemmas 2.4.8 and 2.4.9.

Next we will define the degree of a place in a function field. Let $K / k$ be a function field, where $k$ is the exact field of constants. If $\varphi$ is a place over $K$, let $\vartheta$ and $\mathcal{P}$ be the valuation ring and the maximal ideal associated to $\varphi$ respectively, that is,

$$
\varphi: K \rightarrow k(\mathcal{P}) \cup\{\infty\}
$$

where $k(\mathcal{P})=\varphi(\vartheta) \cong \vartheta / \mathcal{P}$ (recall that $\vartheta=\{x \in K \mid \varphi(x) \neq \infty\}, \mathcal{P}=\{x \in K \mid$ $\varphi(x)=0\}, k \subseteq \vartheta$, and $k \cap \mathcal{P}=(0))$.

Notation 2.4.11. If $v$ is a valuation in $K, \mathcal{P}$ the associated ideal, and $\vartheta_{\mathcal{P}}$ the valuation ring, we will write $k(\mathcal{P}) \cong \vartheta_{\mathcal{P}} / \mathcal{P}$ for the residue field associated to $\mathcal{P}$.

Resuming the above development, we have $k \subseteq \vartheta, k \cap \mathcal{P}=(0)$, so $\varphi: k \longrightarrow k(\mathcal{P})$ is a monomorphism. Therefore $k(\mathcal{P})$ is an extension of $k$. The importance of this extension is that it is finite.

Theorem 2.4.12. Let $K / k$ be a function field and let $\mathcal{P}$ be a maximal ideal associated to a place of $K$. Then $f_{\mathcal{P}}=d_{K}(\mathcal{P})=[k(\mathcal{P}): k]<\infty$.

Proof. Let $\varphi$ be the place associated to $\mathcal{P}$, i.e.,

$$
\varphi: K \longrightarrow k(\mathcal{P}) \cup\{\infty\}, \quad \text { with } \quad \varphi(\mathcal{P})=0
$$

For $x \in \mathcal{P} \backslash\{0\}$, we have $\varphi(x)=0$. Since $k \subseteq \vartheta$ where $\vartheta$ is the associated valuation ring, $\left.\varphi\right|_{k}: k \longrightarrow k(\mathcal{P})$ is a field monomorphism. Therefore $\varphi(x)=0$ implies that $x=0$ or $x$ is transcendental. Since we chose $x \neq 0, x$ is necessarily transcendental. We have $[K: k(x)]=n<\infty$. It will be shown that in fact $[k(\mathcal{P}): k] \leq n$.

Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n+1} \in k(\mathcal{P})$ be all distinct (if this is not possible, that is, if $|k(\mathcal{P})| \leq n$, the result is immediate). Let $a_{i} \in \vartheta$ be such that $\varphi\left(a_{i}\right)=\alpha_{i}$. Since $[K: k(x)]=n$, there exist polynomials $\left\{f_{i}(x)\right\}_{i=1}^{n+1} \subseteq k[x]$ such that

$$
\begin{equation*}
\sum_{i=1}^{n+1} a_{i} f_{i}(x)=0 \tag{2.1}
\end{equation*}
$$

with some $f_{j}(x)=b_{m} x^{m}+\cdots+b_{1} x+b_{0}, b_{0} \neq 0$. Let $f_{i}(x)=c_{i}+x g_{i}(x)$ with $c_{i} \in k$, and, of course, $c_{j}=b_{0} \neq 0$. Then from (2.1), we obtain the relation

$$
\begin{equation*}
\sum_{i=1}^{n+1} a_{i} c_{i}=-x \sum_{i=1}^{n+1} a_{i} g_{i}(x) \tag{2.2}
\end{equation*}
$$

Applying $\varphi$ to each side of (2.2) we obtain

$$
\sum_{i=1}^{n+1} c_{i} \alpha_{i}=-\varphi(x) \sum_{i=1}^{n+1} \alpha_{i} g_{i}(\varphi(x))=0
$$

with some $c_{j} \neq 0$, which implies that the set $\left\{\alpha_{i}\right\}_{i=1}^{n+1}$ is linearly dependent over $k$. Hence $[k(\mathcal{P}): k] \leq n$.

Definition 2.4.13. The number $f_{\mathcal{P}}=d_{K}(\mathcal{P})=[k(\mathcal{P}): k]$ is called the degree of the place $\mathcal{P}$ or the inertia degree of $\mathcal{P}$.

Example 2.4.14. If $K=k(x)$ and $\mathcal{P}$ corresponds to the valuation given by the monic polynomial $f(x) \in k[x]$, then $k(\mathcal{P}) \cong k[x] /(f(x))$. Hence $[k(\mathcal{P}): k]=\operatorname{deg} f$. Also, if $\mathcal{P}$ corresponds to the valuation given by $1 / x$, we have $[k(\mathcal{P}): k]=1$.

Corollary 2.4.15. For any place $\mathcal{P}, f_{\mathcal{P}}$ satisfies $1 \leq f_{\mathcal{P}} \leq n$, where $n=[K: k(x)]$, $x$ is any element such that $v_{\mathcal{P}}(x) \neq 0$, and $v_{\mathcal{P}}$ is the associated valuation.

Proof. If $\varphi$ is the place associated to $v_{\mathcal{P}}, v_{\mathcal{P}}(x) \neq 0$ is equivalent to $\varphi(x)=0$ or $\varphi(x)=\infty$. The case $\varphi(x)=\infty$ can be reduced to $\varphi\left(x^{-1}\right)=0, k(x)=k\left(x^{-1}\right)$.

Corollary 2.4.16. If the field of constants of $k$ is algebraically closed, then $f_{\mathcal{P}}=1$ for every place $\mathcal{P}$.

Proof. Since $k$ is algebraically closed and $k(\mathcal{P})$ is a finite extension of $k$, in particular algebraic, then $k(\mathcal{P})=k$. Therefore $f_{\mathcal{P}}=[k(\mathcal{P}): k]=1$.

### 2.5 Artin's Approximation Theorem

The theorem that we will prove in this section, as indicated by the title, is due to Emil Artin. This result essentially establishes that given a finite number of pairwise inequivalent absolute values over a field $K$, and given the same number of elements of $K$, we can approximate simultaneously all those elements by a single element of $K$, each approximation being given in the respective absolute value. Here the phrase "a finite number of absolute values" is necessary in the sense that there does not exist an approximation theorem for an infinite number of absolute values. The approximation theorem can be considered as a generalization of the Chinese remainder theorem.

For instance, given $\varepsilon_{1}=10^{-25}, \varepsilon_{2}=10^{-30},|\cdot|_{1},|\cdot|_{2}$ the 5 -adic and the 17 -adic absolute values respectively, there exists $x \in \mathbb{Z}$ such that $|x-2|_{1}<\varepsilon_{1}$ and $|x-7|_{2}<$ $\varepsilon_{2}$. We use the Chinese remainder theorem to find $x$ satisfying $x \equiv 2 \bmod 5^{n}$ and $x \equiv 7 \bmod 17^{n}$ for some $n$ to be given later. Thus we may write $x=2+5^{n} t$ and $x=7+17^{n} s$, so

$$
|x-2|_{1}=\left|5^{n} t\right|_{1} \leq\left|5^{n}\right|_{1}=5^{-n} \quad \text { and } \quad|x-7|_{2}=\left|17^{n} s\right|_{2} \leq\left|17^{n}\right|_{2}=17^{-n}
$$

Therefore if we choose $n>25 \log _{5} 10$ and $n>30 \log _{7} 10, x$ satisfies $|x-2|_{1}<\varepsilon_{1}$ and $|x-7|_{2}<\varepsilon_{2}$.

Recall that two nontrivial absolute values $\left.\right|_{1},\left.\right|_{\left.\right|_{2}}$ over a field $K$ are called equivalent if $|x|_{1}<1 \Longleftrightarrow|x|_{2}<1$, or, which is the same, if they define the same topology on $K$.

Proposition 2.5.1. Let $K$ be an arbitrary field, and let $\left|\left.\right|_{1}, \ldots,| |_{n}\right.$ be $n$ nontrivial pairwise inequivalent absolute values over $K$. Then there exists an element a of $K$ such that $|a|_{1}>1$ and $|a|_{2}<1, \ldots,|a|_{n}<1$.

Proof. We will proceed by induction on $n$. If $n=2$, then there exist elements $b, c \in K^{*}$ such that

$$
|b|_{1}>1, \quad|b|_{2} \leq 1 \quad \text { and } \quad|c|_{2}>1, \quad|c|_{1} \leq 1
$$

Let $a=\frac{b}{c}$. We have

$$
|a|_{1}=\frac{|b|_{1}}{|c|_{1}} \geq|b|_{1}>1 \quad \text { and } \quad|a|_{2}=\frac{|b|_{2}}{|c|_{2}}<|b|_{2} \leq 1
$$

Therefore $a$ is the element we are looking for.
Let's assume that the result holds for $n-1 \geq 1$. For $n$, we begin by choosing $b \in K$ such that

$$
|b|_{1}>1 \quad \text { and } \quad|b|_{2}<1, \ldots,|b|_{n-1}<1
$$

and $c \in K$ such that

$$
|c|_{1}>1, \quad|c|_{n}<1
$$

Now if $|b|_{n} \leq 1$, then for $m \in \mathbb{N}, a=b^{m} c$ satisfies

$$
\begin{aligned}
|a|_{1} & =|b|_{1}^{m}|c|_{1}>1, \\
|a|_{i} & =|b|_{i}^{m}|c|_{i} \xrightarrow[m \rightarrow \infty]{ } 0, \quad 2 \leq i \leq n-1, \\
|a|_{n} & =|b|_{n}^{m}|c|_{n}<1
\end{aligned}
$$

Hence, taking $m$ to be large enough, $a=b^{m} c$ satisfies $|a|_{1}>1$ and $|a|_{i}<1, i=$ $2, \ldots, n$.

Now assume that $|b|_{n}>1$. Then

$$
\frac{b^{m}}{1+b^{m}}=\frac{1}{\frac{1}{b^{m}}+1} \xrightarrow[m \rightarrow \infty]{\stackrel{\mid l_{n}}{\longrightarrow}} \frac{1}{0+1}=1
$$

since

$$
\left(\frac{1}{b}\right)^{m} \xrightarrow[m \rightarrow \infty]{| |_{n}} 0 \quad \text { and } \quad \frac{b^{m}}{1+b^{m}} \underset{m \rightarrow \infty}{\left|\left.\right|_{i}\right.} 0, \quad i=2, \ldots, n-1
$$

Thus

$$
\begin{aligned}
& \left|\frac{b^{m} c}{1+b^{m}}\right|_{n} \xrightarrow[m \rightarrow \infty]{ }|c|_{n}<1 \\
& \left|\frac{b^{m} c}{1+b^{m}}\right|_{i} \xrightarrow[m \rightarrow \infty]{ } 0, \quad i=2, \ldots, n-1 \\
& \left|\frac{b^{m} c}{1+b^{m}}\right|_{1} \xrightarrow[m \rightarrow \infty]{ }|c|_{1}>1
\end{aligned}
$$

Therefore $a=\frac{b^{m} c}{1+b^{m}}$, for a large enough natural number $m$, is the required element.
Proposition 2.5.2. Let $\left|\left.\right|_{1}, \ldots,| |_{n}\right.$ be nontrivial pairwise inequivalent absolute values over a field $K$. Given $\varepsilon>0, \varepsilon \in \mathbb{R}$, there exists $x \in K$ such that $|1-x|_{1}<\varepsilon$ and $|x|_{i}<\varepsilon$ for $i=2, \ldots, n$.
Proof. Let $a \in K$ be such that

$$
|a|_{1}>1, \quad \text { and } \quad|a|_{i}<1, \quad i=2, \ldots, n .
$$

Let

$$
x=\frac{a^{m}}{1+a^{m}} \underset{m \rightarrow \infty}{ }\left\{\begin{array}{l}
1 \text { for } \|_{1}, \\
0 \text { for } \|_{i}, \quad 2 \leq i \leq n
\end{array}\right.
$$

For $m$ large enough, $x$ satisfies the conditions of the proposition.
Theorem 2.5.3 (Approximation Theorem). Let $\left|\left.\right|_{1}, \ldots,| |_{n}\right.$ be nontrivial pairwise inequivalent absolute values over a field $K$. Given $\varepsilon>0, \varepsilon \in \mathbb{R}$, and $a_{1}, a_{2}, \ldots, a_{n} \in$ $K$, there exists $y \in K$ such that $\left|y-a_{i}\right|_{i}<\varepsilon$ for $1 \leq i \leq n$.

Proof. Let $M=\max \left\{\left|a_{i}\right|_{j} \mid 1 \leq i, j \leq n\right\}$. If $M=0$, the result is immediate. Let $M \neq 0$. It follows from Proposition 2.5.2 that there exist $b_{1}, b_{2}, \ldots, b_{n}$ such that

$$
\left|1-b_{i}\right|_{i}<\frac{\varepsilon}{M n} \quad \text { for } \quad i=1, \ldots, n \quad \text { and } \quad\left|b_{j}\right|_{i}<\frac{\varepsilon}{M n} \quad \text { for } \quad 1 \leq i \neq j \leq n
$$

Let $y=a_{1} b_{1}+\cdots+a_{n} b_{n}$. Then we have for $1 \leq i \leq n, y-a_{i}=\sum_{\substack{j=1 \\ j \neq i}}^{n} a_{j} b_{j}+$ $a_{i}\left(b_{i}-1\right)$, so that

$$
\begin{aligned}
\left|y-a_{i}\right|_{i} & \leq \sum_{\substack{j=1 \\
j \neq i}}^{n}\left|a_{j} b_{j}\right|_{i}+\left|a_{i}\right|_{i}\left|b_{i}-1\right|_{i} \leq M \sum_{\substack{j=1 \\
j \neq i}}^{n}\left|b_{j}\right|_{i}+M\left|b_{i}-1\right|_{i}< \\
& <M(n-1) \frac{\varepsilon}{M n}+M \frac{\varepsilon}{M n}=\left(\frac{n-1}{n}+\frac{1}{n}\right) \varepsilon=\varepsilon
\end{aligned}
$$

Hence $y$ satisfies the conditions of the theorem.
The next results are applications of some versions of the approximation theorem. In particular, Example 2.5 .7 will be very useful.

Corollary 2.5.4. Let $\left|\left.\right|_{1}, \ldots,| |_{n}\right.$ be pairwise nontrivial inequivalent absolute values over a field $K$. Denote by $K_{i}$ the topological space whose underlying set is $K$ and the topology is generated by $\left|\left.\right|_{i}\right.$. Let $K_{1} \times \cdots \times K_{n}$ be given with the product topology and let $\begin{aligned} K & \rightarrow K_{1} \times \cdots \times K_{n} \\ x & \mapsto(x, \ldots, x)\end{aligned}$ be the diagonal map. Then $K$ is dense in $K_{1} \times \cdots \times K_{n}$.

Corollary 2.5.5. Let $v_{1}, \ldots, v_{n}$ be $n$ nontrivial pairwise inequivalent absolute values over a field $K$ whose value groups are contained in $\mathbb{R}$. Then given $a_{1}, a_{2}, \ldots, a_{n} \in K$ and $M \in \mathbb{R}$, there exists $x \in K$ such that $v_{i}\left(x-a_{i}\right) \geq M$ for $i=1, \ldots, n$.

Proof. Let $|x|_{i}=e^{-v_{i}(x)}$. Then $\left|\left.\right|_{1}, \ldots,| |_{n}\right.$ are nontrivial pairwise inequivalent absolute values satisfying $v_{i}(x)=-\ln |x|_{i}$. The required solution is

$$
v_{i}\left(x-a_{i}\right)_{i}=-\ln \left|x-a_{i}\right|_{i} \geq M \Longleftrightarrow\left|x-a_{i}\right|_{i} \leq e^{-M}
$$

Corollary 2.5.6. Let $v_{1}, \ldots, v_{n}$ be nontrivial inequivalent pairwise absolute values over a field $K$ with respective value groups $G_{1}, \ldots, G_{n}$ satisfying $G_{i} \subseteq \mathbb{R}$. Then given $g_{1} \in G_{1}, \ldots, g_{n} \in G_{n}$ and $a_{1}, \ldots, a_{n} \in K$, there exists $z \in K$ such that $v_{i}\left(z-a_{i}\right)=g_{i}$ for $i=1, \ldots, n$.

Proof. Let $x$ be such that $v_{i}\left(x-a_{i}\right)>g_{i}$ for $i=1, \ldots, n$. Such $x$ exists by Corollary 2.5.5. Let $c_{i} \in K$ be such that $v_{i}\left(c_{i}\right)=g_{i}$ and let $y \in K$ be such that $v_{i}\left(y-c_{i}\right)>g_{i}$. Then

$$
v_{i}(y)=v_{i}\left(y-c_{i}+c_{i}\right)=\min \left\{v_{i}\left(y-c_{i}\right), v_{i}\left(c_{i}\right)\right\}=g_{i}, \quad i=1, \ldots, n
$$

Let $z=x+y$. Then

$$
v_{i}\left(z-a_{i}\right)=v_{i}\left(y+x-a_{i}\right)=\min \left\{v_{i}(y), v_{i}\left(x-a_{i}\right)\right\}=g_{i}, i=1, \ldots, n
$$

Example 2.5.7. Let $K$ be a number field or a function field. Let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{n}$ be $n$ distinct places of $K$. Let $a_{1}, a_{2}, \ldots, a_{n} \in K$ be arbitrary elements and let $m_{1}, m_{2}, \ldots, m_{n}$ be arbitrary natural numbers. Then the system of congruences $x \equiv a_{i} \bmod \mathcal{P}_{i}^{m_{i}}$ has a solution in $K$. The notation $x \equiv a \bmod \mathcal{P}^{s}$ means that $x-a \in \mathcal{P}^{s}$, where $\mathcal{P}$ is the ideal of the valuation. The existence of the solution follows from the fact that $x-a \in \mathcal{P}_{i}^{m_{i}} \Longleftrightarrow v_{i}\left(x-a_{i}\right) \geq m_{i}$, which in turn follows from Corollary 2.5.6.

Remark 2.5.8. Corollaries 2.5.5 and 2.5.6 can be proved assuming only that the value groups are archimedean. The proof is similar to that of Theorem 2.5.3. We say that an ordered group $G$ is archimedean if for any $a, b \in G$ such that $a>0$, there exists $n \in \mathbb{N}$ such that $n a>b$.

In Proposition 2.3.13 we proved that given a field $K$ with discrete valuation $v$ and prime ideal $\mathfrak{p}$, if $K_{\mathfrak{p}}$ is the completion of $K$ with respect to $v$ and $\pi$ is a prime element, then every element $x$ of $K_{\mathfrak{p}}$ can be written in a unique way as

$$
\sum_{i=m}^{n} \alpha_{i} \pi^{i}, \quad m \in \mathbb{Z}, \quad \alpha_{i} \in S
$$

where $S$ is a set of representatives of the residue field and $0 \in S$.
In the case of a number field, the residue field is of characteristic $p>0$ and the completion is of characteristic 0 , so that $K_{\mathfrak{p}}$ cannot be isomorphic to the field of Laurent series $k(\mathfrak{p})((\pi))$ since these two fields are of different characteristic.

In the case of a function field $K / k$, the residue field $k(\mathfrak{p})$ is a finite extension of the field of constants $k$. Therefore $k(\mathfrak{p}), k, K$, and $K_{\mathfrak{p}}$ all have the same characteristic. We will prove that in this case, $K_{\mathfrak{p}}$ and $k(\mathfrak{p})((x))$ are isomorphic, where $k(\mathfrak{p})((x))$ is the field of Laurent series in the indeterminate $x$.

Definition 2.5.9. Let $K / k$ be a function field, $\mathfrak{p}$ be a place of $K$, and $K_{\mathfrak{p}}$ the completion of $K$ with respect to $\mathfrak{p}$. Let $\vartheta$ and $\hat{\vartheta}$ be the rings of integers of $K$ and $K_{\mathfrak{p}}$ respectively. Let $k(\mathfrak{p}):=\bar{k} \cong \vartheta / \mathfrak{p} \cong \hat{\vartheta} / \hat{\mathfrak{p}}$ be the residue field. A field $S \subseteq \hat{\vartheta}$ that can be mapped isomorphically onto $\bar{k}$ is called a coefficient field in $\hat{\vartheta}$.

Proposition 2.5.10. If $S$ is a coefficient field, then $K_{\mathfrak{p}}$ is isomorphic to $S((x))$ algebraically and topologically. Here the topology of $M((x))$ is the one corresponding to the valuation

$$
v\left(\sum_{n=m}^{\infty} a_{n} x^{n}\right)=m
$$

where $a_{m} \neq 0$.
Proof. If $\varphi: S \rightarrow \bar{k}$ is the isomorphism defined by $\varphi(s)=s \bmod \mathfrak{p}$, it follows from Proposition 2.3.13 that the map

$$
\begin{aligned}
& \psi: S((x)) \rightarrow K_{\mathfrak{p}} \\
& \sum_{n=m}^{\infty} a_{n} x^{n} \mapsto \sum_{n=m}^{\infty} \varphi\left(a_{n}\right) \pi^{n}
\end{aligned}
$$

is an algebraic and topological isomorphism since $\psi(x)=\pi$.
The next result proves that $\hat{\vartheta}$ always contains a coefficient field. The hard case is that in which $k$ is not perfect.

Definition 2.5.11. Let $\bar{k}$ be of characteristic $p>0$. A set $S=\left\{\theta_{i}\right\}_{i \in I} \subseteq \bar{k}$ is called a p-basis of $\bar{k}$ if

$$
\bar{k}=\bar{k}^{p}[S] \quad \text { and } \quad\left[\bar{k}^{p}\left[\theta_{1}, \ldots, \theta_{n}\right]: \bar{k}^{p}\right]=p^{n}
$$

for any distinct elements $\theta_{1}, \ldots, \theta_{n} \in S$.
It is easy to see that the empty set is a $p$-basis if and only if $\bar{k}$ is perfect.
Proposition 2.5.12. Let $\bar{k}$ be an imperfect field. Then there exist p-bases for $\bar{k}$.
Proof. Let $\mathcal{A}=\left\{S \subseteq \bar{k} \mid\right.$ for any distinct $\theta_{1}, \ldots, \theta_{n} \in S,\left[\bar{k}^{p}\left[\theta_{1}, \ldots, \theta_{n}\right]: \bar{k}^{p}\right]=$ $\left.p^{n}\right\}$. Then $\emptyset \in \mathcal{A}$ and $\mathcal{A} \neq \emptyset$. We define a partial order in $\mathcal{A}$ as follows:

$$
S_{1} \leq S_{2} \Longleftrightarrow S_{1} \subseteq S_{2}
$$

Clearly every chain $\left\{S_{\alpha}\right\}_{\alpha \in I}$ has an upper bound $S:=\bigcup_{\underline{\alpha} \in I} S_{\alpha} \in \mathcal{A}$, so by Zorn's lemma, $\mathcal{A}$ contains a maximal element $S$. We have $\bar{k}=\bar{k}^{p}[S]$, since otherwise we may choose $a \in \bar{k} \backslash \bar{k}^{p}[S]$, and if $\theta_{1}, \ldots, \theta_{n}$, are $n$ distinct elements of $S$, we have $a \notin \bar{k}^{p}\left[\theta_{1}, \ldots, \theta_{n}\right]$ and $a^{p} \in \bar{k}^{p}$, so that

$$
\begin{aligned}
& {\left[\bar{k}^{p}\left[\theta_{1}, \ldots, \theta_{n}, a\right]: \bar{k}^{p}\right]} \\
& \quad=\left[\bar{k}^{p}\left[\theta_{1}, \ldots, \theta_{n}, a\right]: \bar{k}^{p}\left[\theta_{1}, \ldots, \theta_{n}\right]\right]\left[\bar{k}^{p}\left[\theta_{1}, \ldots, \theta_{n}\right]: \bar{k}^{p}\right]=p p^{n}=p^{n+1} .
\end{aligned}
$$

Thus $S \cup\{a\} \in \mathcal{A}$ and $S \varsubsetneqq S \cup\{a\}$. The result follows.
Definition 2.5.13. Assume that $\operatorname{char} \bar{k}=p>0$. Let $a \in \bar{k}$. An element $\alpha \in \hat{\vartheta}$ is called a multiplicative representative or Teichmüller representative of $a$ if $\bar{\alpha}=\alpha \bmod \mathfrak{p}=a$ and $\alpha \in \bigcap_{m=0}^{\infty} K_{\mathfrak{p}}^{p^{m}}$.

Proposition 2.5.14. Let $\alpha, \beta \in \hat{\vartheta}$ and $v_{\mathfrak{p}}(\alpha-\beta) \geq m$ with $m \in \mathbb{N}$. Then $v_{\mathfrak{p}}\left(\alpha^{p^{n}}-\right.$ $\left.\beta^{p^{n}}\right) \geq n+m$.
Proof. We have $\alpha-\beta \in \hat{\mathfrak{p}}^{m}$. If $\pi$ is a prime element for $\mathfrak{p}$, let $\alpha=\beta+\pi^{m} \delta$ with $\delta \in \hat{\vartheta}$. Then

$$
\begin{equation*}
\alpha^{p}=\sum_{j=1}^{p}\binom{p}{j} \beta^{p-j}\left(\pi^{m} \delta\right)^{j}+\beta^{p} \tag{2.3}
\end{equation*}
$$

We have $p \bmod \mathfrak{p}=\bar{p}=0$ in $\bar{k}$. Thus $v_{\mathfrak{p}}(p) \geq 1$. For $1 \leq j \leq p-1, p \operatorname{divides}\binom{p}{j}$; hence $v_{\mathfrak{p}}\left(\binom{p}{j}\right) \geq 1$ and

$$
v_{\mathfrak{p}}\left(\binom{p}{j} \beta^{p-j}\left(\pi^{m} \delta\right)^{j}\right) \geq 1+0+m j \geq m+1
$$

for $j=1, \ldots, p-1$. For $j=p$, we have

$$
v_{\mathfrak{p}}\left(\binom{p}{p} \beta^{p-p}\left(\pi^{m} \delta\right)^{p}\right)=p m \geq m+1
$$

Thus by (2.3) we have $v_{\mathfrak{p}}\left(\alpha^{p}-\beta^{p}\right) \geq m+1$. The result follows by induction.
Proposition 2.5.15. An element $a \in \bar{k}$ has a multiplicative representative if and only if $a \in \bigcap_{m=0}^{\infty} \bar{k} p^{m}$. In this case the multiplicative representative is unique. Furthermore, if $\alpha$ and $\beta$ are the multiplicative representatives of $a$ and $b$ respectively, then $\alpha \beta$ is the multiplicative representative of $a b$.

Proof. First let $a \in \bigcap_{m=0}^{\infty} \bar{k} p^{m}$. Since $k$ is of characteristic $p$, for each $m$ there exists a unique $a_{m} \in \bar{k}$ such that $a_{m}^{p^{m}}=a$. Choose $\beta_{m} \in \hat{\vartheta}$ such that $\bar{\beta}_{m}=a_{m}$. We have

$$
\overline{\beta_{m+1}^{p}}=a_{m+1}^{p}=a_{m}=\bar{\beta}_{m}
$$

Hence, $v_{\mathfrak{p}}\left(\beta_{m+1}^{p}-\beta_{m}\right) \geq 1$. From Proposition 2.5 .14 we obtain

$$
v_{\mathfrak{p}}\left(\beta_{m+1}^{p^{n+1}}-\beta_{m}^{p^{n}}\right) \geq n+1 \quad \text { for all } \quad n \geq 1
$$

In particular, the sequence $\left\{\beta_{i+n}^{p^{n}}\right\}_{n=0}^{\infty}$ is Cauchy.

$$
\text { Let } \alpha_{i}=\lim _{n \rightarrow \infty} \beta_{i+n}^{p^{n}} \in \hat{\vartheta} \text {. Then }
$$

$$
\alpha_{i}^{p^{i}}=\lim _{n \rightarrow \infty} \beta_{i+n}^{p^{i+n}}=\lim _{n \rightarrow \infty} \beta_{n}^{p^{n}}=\alpha_{0} \in K_{\mathfrak{p}}^{p^{i}}
$$

for $i \geq 0$. Since $a_{0}=\overline{\beta_{n}^{p^{n}}}=a$ for all $n$, we have $\bar{\alpha}_{0}=a_{0}=a$, that is, $\alpha_{0}$ is a multiplicative representative of $a$.

Conversely, if $a \in \bar{k}$ has a multiplicative representative $\alpha$, then $\alpha \in \bigcap_{m \geq 0} K_{\mathfrak{p}}^{p^{m}}$ so that $a=\bar{\alpha} \in \bigcap_{m \geq 0} \bar{k}^{p^{m}}$.

To show the uniqueness, let $\alpha$ and $\beta$ be two multiplicative representatives of $a \in \bar{k}$. Then, writing $\alpha=\alpha_{m}^{p^{m}}$ and $\beta=\beta_{m}^{p^{m}}$ with $\alpha_{m}, \beta_{m} \in \hat{\vartheta}$, we get $\bar{\alpha}_{m}^{p^{m}}=\bar{\beta}_{m}^{p^{m}}$. It follows that $\bar{\alpha}_{m}=\bar{\beta}_{m}$ since char $\bar{k}=p$. Hence $v_{\mathfrak{p}}\left(\alpha_{m}-\beta_{m}\right) \geq 1$. By Proposition 2.5 .14 we have

$$
v_{\mathfrak{p}}(\alpha-\beta)=v_{\mathfrak{p}}\left(\alpha_{m}^{p^{m}}-\beta_{m}^{p^{m}}\right) \geq m+1
$$

for all $m$. Thus $\alpha=\beta$.
Finally, if $\alpha$ and $\beta$ are the multiplicative representatives of $a$ and $b$ respectively, then $\overline{\alpha \beta}=\bar{\alpha} \bar{\beta}=a b$ and $\alpha \beta \in \bigcap_{m \geq 0} K_{\mathfrak{p}}^{p^{m}}$. Therefore, $\alpha \beta$ is the multiplicative representative of $a b$.

Corollary 2.5.16. Let $\mathfrak{R}$ be the set of multiplicative representatives of $\bar{k}$ in $\hat{\vartheta}$. If $\bar{k}$ is a perfect field, then every element of $\bar{k}$ has its multiplicative representative in $\mathfrak{R}$. The map $r: \bar{k} \rightarrow \mathfrak{R}, a \mapsto \alpha$, induces an isomorphism $\bar{k}^{*} \xrightarrow{\sim} \mathfrak{R} \backslash\{0\}$.

Proof. Since $\bar{k}$ is perfect, we have $\bar{k} p^{m}=\bar{k}$ for all $m \geq 0$.
Definition 2.5.17. The correspondence $r: \bar{k} \rightarrow \mathfrak{R}$ defined in Corollary 2.5.16 is called the Teichmüller map.

If $\bar{k}$ is finite then $\mathfrak{R} \backslash\{0\}$ is a cyclic group of order $|\bar{k}|-1$.
Corollary 2.5.18. If $\alpha$ and $\beta$ are the multiplicative representatives of $a$ and $b \in \bar{k}$ respectively, then $\alpha+\beta$ is the multiplicative representative of $a+b$.

Proof. Let $\alpha=\alpha_{m}^{p^{m}}$ and $\beta=\beta_{m}^{p^{m}}$ with $m \geq 0$. Then

$$
\alpha+\beta=\alpha_{m}^{p^{m}}+\beta_{m}^{p^{m}}=\left(\alpha_{m}+\beta_{m}\right)^{p^{m}}
$$

Hence $\alpha+\beta \in \bigcap_{m \geq 0} K_{\mathfrak{p}}^{p^{m}}$ and $\overline{\alpha+\beta}=a+b$.

Proposition 2.5.19. Let $\Theta=\left\{\theta_{i}\right\}_{i \in I}$ be a p-basis of $\bar{k}$. For each $i \in I$, let $\alpha_{i} \in \hat{\vartheta}$ be such that $\bar{\alpha}_{i}=\theta_{i}$. Then there exists an extension $L$ of $K_{\mathfrak{p}}$, where $L$ is a complete field, such that

$$
\bar{L}=\bigcup_{m=0}^{\infty} \bar{k}^{p^{-m}}
$$

Here $\bar{L}$ is the residue field of $L$ and for each $i \in I, \alpha_{i}$ is the multiplicative representative of $\theta_{i}$ in $L$, and $\bar{k}^{p^{-m}}$ is the field of the roots of the polynomials $T^{p^{m}}-y$, $y \in \bar{k}$.

Proof. For each $m \in \mathbb{N}$, let $L_{m}=L_{m-1}\left(\left\{\alpha_{i, m}\right\}_{i \in I}\right)$ where for all $i \in I \alpha_{i, m}^{p}=\alpha_{i, m-1}$, $L_{0}=K_{\mathfrak{p}}$ and $\alpha_{i, 0}=\alpha_{i}$. If $L$ is the completion of $L^{*}=\bigcup_{m \geq 0} L_{m}$, then $L$ satisfies the conditions of the proposition. Since $\alpha_{i} \in \bigcap_{m=0}^{\infty} L^{p^{m}}$, it follows that $\alpha_{i}$ is the multiplicative representative of $\theta_{i}$.

Now we are ready to prove our main result.
Theorem 2.5.20. Let $K / k$ be a function field, $\mathfrak{p}$ a place of $K, K_{\mathfrak{p}}$ the completion of $K$ with respect to $\mathfrak{p}$, and $\pi$ a prime element of $\mathfrak{p}$. Then $K_{\mathfrak{p}}$ is isomorphic to $k(\mathfrak{p})((\pi))$, where $k(\mathfrak{p})$ is the residue field of $\mathfrak{p}$. More precisely, $\hat{\vartheta}$ contains a coefficient field $S$. If $k(\mathfrak{p}) / k$ is separable we may choose $k \subseteq S$, and $S$ is unique satisfying this property. If $k(\mathfrak{p}) / k$ is not separable, then $S$ is not necessarily unique.

## Proof.

I.-Separable Case: We have $k(\mathfrak{p}) \cong \vartheta / \mathfrak{p} \cong \hat{\vartheta} / \hat{\mathfrak{p}}$. Let $k(\mathfrak{p}) / k$ be separable. We write $k(\mathfrak{p})=k(\alpha)$, with $\alpha \in k(\mathfrak{p})$. Let $f(x)$ be the irreducible polynomial of $\alpha$ over $k$. Since $\alpha$ is separable, we have

$$
f(x)=(x-\alpha) g(x) \quad \text { with } \quad g(x) \in k(\mathfrak{p})[x], \quad \text { and } \quad g(\alpha) \neq 0 .
$$

Therefore, $x-\alpha$ and $g(x)$ are relatively prime. Now consider $f(x)$ as a polynomial with coefficients in $\hat{\vartheta}$. If we apply Hensel's lemma to $f$, we can see that $f$ admits a factor of degree one, $a x+b \in \hat{\vartheta}[x]$, and such that the residue is $a \equiv 1 \bmod \hat{\mathfrak{p}}$, $-b \equiv \alpha \bmod \hat{\mathfrak{p}}$.

Let $\alpha_{1}=-\frac{b}{a} \in \hat{\vartheta}$ be such that $\alpha_{1} \bmod \hat{\mathfrak{p}}=\alpha$. Now, $\alpha_{1}$ is algebraic over $k$ since $f\left(\alpha_{1}\right)=0$. Let $n=\operatorname{deg} f$. The elements $1, \alpha, \ldots, \alpha^{n-1}$ are linearly independent over $k$, so that $k\left(\alpha_{1}\right)$ is a set of representatives of $k(\mathfrak{p})$ and $k\left(\alpha_{1}\right)$ is a field with $k \subseteq K_{\mathfrak{p}}, \alpha_{1} \in K_{\mathfrak{p}}$, and so $k\left(\alpha_{1}\right) \subseteq \hat{\vartheta}$.

In order to prove the uniqueness of the field $k\left(\alpha_{1}\right)$, consider a subfield $E \subseteq \hat{\vartheta}$ such that $E$ is a set of representatives of $k(\mathfrak{p})$. Let $\alpha_{2} \in E$ be such that $\alpha_{2} \bmod \hat{\mathfrak{p}}=\alpha$. We have $k(\mathfrak{p})=k[\alpha]$, so that $E=k\left[\alpha_{2}\right]=k\left(\alpha_{2}\right)$. Now $f\left(\alpha_{2}\right) \bmod \mathfrak{p} \equiv f(\alpha) \equiv 0$, and hence $f\left(\alpha_{2}\right)=0$. Recall that

$$
f(x)=(a x+b) g(x), \quad f\left(\alpha_{2}\right)=\left(a \alpha_{2}+b\right) g\left(\alpha_{2}\right)
$$

but

$$
g\left(\alpha_{2}\right) \bmod \mathfrak{p} \equiv g(\alpha) \neq 0
$$

Thus $a \alpha_{2}+b=0$, that is, $\alpha_{2}=-\frac{b}{a}=\alpha_{1}$ and $E=k\left(\alpha_{1}\right)$.
Now if $\pi$ is a prime element, then $S=k\left(\alpha_{1}\right)$ is the set of representatives of $k(\mathfrak{p})$. We have $S \subseteq K_{\mathfrak{p}}$ and $\pi \in K_{\mathfrak{p}}$. Any element $\sum_{n=m}^{\infty} a_{n} \pi^{n}$ of $S((\pi))$ is the limit of the Cauchy sequence $\left\{\sum_{i=m}^{n} a_{i} \pi^{i}\right\}_{n=m}^{\infty} \subseteq K_{\mathfrak{p}}$ and therefore converges in $K_{\mathfrak{p}}$. Conversely, every element of $K_{\mathfrak{p}}$ can be represented as a series. By all the above, the theorem follows.
II.-Inseparable Case: In this case, we have char $k=p>0$. By Proposition 2.5.10, it suffices to show that there exists a coefficient field in $\hat{\vartheta}$. Let $L$ be as in Proposition 2.5.19. We have $\bar{L}^{p}=\bar{L}$, so $\bar{L}$ is a perfect field and by the first case there is a unique coefficient field $N$ of $\bar{L}$ in $\vartheta_{L}$. Let $S$ be the subfield of $N$ corresponding to $\bar{k}=k(\mathfrak{p})$. If $\gamma \in S$, then $\bar{\gamma} \in \bar{k}^{p^{m}}[\Theta]$ for some $m$, where $\Theta=\left\{\theta_{i}\right\}_{i \in I}$ is a $p$ basis of $\bar{k}$. With the notation of Proposition 2.5.19 there exists an element

$$
\beta_{m} \in \hat{\vartheta}\left[\left\{\alpha_{i, m}\right\}_{i \in I}\right] \quad \text { such that } \quad \bar{\beta}_{m}=\bar{\gamma}^{-m}
$$

It follows that

$$
\beta_{m} \equiv \gamma^{p^{-m}} \bmod \mathfrak{p}_{L}
$$

where $\mathfrak{p}_{L}$ is the maximal ideal of the valuation ring $\vartheta_{L}$. From Proposition 2.5.14 we obtain that $\beta_{m}^{p^{m}} \equiv \gamma \bmod \mathfrak{p}_{L}^{m+1}$. Since

$$
\beta_{m}^{p^{m}} \in \hat{\vartheta} \hat{p}^{m}\left[\left\{\alpha_{i}\right\}_{i \in I}\right] \subseteq \hat{\vartheta}
$$

it follows that

$$
\gamma=\lim _{m \rightarrow \infty} \beta_{m}^{p^{m}} \in \hat{\vartheta}
$$

Therefore $S \subseteq \hat{\vartheta}$ and $S$ is a coefficient field of $\bar{k}$ in $\hat{\vartheta}$.

Remark 2.5.21. When $k(\mathfrak{p}) / k$ is inseparable, there exist infinitely many coefficient fields. This follows from the proof of Theorem 2.5.20. That is, if we apply the given construction to another set of elements $\alpha_{i}^{\prime} \in \hat{\vartheta}$ with $\bar{\alpha}_{i}=\bar{\alpha}_{i}^{\prime}$ (see Proposition 2.5.19), then we obtain a coefficient field $S^{\prime}$ containing $\alpha_{i}^{\prime}$. Since $\hat{\mathfrak{p}} \cap S=\hat{\mathfrak{p}} \cap S^{\prime}=(0)$, we have $S \neq S^{\prime}$.

Remark 2.5.22. When $k(\mathfrak{p}) / k$ is not separable, then it is not always possible to choose the coefficient field $S$ so that $k \subseteq S$.

Example 2.5.23. Let $k$ be a nonperfect field of characteristic $p$, that is, $k^{p} \neq k$. Let $a \in k \backslash k^{p}$ and

$$
K=k(x), f(x)=x^{p}-a \in k[x] .
$$

Then $f$ is irreducible and defines a place $\mathfrak{p}$ with $v_{\mathfrak{p}}\left(x^{p}-a\right)=1$. We have $k(\mathfrak{p}) \cong$ $k(b)$ with $b^{p}=a$. Let us see that $a$ is not a $p$-power in $K_{\mathfrak{p}}$. We have that $x^{p}-a$ is a prime element for $\overline{\mathfrak{p}}$ (see after Definition 2.3.9). Assume that there exists $y \in K_{\mathfrak{p}}$ such that $y^{p}=a$. Then

$$
(y-x)^{p}=y^{p}-x^{p}=a-x^{p}=-f(x),
$$

whence

$$
1=v_{\mathfrak{p}}(f(x))=v_{\mathfrak{p}}\left((y-x)^{p}\right)=p v_{\mathfrak{p}}(y-x)
$$

which is impossible. Hence, if $S$ is any field contained in $\hat{\vartheta}$ that is a system of representatives, then $a \notin S$. Indeed, if $a \in S \cong k(\mathfrak{p})$, then there exists $b_{1} \in S \subseteq K_{\mathfrak{p}}$ such that $b_{1}^{p}=a$. Therefore $k \nsubseteq S$.

### 2.6 Exercises

Exercise 2.6.1. Let $K=k(x)$ and $y=1 / x$. Let $g(y) \in k[y]$ be a monic irreducible polynomial in $y$ and $v_{g}$ be the valuation associated to $g(y)$. Which valuation in the set $\left\{v_{f}, v_{\infty} \mid f(x) \in k[x]\right.$ irreducible $\}$ does $v_{g}$ correspond to?

Exercise 2.6.2. Let $x=\sum_{n=m}^{\infty} a_{n} p^{n} \in \mathbb{Q}_{p}$, where $a_{n} \in\{0,1,2, \ldots, p-1\}$. Prove that $x \in \mathbb{Q}$ if and only if there exists $n_{0} \in \mathbb{Z}, n_{0} \geq m$, and $k \in \mathbb{N}$ such that $a_{n+k}=a_{n}$ for all $n \geq n_{0}$, that, is $x$ is periodic after a certain index.

Exercise 2.6.3. Let $\varphi$ be a place of $K$. Show that $\varphi(0)=0$ and $\varphi(1)=1$.

Exercise 2.6.4. Let $p \in \mathbb{Z}$ be a prime number. Let $v_{p}: \mathbb{Q} \rightarrow \mathbb{Z}$ be the $p$-adic valuation, that is, if $x=p^{\alpha} \frac{a}{b} \in \mathbb{Q}^{*}, a, b \in \mathbb{Z}, p \nmid a, p \nmid b$, then $v_{p}(x)=\alpha$.

Let $v$ be any valuation of $\mathbb{Q}$. We have $v(n) \geq v(1) \geq 0$ for all $n \in \mathbb{N}$. Prove that there exists $p \in \mathbb{N}$ minimum such that $v(p)>0$.

Show that $p$ is a prime number and that $v$ is equivalent to $v_{p}$.
Exercise 2.6.5. Let $L / E$ be a field extension and $\omega: L \rightarrow G \cup\{\infty\}$ be a valuation such that $\omega\left(L^{*}\right)=G$. Let $H=\omega\left(E^{*}\right)<G$.

Show that if $x_{1}, \ldots, x_{n} \in L$ are such that $\omega\left(x_{1}\right), \ldots, \omega\left(x_{n}\right)$ are distinct classes of $G$ modulo $H$, then $x_{1}, x_{2}, \ldots, x_{n}$ are linearly independent over $E$. In particular, $[G: H] \leq[L: E]$.

Exercise 2.6.6. Let $K / k$ be a function field. Show that all valuations of $K$ that are trivial on $k^{*}$ are discrete.

Exercise 2.6.7. Let $f(x) \in k[x]$ be a monic and irreducible polynomial. Let $v_{f}$ be the valuation associated with the valuation ring $\vartheta_{f}$ and maximal ideal $\wp_{f}$. Prove that $\vartheta_{f} / \wp_{f} \cong k[x] /(f(x))$.

Exercise 2.6.8. Let $k$ be an arbitrary field and $K=k(x)$ be the rational function field. Let $y=\frac{f(x)}{g(x)} \in k(x)$ with $(f(x), g(x))=1$ and $y \notin k$.

Prove that $[k(x): k(y)]=\max \{\operatorname{deg} f(x), \operatorname{deg} g(x)\}$.
Let $\varphi: K \rightarrow K$ be such that

$$
\begin{aligned}
\varphi \in \operatorname{Aut}_{k} K= & \\
& \{\varphi: K \rightarrow K \mid \varphi \text { is automorphism of } K \text { and } \varphi(\alpha)=\alpha \forall \alpha \in k\} .
\end{aligned}
$$

Prove that $\varphi(x)=\frac{a x+b}{c x+d}$ with $a, b, c, d \in k$, and $a d-b c \neq 0$.
Exercise 2.6.9. Let $k$ be any field, $K=k(x)$ be a rational function field over $k$, and $z=\frac{a x+b}{c x+d}$ with $a, b, c, d \in k$ and $a d-b c \neq 0$. Let $f(z) \in k[z]$ be a monic and irreducible polynomial. Then there exists a unique place $\mathfrak{p}$ of $K$ such that $v_{\mathfrak{p}}(f(z))=$ 1. Describe $\mathfrak{p}$ in terms of $x$.

Exercise 2.6.10. Find $\left|\operatorname{Aut}_{k} k(x)\right|$ when $k=\mathbb{F}_{q}$ is the finite field containing $q$ elements.

Exercise 2.6.11. Let $K$ be a number field, that is, $[K: \mathbb{Q}]<\infty$. Let $\wp_{1}, \ldots, \wp_{s}$ be different places of $K$ (in this case we may consider place $=$ ideal of $\vartheta_{K}$ ), $m_{1}, \ldots, m_{s} \in$ $\mathbb{N}$, and $a_{1}, \ldots, a_{s} \in K$ arbitrary. Show that there exists $x \in K$ such that $x \equiv a_{i} \bmod$ $\wp_{i}^{m_{i}}, 1 \leq i \leq s$, where $\wp_{i}^{m_{i}}$ denotes the $m_{i}$ th power of the prime ideal $\wp_{i}$.

Exercise 2.6.12. Let $E \subseteq F$ be two arbitrary fields. Let $x$ be any element in some field containing $F$ such that $x$ is transcendental over $F$. Prove that $[F: E]=[F(x): E(x)]$ (finite or infinite).

Exercise 2.6.13. Let $\vartheta$ be a valuation ring, $\mathcal{P}$ its maximal ideal, let $K=$ quot $\vartheta$ and $E=\vartheta / \mathcal{P}$. Let $E_{1}=E \cup\{\infty\}$ and consider $\varphi: K \rightarrow E_{1}$ given by

$$
\varphi(x)= \begin{cases}x \bmod \mathcal{P} & \text { if } x \in \vartheta \\ \infty & \text { if } x \notin \vartheta\end{cases}
$$

Prove that $\varphi$ is a place and $\vartheta_{\varphi}=\vartheta$.
Exercise 2.6.14. Given a nonarchimedean absolute value || over a field $K$, prove using only the properties of a nonarchimedean absolute value that $\{x \in K||x| \leq 1\}$ is a valuation ring with maximal ideal $\{x \in K||x|<1\}$.

Exercise 2.6.15. Prove Corollaries 2.5.5 and 2.5.6 assuming only that the values are archimedean instead of being contained in $\mathbb{R}$.

Exercise 2.6.16. Let $\vartheta$ be a discrete valuation ring and let $K=$ quot $\vartheta$. Prove that if $\vartheta \subseteq R \varsubsetneqq K$ for a ring $R$, then $\vartheta=R$.

## The Riemann-Roch Theorem

The Riemann-Roch theorem relates various numbers and invariants of a function field, by means of an equality that plays a central role in our whole theory: It allows us to obtain elements that satisfy given properties, to construct automorphisms or homomorphisms with given characteristics, etc. On the other hand, this equality introduces an arithmetic invariant that is intrinsic to any function field, namely its genus.

We begin by defining divisors, which codify a finite number of places and provide us with relevant information on elements of the field that satisfy given conditions. We study basic properties of divisors as well as some vector spaces associated to them. Thanks to these vector spaces, which are subsets of the function field, we are able to introduce in a natural way the genus of the field and obtain Riemann's theorem.

Riemann's theorem is just an inequality that relates the dimension of the vector space associated to a divisor, the degree of the divisor, and the genus of the field. The missing quantity that would allow us to have equality corresponds to the RiemannRoch theorem, and in order to find out what the inequality is, we will need the concept of a differential.

We will motivate the definition of a differential by means of the line complex integral. Using the residue theorem, we shall make these analytic concepts algebraic, obtaining in this way the general definition of a Weil differential and the missing term in Riemann's theorem.

From this point on, by $K / k$ we will mean a function field with field of constants $k$.

### 3.1 Divisors

Notation 3.1.1. For a function field $K$, let $\mathbb{P}_{K}$ (or simply $\mathbb{P}$ when there is no confusion possible), be the set of all places of $K$, that is,

$$
\mathbb{P}_{K}=\{\mathcal{P} \mid \mathcal{P} \text { is a place of } K\}
$$

Definition 3.1.2. Given a function field $K$, the free abelian group generated by all the elements of $\mathbb{P}_{K}$ is called the divisor group of $K$ and will be denoted by $D_{K}$. The places are also called prime divisors. The divisor group will be written multiplicatively.

Hence, an arbitrary divisor $\mathfrak{A}$ can be written uniquely as $\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{v \mathcal{P}}(\mathfrak{A})$, where $v_{\mathcal{P}}(\mathfrak{A}) \in \mathbb{Z}$ and $v_{\mathcal{P}}(\mathfrak{A})=0$ for almost all $\mathcal{P}$ (almost all means all but a finite number). The unit divisor, that is, the divisor $\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{0}$, is denoted by $\mathfrak{N}$. The divisor $\mathfrak{N}$ is the only one satisfying $v_{\mathcal{P}}(\mathfrak{N})=0$ for every place $\mathcal{P}$.

Definition 3.1.3. A divisor $\mathfrak{A}$ is called integral if $v_{\mathcal{P}}(\mathfrak{A}) \geq 0$ for every place $\mathcal{P}$. We say that a divisor $\mathfrak{A}$ divides another divisor $\mathfrak{B}$ if there exists an integral divisor $\mathfrak{C}$ such that $\mathfrak{B}=\mathfrak{A} \mathfrak{C}$. This is equivalent to saying that $v_{\mathcal{P}}(\mathfrak{B}) \geq v_{\mathcal{P}}(\mathfrak{A})$ for all $\mathcal{P}$. When $\mathfrak{A}$ divides $\mathfrak{B}$ we will write $\mathfrak{A} \mid \mathfrak{B}$.

Definition 3.1.4. We say that two divisors $\mathfrak{A}, \mathfrak{B}$ are relatively prime or coprime if $v_{\mathcal{P}}(\mathfrak{A}) \neq 0 \Longrightarrow v_{\mathcal{P}}(\mathfrak{B})=0$, that is, $\mathfrak{A}$ and $\mathfrak{B}$ have no common prime divisors.

Note that all the above are just generalizations of definitions and notation that are used in the usual arithmetic.

Recall that given a place $\mathcal{P}, f_{\mathcal{P}}=[k(\mathcal{P}): k]$ denotes the degree of $\mathcal{P}$ (Definition 2.4.13), where $k(\mathcal{P})$ is the residue field. We extend this definition to any divisor.

Definition 3.1.5. Let $\mathfrak{A}$ be a divisor. We define the degree of $\mathfrak{A}$, which will be denoted by $d_{K}(\mathfrak{A})$, or $d(\mathfrak{A})$ in case there is no possible confusion, by

$$
d_{K}(\mathfrak{A})=\sum_{\mathcal{P} \in \mathbb{P}_{K}} f_{\mathcal{P}} v_{\mathcal{P}}(\mathfrak{A}), \quad \text { where } \quad \mathfrak{A}=\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{v \mathcal{P}}(\mathfrak{A})
$$

Definition 3.1.6. Let $S$ be a set of prime divisors of $K$ and let $\mathfrak{A}$ be a divisor. We define $\Gamma(\mathfrak{A} \mid S)=\left\{x \in K \mid v_{\mathcal{P}}(x) \geq v_{\mathcal{P}}(\mathfrak{A})\right.$ for all $\left.\mathcal{P} \in S\right\}$.

Note that $x \in \Gamma(\mathfrak{A} \mid S)$ if and only if $|x|_{\mathcal{P}}=e^{-v_{\mathcal{P}}(x)} \leq e^{-v_{\mathcal{P}}(\mathfrak{A})}$ for all $\mathcal{P}$ in $S$, that is, $\Gamma(\mathfrak{A} \mid S)$ measures how many elements in $K$ have their absolute values $|\mid \mathcal{P}$ less than or equal to the values $e^{-v \mathcal{P}(\mathfrak{A})}$ for every prime divisor $\mathcal{P}$ in $S$.

For instance, if $K=k(x), \mathfrak{A}=\mathcal{P}_{1}^{3} \mathcal{P}_{2}^{-2} \mathcal{P}_{7}^{-4}$, where $\mathcal{P}_{i}$ corresponds to the polynomial $x-i$ and $S=\left\{\mathcal{P}_{1}, \mathcal{P}_{2}\right\}$, then $\Gamma(\mathfrak{A} \mid S)=\left\{(x-1)^{n}(x-2)^{m} h(x) \mid n \geq 3, m \geq\right.$ $\left.-2, h(x) \in k(x), v_{\mathcal{P}_{1}}(h(x))=v_{\mathcal{P}_{2}}(h(x))=0\right\}$.

Proposition 3.1.7. $\Gamma(\mathfrak{A} \mid S)$ is a vector space over the field $k$ of constants of $K$.

## Proof. Exercise 3.6.3.

The proof of the next proposition is left to the reader.

## Proposition 3.1.8.

(i) If $\mathfrak{A} \mid \mathfrak{B}$, then $\Gamma(\mathfrak{B} \mid S) \subseteq \Gamma(\mathfrak{A} \mid S)$.
(ii) If $S \subseteq S_{1}$ then $\Gamma\left(\mathfrak{A} \mid S_{1}\right) \subseteq \Gamma(\mathfrak{A} \mid S)$.
(iii) If $\mathfrak{C}:=\mathfrak{A} \mathfrak{B}^{-1}=\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{v \mathcal{P}(\mathfrak{C})}$ satisfies $v_{\mathcal{P}}(\mathfrak{C})=0$ for all $\mathcal{P} \in S$, then $\Gamma(\mathfrak{A} \mid S)=\Gamma(\mathfrak{B} \mid S)$.

From Proposition 3.1.8, we obtain that given $S$ and $\mathfrak{A}$, we can define $\mathfrak{A}_{0}=$ $\prod_{\mathcal{P} \in S} \mathcal{P}^{v \mathcal{P}}(\mathfrak{A})$ (that is, $\mathfrak{A}_{0}$ has support in $S$ and its components are equal to those of $\mathfrak{A})$. Then $\Gamma\left(\mathfrak{A}_{0} \mid S\right)=\Gamma(\mathfrak{A} \mid S)$.

The next theorem, which is very important, allows us to measure the relative dimension of the vector spaces $\Gamma(\mathfrak{A} \mid S)$.

Theorem 3.1.9. Let $S$ be finite and $\mathfrak{A} \mid \mathfrak{B}$. Then

$$
\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{B} \mid S)}=d\left(\mathfrak{B}_{0}\right)-d\left(\mathfrak{A}_{0}\right)=d\left(\mathfrak{B}_{0} \mathfrak{A}_{0}^{-1}\right)
$$

Proof. By Proposition 3.1.8 (iii) we may assume $\mathfrak{B}=\mathfrak{B}_{0}$ and $\mathfrak{A}=\mathfrak{A}_{0}$. Since $\mathfrak{A} \mid \mathfrak{B}$, we have $\mathfrak{B}=\mathfrak{A} \mathcal{P}_{1} \ldots \mathcal{P}_{n}$ with $\mathcal{P}_{i} \in S$ (not necessarily distinct). We have $\Gamma(\mathfrak{A} \mid S) \supseteq$ $\Gamma\left(\mathfrak{A} \mathcal{P}_{1} \mid S\right) \supseteq \Gamma\left(\mathfrak{A} \mathcal{P}_{1} \mathcal{P}_{2} \mid S\right) \supseteq \cdots \supseteq \Gamma\left(\mathfrak{A} \mathcal{P}_{1} \cdots \mathcal{P}_{n} \mid S\right)=\Gamma(\mathfrak{B} \mid S)$. Therefore

$$
\begin{gather*}
\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{B} \mid S)}=\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma\left(\mathfrak{A} \mathcal{P}_{1} \mid S\right)}+\operatorname{dim}_{k} \frac{\Gamma\left(\mathfrak{A} \mathcal{P}_{1} \mid S\right)}{\Gamma\left(\mathfrak{A} \mathcal{P}_{1} \mathcal{P}_{2} \mid S\right)}+\cdots  \tag{3.1}\\
\cdots+\operatorname{dim}_{k} \frac{\Gamma\left(\mathfrak{A} \mathcal{P}_{1} \cdots \mathcal{P}_{n-1} \mid S\right)}{\Gamma(\mathfrak{B} \mid S)}
\end{gather*}
$$

If we prove $\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{C} \mid S)}{\Gamma(\mathfrak{C} \mathcal{P} \mid S)}=d(\mathcal{P})$ for $\mathcal{P} \in S$, then by (3.1) it will follow that

$$
\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{B} \mid S)}=d\left(\mathcal{P}_{1}\right)+\cdots+d\left(\mathcal{P}_{n}\right)=d\left(\mathfrak{B A}^{-1}\right)
$$

Hence it suffices to consider the case $\mathfrak{B}=\mathfrak{A} \mathcal{P}, \mathcal{P} \in S$, which means we must prove the equality

$$
\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{A} \mathcal{P} \mid S)}=d(\mathcal{P})=f_{\mathcal{P}}=[k(\mathcal{P}): k]=f
$$

First, from the approximation theorem (Corollary 2.5.6) there exists $u \in K$ such that $v_{\mathfrak{S}}(u)=v_{\mathfrak{S}}(\mathfrak{A})$ for all $\mathfrak{S} \in S$. In particular, $u \in \Gamma(\mathfrak{A} \mid S)$.

If $x_{1}, x_{2}, \ldots, x_{f}, x_{f+1}$ are any $f+1$ elements in $\Gamma(\mathfrak{A} \mid S)$, then

$$
v_{\mathcal{P}}\left(x_{i} u^{-1}\right)=v_{\mathcal{P}}\left(x_{i}\right)-v_{\mathcal{P}}(u)=v_{\mathcal{P}}\left(x_{i}\right)-v_{\mathcal{P}}(\mathfrak{A}) \geq 0
$$

Thus, for $i=1, \ldots, f+1, x_{i} u^{-1} \in \vartheta_{\mathcal{P}}$, where $\vartheta_{\mathcal{P}}$ is the valuation ring of $\mathcal{P}$. Since $k(\mathcal{P})=\vartheta_{\mathcal{P}} / \mathcal{P}$ is of degree $f$ over $k$, there exist $a_{1}, a_{2}, \ldots, a_{f}, a_{f+1} \in k$, not all zero, such that $\sum_{i=1}^{f+1} a_{i} x_{i} u^{-1} \in \mathcal{P}$. Equivalently, $\sum_{i=1}^{f+1} a_{i} x_{i} \in \mathcal{P} u$. Therefore $\sum_{i=1}^{f+1} a_{i} x_{i} \in \Gamma(\mathfrak{A} \mathcal{P} \mid S)$. This shows that

$$
\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{A} \mathcal{P} \mid S)} \leq f
$$

Conversely, let $y_{1}, y_{2}, \ldots, y_{f} \in \vartheta_{\mathcal{P}}$ be such that their classes $y_{i} \bmod \mathcal{P}=\bar{y}_{i} \in$ $k(\mathcal{P})$ are linearly independent over $k$. Again by the approximation theorem (Corollary 2.5.5), there exist $y_{i}^{\prime} \in K$ such that

$$
v_{\mathcal{P}}\left(y_{i}^{\prime}-y_{i}\right)>0 \quad \text { and } \quad v_{\mathfrak{S}}\left(y_{i}^{\prime}\right) \geq 0 \quad \text { whenever } \quad \mathfrak{S} \in S \quad \text { and } \quad \mathfrak{S} \neq \mathcal{P}
$$

Then $y_{i}^{\prime} \equiv y_{i} \bmod \mathcal{P}$, and $\bar{y}_{i}^{\prime}=\bar{y}_{i} \in k(\mathcal{P})$. Now if $u$ is as before, we will have $v_{\mathfrak{S}}\left(u y_{i}^{\prime}\right)=v_{\mathfrak{S}}(u)+v_{\mathfrak{S}}\left(y_{i}^{\prime}\right) \geq v_{\mathfrak{S}}(u)+0=v_{\mathfrak{S}}(u)=v_{\mathfrak{S}}(\mathfrak{A})$ for all $\mathfrak{S} \in S$ such that $\mathfrak{S} \neq \mathcal{P}$.

On the other hand,

$$
v_{\mathcal{P}}\left(u y_{i}^{\prime}\right)=v_{\mathcal{P}}(u)+v_{\mathcal{P}}\left(y_{i}^{\prime}\right)=v_{\mathcal{P}}(\mathfrak{A})+0=v_{\mathcal{P}}(\mathfrak{A})
$$

since $\bar{y}_{i}=\bar{y}_{i}^{\prime} \in k(\mathcal{P})$ and $\bar{y}_{i} \neq 0$. Hence $y_{i}^{\prime}, y_{i} \in \vartheta_{\mathcal{P}} \backslash \mathcal{P}$, that is, $v_{\mathcal{P}}\left(y_{i}^{\prime}\right)=$ $v_{\mathcal{P}}\left(y_{i}\right)=0$.

Therefore, $\left\{u y_{i}^{\prime}\right\}_{i=1}^{f} \subseteq \Gamma(\mathfrak{A} \mid S)$. Now we will see that these elements are linearly independent modulo $\Gamma(\mathfrak{A} \mathcal{P} \mid S)$. Let $\sum_{i=1}^{f} a_{i} u y_{i}^{\prime} \in \Gamma(\mathfrak{A} \mathcal{P} \mid S)$ with $a_{i} \in k$. Then for all $\mathfrak{S} \in S$ we have

$$
\begin{aligned}
v_{\mathfrak{S}}\left(\sum_{i=1}^{f} a_{i} u y_{i}^{\prime}\right) & =v_{\mathfrak{S}}(u)+v_{\mathfrak{S}}\left(\sum_{i=1}^{f} a_{i} y_{i}^{\prime}\right)=v_{\mathfrak{S}}(\mathfrak{A})+v_{\mathfrak{S}}\left(\sum_{i=1}^{f} a_{i} y_{i}^{\prime}\right) \\
& \geq v_{\mathfrak{S}}(\mathfrak{A P})=v_{\mathfrak{S}}(\mathfrak{A})+v_{\mathfrak{S}}(\mathcal{P})
\end{aligned}
$$

Thus

$$
v_{\mathfrak{S}}\left(\sum_{i=1}^{f} a_{i} y_{i}^{\prime}\right) \geq v_{\mathfrak{S}}(\mathcal{P}) \quad \text { for all } \quad \mathfrak{S} \in S
$$

In particular, taking $\mathfrak{S}=\mathcal{P}$, we obtain

$$
v_{\mathcal{P}}\left(\sum_{i=1}^{f} a_{i} y_{i}^{\prime}\right) \geq v_{\mathcal{P}}(\mathcal{P})=1
$$

that is, $\sum_{i=1}^{f} a_{i} y_{i}^{\prime} \in \mathcal{P}$, whence $\sum_{i=1}^{f} a_{i} \bar{y}_{i}^{\prime}=0 \in k(\mathcal{P})$. Since $\left\{\bar{y}_{i}^{\prime}\right\}_{i=1}^{f}$ is linearly independent over $k$, it follows that $a_{i}=0, i=1, \ldots, f$. Therefore

$$
\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{A} \mathcal{P} \mid S)} \geq f
$$

Definition 3.1.10. Let $\mathfrak{A}$ be any divisor of $K$. We denote by $L_{K}(\mathfrak{A})$ or $L(\mathfrak{A})$ the $k$ vector spaces $\Gamma\left(\mathfrak{A} \mid \mathbb{P}_{K}\right)$. That is,

$$
L(\mathfrak{A})=\left\{x \in K \mid v_{\mathcal{P}}(x) \geq v_{\mathcal{P}}(\mathfrak{A}) \text { for all } \mathcal{P} \in \mathbb{P}_{K}\right\}
$$

For instance, if $K=k(x), \mathfrak{A}=\mathcal{P}_{1}^{3} \mathcal{P}_{2}^{-2} \mathcal{P}_{7}^{-4}$, where $\mathcal{P}_{i}$ corresponds to the polynomial $x-i$, we have

$$
L(\mathfrak{A})=\left\{(x-1)^{3}(x-2)^{-2}(x-7)^{-4} h(x) \mid h(x) \in k[x], \operatorname{deg} h(x) \leq 3\right\} .
$$

Note that $L(\mathfrak{A})$ measures how many elements of $K$ have all their absolute values less than or equal to the values $e^{-v_{\mathcal{P}}(\mathfrak{A l})}$ for every prime divisor $\mathcal{P}$ of the field.

We have that $L(\mathfrak{A})$ is a $k$-vector space and if $\mathfrak{A} \mid \mathfrak{B}$, then $L(\mathfrak{A}) \supseteq L(\mathfrak{B})$. These vector spaces play a central roll in the Riemann-Roch theorem.

Theorem 3.1.11. For any divisor $\mathfrak{A}$, we have $\ell(\mathfrak{A}):=\operatorname{dim}_{k} L(\mathfrak{A})<\infty$. If $\mathfrak{A} \mid \mathfrak{B}$, then

$$
\ell(\mathfrak{A})+d(\mathfrak{A}) \leq \ell(\mathfrak{B})+d(\mathfrak{B}) .
$$

Proof. Let $S$ be the set of prime divisors $\mathcal{P}$ such that $v_{\mathcal{P}}(\mathfrak{A}) \neq 0$ or $v_{\mathcal{P}}(\mathfrak{B}) \neq 0$. Then $S$ is finite.

We have

$$
\begin{equation*}
L(\mathfrak{A}) \cap \Gamma(\mathfrak{B} \mid S)=L(\mathfrak{B}) . \tag{3.2}
\end{equation*}
$$

On the other hand, $L(\mathfrak{A})+\Gamma(\mathfrak{B} \mid S) \subseteq \Gamma(\mathfrak{A} \mid S)$, so applying the isomorphism theorems we obtain that there exists a monomorphism $\frac{L(\mathfrak{A})}{L(\mathfrak{B})} \rightarrow \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{B} \mid S)}$, which shows that $\operatorname{dim}_{k} \frac{L(\mathfrak{A})}{L(\mathfrak{B})} \leq \operatorname{dim}_{k} \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{B} \mid S)}=d(\mathfrak{B})-d(\mathfrak{A})<\infty$ (see Exercise 3.6.24).

Let $\mathfrak{B}$ be an integral divisor with $\mathfrak{B} \neq \mathfrak{N}$, where $\mathfrak{N}$ is the unit divisor. For $x \in$ $L(\mathfrak{B}) \backslash\{0\}$, we have $x \notin k$. Indeed, since $\mathfrak{B}$ is an integral divisor that is different from $\mathfrak{N}$, there exists a prime divisor $\mathcal{P}$ such that $v_{\mathcal{P}}(x) \geq v_{\mathcal{P}}(\mathfrak{B})>0$, that is, $v_{\mathcal{P}}(x)>0$, and therefore $x$ is transcendental. Furthermore, $v_{\mathfrak{S}}(x) \geq v_{\mathfrak{S}}(\mathfrak{B}) \geq 0$ for all $\mathfrak{S}$. This is impossible since the valuation $v_{\infty}$ in $k(x)$ is such that $v_{\infty}(x)=-1<0$. If we extend $v_{\infty}$ to $K$, then if $v$ is such an extension we have $v(x)<0$.

Hence, $L(\mathfrak{B})=\{0\}$ for an integral divisor $\mathfrak{B} \neq \mathfrak{N}$. Given $\mathfrak{A}$ arbitrary, we will prove that there exists an integral divisor $\mathfrak{B} \neq \mathfrak{N}$ such that $\mathfrak{A} \mid \mathfrak{B}$. Let

$$
\mathfrak{B}=\mathfrak{S} \prod_{\substack{\mathcal{P} \in \mathbb{P}_{K} \\ v_{\mathcal{P}}(\mathfrak{A}) \neq 0}} \mathcal{P}^{\left|v_{\mathcal{P}}(\mathfrak{A})\right|+1} \quad \text { with } \quad \mathfrak{S} \in \mathbb{P}_{K} \quad \text { such that } \quad v_{\mathfrak{S}}(\mathfrak{A})=0
$$

Then there exists an integral divisor $\mathfrak{B}$ such that $v_{\mathfrak{S}}(\mathfrak{B})=1>0, \mathfrak{B} \neq \mathfrak{N}$, and

$$
\mathfrak{C}=\mathfrak{B} \mathfrak{A}^{-1}=\mathfrak{S} \prod_{\substack{\mathcal{P} \in \mathbb{P}_{K} \\ v_{\mathcal{P}}(\mathfrak{A}) \neq 0}} \mathcal{P}^{\left|v_{\mathcal{P}}(\mathfrak{A})\right|-v_{\mathcal{P}}(\mathfrak{A})+1}
$$

is an integral divisor. Therefore, $\mathfrak{A} \mid \mathfrak{B}$ and we have

$$
\frac{L(\mathfrak{A})}{L(\mathfrak{B})}=\frac{L(\mathfrak{A})}{\{0\}}=L(\mathfrak{A}) \quad \text { and } \quad \ell(\mathfrak{A})=\operatorname{dim}_{k} \frac{L(\mathfrak{A})}{L(\mathfrak{B})} \leq d(\mathfrak{B})-d(\mathfrak{A})<\infty .
$$

This shows that $\ell(\mathfrak{A})<\infty$ for any divisor $\mathfrak{A}$. The second part follows immediately since $\ell(\mathfrak{A})-\ell(\mathfrak{B})=\operatorname{dim}_{k} \frac{L(\mathfrak{A})}{L(\mathfrak{B})} \leq d(\mathfrak{B})-d(\mathfrak{A})$.

In the process of proving the above theorem, we have obtained the following corollary:

Corollary 3.1.12. If $\mathfrak{B}$ is an integral divisor and $\mathfrak{B} \neq \mathfrak{N}$, then $L(\mathfrak{B})=0$.

For the next proposition, and only for it, we consider the possibility that the field $k^{\prime}$ of constants of a function field over $k$ properly contains $k$. In any case, we have [ $\left.k^{\prime}: k\right]<\infty$ (Proposition 2.1.6).

Proposition 3.1.13. Let $K$ be a function field over $k$. Let $k^{\prime}$ be the field of constants of $K$. Then if $\mathfrak{N}$ is the principal divisor of $K$, we have $L(\mathfrak{N})=k^{\prime}$.

Proof. If $x$ is transcendental over $k$, the valuation $v_{\infty}$ in $k^{\prime}(x)$ satisfies $v_{\infty}(x)=-1$. When we extend $v_{\infty}$ to a valuation $v$ in $K$, we obtain $v(x)<0$. On the other hand, we have

$$
L(\mathfrak{N})=\left\{z \in K \mid v_{\mathcal{P}}(z) \geq v_{\mathcal{P}}(\mathfrak{N})=0 \text { for all } \mathcal{P}\right\}
$$

Therefore $L(\mathfrak{N}) \subseteq k^{\prime}$.
Now if $\alpha \in k^{\prime}$ and $\alpha \neq 0$, then $\alpha$ is algebraic over $k$. Hence there exist $a_{0}, \ldots, a_{n-1} \in k$ such that

$$
\alpha^{n}+a_{n-1} \alpha^{n-1}+\cdots+a_{1} \alpha+a_{0}=0, \quad \text { that is, } \quad \alpha^{n}=-\sum_{i=0}^{n-1} a_{i} \alpha^{i} \neq 0
$$

Assume that $v_{\mathcal{P}}(\alpha) \neq 0$ for some prime divisor $\mathcal{P}$. Then for $a_{i} \neq 0$,

$$
v_{\mathcal{P}}\left(a_{i} \alpha^{i}\right)=v_{\mathcal{P}}\left(a_{i}\right)+i v_{\mathcal{P}}(\alpha)=i v_{\mathcal{P}}(\alpha) \neq j v_{\mathcal{P}}(\alpha) \quad \text { for } \quad i \neq j
$$

That is,

$$
v_{\mathcal{P}}\left(-\sum_{i=0}^{n-1} a_{i} \alpha^{i}\right)=\min _{a_{i} \neq 0}\left\{i v_{\mathcal{P}}(\alpha)\right\} \neq n v_{\mathcal{P}}(\alpha),
$$

which is absurd.
Hence, we have obtained that $v_{\mathcal{P}}(\alpha)=0$ for all $\alpha \in k^{\prime}$ such that $\alpha \neq 0$, so $k^{\prime} \subseteq L(\mathfrak{N})$, proving the equality.

Corollary 3.1.14. If $\alpha \in k^{\prime}$ is nonzero, then $v_{\mathcal{P}}(\alpha)=0$ for any prime divisor $\mathcal{P}$.

Coming back to our usual notation, namely when $k$ denotes the exact field of constants of $K$, we have the following corollary:

Corollary 3.1.15. $L(\mathfrak{N})=k$ and $\operatorname{dim}_{k} L(\mathfrak{N})=1$.

### 3.2 Principal Divisors and Class Groups

The first part of this section will be dedicated to proving two important results, which are:
(i) If $x \in K$ is nonzero there exist only a finite number of places $\mathcal{P}$ such that $v_{\mathcal{P}}(x) \neq 0$.
As a consequence of (i), for any $x \in K^{*}$ we can define the divisor of $x$ by $(x)_{K}=$ $\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{v \mathcal{P}(x)}$. This will allow us to prove:
(ii) $d\left((x)_{K}\right)=0$ for all $x \in K^{*}$.

In other words, $(x)_{K}$ codifies all the absolute values or valuations of $x$ in a single divisor, which will be of degree 0 .

Theorem 3.2.1. If $x \in K^{*}$, there exists only a finite number of places $\mathcal{P}$ such that $v_{\mathcal{P}}(x) \neq 0$.

Proof. If $x \in k^{*}$, then $v_{\mathcal{P}}(x)=0$ for all $\mathcal{P}$ and there is nothing to prove. Now assume that $x \in K \backslash k$, that is, $x$ is transcendental. Let $[K: k(x)]=N<\infty$. Let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{n}$ be $n$ distinct places such that $v_{\mathcal{P}_{i}}(x)>0$ for $i=1, \ldots, n$. We will see that $n \leq N$. Let $\mathfrak{B}=\prod_{i=1}^{n} \mathcal{P}^{v \mathcal{P}_{i}}(x)$. Clearly $\mathfrak{B}$ is an integral divisor. Let $S=\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{n}\right\}$. From Theorem 3.1.9 we obtain

$$
\begin{equation*}
\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{N} \mid S)}{\Gamma(\mathfrak{B} \mid S)}=d(\mathfrak{B})-d(\mathfrak{N})=d(\mathfrak{B})=\sum_{i=0}^{n} f_{\mathcal{P}_{i}} v_{\mathcal{P}_{i}}(x) \tag{3.3}
\end{equation*}
$$

Let $y_{1}, y_{2}, \ldots, y_{N}, y_{N+1}$, be $N+1$ distinct elements of $\Gamma(\mathfrak{N} \mid S)$. That is,

$$
v_{\mathcal{P}}\left(y_{j}\right) \geq v_{\mathcal{P}}(\mathfrak{N})=0, \quad \text { with } \quad \mathcal{P} \in S \quad \text { and } \quad j=1,2, \ldots, N+1
$$

Since $[K: k(x)]=N$, there exist polynomials $f_{j} \in k[x]$ of which at least one has a nonzero constant term such that $\sum_{j=1}^{N+1} f_{j}(x) y_{j}=0$. We write $f_{j}(x)=a_{j}+x g_{j}(x)$ with $a_{j} \in k$. Then $\sum_{j=1}^{N+1} a_{j} y_{j}=-x \sum_{j=1}^{N+1} g_{j}(x) y_{j}$, where some $a_{j}$ is nonzero. Since $v_{\mathcal{P}_{i}}(x)>0$, we have $v_{\mathcal{P}_{i}}\left(g_{j}(x)\right) \geq 0$. Therefore

$$
\begin{aligned}
v_{\mathcal{P}_{i}}\left(\sum_{j=1}^{N+1} a_{j} y_{j}\right) & =v_{\mathcal{P}_{i}}(x)+v_{\mathcal{P}_{i}}\left(\sum_{j=1}^{N+1} g_{j}(x) y_{j}\right) \\
& \geq v_{\mathcal{P}_{i}}(x)=v_{\mathcal{P}_{i}}(\mathfrak{B}), \quad i=1, \ldots, n
\end{aligned}
$$

that is, $\sum_{j=1}^{N+1} a_{j} y_{j} \in \Gamma(\mathfrak{B} \mid S)$. Hence

$$
\left.\operatorname{dim}_{k} \frac{\Gamma(\mathfrak{N} \mid S)}{\Gamma(\mathfrak{B} \mid S)}=\sum_{i=1}^{n} f_{\mathcal{P}_{i}} v_{\mathcal{P}_{i}}(x)\right) \leq N
$$

In particular, $n \leq N$.

We have proved that there are at most $N$ distinct places $\mathcal{P}$ such that $v_{\mathcal{P}}(x)>0$. Taking $y=\frac{1}{x}$, we show the existence of at most $N$ different places $\mathfrak{S}$ such that $v_{\mathfrak{S}}(y)=-v_{\mathfrak{S}}(x)>0$, or $v_{\mathfrak{S}}(x)<0$. Therefore there are at most $2 N$ different places $\mathcal{P}$ such that $v_{\mathcal{P}}(x) \neq 0$.

Definition 3.2.2. Given $x \in K^{*}$, we define the principal divisor of $x$ in $K$ as $(x)_{K}=$ $\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{v \mathcal{P}^{(x)}}$. If there is no possible confusion, we will write $(x)$ instead of $(x)_{K}$.

Definition 3.2.3. Given $x \in K^{*}$, we define the divisor of zeros of $x$ by

$$
\mathfrak{Z}_{x}=\prod_{\substack{\mathcal{P} \in \mathbb{P}_{K} \\ v_{\mathcal{P}}(x)>0}} \mathcal{P}^{v_{\mathcal{P}}(x)}
$$

and the pole divisor of $x$ by

$$
\mathfrak{N}_{x}=\prod_{\substack{\mathcal{P} \in \mathbb{P}_{K} \\ v_{\mathcal{P}}(x)<0}} \mathcal{P}^{-v_{\mathcal{P}}(x)}
$$

We observe that both $\mathfrak{Z}_{x}$ and $\mathfrak{N}_{x}$ are integral divisors and that

$$
(x)_{K}=\mathfrak{Z}_{x} \mathfrak{N}_{x}^{-1}=\frac{\mathfrak{Z}_{x}}{\mathfrak{N}_{x}}
$$

Proposition 3.2.4. The set of all principal divisors $\left\{(x)_{K} \mid x \in K^{*}\right\}$ is a subgroup of $D_{K}$.

Proof. From the properties of valuations it follows that $(x y)_{K}=(x)_{K}(y)_{K}$ and that $\left(x^{-1}\right)_{K}=(x)_{K}^{-1}$.

Definition 3.2.5. The subgroup of principal divisors is denoted by $P_{K}$ and it is called the principal divisor subgroup of $K$. The quotient $C_{K}=D_{K} / P_{K}$ is called the complete group of divisor classes of $K$ or class group of $K$.

Remark 3.2.6. Theorem 3.2.1 proves that for $x \in K \backslash k$, we have $d\left(\mathfrak{Z}_{x}\right) \leq N$ and $d\left(\mathfrak{N}_{x}\right) \leq N$, where $[K: k(x)]=N$. The next theorem proves that equality holds.

Theorem 3.2.7. For $x \in K \backslash k, d\left(\mathfrak{Z}_{x}\right)=d\left(\mathfrak{N}_{x}\right)=N=[K: k(x)]$.
Proof. Let $y \in K$ be an integral element over $k[x]$. Then $y$ satisfies an equation of the form

$$
\begin{equation*}
y^{m}+f_{m-1}(x) y^{m-1}+\cdots+f_{1}(x) y+f_{0}(x)=0 \tag{3.4}
\end{equation*}
$$

with $f_{i}(x) \in k[x]$.
If $\mathcal{P} \nmid \mathfrak{N}_{x}$ (that is, $\mathcal{P}$ is not a pole of $x$ ), then $v_{\mathcal{P}}(x) \geq 0$ and

$$
\begin{aligned}
v_{\mathcal{P}}\left(y^{m}\right) & =m v_{\mathcal{P}}(y)=v_{\mathcal{P}}\left(-\sum_{i=0}^{m-1} f_{i}(x) y^{i}\right) \\
& \geq \min _{0 \leq i \leq m-1}\left\{v_{\mathcal{P}}\left(f_{i}(x)\right)+i v_{\mathcal{P}}(y)\right\} \\
& \geq \min _{0 \leq i \leq m-1}\left\{i v_{\mathcal{P}}(y)\right\}=t v_{\mathcal{P}}(y), \quad t \in\{0,1, \ldots, m-1\} .
\end{aligned}
$$

It follows that $(m-t) v_{\mathcal{P}}(y) \geq 0$ with $m-t>0$, so that $v_{\mathcal{P}}(y) \geq 0$. Therefore $\mathcal{P} \nmid \mathfrak{N}_{y}$.

Now let $y$ be an arbitrary element of $K^{*}$. Since $y$ is algebraic over $k(x)$, it satisfies an equation of the form

$$
\begin{equation*}
g_{r}(x) y^{r}+g_{r-1}(x) y^{r-1}+\cdots+g_{1}(x) y+g_{0}(x)=0 \tag{3.5}
\end{equation*}
$$

with $g_{i}(x) \in k[x]$ and $g_{r}(x) \neq 0$. Multiplying the equation (3.5) by $g_{r}(x)^{r-1}$, we obtain

$$
\begin{aligned}
\left(g_{r}(x) y\right)^{r} & +g_{r-1}(x)\left(g_{r}(x) y\right)^{r-1}+\cdots \\
& +g_{r}(x)^{r-2} g_{1}(x)\left(g_{r}(x) y\right)+g_{r}(x)^{r-1} g_{0}(x)=0
\end{aligned}
$$

that is, $z=g_{r}(x) y$ is an integral element over $k[x]$.
Let $[K: k(x)]=N$ and let $y_{1}, y_{2}, \ldots, y_{N}$ be a basis of $K / k(x)$. From the above remarks, we may assume that $y_{1}, y_{2}, \ldots, y_{N}$ are integral elements over $k[x]$. For any $r \geq 0$, the set

$$
\left\{x^{i} y_{j}\right\}_{j=1, \ldots, N}^{i=0, \ldots, r}
$$

is linearly independent over $k$. Now, from the previous observations we obtain that if $\mathcal{P} \mid \mathfrak{N}_{y_{j}}$ then $\mathcal{P} \mid \mathfrak{N}_{x}$, say $\mathfrak{N}_{x}=\mathcal{P}^{a} \mathfrak{A}$ and $\mathfrak{N}_{y_{j}}=\mathcal{P}^{b} \mathfrak{B}$, where $\mathfrak{A}$ and $\mathfrak{B}$ are integral divisors that are relatively prime to $\mathcal{P}$ and $a, b>0$.

Let $\alpha_{j} \geq \frac{b}{a}$, with $\alpha_{j}$ an integer. Then

$$
\mathfrak{N}_{x}^{\alpha_{j}}\left(y_{j}\right)=\frac{\mathfrak{N}_{x}^{\alpha_{j}} \mathfrak{Z}_{y_{j}}}{\mathcal{P}^{b} \mathfrak{B}}=\frac{\mathcal{P}^{\alpha_{j} a-b} \mathfrak{Z}_{y_{j}} \mathfrak{A}^{\alpha_{j}}}{\mathfrak{B}} \quad \text { with } \quad \alpha_{j} a-b \geq 0
$$

so $v_{\mathcal{P}}\left(\mathfrak{N}_{x}^{\alpha_{j}}\left(y_{j}\right)\right) \geq 0$. This shows that there exists a natural number $s$ such that $\mathfrak{N}_{x}^{s}\left(y_{j}\right)$ is integral for all $j$.

Also, we have that $\mathfrak{N}_{x}^{r+s}\left(x^{i}\right)\left(y_{j}\right)$ are integral for $i=0, \ldots, r$ and $j=1, \ldots, N$. In particular, $x^{i} y_{j} \in L\left(\mathfrak{N}_{x}^{-r-s}\right)$ for $i=0, \ldots, r$ and $j=1, \ldots, N$ and these $(r+1) N$ elements are linearly independent over $k$. Since $\mathfrak{N}_{x}^{-r-s} \mid \mathfrak{N}_{x}$, by Theorem 3.1.11 we have

$$
\ell\left(\mathfrak{N}_{x}^{-r-s}\right)+d\left(\mathfrak{N}_{x}^{-r-s}\right) \leq \ell\left(\mathfrak{N}_{x}\right)+d\left(\mathfrak{N}_{x}\right)
$$

On the other hand, since $x$ is transcendental, then $\mathfrak{N}_{x}$ is different from $\mathfrak{N}$ and $\mathfrak{N}_{x}$ is an integral divisor, so by Corollary 3.1.12, $\ell\left(\mathfrak{N}_{x}\right)=0$.

We obtain

$$
\begin{aligned}
(r+1) N & \leq \ell\left(\mathfrak{N}_{x}^{-r-s}\right) \leq \ell\left(\mathfrak{N}_{x}\right)+d\left(\mathfrak{N}_{x}\right)-d\left(\mathfrak{N}_{x}^{-r-s}\right) \\
& =0+d\left(\mathfrak{N}_{x}\right)+(r+s) d\left(\mathfrak{N}_{x}\right)=(r+s+1) d\left(\mathfrak{N}_{x}\right) \quad \text { for all } \quad r \geq 0
\end{aligned}
$$

Thus we have $d\left(\mathfrak{N}_{x}\right) \geq \frac{N(r+1)}{r+s+1} \underset{r \rightarrow \infty}{ } N$, and $d\left(\mathfrak{N}_{x}\right) \geq N$. Since we obtained $d\left(\mathfrak{N}_{x}\right) \leq N$ in the proof of Theorem 3.2.1, we have the equality $d\left(\mathfrak{N}_{x}\right)=N$.

Finally, we have $\mathfrak{Z}_{x}=\mathfrak{N}_{1 / x}$. Since $k(x)=k\left(\frac{1}{x}\right)$ we apply the above argument to $\frac{1}{x}$ with $\left[K: k\left(\frac{1}{x}\right)\right]=N$. Hence, we obtain

$$
d\left(\mathfrak{Z}_{x}\right)=d\left(\mathfrak{N}_{1 / x}\right)=N
$$

Remark 3.2.8. Observe that for $x \in K^{*},(x)_{K}=\mathfrak{N}$ if and only if $x \in k^{*}$.
Corollary 3.2.9. For $x \in K^{*}, d\left((x)_{K}\right)=0$.
Proof. If $x \in k^{*}$ then $(x)_{K}=\mathfrak{N}$ with $d\left((x)_{K}\right)=d(\mathfrak{N})=0$. If $x \in K \backslash k$, then

$$
[K: k(x)]=N \quad \text { and } \quad d\left((x)_{K}\right)=d\left(\mathfrak{Z}_{x}\right)-d\left(\mathfrak{N}_{x}\right)=N-N=0
$$

Definition 3.2.10. We say that an element $x$ of $K^{*}$ is divisible by a divisor $\mathfrak{A}$, and we write $\mathfrak{A} \mid x$, if $\mathfrak{A} \mid(x)_{K}$. If $x, y \in K^{*}$, we write $x \equiv y \bmod \mathfrak{A}$ whenever $x=y$ or $\mathfrak{A} \mid x-y$.

Note 3.2.11. With the previous notation we have $L(\mathfrak{A})=\{x \in K|\mathfrak{A}| x\}$. Also note that for $x \in K^{*}, x \in L(\mathfrak{A})$ if and only if $(x)_{K}=\mathfrak{A} \mathfrak{C}$ for an integral divisor $\mathfrak{C}$.

Now let $d: D_{K} \longrightarrow \mathbb{Z}$ be the degree function. By definition $d$ is a group homomorphism and the image of $d$ is a nonzero subgroup of $\mathbb{Z}$, that is, $d\left(D_{K}\right)=m \mathbb{Z}$ with $m \in \mathbb{N}$. Therefore $d\left(D_{K}\right)$ and $\mathbb{Z}$ are isomorphic as groups. Let

$$
\operatorname{ker} d=D_{K, 0}=\left\{\mathfrak{A} \in D_{K} \mid d(\mathfrak{A})=0\right\}
$$

be the subgroup of divisors of degree 0 . We have

$$
P_{K} \subseteq D_{K, 0} \quad \text { and } \quad D_{K} / D_{K, 0}=D_{K} / \operatorname{ker} d \cong d\left(D_{K}\right) \cong \mathbb{Z}
$$

We have the exact sequence

$$
1 \longrightarrow D_{K, 0} \longrightarrow D_{K} \xrightarrow{d} m \mathbb{Z} \longrightarrow 0
$$

It follows that $D_{K} \cong D_{K, 0} \oplus \mathbb{Z}$ (Exercise 3.6.2).
On the other hand, consider the function $i: K^{*} \longrightarrow P_{K}$ defined by $i(x)=(x)_{K}$. Clearly, $i$ is a group epimorphism and ker $i=k^{*}$ (Exercise 3.6.2). Therefore we obtain the exact sequence

$$
1 \longrightarrow k^{*} \longrightarrow K^{*} \longrightarrow P_{K} \longrightarrow 1 \quad \text { and } \quad P_{K} \cong K^{*} / k^{*}
$$

Since $P_{K} \subseteq D_{K, 0}, d$ induces an epimorphism $\tilde{d}: C_{K}=D_{K} / P_{K} \longrightarrow m \mathbb{Z}$, and $\operatorname{ker} \tilde{d}=C_{K, 0}=\left\{\mathfrak{A} \bmod P_{K} \mid d(\mathfrak{A})=0\right\} \cong D_{K, 0} / P_{K}$.

That is, the degree function can be defined in a class $C \in C_{K}$ as $d(C)=d(\mathfrak{A})$ where $\mathfrak{A} \in C$. This definition does not depend on the representative $\mathfrak{A}$ since if $\mathfrak{A}$ and $\mathfrak{B}$ determine the same class $C$ of $C_{K}$, then there exists $x \in K^{*}$ such that

$$
\mathfrak{A}=\mathfrak{B}(x)_{K} \quad \text { and } \quad d(\mathfrak{A})=d(\mathfrak{B})+d\left((x)_{K}\right)=d(\mathfrak{B})+0=d(\mathfrak{B}) .
$$

Definition 3.2.12. The degree of a class $C \in C_{K}$ is defined by $d(C)=d(\mathfrak{A})$, where $\mathfrak{A}$ is any divisor belonging to $C$.

Definition 3.2.13. The group $C_{K, 0}$ is called the group of classes of divisors of degree 0 .

We observe that since

$$
1 \longrightarrow C_{K, 0} \longrightarrow C_{K} \xrightarrow{d} m \mathbb{Z} \longrightarrow 0
$$

is exact it follows that $C_{K} \cong C_{K, 0} \oplus \mathbb{Z}$ (see Exercise 3.6.2). In particular $C_{K}$ is never a finite group.

Definition 3.2.14. If $C_{K, 0}$ is finite, the number $h_{K}=\left|C_{K, 0}\right|$ is called the class number of the field $K$.

We collect the above discussion into the following theorem:
Theorem 3.2.15. Let $K / k$ be a function field. The degree function $d: D_{K} \rightarrow \mathbb{Z}$ defines an exact sequence

$$
1 \longrightarrow D_{K, 0} \longrightarrow D_{K} \xrightarrow{d} m \mathbb{Z} \longrightarrow 0,
$$

where $m \in \mathbb{N}, m \mathbb{Z} \cong \mathbb{Z}, D_{K} \cong D_{K, 0} \oplus \mathbb{Z}, D_{K, 0}=\operatorname{ker} d$ is the subgroup consisting of all divisors of degree 0 of $K$, and $P_{K} \subseteq D_{K, 0}$. This sequence induces the exact sequence

$$
1 \longrightarrow C_{K, 0} \longrightarrow C_{K} \xrightarrow{d} m \mathbb{Z} \longrightarrow 0
$$

which implies

$$
C_{K} \cong C_{K, 0} \oplus \mathbb{Z}
$$

Finally, we have the exact sequence

$$
1 \longrightarrow k^{*} \longrightarrow K^{*} \xrightarrow{i} P_{K} \longrightarrow 1,
$$

where $i(x)=(x)_{K}$, and as a consequence the sequence

$$
1 \longrightarrow k^{*} \longrightarrow K^{*} \xrightarrow{i} D_{K} \xrightarrow{\pi} C_{K} \longrightarrow 1
$$

is exact, where $\pi$ is the natural projection.

For further reference, we list all the exact sequences obtained:

$$
\begin{gather*}
1 \longrightarrow D_{K, 0} \longrightarrow D_{K} \xrightarrow{\frac{1}{m} d} \mathbb{Z} \longrightarrow 0, D_{K} \cong D_{K, 0} \oplus \mathbb{Z},  \tag{3.6}\\
1 \longrightarrow C_{K, 0} \longrightarrow C_{K} \xrightarrow{\frac{1}{m} d} \mathbb{Z} \longrightarrow 0, C_{K} \cong C_{K, 0} \oplus \mathbb{Z},  \tag{3.7}\\
1 \longrightarrow k^{*} \longrightarrow K^{*} \xrightarrow{i} P_{K} \longrightarrow 1,  \tag{3.8}\\
1 \longrightarrow k^{*} \longrightarrow K^{*} \xrightarrow{i} D_{K} \xrightarrow{\pi} C_{K} \longrightarrow 1,  \tag{3.9}\\
1 \longrightarrow P_{K} \longrightarrow D_{K} \longrightarrow C_{K} \longrightarrow 1 . \tag{3.10}
\end{gather*}
$$

Example 3.2.16. Let $K=k(x)$ be a rational function field. Let $\mathfrak{A}$ be a divisor of degree 0 , that is, $\mathfrak{A} \in D_{K, 0}$. We write $\mathfrak{A}=\prod_{i=1}^{r} \mathcal{P}_{i}^{\alpha_{i}}$, where each $\mathcal{P}_{i}(1 \leq i \leq r)$ is a prime divisor of $K$. We have $d(\mathfrak{A})=\sum_{i=0}^{r} \alpha_{i} d\left(\mathcal{P}_{i}\right)=0$.

Now choose $\mathcal{P}_{r}$ to be $\mathcal{P}_{\infty}$, i.e., the place corresponding to the valuation $v_{\infty}$. Each $\mathcal{P}_{i}(1 \leq i \leq r-1)$ is associated to some irreducible polynomial $f_{i}(x)$ of $k[x]$. We have $d\left(\mathcal{P}_{\infty}\right)=1$.

Therefore $\alpha_{r}=-\sum_{i=0}^{r-1} \alpha_{i} \operatorname{deg} f_{i}$. Now, for any valuation $v \neq v_{f_{i}}, v_{\infty}$, we have $v\left(f_{i}\right)=0, v_{f_{i}}\left(f_{i}\right)=1$, and $v_{\infty}\left(f_{i}\right)=-\operatorname{deg} f_{i}$. Hence the divisor of $f_{i}$ is $\left(f_{i}\right)_{K}=$ $\frac{\mathcal{P}_{i}}{\mathcal{P}_{\infty}^{\operatorname{deg} f_{i}}}$, where $\mathcal{P}_{i}$ is the divisor corresponding to $v_{f_{i}}$ and $\mathcal{P}_{r}=\mathcal{P}_{\infty}$ is the prime divisor corresponding to $v_{\infty}$. Therefore

$$
\begin{aligned}
\left(\prod_{i=1}^{r-1} f_{i}(x)^{\alpha_{i}}\right)_{K} & =\prod_{i=1}^{r-1}\left(f_{i}(x)\right)_{K}^{\alpha_{i}}=\prod_{i=1}^{r-1} \frac{\mathcal{P}_{i}^{\alpha_{i}}}{\mathcal{P}_{\infty}^{\alpha_{i} \operatorname{deg} f_{i}}}= \\
& =\left(\prod_{i=1}^{r-1} \mathcal{P}_{i}^{\alpha_{i}}\right) \mathcal{P}_{\infty}^{-\sum_{i=1}^{r-1} \alpha_{i} \operatorname{deg} f_{i}}=\prod_{i=1}^{r} \mathcal{P}_{i}^{\alpha_{i}}=\mathfrak{A}
\end{aligned}
$$

that is, $\mathfrak{A}$ is principal since $\mathfrak{A}=(\alpha(x))_{K}$, where $\alpha(x)=\prod_{i=1}^{r-1} f_{i}(x)^{\alpha_{i}} \in k(x)^{*}$. We observe that if $r=0$, then $\mathfrak{A}=\mathfrak{N}=(1)_{K}, 1 \in k^{*}$.

This shows that $D_{K, 0}=P_{K}$. Thus $D_{K, 0} / P_{K}=C_{K, 0}=\{1\}$ and $h_{K}=1$.
In short, we have proved that any rational function field has class number 1.
Finally, since $d\left(\mathcal{P}_{\infty}\right)=1$, the degree function $d$ is surjective: $d\left(D_{K}\right)=\mathbb{Z}$ and $C_{K} \cong \mathbb{Z}$.

Note 3.2.17. If $d\left(D_{K}\right)=m \mathbb{Z}$ with $m \in \mathbb{N}$, we have

$$
m=\min \{n \in \mathbb{N} \mid \text { there exists a divisor } \mathfrak{A} \text { such that } d(\mathfrak{A})=n\}
$$

When $K=k(x)$ we have $m=1$. If $k$ is algebraically closed every prime divisor is of degree 1 so that $m=1$. This is not true in general. Later on we will see an example where $m=2$ (Proposition 4.1.9). An important result is that when $k$ is a finite field, $m=1$. This will be proved in Chapter 6 (Theorem 6.3.8).

We end this section with a generalization of Corollary 3.1.12.

Proposition 3.2.18. If $\mathfrak{B}$ is a divisor such that $d(\mathfrak{B})>0$ or $d(\mathfrak{B})=0$ and $\mathfrak{B}$ is not principal, then $L(\mathfrak{B})=\{0\}$. In particular, if $\mathfrak{B}$ is integral and $\mathfrak{B} \neq \mathfrak{N}$ then $L(\mathfrak{B})=\{0\}$. If $\mathfrak{B}=(x)_{K}$ is principal, we have $L(\mathfrak{B})=\{\alpha x \mid \alpha \in k\}$ and $\ell(\mathfrak{B})=1$.
Proof. If $d(\mathfrak{B})>0$ and $x \in L(\mathfrak{B}) \backslash\{0\}$, then $(x)_{K}=\mathfrak{B C}$, where $\mathfrak{C}$ is an integral divisor. Thus $0=d\left((x)_{K}\right)=d(\mathfrak{B})+d(\mathfrak{C}) \geq d(\mathfrak{B})>0$, which is absurd. Hence, we have $L(\mathfrak{B})=\{0\}$.

Now if $d(\mathfrak{B})=0$ and $\mathfrak{B}$ is not principal, assume that there exists $x \in L(\mathfrak{B}) \backslash\{0\}$. Then $(x)_{K}=\mathfrak{B C}$ for some integral divisor $\mathfrak{C}$. Therefore $0=d\left((x)_{K}\right)=d(\mathfrak{B})+$ $d(\mathfrak{C})=d(\mathfrak{C})$, that is, $\mathfrak{C}$ is integral and of degree 0 , so $\mathfrak{C}=\mathfrak{N}$ and $\mathfrak{B}=(x)_{K}$, which contradicts the hypothesis.

In particular, if $\mathfrak{B}$ is an integral divisor, we have $\mathfrak{B} \neq \mathfrak{N}$ with $d(\mathfrak{B})>0$ and $L(\mathfrak{B})=\{0\}$.

Finally, if $\mathfrak{B}=(x)_{K}$ is principal, then if $y \in L\left((x)_{K}\right) \backslash\{0\}$, we have $(y)_{K}=(x)_{K}$. Hence $y=\alpha x$ for some $\alpha \in k^{*}$ and $L\left((x)_{K}\right)=\{\alpha x \mid \alpha \in k\}$.

### 3.3 Repartitions or Adeles

We start this section by proving Riemann's theorem, which constitutes half of the Riemann-Roch theorem, the most important result of this book. For this purpose we need the following proposition:

Proposition 3.3.1. Let $x \in K$ be a transcendental element. Then there exists an integer $a \in \mathbb{Z}$ depending only on $x$ such that $\ell\left(\mathfrak{N}_{x}^{-m}\right)+d\left(\mathfrak{N}_{x}^{-m}\right) \geq$ a for all $m \in \mathbb{Z}$.

Proof. In the proof of Theorem 3.2.7 we obtained that there exists $s \in \mathbb{N}$ such that for all $r \geq 0$ we have
$\ell\left(\mathfrak{N}_{x}^{-s-r}\right) \geq N(r+1)=d\left(\mathfrak{N}_{x}\right)(r+1), \quad$ and $\quad N=d\left(\mathfrak{N}_{x}\right)=[K: k(x)]$.
For $m=r+s \geq s$ we have

$$
\begin{aligned}
\ell\left(\mathfrak{N}_{x}^{-m}\right)+d\left(\mathfrak{N}_{x}^{-m}\right) & \geq(r+1) d\left(\mathfrak{N}_{x}\right)-m d\left(\mathfrak{N}_{x}\right)=(r+1-m) d\left(\mathfrak{N}_{x}\right) \\
& =(-s+1) d\left(\mathfrak{N}_{x}\right)=a
\end{aligned}
$$

where we define $a$ to be $(-s+1) d\left(\mathfrak{N}_{x}\right)$.
Now, for $m<s$, we have $\mathfrak{N}_{x}^{-s} \mid \mathfrak{N}_{x}^{-m}$, so from Theorem 3.1.11 we obtain

$$
\ell\left(\mathfrak{N}_{x}^{-m}\right)+d\left(\mathfrak{N}_{x}^{-m}\right) \geq \ell\left(\mathfrak{N}_{x}^{-s}\right)+d\left(\mathfrak{N}_{x}^{-s}\right) \geq a
$$

Theorem 3.3.2 (Riemann). Let $x$ be a transcendental element and let

$$
1-g=\sup \left\{a \mid \ell\left(\mathfrak{N}_{x}^{-m}\right)+d\left(\mathfrak{N}_{x}^{-m}\right) \geq a \text { for all } m \in \mathbb{Z}\right\}
$$

that is, $1-g$ is the greatest lower bound of the set

$$
\left\{\ell\left(\mathfrak{N}_{x}^{-m}\right)+d\left(\mathfrak{N}_{x}^{-m}\right) \mid m \in \mathbb{Z}\right\} \subseteq \mathbb{Z}
$$

Then for any divisor $\mathfrak{A} \in D_{K}$ we have $\ell(\mathfrak{A})+d(\mathfrak{A}) \geq 1-g$.

Proof. If $\mathfrak{A}, \mathfrak{B}$ are integral divisors and $\mathfrak{C}=\frac{\mathfrak{A}}{\mathfrak{B}}=\mathfrak{A} \mathfrak{B}^{-1}$, then $\mathfrak{B}^{-1} \mid \mathfrak{C}$ and by Theorem 3.1.11, we have

$$
\ell(\mathfrak{C})+d(\mathfrak{C}) \geq \ell\left(\mathfrak{B}^{-1}\right)+d\left(\mathfrak{B}^{-1}\right)
$$

This shows that the theorem holds in general if it holds for divisors of the type $\mathfrak{B}^{-1}$, where $\mathfrak{B}$ is an integral divisor. Now let $z \in K^{*}$, and let $\mathfrak{A} \in D_{K}$ be arbitrary.

Let

$$
\varphi: L(\mathfrak{A}) \longrightarrow K \quad \text { be defined by } \quad \varphi(y)=z y
$$

Since $z \neq 0, \varphi$ is $k$-linear and injective. Its image is contained in $L((z) \mathfrak{A})$. On the other hand, consider the function

$$
\psi: L((z) \mathfrak{A}) \longrightarrow K \quad \text { defined by } \quad \psi(y)=z^{-1} y
$$

Clearly $\psi$ is injective and its image is contained in $L(\mathfrak{A})$. Therefore $L((z) \mathfrak{A}) \cong \operatorname{im} \varphi$ and

$$
\begin{equation*}
L((z) \mathfrak{A}) \cong L(\mathfrak{A}) \tag{3.11}
\end{equation*}
$$

as $k$-vector spaces. In particular,

$$
\begin{equation*}
\ell((z) \mathfrak{A})=\ell(\mathfrak{A}) \tag{3.12}
\end{equation*}
$$

for all $z \in K^{*}$ and $\mathfrak{A} \in D_{K}$. On the other hand, we have $d((z) \mathfrak{A})=d((z))+d(\mathfrak{A})=$ $d(\mathfrak{A})$, that is,

$$
\begin{equation*}
\ell(\mathfrak{A})+d(\mathfrak{A})=\ell((z) \mathfrak{A})+d((z) \mathfrak{A}) \tag{3.13}
\end{equation*}
$$

Let $\mathfrak{B}$ be an arbitrary integral divisor and $m \geq 0$. By Theorem 3.1.11, we have

$$
\ell\left(\mathfrak{N}_{x}^{-m} \mathfrak{B}\right)+d\left(\mathfrak{N}_{x}^{-m} \mathfrak{B}\right) \geq \ell\left(\mathfrak{N}_{x}^{-m}\right)+d\left(\mathfrak{N}_{x}^{-m}\right) \geq 1-g .
$$

Now since $x$ is transcendental, then $d\left(\mathfrak{N}_{x}\right)>0$, so

$$
\ell\left(\mathfrak{N}_{x}^{-m} \mathfrak{B}\right) \geq-d\left(\mathfrak{N}_{x}^{-m} \mathfrak{B}\right)+1-g=m d\left(\mathfrak{N}_{x}\right)-d(\mathfrak{B})+1-g \underset{m \rightarrow \infty}{\longrightarrow} \infty
$$

Pick an $m$ large enough so that $\ell\left(\mathfrak{N}_{x}^{-m} \mathfrak{B}\right)>0$. In particular there exists $y \in$ $L\left(\mathfrak{N}_{x}^{-m} \mathfrak{B}\right)$, so we obtain the following implications

$$
\begin{aligned}
& \mathfrak{N}_{x}^{-m} \mathfrak{B} \mid(y) \Longrightarrow(y) \mathfrak{N}_{x}^{m} \mathfrak{B}^{-1} \text { is integral } \Longrightarrow \mathfrak{N}_{x}^{-m} \mid(y) \mathfrak{B}^{-1} \\
& \Longrightarrow \ell\left(\mathfrak{B}^{-1}\right)+d\left(\mathfrak{B}^{-1}\right)=\ell\left((y) \mathfrak{B}^{-1}\right)+d\left((y) \mathfrak{B}^{-1}\right) \\
& \quad \geq \ell\left(\mathfrak{N}_{x}^{-m}\right)+d\left(\mathfrak{N}_{x}^{-m}\right) \geq 1-g,
\end{aligned}
$$

which is what we wanted to prove.

Corollary 3.3.3. The number $1-g$ is the greatest lower bound of the set

$$
\left\{\ell(\mathfrak{A})+d(\mathfrak{A}) \mid \mathfrak{A} \in D_{K}\right\}
$$

and also the greatest lower bound of the set

$$
\left\{\ell\left(\mathfrak{N}_{z}^{-m}\right)+d\left(\mathfrak{N}_{z}^{-m}\right) \mid m \in \mathbb{Z}\right\}
$$

for any $z \in K \backslash k$. In particular, $1-g$ is independent of $z$.

Definition 3.3.4. The number $g=g_{K}$ is called the genus of the field $K$.
Example 3.3.5. Let $K=k(x)$. Then it will be proved that $\ell\left(\mathfrak{p}_{\infty}^{-t}\right)=t+1$ (Proposition 4.1.3), where $\mathfrak{p}_{\infty}$ is the pole divisor of $x$. Therefore

$$
\ell\left(\mathfrak{p}_{\infty}^{-t}\right)+d\left(\mathfrak{p}_{\infty}^{-t}\right)=t+1-t=1 .
$$

It follows that $g_{k(x)}=0$.
Example 3.3.6. Let $K=k(x, y)$ where $y^{2}=f(x) \in k[x]$ is a polynomial of even degree $m, f(x)$ is square-free and char $k \neq 2$. We will see (Corollary 4.3.6) that $\ell\left(\mathfrak{N}_{x}^{-t}\right)=2 t+2-\frac{m}{2}$ and $\left(\mathfrak{N}_{x}^{-t}\right)=-t d\left(\mathfrak{N}_{x}\right)=2 t$. Thus

$$
\ell\left(\mathfrak{N}_{x}^{-t}\right)+d\left(\mathfrak{N}_{x}^{-t}\right)=2 t+2-\frac{m}{2}-2 t=2-\frac{m}{2}
$$

Therefore $g_{K}=\frac{m}{2}-1$.
Proposition 3.3.7. We have $g \geq 0$.
Proof. The statement follows from $\ell(\mathfrak{N})+d(\mathfrak{N})=1+0 \geq 1-g$.
Definition 3.3.8. Let $\mathfrak{A} \in D_{K}$. The nonnegative integer

$$
\delta(\mathfrak{A})=\ell\left(\mathfrak{A}^{-1}\right)+d\left(\mathfrak{A}^{-1}\right)+g-1=\ell\left(\mathfrak{A}^{-1}\right)-d(\mathfrak{A})+g-1
$$

is called the specialty degree of $\mathfrak{A}$.
If $\delta(\mathfrak{A})=0, \mathfrak{A}$ is called nonspecial.
If $\delta(\mathfrak{A})>0, \mathfrak{A}$ is called special.
Remark 3.3.9. From the proof of Riemann's theorem, we have obtained that for all $x \in K^{*}$ and for all $\mathfrak{A} \in D_{K}, \ell((x) \mathfrak{A})=\ell(\mathfrak{A})$, that is, if $C \in C_{K}$ and $\mathfrak{A} \in C$, $\ell\left(\mathfrak{A}^{-1}\right)$ does not depend on $\mathfrak{A}$ but only on $C$. In other words, if $\mathfrak{A}, \mathfrak{B} \in C$, we have

$$
\mathfrak{A}=\mathfrak{B}(x), \quad \mathfrak{A}^{-1}=\mathfrak{B}^{-1}\left(x^{-1}\right), \quad \text { and } \quad \ell\left(\mathfrak{A}^{-1}\right)=\ell\left(\mathfrak{B}^{-1}\left(x^{-1}\right)\right)=\ell\left(\mathfrak{B}^{-1}\right) .
$$

Definition 3.3.10. Let $C \in C_{K}$. We define the dimension $N(C)$ of the class $C$ by $N(C)=\ell\left(\mathfrak{A}^{-1}\right)$ for an arbitrary $\mathfrak{A} \in C$. Equivalently, $N(C)=\ell(\mathfrak{A})$ for any $\mathfrak{A}^{-1} \in C$.

For each place $\mathcal{P}$ of $K$, let $\xi_{\mathcal{P}} \in K_{\mathcal{P}}$, where $K_{\mathcal{P}}$ is the completion of $K$ with respect to $\mathcal{P}$. The approximation theorem establishes that given a finite set $\mathcal{P}_{1}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{n}$ of distinct places of $K$, there exists $x \in K$ such that $v_{\mathcal{P}_{i}}\left(x-\xi_{\mathcal{P}_{i}}\right)>$ 0 for all $i=1, \ldots, n$. In fact, the approximation theorem shows this for $\xi_{\mathcal{P}_{i}} \in K$, but if $\xi_{\mathcal{P}_{i}} \in K \mathcal{P}_{i}$, we choose $\xi_{\mathcal{P}_{i}}^{\prime} \in K$ such that $v_{\mathcal{P}_{i}}\left(\xi_{\mathcal{P}_{i}}-\xi_{\mathcal{P}_{i}}^{\prime}\right)>m$ for $m$ sufficiently large.

A natural question is whether the approximation theorem is also true for an infinite number of places, even with a weaker condition: given $\xi_{\mathcal{P}} \in K_{\mathcal{P}}$ for each place $\mathcal{P}$ of $K$, does there exist $x \in K$ such that $v_{\mathcal{P}}\left(x-\xi_{\mathcal{P}}\right) \geq 0$ for all $\mathcal{P}$ ?

A necessary condition for the answer to the above question to be positive is that $v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right) \geq 0$ for almost all $\mathcal{P}$, since if $\mathcal{P}$ is such that $v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right)<0$, the condition $v_{\mathcal{P}}\left(x-\xi_{\mathcal{P}}\right) \geq 0$ implies

$$
v_{\mathcal{P}}(x)=v_{\mathcal{P}}\left(x-\xi_{\mathcal{P}}+\xi_{\mathcal{P}}\right)=\min \left\{v_{\mathcal{P}}\left(x-\xi_{\mathcal{P}}\right), v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right)\right\}=v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right)<0
$$

and this is possible only for a finite number of places $\mathcal{P}$.
The above condition motivates the following definition.
Definition 3.3.11. A repartition or adele is a function $\varphi: \mathbb{P}_{K} \longrightarrow \bigcup_{\mathcal{P} \in \mathbb{P}_{K}} K_{\mathcal{P}}$ such that $\varphi(\mathcal{P}) \in K_{\mathcal{P}}$ for all $\mathcal{P}$ and $v_{\mathcal{P}}(\varphi(\mathcal{P})) \geq 0$ for almost all $\mathcal{P}$.

Equivalently, a repartition $\xi$ is a sequence $\xi=\left\{\xi_{\mathcal{P}}\right\}_{\mathcal{P} \in \mathbb{P}_{K}} \in \prod_{\mathcal{P}_{\in} \in \mathbb{P}_{K}} K_{\mathcal{P}}$ such that $\xi_{\mathcal{P}} \in \vartheta_{\mathcal{P}}$ for almost all $\mathcal{P}$, where $\vartheta_{\mathcal{P}}$ denotes the valuation ring of $K_{\mathcal{P}}$. For a repartition $\theta, \theta_{\mathcal{P}}$ denotes its component at $\mathcal{P}$.

The space of all repartitions of $K$ will be denoted by $\mathfrak{X}_{K}=\Lambda_{K}$, or $\Lambda=\mathfrak{X}$ in case that the underlying field is clearly $K$.

We leave the proof of the next proposition to the reader.
Proposition 3.3.12. The set $\mathfrak{X}_{K}$ is a k-algebra, that is, $\mathfrak{X}_{K}$ is a $k$-vector space and it is also a ring with its operations defined componentwise. In other words, for a $\in$ $k, \xi, \theta \in \mathfrak{X}$ we define $(a \xi)_{\mathcal{P}}=a \xi_{\mathcal{P}} ;(\xi+\theta)_{\mathcal{P}}=\xi_{\mathcal{P}}+\theta_{\mathcal{P}} ;(\theta \xi)_{\mathcal{P}}=\xi_{\mathcal{P}} \theta_{\mathcal{P}}$.

The function $K \xrightarrow{\phi} \mathfrak{X}$, defined by $\phi(x)=\xi_{x}$, where $\left(\xi_{x}\right)_{\mathcal{P}}=x$ for all $\mathcal{P}$, is a monomorphism. Thus, under this injection we will assume that $K \subseteq \mathfrak{X}$ by identifying each $x \in K$ with the constant repartition equal to $x$ for every component.

Proposition 3.3.13. For a place $\mathcal{P}$, the valuation $v_{\mathcal{P}}$ can be extended to $\mathfrak{X}$ by defining $v_{\mathcal{P}}(\xi)=v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right)$ for all $\xi \in \mathfrak{X}$. This extension satisfies the same properties as the original valuation on $K$, that is:
(i) $v_{\mathcal{P}}(\xi+\theta) \geq \min \left\{v_{\mathcal{P}}(\xi), v_{\mathcal{P}}(\theta)\right\}$ for all $\xi, \theta \in \mathfrak{X}$,
(ii) $v_{\mathcal{P}}(\xi \theta)=v_{\mathcal{P}}(\xi)+v_{\mathcal{P}}(\theta)$ for all $\xi, \theta \in \mathfrak{X}$,
(iii) $v_{\mathcal{P}}\left(\xi_{x}\right)=v_{\mathcal{P}}(x)$ for all $x \in K$.

Proof. The result follows immediately from the definition.

Definition 3.3.14. Let $\mathfrak{A} \in D_{K}$ and $\xi \in \mathfrak{X}_{K}$. We say that $\mathfrak{A}$ divides $\xi$ or that $\xi$ is divisible by $\mathfrak{A}$ and we write $\mathfrak{A} \mid \xi$ if $v_{\mathcal{P}}(\xi) \geq v_{\mathcal{P}}(\mathfrak{A})$ for all $\mathcal{P} \in \mathbb{P}_{K}$. We say that two repartitions $\xi, \theta$ are congruent modulo $\mathfrak{A}$, and we write $\xi \equiv \theta \bmod \mathfrak{A}$, if $\xi-\theta$ is divisible by $\mathfrak{A}$.

Notation 3.3.15. Let $\mathfrak{A} \in D_{K}$. We denote by

$$
\mathfrak{X}(\mathfrak{A})=\{\xi \in \mathfrak{X}|\mathfrak{A}| \xi\}=\left\{\xi \in \mathfrak{X} \mid v_{\mathcal{P}}(\xi) \geq v_{\mathcal{P}}(\mathfrak{A}) \text { for all } \mathcal{P} \in \mathbb{P}_{K}\right\}
$$

the set of repartitions that are divisible by $\mathfrak{A}$. Clearly $\mathfrak{X}(\mathfrak{A})$ is a $k$-vector space. We will also write $\Lambda_{K}(\mathfrak{A})=\mathfrak{X}_{K}(\mathfrak{A})$.

The set $\mathfrak{X}(\mathfrak{A})$ is similar to $L(\mathfrak{A})$ with repartitions instead of elements. Since we may consider that the set of repartitions contains $K^{*}$ this allows us a greater degree of flexibility in the study of valuations.

The question previous to Definition 3.3.11 can be reformulated and generalized in the following way: given $\xi \in \mathfrak{X}$, does there exist $x \in K$ such that $x \equiv \xi$ mod $\mathfrak{A}$ ? This will be true if and only if $\mathfrak{A} \mid \xi_{x}-\xi$, which is equivalent to $v_{\mathcal{P}}\left(x-\xi_{\mathcal{P}}\right) \geq v_{\mathcal{P}}(\mathfrak{A})$ for all $\mathcal{P} \in \mathbb{P}_{K}$. The original question corresponds to the case $\mathfrak{A}=\mathfrak{N}$.

Theorem 3.3.16. Let $\mathfrak{A}, \mathfrak{B} \in D_{K}$ be such that $\mathfrak{A} \mid \mathfrak{B}$. Let $S=\left\{\mathcal{P} \in \mathbb{P}_{K} \mid v_{\mathcal{P}}(\mathfrak{A}) \neq\right.$ 0 or $\left.v_{\mathcal{P}}(\mathfrak{B}) \neq 0\right\}$. Then $S$ is finite and

$$
\begin{equation*}
\frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{B} \mid S)} \cong \frac{\mathfrak{X}(\mathfrak{A})}{\mathfrak{X}(\mathfrak{B})} \tag{3.14}
\end{equation*}
$$

as $k$-vector spaces. In particular,

$$
\begin{equation*}
\operatorname{dim}_{k} \frac{\mathfrak{X}(\mathfrak{A})}{\mathfrak{X}(\mathfrak{B})}=d(\mathfrak{B})-d(\mathfrak{A})<\infty . \tag{3.15}
\end{equation*}
$$

Proof. For $x \in \Gamma(\mathfrak{A} \mid S)$, we define the repartition $\mu_{x}$ by

$$
\left(\mu_{x}\right)_{\mathcal{P}}= \begin{cases}x & \text { if } \mathcal{P} \in S \\ 0 & \text { if } \mathcal{P} \notin S\end{cases}
$$

Observe that $v_{\mathcal{P}}\left(\mu_{x}\right)=v_{\mathcal{P}}\left(\left(\mu_{x}\right)_{\mathcal{P}}\right) \geq v_{\mathcal{P}}(x) \geq v_{\mathcal{P}}(\mathfrak{A})$ for all $\mathcal{P} \in \mathbb{P}_{K}$, that is, $\mu_{x} \in \mathfrak{X}(\mathfrak{A})$. Define $\varphi: \Gamma(\mathfrak{A} \mid S) \longrightarrow \mathfrak{X}(\mathfrak{A})$ by $\varphi(x)=\mu_{x}$. It is easy to verify that $\varphi$ is $k$-linear

For $x \in \Gamma(\mathfrak{A} \mid S)$ we have

$$
\varphi(x)=\mu_{x} \in \mathfrak{X}(\mathfrak{B}) \Longleftrightarrow v_{\mathcal{P}}(x) \geq v_{\mathcal{P}}(\mathfrak{B}) \text { for all } \mathcal{P} \in S \Longleftrightarrow x \in \Gamma(\mathfrak{B} \mid S),
$$

which means that the function $\tilde{\varphi}: \frac{\Gamma(\mathfrak{A} \mid S)}{\Gamma(\mathfrak{B} \mid S)} \longrightarrow \frac{\mathfrak{X}(\mathfrak{A})}{\mathfrak{X}(\mathfrak{B})}$ induced by $\varphi$ is a $k$ monomorphism.

We will see that $\tilde{\varphi}$ is also surjective. Let $\xi \in \mathfrak{X}(\mathfrak{A})$. By the approximation theorem, there exists $x \in K$ such that

$$
v_{\mathcal{P}}(x-\xi) \geq v_{\mathcal{P}}(\mathfrak{B}) \text { for all } \mathcal{P} \in S .
$$

Since $\xi \in \mathfrak{X}(\mathfrak{A})$, we have $\mu_{x} \in \mathfrak{X}(\mathfrak{A})$. Indeed, if $\mathcal{P} \notin S$, then

$$
v_{\mathcal{P}}\left(\mu_{x}\right)=v_{\mathcal{P}}(0)=\infty
$$

and if $\mathcal{P} \in S$, then

$$
\begin{aligned}
v_{\mathcal{P}}\left(\mu_{x}\right) & =v_{\mathcal{P}}(x)=v_{\mathcal{P}}\left(x-\xi_{\mathcal{P}}+\xi_{\mathcal{P}}\right) \geq \min \left\{v_{\mathcal{P}}\left(x-\xi_{\mathcal{P}}\right), v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right)\right\} \\
& \geq \min \left\{v_{\mathcal{P}}(\mathfrak{B}), v_{\mathcal{P}}(\mathfrak{A})\right\}=v_{\mathcal{P}}(\mathfrak{A})
\end{aligned}
$$

Furthermore,

$$
v_{\mathcal{P}}\left(\mu_{x}-\xi\right) \geq v_{\mathcal{P}}(\mathfrak{B}) \text { for all } \mathcal{P} \in \mathbb{P}_{K}
$$

so $\mu_{x} \equiv \xi \bmod \mathfrak{X}(\mathfrak{B})$. Thus, for $\mathcal{P} \in S$, we have $v_{\mathcal{P}}(x) \geq v_{\mathcal{P}}(\mathfrak{A})$. Therefore $x \in$ $\Gamma(\mathfrak{A} \mid S)$ and we have

$$
\tilde{\varphi}(x)=\mu_{x}+\mathfrak{X}(\mathfrak{B})=\xi+\mathfrak{X}(\mathfrak{B}),
$$

that is, $\tilde{\varphi}$ is surjective and we have proved the first part of the theorem. The second part is an immediate consequence of Theorem 3.1.9.

### 3.4 Differentials

Our main goal in this section is to define the concept of differential in a general function field. The original concept of differential is, naturally, analytic. Our first objective is, starting from its analytic nature, to extract an algebraic representation of a differential in the complex plane in order to be able to give a general definition. It would have been possible to give the definition directly without any previous motivation, but the reason why we call this object a differential would be obscure as well as its similarity with the differentials that everyone knows. The differentials defined here are the Weil differentials. In Chapter 9 we will study the Hasse differentials, and in Chapter 14 we will study successive differentials, namely the Hasse-Schmidt differentials.

First, let $K=\mathbb{C}(x)$ be the rational function field over the field of complex numbers. Let $u \in K$. The object $u d x$ can be viewed as a "linear integral element" in the following way: if $\gamma$ is any path in $\mathbb{C}$ not containing any pole of $u$, then the linear integral $\int_{\gamma} u d x$ is well defined. For $a \in \mathbb{C}$, let $\mathcal{P}_{a}$ be the zero divisor of $x-a$, that is, $(x-a)_{K}=\frac{\mathcal{P}_{a}}{\mathcal{P}_{\infty}}$, and write

$$
v_{\mathcal{P}_{a}}(u)=: \text { order of } u d x \text { in } \mathcal{P}_{a} .
$$

In the Riemann sphere, for $a=\infty \in \mathbb{C}_{\infty}=S^{2}$, we have

$$
y=\frac{1}{x}, \quad d y=-\frac{1}{x^{2}} d x
$$

and

$$
\int_{\gamma} u d x=-\int_{\gamma} u y^{-2} d y=-\int_{\gamma} \frac{u}{y^{2}} d y
$$

Since $\mathbb{C}(x)=\mathbb{C}(y)$ and $\mathfrak{N}_{x}=\mathfrak{Z}_{y}$, it is reasonable to define the order of $u d x$ in $\mathcal{P}_{\infty}$ to be $v_{\mathcal{P}_{\infty}}(u)-2$.

In short, we define the

$$
\text { order of } u d x \text { in } a \in S^{2} \text { as } \begin{cases}v_{\mathcal{P}_{a}}(u) & \text { if } a \in \mathbb{C} \\ v_{\mathcal{P}_{\infty}}(u)-2 & \text { if } a=\infty\end{cases}
$$

If $a \in \mathbb{C}$ and $\gamma$ is a simple positively oriented closed path such that $a$ is in the interior of $\gamma$ and $\gamma$ does not contain any other pole of $u$ in its interior, we have

$$
\frac{1}{2 \pi i} \oint_{\gamma} u d x=\text { Residue of } u \text { in }(x=a)=\operatorname{Res}_{x=a} u:=\text { Residue of } u d x \text { in } \mathcal{P}_{a}
$$

For $a=\infty$, we choose $\gamma$ to be a simple positively oriented closed path containing every pole of $u$ in the interior of $\gamma$ in the finite plane $\mathbb{C}$. In other words, $\infty$ is not contained in the interior of the path when this path is considered in $\mathbb{C}$. We have

$$
\underset{x=\infty}{\operatorname{Res}} u=-\frac{1}{2 \pi i} \oint_{\gamma} u d x:=\text { Residue of } u d x \text { in } \mathcal{P}_{\infty}
$$

Hence, by definition we have

$$
\underset{\mathcal{P}_{a}}{\operatorname{Res}} u d x=\underset{x=a}{\operatorname{Res}} u, a \in \mathbb{C}_{\infty} .
$$

Now, if $a_{1}, a_{2}, \ldots, a_{h} \in \mathbb{C}$ are all the poles of $u$ in $\mathbb{C}$ and $\Gamma$ is a simple positively oriented closed path containing $a_{1}, a_{2}, \ldots, a_{h}$ in its interior, then by the residue theorem, we have

$$
\frac{1}{2 \pi i} \oint_{\gamma} u d x=\sum_{i=1}^{h} \operatorname{Res}_{x=a_{i}} u=-\operatorname{Res}_{x=\infty} u
$$

that is,


$$
\sum_{a \in \mathbb{C}_{\infty}} \operatorname{Res}_{\mathcal{P}_{a}} u d x=0
$$

If $\mathcal{P}$ is any place of $K$ and $\alpha$ is an element of the completion of $K_{\mathcal{P}}$ of $K$ with respect to $\mathcal{P}$, then we can define $\operatorname{Res}_{\mathcal{P}} \alpha d x$ in an analogous way to the case $\alpha \in K$.

To that end, first we write $\mathcal{P}=\mathcal{P}_{a}$ with $a \in \mathbb{C}_{\infty}$. By means of a change of variable $x \longrightarrow x-a$ or $x \longrightarrow \frac{1}{x}$, we may assume that $\mathcal{P}$ is the divisor of zeros $\mathcal{P}_{0}$ of $x$. Then $\alpha \in \mathbb{C}((x))$ (Theorem 2.5.20). If $\alpha=\sum_{n=m}^{\infty} a_{n} x^{n}$, then

$$
\alpha d x=\sum_{n=m}^{\infty} a_{n} x^{n} d x \quad \text { and } \quad \operatorname{Res} \alpha d x=a_{-1}
$$

By this observation we may take $\xi \in \mathfrak{X}_{K}=\mathfrak{X}$, and $u d x$ is as before and $K=$ $\mathbb{C}(x)$. Then if $\mathcal{P}$ is any place, we define

$$
\omega^{\mathcal{P}}(\xi)=\text { residue in } \mathcal{P} \text { of } \xi_{\mathcal{P}} u d x
$$

We note that since $v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right) \geq 0$ and $v_{\mathcal{P}}(u) \geq 0$ for almost all $\mathcal{P}$, then $\omega^{\mathcal{P}}(\xi)=0$ for all but a finite number of places $\mathcal{P}$. Then the function

$$
\omega: \mathfrak{X} \longrightarrow \mathbb{C} \text { given by } \omega(\xi)=\sum_{\mathcal{P} \in \mathbb{P}_{K}} \omega^{\mathcal{P}}(\xi)
$$

is well defined and clearly $\mathbb{C}$-linear. Our objective now is to study $\operatorname{ker} \omega$.
If $t \in K$, then $\xi_{t} \in \mathfrak{X}$ satisfies

$$
\omega\left(\xi_{t}\right)=\sum_{\mathcal{P} \in \mathbb{P}_{K}} \omega^{\mathcal{P}}\left(\left(\xi_{t}\right)_{\mathcal{P}}\right)=\sum_{\mathcal{P} \in \mathbb{P}_{K}} \omega^{\mathcal{P}}(t)=\sum_{a \in \mathbb{C}_{\infty}} \operatorname{Res} t u d x=0
$$

that is, $K \subseteq \operatorname{ker} \omega$.
If $\mathfrak{A}=\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{v \mathcal{P}(\mathfrak{A})}$ is any divisor, we say that $u d x \equiv 0 \bmod \mathfrak{A}$ if the order of $u d x$ in $\mathcal{P}$ is greater than or equal to $v_{\mathcal{P}}(\mathfrak{A})$ for all $\mathcal{P} \in \mathbb{P}_{K}$.

Let $\mathfrak{A}$ be a divisor such that $u d x \equiv 0 \bmod \mathfrak{A}$. Set

$$
\begin{aligned}
\mathfrak{X}\left(\mathfrak{A}^{-1}\right) & =\left\{\xi \in \mathfrak{X}\left|\mathfrak{A}^{-1}\right| \xi\right\}=\left\{\xi \in \mathfrak{X} \mid \xi \equiv 0 \bmod \mathfrak{A}^{-1}\right\} \\
& =\left\{\xi \in \mathfrak{X} \mid v_{\mathcal{P}}(\xi) \geq-v_{\mathcal{P}}(\mathfrak{A}), \mathcal{P} \in \mathbb{P}_{K}\right\} .
\end{aligned}
$$

If $\xi \in \mathfrak{X}\left(\mathfrak{A}^{-1}\right)$, then $v_{\mathcal{P}}(\xi) \geq-v_{\mathcal{P}}(\mathfrak{A})$ for all $\mathcal{P} \in \mathbb{P}_{K}$. Therefore

$$
\begin{aligned}
\text { order } \xi_{\mathcal{P}} u d x & = \begin{cases}v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right)+v_{\mathcal{P}}(u) & \text { if } \mathcal{P} \neq \mathcal{P}_{\infty} \\
v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right)+v_{\mathcal{P}}(u)-2 & \text { if } \mathcal{P}=\mathcal{P}_{\infty}\end{cases} \\
& \geq-v_{\mathcal{P}}(\mathfrak{A})+v_{\mathcal{P}}(\mathfrak{A})=0,
\end{aligned}
$$

so $\omega^{\mathcal{P}}(\xi)=0$ for all $\mathcal{P} \in \mathbb{P}_{K}$. In particular, we have $\omega(\xi)=0$, that is, $\mathfrak{X}\left(\mathfrak{A}^{-1}\right) \subseteq$ $\operatorname{ker} \omega$.

Therefore $\omega$ vanishes on $K+\mathfrak{X}\left(\mathfrak{A}^{-1}\right)$, where $\mathfrak{A}$ is any divisor such that $u d x \equiv$ $0 \bmod \mathfrak{A}$.

All the previous discussion motivates the general definition of differential in an arbitrary function field.

From this point on, $K / k$ will denote an arbitrary function field.

Definition 3.4.1. Let $K / k$ be an arbitrary function field. A differential (Weil differential) in $K$ is a $k$-linear function $\omega: \mathfrak{X}_{K} \longrightarrow k$ such that there exists a divisor $\mathfrak{A} \in D_{K}$ with the property that $\operatorname{ker} \omega \supseteq K+\mathfrak{X}\left(\mathfrak{A}^{-1}\right)$. In this case we say that $\mathfrak{A}$ divides $\omega$ and we write $\mathfrak{A} \mid \omega$.

Definition 3.4.2. A differential $\omega$ in a function field $K$ is said to be of the first kind or a holomorphic differential if $\mathfrak{N} \mid \omega$, that is, if $K+\mathfrak{X}(\mathfrak{N}) \subseteq \operatorname{ker} \omega$.

Proposition 3.4.3. If $\mathfrak{A}$ and $\mathfrak{B}$ are divisors such that $\mathfrak{B} \mid \mathfrak{A}$, then if $\mathfrak{A} \mid \omega$, we have $\mathfrak{B} \mid \omega$.

Proof. Since $\mathfrak{B} \mid \mathfrak{A}$, we have $\mathfrak{A}^{-1} \mid \mathfrak{B}^{-1}$. Therefore $\mathfrak{X}\left(\mathfrak{B}^{-1}\right) \subseteq \mathfrak{X}\left(\mathfrak{A}^{-1}\right)$ and $\mathfrak{X}\left(\mathfrak{B}^{-1}\right)+K \subseteq \mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K \subseteq \operatorname{ker} \omega$, so $\mathfrak{B} \mid \omega$.

Theorem 3.4.4. If $\mathfrak{A}$ and $\mathfrak{B}$ are divisors in a function field $K / k$ such that $\mathfrak{A} \mid \mathfrak{B}$, then we have the following exact sequence of $k$-vector spaces:

$$
\begin{equation*}
0 \longrightarrow \frac{L(\mathfrak{A})}{L(\mathfrak{B})} \longrightarrow \frac{\mathfrak{X}(\mathfrak{A})}{\mathfrak{X}(\mathfrak{B})} \longrightarrow \frac{\mathfrak{X}(\mathfrak{A})+K}{\mathfrak{X}(\mathfrak{B})+K} \longrightarrow 0 \tag{3.16}
\end{equation*}
$$

In particular,

$$
\operatorname{dim}_{k} \frac{\mathfrak{X}(\mathfrak{A})+K}{\mathfrak{X}(\mathfrak{B})+K}=(\ell(\mathfrak{B})+d(\mathfrak{B}))-(\ell(\mathfrak{A})+d(\mathfrak{A})) .
$$

## Furthermore,

$$
\operatorname{dim}_{k} \frac{\mathfrak{X}}{\mathfrak{X}(\mathfrak{B})+K}=\delta\left(\mathfrak{B}^{-1}\right)=\ell(\mathfrak{B})+d(\mathfrak{B})+g-1
$$

for any divisor $\mathfrak{B}$.
Proof. The natural injection $i: \mathfrak{X}(\mathfrak{A}) \longrightarrow \mathfrak{X}(\mathfrak{A})+K$, composed with the natural projection $\pi: \mathfrak{X}(\mathfrak{A})+K \longrightarrow \frac{\mathfrak{X}(\mathfrak{A})+K}{\mathfrak{X}(\mathfrak{B})+K}$, gives an epimorphism

$$
f=\pi \circ i: \mathfrak{X}(\mathfrak{A}) \longrightarrow \frac{\mathfrak{X}(\mathfrak{A})+K}{\mathfrak{X}(\mathfrak{B})+K} .
$$

Clearly $\mathfrak{X}(\mathfrak{B}) \subseteq$ ker $f$, so $f$ induces an epimorphism

$$
\tilde{f}: \frac{\mathfrak{X}(\mathfrak{A})}{\mathfrak{X}(\mathfrak{B})} \longrightarrow \frac{\mathfrak{X}(\mathfrak{A})+K}{\mathfrak{X}(\mathfrak{B})+K} .
$$

To finish we use two equalities (see Exercise 3.6.10):
(1) $\mathfrak{X}(\mathfrak{A}) \cap(\mathfrak{X}(\mathfrak{B})+K)=L(\mathfrak{A})+\mathfrak{X}(\mathfrak{B})$,
(2) $L(\mathfrak{A}) \cap \mathfrak{X}(\mathfrak{B})=L(\mathfrak{B})$.

Applying (1) and (2) we have

$$
\operatorname{ker} \tilde{f}=\frac{\mathfrak{X}(\mathfrak{A}) \bigcap(\mathfrak{X}(\mathfrak{B})+K)}{\mathfrak{X}(\mathfrak{B})}=\frac{L(\mathfrak{A})+\mathfrak{X}(\mathfrak{B})}{\mathfrak{X}(\mathfrak{B})} \cong \frac{L(\mathfrak{A})}{L(\mathfrak{A}) \bigcap \mathfrak{X}(\mathfrak{B})}=\frac{L(\mathfrak{A})}{L(\mathfrak{B})} .
$$

This proves (3.16).
Then we have

$$
\operatorname{dim}_{k} \frac{\mathfrak{X}(\mathfrak{A})+K}{\mathfrak{X}(\mathfrak{B})+K}=\operatorname{dim}_{k} \frac{\mathfrak{X}(\mathfrak{A})}{\mathfrak{X}(\mathfrak{B})}-\operatorname{dim}_{k} \frac{L(\mathfrak{A})}{L(\mathfrak{B})} .
$$

From Theorem 3.3.16, we obtain that $\operatorname{dim}_{k} \frac{\mathfrak{X}(\mathfrak{A})}{\mathfrak{X}(\mathfrak{B})}=d(\mathfrak{B})-d(\mathfrak{A})$. Therefore,

$$
\begin{aligned}
\operatorname{dim}_{k} \frac{\mathfrak{X}(\mathfrak{A})+K}{\mathfrak{X}(\mathfrak{B})+K} & =d(\mathfrak{B})-d(\mathfrak{A})-(\ell(\mathfrak{A})-\ell(\mathfrak{B})) \\
& =(\ell(\mathfrak{B})+d(\mathfrak{B}))-(\ell(\mathfrak{A})+d(\mathfrak{A}))
\end{aligned}
$$

In order to prove the last equality, consider $\mathfrak{C}$ to be any divisor such that $\ell(\mathfrak{C})+$ $d(\mathfrak{C})=1-g_{K}$, where $g_{K}$ is the genus of $K$. For each $\mathcal{P} \in \mathbb{P}_{K}$, let $u_{\mathcal{P}}=$ $\min \left\{v_{\mathcal{P}}(\mathfrak{B}), v_{\mathcal{P}}(\mathfrak{C})\right\}$ and let $\mathfrak{A}_{1}=\prod_{\mathcal{P}_{\in} \mathbb{P}_{K}} \mathcal{P}^{u \mathcal{P}}$. Then $\mathfrak{A}_{1} \mid \mathfrak{B}$ and $\mathfrak{A}_{1} \mid \mathfrak{C}$. From Theorems 3.1.11 and 3.3.2 we obtain

$$
1-g \leq \ell\left(\mathfrak{A}_{1}\right)+d\left(\mathfrak{A}_{1}\right) \leq \ell(\mathfrak{C})+d(\mathfrak{C})=1-g
$$

that is, $\ell\left(\mathfrak{A}_{1}\right)+d\left(\mathfrak{A}_{1}\right)=1-g$. Therefore

$$
\begin{aligned}
\operatorname{dim}_{k} \frac{\mathfrak{X}}{\mathfrak{X}(\mathfrak{B})+K} & \geq \operatorname{dim}_{k} \frac{\mathfrak{X}\left(\mathfrak{A}_{1}\right)+K}{\mathfrak{X}(\mathfrak{B})+K}=(\ell(\mathfrak{B})+d(\mathfrak{B}))-\left(\ell\left(\mathfrak{A}_{1}\right)+d\left(\mathfrak{A}_{1}\right)\right) \\
& =(\ell(\mathfrak{B})+d(\mathfrak{B}))-(1-g)=\ell(\mathfrak{B})+d(\mathfrak{B})-1+g \\
& =\delta\left(\mathfrak{B}^{-1}\right) .
\end{aligned}
$$

For the other equality, consider $\tau_{1}, \ldots, \tau_{m}$ to be $m$ elements of $\mathfrak{X}$ that are linearly independent over the $k$-module $\mathfrak{X}(\mathfrak{B})+K$. Set

$$
w_{\mathcal{P}}=\min _{1 \leq i \leq m}\left\{v_{\mathcal{P}}\left(\tau_{i}\right), v_{\mathcal{P}}(\mathfrak{B})\right\}
$$

Let $\mathfrak{A}_{2}=\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{w \mathcal{P}}$. Then $\mathfrak{A}_{2} \mid \tau_{i}$ for all $1 \leq i \leq m$, that is, $\tau_{i} \in \mathfrak{X}\left(\mathfrak{A}_{2}\right)$. Thus

$$
\begin{aligned}
m & \leq \operatorname{dim}_{k} \frac{\mathfrak{X}\left(\mathfrak{A}_{2}\right)+K}{\mathfrak{X}(\mathfrak{B})+K}=(\ell(\mathfrak{B})+d(\mathfrak{B}))-\left(\ell\left(\mathfrak{A}_{2}\right)+d\left(\mathfrak{A}_{2}\right)\right) \leq \\
& \leq \ell(\mathfrak{B})+d(\mathfrak{B})-(1-g)=\delta\left(\mathfrak{B}^{-1}\right) .
\end{aligned}
$$

Therefore $\operatorname{dim}_{k} \frac{\mathfrak{X}}{\mathfrak{X}(\mathfrak{B})+K}=\delta\left(\mathfrak{B}^{-1}\right)$.

Proposition 3.4.5. Let $\mathfrak{A}$ be a divisor in $K$. We define

$$
D(\mathfrak{A})=\{\omega \mid \omega \text { is a differential such that } \mathfrak{A} \mid \omega\}
$$

Then $D(\mathfrak{A})$ is isomorphic to the dual of the $k$-vector space $\frac{\mathfrak{X}}{\mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K}$. In particular,

$$
\operatorname{dim}_{k} D(\mathfrak{A})=\operatorname{dim}_{k} \frac{\mathfrak{X}}{\mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K}=\delta(\mathfrak{A})=\ell\left(\mathfrak{A}^{-1}\right)+d\left(\mathfrak{A}^{-1}\right)-1+g .
$$

Proof. Recall that given a vector space $V$ over $k$, the dual $V^{*}$ of $V$ is the vector space of all linear functionals from $V$ to $k$. Furthermore, if $\operatorname{dim}_{k} V<\infty$ we have $\operatorname{dim}_{k} V=$ $\operatorname{dim}_{k} V^{*}$. Here, taking $V=\frac{\mathfrak{X}}{\mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K}$, we have

$$
V^{*}=\left\{f: \left.\frac{\mathfrak{X}}{\mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K} \longrightarrow k \right\rvert\, f \text { is } k-\text { linear }\right\} .
$$

Now,

$$
\begin{aligned}
D(\mathfrak{A}) & =\{\omega \mid \omega \text { is a differential such that } \mathfrak{A} \mid \omega\} \\
& =\left\{\omega: \mathfrak{X} \longrightarrow k \mid \operatorname{ker} \omega \supseteq \mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K\right\} .
\end{aligned}
$$

Therefore $\omega \in D(\mathfrak{A})$ induces in a unique way

$$
\tilde{\omega}: \frac{\mathfrak{X}}{\mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K} \longrightarrow k, \tilde{\omega} \in V^{*}, \tilde{\omega}\left(\xi \bmod \left(\mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K\right)\right)=\omega(\xi) .
$$

Conversely, given $f \in V^{*}$, let $\omega=f \circ \pi$, where $\pi$ is the natural projection of $\mathfrak{X}$ in $\frac{\mathfrak{X}}{\mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K}$. The functions

$$
D(\mathfrak{A}) \xrightarrow{\phi} V^{*}, \quad V^{*} \xrightarrow{\psi} D(\mathfrak{A})
$$

defined by $\phi(\omega)=\tilde{\omega}$ and $\psi(f)=f \circ \pi$ respectively, are clearly $k$-linear, and we have

$$
\begin{aligned}
& (\phi \circ \psi)(f)=\phi(\psi(f))=\phi(f \circ \pi)=(\widetilde{f \circ \pi})=f \\
& (\psi \circ \phi)(\omega)=\psi(\tilde{\omega})=\tilde{\omega} \circ \pi=\omega
\end{aligned}
$$

In other words, $\phi$ and $\psi$ are inverse isomorphisms, which proves the proposition.
Corollary 3.4.6. We have $\operatorname{dim}_{k} D(\mathfrak{N})=g$, where $g$ is the genus of $K$. That is, the dimension of the vector space of holomorphic differentials is $g$.

Proof. By Proposition 3.4.5, we have

$$
\begin{aligned}
\operatorname{dim}_{k} D(\mathfrak{N}) & =\operatorname{dim}_{k} \frac{\mathfrak{X}}{\mathfrak{X}(\mathfrak{N})+K}=\delta(\mathfrak{N}) \\
& =\ell(\mathfrak{N})+d(\mathfrak{N})-1+g=1+0-1+g=g .
\end{aligned}
$$

Proposition 3.4.7. Let $\omega_{1}, \omega_{2}$ be two differentials, and $\mathfrak{A}_{1}\left|\omega_{1}, \mathfrak{A}_{2}\right| \omega_{2}, \mathfrak{A}_{1}$, $\mathfrak{A}_{2} \in D_{K}$. Then if $\mathfrak{A}$ is the greatest common divisor of $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$, that is, $\mathfrak{A}=$ $\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{u_{\mathcal{P}}}, u_{\mathcal{P}}=\min \left\{v_{\mathcal{P}}\left(\mathfrak{A}_{1}\right), v_{\mathcal{P}}\left(\mathfrak{A}_{2}\right)\right\}$, we have $\mathfrak{A} \mid \omega$, where $\omega=\omega_{1}+\omega_{2}$.
Proof. Exercise 3.6.11.

Proposition 3.4.8. The set $\operatorname{Dif}_{K}$ of all differentials over $K$ is a $K$-vector space with the operations $(X \omega)(\xi)=\omega(X \xi), X \in K, \omega \in \operatorname{Dif}_{K}, \xi \in \mathfrak{X}$. Furthermore, if $\mathfrak{A} \mid \omega$, and $X \neq 0$, then $(X)_{K} \mathfrak{A} \mid X \omega$.

Proof. First let us see that $X \omega$ is $k$-linear. If $\xi, \theta \in \mathfrak{X}$ and $\alpha, \beta \in k$, we have

$$
\begin{aligned}
(X \omega)(\alpha \xi+\beta \theta) & =\omega(X(\alpha \xi+\beta \theta))=\omega(\alpha X \xi+\beta X \theta) \\
& =\alpha \omega(X \xi)+\beta \omega(X \theta)=\alpha(X \omega)(\xi)+\beta(X \omega)(\theta)
\end{aligned}
$$

Now, if $\mathfrak{A} \mid \omega$ and $\xi \in \mathfrak{X}\left((X)_{K}^{-1} \mathfrak{A}^{-1}\right)$, we have

$$
v_{\mathcal{P}}(\xi) \geq v_{\mathcal{P}}\left((X)_{K}^{-1} \mathfrak{A}^{-1}\right)=-v_{\mathcal{P}}(X)-v_{\mathcal{P}}(\mathfrak{A})
$$

so $v_{\mathcal{P}}(X \xi)=v_{\mathcal{P}}(X)+v_{\mathcal{P}}(\xi) \geq-v_{\mathcal{P}}(\mathfrak{A})$, i.e., $X \xi \in \mathfrak{X}\left(\mathfrak{A}^{-1}\right)$. Therefore $(X \omega)(\xi)=\omega(X \xi)=0$. This proves that $X \omega$ is a differential and that $(X)_{K} \mathfrak{A} \mid X \omega$.

The equalities

$$
\begin{aligned}
(X Y) \omega & =X(Y \omega) \\
(X+Y) \omega & =X \omega+Y \omega \\
X\left(\omega+\omega^{\prime}\right) & =X \omega+X \omega^{\prime}
\end{aligned}
$$

for $X, Y \in K$, and $\omega, \omega^{\prime} \in \operatorname{Dif}_{K}$ are immediate and show that $\operatorname{Dif}_{K}$ is a $K$-vector space.

The next result proves that the differentials are of dimension 1 over $K$. In particular, it says that the differentials $u d x$ that we considered at the beginning of this section are all such differentials existing in $\mathbb{C}(x)$.

Theorem 3.4.9. Let $\omega_{0} \in \operatorname{Dif}_{K}$ with $\omega_{0} \neq 0$. Then every differential $\omega$ can be expressed in a unique way as $\omega=X \omega_{0}$ for some $X \in K$. In particular, $\operatorname{dim}_{K} \operatorname{Dif}_{K}=1$.

Proof. If $\omega=0$, it suffices to take $X=0$. Let $\omega \neq 0$. Let $\mathfrak{B}_{0}\left|\omega_{0}, \mathfrak{B}\right| \omega$. Let $\mathfrak{A}$ be an integral divisor different from $\mathfrak{N}$. We consider

$$
\varphi: L\left(\mathfrak{A}^{-1} \mathfrak{B}_{0}^{-1}\right) \longrightarrow D\left(\mathfrak{A}^{-1}\right), \quad \text { defined by } \quad \varphi(X)=X \omega_{0}
$$

and

$$
\psi: L\left(\mathfrak{A}^{-1} \mathfrak{B}^{-1}\right) \longrightarrow D\left(\mathfrak{A}^{-1}\right), \quad \text { defined by } \quad \psi(X)=X \omega
$$

Then $\phi$ and $\psi$ are $k$-monomorphisms (see Exercise 3.6.12).
By Theorem 3.3.2, we have

$$
\begin{gathered}
\left(\ell\left(\mathfrak{A}^{-1} \mathfrak{B}_{0}^{-1}\right)+\ell\left(\mathfrak{A}^{-1} \mathfrak{B}^{-1}\right)\right)+\left(d\left(\mathfrak{A}^{-1} \mathfrak{B}_{0}^{-1}\right)+d\left(\mathfrak{A}^{-1} \mathfrak{B}^{-1}\right)\right) \\
\geq(1-g)+(1-g)=2-2 g .
\end{gathered}
$$

Therefore $\ell\left(\mathfrak{A}^{-1} \mathfrak{B}_{0}^{-1}\right)+\ell\left(\mathfrak{A}^{-1} \mathfrak{B}^{-1}\right) \geq 2 d(\mathfrak{A})+d\left(\mathfrak{B}_{0}\right)+d(\mathfrak{B})+2-2 g$.
We have

$$
\operatorname{dim}_{k} D\left(\mathfrak{A}^{-1}\right)=\delta\left(\mathfrak{A}^{-1}\right)=\ell(\mathfrak{A})+d(\mathfrak{A})+g-1=d(\mathfrak{A})+g-1
$$

Thus, if we choose $d(\mathfrak{A})$ such that

$$
2 d(\mathfrak{A})+d\left(\mathfrak{B}_{0}\right)+d(\mathfrak{B})+2-2 g>d(\mathfrak{A})+g-1,
$$

or equivalently,

$$
d(\mathfrak{A})>-d\left(\mathfrak{B}_{0}\right)-d(\mathfrak{B})+3 g-3,
$$

we will have $\operatorname{dim}_{k} \operatorname{im} \varphi+\operatorname{dim}_{k} \operatorname{im} \psi>\operatorname{dim}_{k} D\left(\mathfrak{A}^{-1}\right)$, which implies that $\operatorname{im} \varphi \cap$ $\operatorname{im} \psi \neq\{0\}$. Therefore there exist $A, B \in K^{*}$ such that $A \omega_{0}=B \omega$. Equivalently, $\omega=\frac{A}{B} \omega_{0}$. The uniqueness follows from the fact that $\operatorname{Dif}_{K}$ is a $K$-vector space.

The next step is to assign to each differential $\omega \neq 0$ a unique divisor.
Proposition 3.4.10. Assume that $\omega \in \operatorname{Dif}_{K}$ and $\mathfrak{A}, \mathfrak{B} \in D_{K}$ are such that $\mathfrak{A} \mid \omega$ and $\mathfrak{B} \mid \omega$, and that $\mathfrak{C}$ is the least common multiple of $\mathfrak{A}$ and $\mathfrak{B}$, that is, $\mathfrak{C}=\prod_{\mathcal{P} \in \mathbb{P}_{K}} \mathcal{P}^{u \mathcal{P}}$, where $u_{\mathcal{P}}=\max \left\{v_{\mathcal{P}}(\mathfrak{A}), v_{\mathcal{P}}(\mathfrak{B})\right\}$. Then $\mathfrak{C} \mid \omega$.

Proof. Let $\xi \in \mathfrak{X}\left(\mathfrak{C}^{-1}\right)$, that is, $v_{\mathcal{P}}(\xi) \geq-v_{\mathcal{P}}(\mathfrak{C})=-\max \left\{v_{\mathcal{P}}(\mathfrak{A}), v_{\mathcal{P}}(\mathfrak{B})\right\}$. We define $\xi^{\prime}, \xi^{\prime \prime} \in \mathfrak{X}$ with the property

$$
\begin{aligned}
& \xi_{\mathcal{P}}^{\prime}=\xi_{\mathcal{P}} \text { and } \xi_{\mathcal{P}}^{\prime \prime}=0 \text { for } \mathcal{P} \text { such that } v_{\mathcal{P}}(\mathfrak{A}) \geq v_{\mathcal{P}}(\mathfrak{B}) \\
& \xi_{\mathcal{P}}^{\prime}=0 \text { and } \xi_{\mathcal{P}}^{\prime \prime}=\xi_{\mathcal{P}} \text { for } \mathcal{P} \text { such that } v_{\mathcal{P}}(\mathfrak{A})<v_{\mathcal{P}}(\mathfrak{B})
\end{aligned}
$$

Then $\xi=\xi^{\prime}+\xi^{\prime \prime}$. We also observe that if $v_{\mathcal{P}}(\mathfrak{A}) \geq v_{\mathcal{P}}(\mathfrak{B})$, then $v_{\mathcal{P}}(\mathfrak{C})=$ $v_{\mathcal{P}}(\mathfrak{A})$, so

$$
v_{\mathcal{P}}\left(\xi^{\prime}\right)=v_{\mathcal{P}}\left(\xi_{\mathcal{P}}^{\prime}\right)=v_{\mathcal{P}}\left(\xi_{\mathcal{P}}\right) \geq-v_{\mathcal{P}}(\mathfrak{C})=-v_{\mathcal{P}}(\mathfrak{A})
$$

On the other hand, if $v_{\mathcal{P}}(\mathfrak{A})<v_{\mathcal{P}}(\mathfrak{B})$, then

$$
v_{\mathcal{P}}(\mathfrak{C})=v_{\mathcal{P}}(\mathfrak{B}) \quad \text { and } \quad v_{\mathcal{P}}\left(\xi^{\prime}\right)=v_{\mathcal{P}}(0)=\infty>-v_{\mathcal{P}}(\mathfrak{A}),
$$

that is, $\mathfrak{A}^{-1} \mid \xi^{\prime}$. Similarly, we obtain $\mathfrak{B}^{-1} \mid \xi^{\prime \prime}$. Thus

$$
\omega(\xi)=\omega\left(\xi^{\prime}+\xi^{\prime \prime}\right)=\omega\left(\xi^{\prime}\right)+\omega\left(\xi^{\prime \prime}\right)=0+0=0
$$

which shows that $\mathfrak{X}\left(\mathfrak{C}^{-1}\right)+K \subseteq \operatorname{ker} \omega$. Therefore, $\mathfrak{C} \mid \omega$.

Theorem 3.4.11. For each differential $\omega \neq 0$, there exists a unique divisor, which will denoted by $(\omega)_{K}$, such that $\mathfrak{A}|\omega \Longleftrightarrow \mathfrak{A}|(\omega)_{K}$. The divisor $(\omega)_{K}$ is the divisor associated to the differential $\omega$.

Proof. First let us see that the degrees of all possible divisors $\mathfrak{A}$ such that $\mathfrak{A} \mid \omega$ have an upper bound.

Let $\mathfrak{A} \mid \omega$. Consider $\varphi: L\left(\mathfrak{A}^{-1}\right) \longrightarrow D(\mathfrak{N})$, defined by $\varphi(X)=X \omega$. Then $\varphi$ is well defined since $\mathfrak{A} \mid \omega$ and $\mathfrak{A}^{-1} \mid(X)_{K}$ imply $\mathfrak{N} \mid X \omega$.

Furthermore, $\varphi$ is a $k$-monomorphism, so $\ell\left(\mathfrak{A}^{-1}\right) \leq \operatorname{dim}_{k} D(\mathfrak{N})=g$. On the other hand,

$$
\ell\left(\mathfrak{A}^{-1}\right)+d\left(\mathfrak{A}^{-1}\right) \geq 1-g
$$

so

$$
d\left(\mathfrak{A}^{-1}\right)=-d(\mathfrak{A}) \geq 1-g-\ell\left(\mathfrak{A}^{-1}\right) \geq 1-g-g=1-2 g
$$

Thus, we have

$$
d(\mathfrak{A}) \leq 2 g-1
$$

We define $(\omega)_{K}$ to be a divisor of maximum degree such that $(\omega)_{K} \mid \omega$. We will see that $(\omega)_{K}$ is unique.

If $\mathfrak{A}, \mathfrak{B}$ are two divisors of maximum degree such that $\mathfrak{A} \mid \omega$ and $\mathfrak{B} \mid \omega$, then if $\mathfrak{C}$ is the least common multiple of $\mathfrak{A}$ and $\mathfrak{B}$, then $\mathfrak{C} \mid \omega$ and $d(\mathfrak{C}) \leq d(\mathfrak{A})$. Now, since $\mathfrak{A} \mid \mathfrak{C}$ and $\mathfrak{B} \mid \mathfrak{C}$, we have $d(\mathfrak{C}) \geq d(\mathfrak{A})$. Hence, $d(\mathfrak{C})=d(\mathfrak{A})$, which implies that $\mathfrak{C}=\mathfrak{A}=\mathfrak{B}$. Therefore $(\omega)_{K}$ is unique.

Let $\mathfrak{A} \mid \omega$. Let $\mathfrak{B}$ be the least common multiple of $\mathfrak{A}$ and $(\omega)_{K}$. Then $\mathfrak{B} \mid \omega$ and $d(\mathfrak{B}) \geq d\left((\omega)_{K}\right)$, which implies that $d(\mathfrak{B})=d\left((\omega)_{K}\right)$. Therefore $\mathfrak{B}=(\omega)_{K}$ and $\mathfrak{A} \mid(\omega)_{K}$. Conversely, if $\mathfrak{A} \mid(\omega)_{K}$, then $\omega$ vanishes on

$$
\mathfrak{X}\left((\omega)_{K}^{-1}\right)+K \supseteq \mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K
$$

that is $\mathfrak{A} \mid \omega$.
Corollary 3.4.12. If $X \in K^{*}$ and $\omega \in \operatorname{Dif}_{K}$ with $\omega \neq 0$ then $(X \omega)_{K}=(X)_{K}(\omega)_{K}$.
Proof. If $\mathfrak{A} \mid \omega$, by Proposition 3.4 .8 we obtain $(X)_{K} \mathfrak{A} \mid X \omega$. Therefore $(X)_{K} \mathfrak{A} \mid$ $(X \omega)_{K}$ and since $(\omega)_{K} \mid \omega$, we have $(X)_{K}(\omega)_{K} \mid(X \omega)_{K}$.

Conversely, $\omega=X^{-1} X \omega=X^{-1}(X \omega)$, so that from the above argument we obtain $\left(X^{-1}\right)_{K}(X \omega)_{K}=(X)_{K}^{-1}(X \omega)_{K} \mid(\omega)_{K}$, which is equivalent to $(X \omega)_{K} \mid$ $(X)_{K}(\omega)_{K}$. It follows that $(X \omega)_{K}=(X)_{K}(\omega)_{K}$.

An important consequence of Corollary 3.4 .12 is that the set consisting of the divisors of the nonzero differentials form exactly a class in $C_{K}$. More precisely, let $\omega \in \operatorname{Dif}_{K}$ with $\omega \neq 0$. Let $(\omega)_{K} \in C$ and $C \in C_{K}=D_{K} / P_{K}$. If $\omega^{\prime}$ is another
nonzero differential, then $\omega^{\prime}=X \omega, X \in K^{*}$. Therefore $\left(\omega^{\prime}\right)_{K}=(X)_{K}(\omega)_{K}$, that is, $\left(\omega^{\prime}\right)_{K}$ and $(\omega)_{K}$ differ just by a principal divisor, and $\left(\omega^{\prime}\right)_{K} \in C$. Conversely, if $\mathfrak{A} \in C$ and $\mathfrak{A} \in D_{K}$, then $\mathfrak{A},(\omega)_{K} \in C$, so

$$
\mathfrak{A} \equiv(\omega)_{K} \bmod P_{K}, \quad \text { that is, } \quad \mathfrak{A}=(X)_{K}(\omega)_{K}=(X \omega)_{K}
$$

for some $X \in K^{*}$. Therefore $\mathfrak{A}$ is the divisor of the nonzero differential $X \omega$. We have

$$
C=\left\{(\omega)_{K} \mid \omega \in \operatorname{Dif}_{K}, \omega \neq 0\right\}
$$

Definition 3.4.13. The class $C$ consisting of all divisors of the nonzero differentials of a function field is called the canonical class and is denoted by $W=W_{K}$.

### 3.5 The Riemann-Roch Theorem and Its Applications

In Sections 3.3 and 3.4 of this chapter, we have developed the concepts of repartitions or adeles and that of differentials. On the other hand, Riemann's theorem (Theorem 3.3.2) essentially establishes that for each divisor $\mathfrak{A} \in D_{K}$ we have the formula

$$
\delta\left(\mathfrak{A}^{-1}\right)=\ell(\mathfrak{A})+d(\mathfrak{A})+g_{K}-1
$$

where $g_{K}$ is the genus of the field.
Furthermore, Proposition 3.4.5 establishes that

$$
\delta\left(\mathfrak{A}^{-1}\right)=\operatorname{dim}_{k} D\left(\mathfrak{A}^{-1}\right)=\operatorname{dim}_{k} \frac{\mathfrak{X}}{\mathfrak{X}(\mathfrak{A})+K}
$$

that is, $\delta\left(\mathfrak{A}^{-1}\right)$ is the dimension of the $k$-vector space of all differentials vanishing on $\mathfrak{X}(\mathfrak{A})+K$, or equivalently all differentials such that $\mathfrak{A}^{-1} \mid \omega$.

What remains to do in order to obtain the Riemann-Roch theorem is to interpret $\delta\left(\mathfrak{A}^{-1}\right)$ as the dimension of a certain space $L(\mathfrak{B})$, and on the other hand, to determine the dimension of a class $C \in C_{K}$ by means of the divisors $\mathfrak{A} \in C$. We proceed to do this immediately.

Definition 3.5.1. Let $C \in C_{K}$ be an arbitrary class and let $\mathfrak{A}$ be any divisor in $C$. If $\mathfrak{A}_{1}, \ldots, \mathfrak{A}_{n} \in C$, we have $\frac{\mathfrak{A}_{i}}{\mathfrak{A}}=\left(x_{i}\right)_{K}$ for each $x_{i} \in K^{*}$. We say that the divisors $\mathfrak{A}_{1}, \ldots, \mathfrak{A}_{n}$ are linearly independent if $x_{1}, \ldots, x_{n}$ are linearly independent over $k$.

An apparent problem with this definition is that it seems to depend on the divisor $\mathfrak{A}$. The next result proves that this in not the case.

Proposition 3.5.2. Definition 3.5.1 does not depend on $\mathfrak{A}$ or on the elements $x_{i}, 1 \leq$ $i \leq n$.

Proof. Let $\mathfrak{A}$ and $x_{1}, x_{2}, \ldots, x_{n}$ be as in the definition. We need to prove that if $\left(x_{i}\right)_{K}=\left(x_{i}^{\prime}\right)_{K}$, then $\left\{x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\}$ is also linearly independent over $k$. To this end we observe that if $u, v \in K^{*}$ are such that $(u)_{K}=(v)_{K}$, then $\left(u^{-1} v\right)_{K}=\mathfrak{N}$, so that $v=\alpha u, \alpha \in k^{*}$. Therefore $x_{i}^{\prime}=\alpha_{i} x_{i}$, with $\alpha_{i} \in k^{*}, i=1, \ldots, n$. Thus $\left\{x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\}$ are linearly independent over $k$.

Finally, if $\mathfrak{B} \in C$ is arbitrary and $\frac{\mathfrak{A}_{i}}{\mathfrak{B}}=\left(y_{i}\right)_{K}$ for $i=1, \ldots, n$, we must prove that $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ is a linearly independent set over $k$.

Observe that $\mathfrak{A}, \mathfrak{B} \in C$, and hence $\frac{\mathfrak{A}}{\mathfrak{B}}=(z)_{K}$ with $z \in K^{*}$. Therefore $\left(y_{i}\right)_{K}=$ $\frac{\mathfrak{A}_{i}}{\mathfrak{B}}=\frac{\mathfrak{A}_{i}}{\mathfrak{A}} \frac{\mathfrak{A}}{\mathfrak{B}}=\left(x_{i}\right)_{K}(z)_{K}=\left(x_{i} z\right)_{K}$. That is, $y_{i}=\alpha_{i} z x_{i}$ with $\alpha_{i} \in k^{*}, z \in K^{*}$, $i=1, \ldots, n$. From this, it follows immediately that $\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ is a linearly independent set over $k$.

In Definition 3.3.10 we defined the dimension of a class $C \in C_{K}$ as $N(C)=$ $\ell\left(\mathfrak{A}^{-1}\right)$, for an arbitrary $\mathfrak{A} \in C$. The following proposition relates the dimension to the maximum size of a subset of $C$ consisting of linearly independent integral divisors.

Proposition 3.5.3. Let $C \in C_{K}$ be any class. Then $N(C)$ is equal to the maximum number of linearly independent integral divisors belonging to $C$. In particular, this number is finite.

Proof. Let $n$ be the maximum size of a linearly independent subset of $C$ consisting of integral divisors and let $\mathfrak{A}_{1}, \ldots, \mathfrak{A}_{n}$ be such a subset. Let $\mathfrak{A} \in C$. Put $\frac{\mathfrak{A}_{i}}{\mathfrak{A}}=\left(x_{i}\right)_{K}$ for $i=1, \ldots, n$. Then $x_{1}, x_{2}, \ldots, x_{n}$ are linearly independent over $k$. Therefore we have

$$
\left(x_{i}\right)_{K}=\mathfrak{A}^{-1} \mathfrak{A}_{i} \Longrightarrow x_{i} \in L\left(\mathfrak{A}^{-1}\right), \quad \text { so } \quad n \leq \ell\left(\mathfrak{A}^{-1}\right)=N(C)
$$

On the other hand, if $y_{1}, y_{2}, \ldots, y_{N(C)}$ is a basis of $L\left(\mathfrak{A}^{-1}\right)$, then $\left(y_{i}\right)_{K}=$ $\mathfrak{A}^{-1} \mathfrak{C}_{i}$, where the $\mathfrak{C}_{i}$ 's are integral divisors and $\mathfrak{C}_{i} \in C, 1 \leq i \leq N(C)$, with $\left\{y_{1}, y_{2}, \ldots, y_{N(C)}\right\}$ linearly independent. Thus $N(C) \leq n$, proving the result.

We are ready to state and prove the Riemann-Roch theorem.
Theorem 3.5.4 (Riemann-Roch). Let $K / k$ be a function field and $C \in C_{K}$ any class. Let $W$ be the canonical class and $g$ the genus of $K$. Then

$$
N(C)=d(C)-g+1+N\left(W C^{-1}\right)
$$

Equivalently, if $\mathfrak{A}$ is any divisor and $\omega$ is any nonzero differential, we have

$$
\ell\left(\mathfrak{A}^{-1}\right)=d(\mathfrak{A})-g+1+\ell\left((\omega)_{K}^{-1} \mathfrak{A}\right)
$$

In other words,

$$
\delta(\mathfrak{A})=\ell\left(\mathfrak{A}^{-1}\right)+d\left(\mathfrak{A}^{-1}\right)+g-1=\ell\left((\omega)_{K}^{-1} \mathfrak{A}\right)=N\left(W C^{-1}\right)
$$

for all $\mathfrak{A} \in C$.

Proof. Let $C$ be an arbitrary class and let $\mathfrak{A} \in C$. We have

$$
N(C)=\ell\left(\mathfrak{A}^{-1}\right)=d(\mathfrak{A})-g+1+\delta(\mathfrak{A})=d(C)-g+1+\delta(\mathfrak{A})
$$

Furthermore, $\delta(\mathfrak{A})=\operatorname{dim}_{k} D(\mathfrak{A})$, where $D(\mathfrak{A})=\left\{\omega \in \operatorname{Dif}_{K}|\mathfrak{A}| \omega\right\}$. By Theorem 3.4.11, we have

$$
\begin{aligned}
D(\mathfrak{A}) & =\left\{\omega \in \operatorname{Dif}_{K} \backslash\{0\}|\mathfrak{A}|(\omega)_{K}\right\} \cup\{0\} \\
& =\left\{\omega \in \operatorname{Dif}_{K} \backslash\{0\} \mid \mathfrak{A}^{-1}(\omega)_{K} \text { is integral divisor }\right\} \cup\{0\} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\delta(\mathfrak{A})= & \max \left\{n \mid \omega_{1}, \omega_{2}, \ldots, \omega_{n} \in \operatorname{Dif}_{K} \backslash\{0\}\right. \text { linearly independent over } \\
& \left.k \text { such that }\left(\omega_{1}\right)^{K} \mathfrak{A}^{-1}, \ldots,\left(\omega_{n}\right)^{K} \mathfrak{A}^{-1} \text { are integral divisors }\right\} \\
= & N\left(W C^{-1}\right)=\ell\left((\omega)_{K}^{-1} \mathfrak{A}\right),
\end{aligned}
$$

which proves the theorem.

Corollary 3.5.5. Let $W$ be the canonical class. Then $N(W)=g$ and $d(W)=2 g-2$. In particular, the dimension of the holomorphic differentials is $g$ (see Corollary 3.4.6).

Proof. Clearly, $\ell\left(\mathfrak{A}^{-1}\right)=d(\mathfrak{A})-g+1+\ell\left((\omega)_{K}^{-1} \mathfrak{A}\right)$. Therefore, taking $\mathfrak{A}=\mathfrak{N}$, we have

$$
\ell(\mathfrak{N})=1=d(\mathfrak{N})-g+1+\ell\left((\omega)_{K}^{-1}\right)=0-g+1+\ell\left((\omega)_{K}^{-1}\right) .
$$

Thus $N(W)=\ell\left((\omega)_{K}^{-1}\right)=1+g-1=g$ (this has already been obtained in Corollary 3.4.6).

Now if $\mathfrak{A}=(\omega)_{K}^{-1}$, we have

$$
N(W)=g=d(W)-g+1+N\left(W W^{-1}\right)=d(W)-g+1+N\left(P_{K}\right)
$$

On the other hand,

$$
N\left(P_{K}\right)=\ell(\mathfrak{N})=1
$$

so

$$
d(W)=g+g-1-1=2 g-2 .
$$

Corollary 3.5.6. If $\mathfrak{A}$ is a divisor such that $d(\mathfrak{A})>2 g-2$ or $d(\mathfrak{A})=2 g-2$ and $\mathfrak{A} \notin W$, then $\ell\left(\mathfrak{A}^{-1}\right)=d(\mathfrak{A})-g+1$. In particular, $\ell\left(\mathfrak{A}^{-1}\right) \geq g-1$.

Proof. If $d(\mathfrak{A})>2 g-2$ we have $d\left((\omega)_{K}^{-1} \mathfrak{A}\right)>(2 g-2)-(2 g-2)=0$, so $\ell\left((\omega)_{K}^{-1} \mathfrak{A}\right)=0$ (Proposition 3.2.18).

If $d(\mathfrak{A})=2 g-2$ and $\mathfrak{A} \notin W$, then $(\omega)_{K}^{-1} \mathfrak{A}$ is a nonprincipal divisor of degree 0 . Hence, from Proposition 3.2.18 we obtain $\ell\left((\omega)_{K}^{-1} \mathfrak{A}\right)=0$.

In any case, we obtain $\ell\left(\mathfrak{A}^{-1}\right)=d(\mathfrak{A})-g+1+\ell\left((\omega)_{K}^{-1} \mathfrak{A}\right)=d(\mathfrak{A})-g+1$ and, in particular, $\ell\left(\mathfrak{A}^{-1}\right)=d(\mathfrak{A})-g+1 \geq 2 g-2-g+1=g-1$.

Corollary 3.5.7. If $W^{\prime} \in C_{K}$ and $g^{\prime} \in \mathbb{Z}$ are such that $N(C)=d(C)-g^{\prime}+1+$ $N\left(W^{\prime} C^{-1}\right)$ for all classes $C$, then $W^{\prime}=W$ and $g^{\prime}=g$. In other words, $W$ and $g$ are uniquely determined by the Riemann-Roch theorem.

Proof. Taking $C=W^{\prime}$, we have

$$
\begin{aligned}
N\left(W^{\prime}\right) & =d\left(W^{\prime}\right)-g^{\prime}+1+N\left(W^{\prime}\left(W^{\prime}\right)^{-1}\right) \\
& =d\left(W^{\prime}\right)-g^{\prime}+1+N\left(P_{K}\right) \\
& =d\left(W^{\prime}\right)-g^{\prime}+1+1 \\
& =d\left(W^{\prime}\right)-g^{\prime}+2
\end{aligned}
$$

If $C=P_{K}$, then

$$
N\left(P_{K}\right)=1=d\left(P_{K}\right)-g^{\prime}+1+N\left(W^{\prime} P_{K}^{-1}\right)=0-g^{\prime}+1+N\left(W^{\prime}\right)
$$

whence

$$
N\left(W^{\prime}\right)=1+g^{\prime}-1=g^{\prime} \quad \text { and } \quad d\left(W^{\prime}\right)=N\left(W^{\prime}\right)+g^{\prime}-2=2 g^{\prime}-2
$$

If $C$ is now any class such that $d(C)>2 g^{\prime}-2$, then $N\left(W^{\prime} C^{-1}\right)=0$ by Proposition 3.2.18. Therefore $N(C)=d(C)-g^{\prime}+1$.

Hence, applying Corollary 3.5.6 and the above, we obtain that for any class $C$ such that $d(C)>\max \left\{2 g-2,2 g^{\prime}-2\right\}$, we have $N(C)=d(C)-g^{\prime}+1=d(C)-g+1$, which implies that $g=g^{\prime}$.

In particular, $N\left(W^{\prime}\right)=g^{\prime}=g, d\left(W^{\prime}\right)=2 g^{\prime}-2=2 g-2$, whence, $W^{\prime} W^{-1}$ is of degree zero and

$$
\begin{aligned}
g & =N\left(W^{\prime}\right)=d\left(W^{\prime}\right)-g+1+N\left(W^{\prime} W^{-1}\right) \\
& =2 g-2-g+1+N\left(W^{\prime} W^{-1}\right)
\end{aligned}
$$

which implies that $N\left(W^{\prime} W^{-1}\right)=g-2 g+2+g-1=1$. It follows that $W^{\prime} W^{-1}=$ $P_{K}$, since $P_{K}$ is the only class of degree 0 and positive dimension. Therefore, $W^{\prime}=W$.

The following corollary states that there always exist elements with a unique given pole (or zero).

Corollary 3.5.8. Let $\mathcal{P}$ be a prime divisor and let $n>2 g-1(n>0$ if $g=0)$. Then there exists an element $x$ in $K$ such that $\mathfrak{N}_{x}=\mathcal{P}^{n}$, that is, there exists an integral divisor $\mathfrak{B}$ such that $\mathfrak{B}$ is relatively prime to $\mathcal{P}$ and $(x)_{K}=\frac{\mathfrak{B}}{\mathcal{P}^{n}}$.

Proof. Exercise 3.6.13.

Definition 3.5.9. We say that a divisor $\mathfrak{A}$ divides a class $C$, and we write $\mathfrak{A} \mid C$, if $\mathfrak{A}$ divides $\mathfrak{B}$ for every integral divisor $\mathfrak{B}$ of $C$.

For the next result we use the notation $C \mathfrak{A}$ to denote the class $C C^{\prime}$, where $\mathfrak{A} \in C^{\prime}$.
Theorem 3.5.10. Let $C \in C_{K}$ and $\mathfrak{A} \in D_{K}$, with $\mathfrak{A}$ an integral divisor. Then

$$
N(C) \leq N(C \mathfrak{A}) \leq N(C)+d(\mathfrak{A}) .
$$

## Furthermore,

$$
N(C)=N(C \mathfrak{A}) \Longleftrightarrow \mathfrak{A} \mid C \mathfrak{A} \text { and } N(C \mathfrak{A})=N(C)+d(\mathfrak{A}) \Longleftrightarrow \mathfrak{A} \mid W C^{-1} .
$$

Proof. Let $\mathfrak{B} \in C$ so $N(C)=\ell\left(\mathfrak{B}^{-1}\right)$. Let $x \in L\left(\mathfrak{B}^{-1}\right)$. Then $(x)_{K}$ has the form $\frac{\mathfrak{C}}{\mathfrak{B}}$, where $\mathfrak{C}$ is an integral divisor. Since $\mathfrak{A}$ is an integral divisor we have $(x)_{K}=\frac{\mathfrak{C} \mathfrak{A}}{\mathfrak{B} \mathfrak{A}}$. Hence $x \in L\left(\mathfrak{B}^{-1} \mathfrak{A}^{-1}\right)$, so $L\left(\mathfrak{B}^{-1}\right) \subseteq L\left(\mathfrak{B}^{-1} \mathfrak{A}^{-1}\right)$ and $N(C)=\ell\left(\mathfrak{B}^{-1}\right) \leq$ $\ell\left(\mathfrak{B}^{-1} \mathfrak{A}^{-1}\right)=N(C \mathfrak{A})$.

Now, if $N(C)=N(C \mathfrak{A})$, then $L\left(\mathfrak{B}^{-1}\right)=L\left(\mathfrak{B}^{-1} \mathfrak{A}^{-1}\right)$ for all $\mathfrak{B} \in C$. Let $T \in C \mathfrak{A}$, where $T$ is an integral divisor and $T=\mathfrak{B} \mathfrak{A}, \mathfrak{B} \in C$. In this case, $N(C)=$ $N(C \mathfrak{A})>0$. Therefore there exists an integral divisor $\mathfrak{B}_{0} \in C$. Thus $T$ and $\mathfrak{B}_{0} \mathfrak{A} \in$ $C \mathfrak{A}$. Then $\frac{T}{\mathfrak{B}_{0} \mathfrak{A}}=(x)_{K}$ is a principal divisor and $x \in L\left(\mathfrak{B}_{0}^{-1} \mathfrak{A}^{-1}\right)=L\left(\mathfrak{B}_{0}^{-1}\right)$. Therefore, $(x)_{K}=\frac{\mathfrak{B} \mathfrak{A}}{\mathfrak{B}_{0} \mathfrak{A}}=\frac{\mathfrak{B}}{\mathfrak{B}_{0}}$ and $\mathfrak{B}$ is an integral divisor. We have $T=\mathfrak{B} \mathfrak{A}$, which means that $\mathfrak{A} \mid T$.

Conversely, if $\mathfrak{A} \mid C \mathfrak{A}$ let $x \in L\left(\mathfrak{B}^{-1} \mathfrak{A}^{-1}\right)$ with $\mathfrak{B} \in C$. Then $(x)_{K}=\frac{\mathfrak{C}}{\mathfrak{B} \mathfrak{A}}$, where $\mathfrak{C}$ is an integral divisor. Since $\frac{\mathfrak{C}}{\mathfrak{B} \mathfrak{A}}$ is principal, we have $\mathfrak{C} \in C \mathfrak{A}$ and $\mathfrak{A} \mid C \mathfrak{A}$. Hence $(x)_{K}=\frac{\mathfrak{C}}{\mathfrak{B} \mathfrak{A}}=\frac{\mathfrak{C}_{1}}{\mathfrak{B}}$, that is, $x \in L\left(\mathfrak{B}^{-1}\right)$. Therefore

$$
L\left(\mathfrak{B}^{-1} \mathfrak{A}^{-1}\right) \subseteq L\left(\mathfrak{B}^{-1}\right) \subseteq L\left(\mathfrak{B}^{-1} \mathfrak{A}^{-1}\right)
$$

which implies that $N(C \mathfrak{A})=N(C)$.
For the remaining part of the proof we apply the Riemann-Roch theorem, and we obtain

$$
\begin{aligned}
N(C \mathfrak{A}) & =d(C \mathfrak{A})-g+1+N\left(W C^{-1} \mathfrak{A}^{-1}\right) \\
& =d(C)+d(\mathfrak{A})-g+1+N\left(W C^{-1} \mathfrak{A}^{-1}\right) .
\end{aligned}
$$

Using the first part, we obtain

$$
N\left(W C^{-1} \mathfrak{A}^{-1}\right) \leq N\left(W C^{-1} \mathfrak{A}^{-1} \mathfrak{A}\right)=N\left(W C^{-1}\right)
$$

and by applying again the Riemann-Roch theorem, we get

$$
\begin{aligned}
N(C \mathfrak{A}) & =d(C)+d(\mathfrak{A})-g+1+N\left(W C^{-1} \mathfrak{A}^{-1}\right) \\
& \leq d(C)+d(\mathfrak{A})-g+1+N\left(W C^{-1}\right)=N(C)+d(\mathfrak{A}) .
\end{aligned}
$$

Finally, again by the first part we have

$$
\begin{aligned}
N(C \mathfrak{A})=d(C)+d(\mathfrak{A}) & \Longleftrightarrow N\left(W C^{-1} \mathfrak{A}^{-1}\right)=N\left(W C^{-1}\right) \\
& \Longleftrightarrow \mathfrak{A} \mid W C^{-1} \mathfrak{A}^{-1} \mathfrak{A}=W C^{-1} .
\end{aligned}
$$

Corollary 3.5.11. For any class $C$, we have $N(C) \leq \max \{0,1+d(C)\}$.
Proof. If $N(C)=0$, there is nothing to prove. If $N(C)>0$, there exists an integral divisor $\mathfrak{A} \in C$ such that

$$
N(C)=N\left(P_{K} \mathfrak{A}\right) \leq N\left(P_{K}\right)+d(\mathfrak{A})=1+d(\mathfrak{A})=1+d(C)
$$

The next result will make clearer the reason why we use the term special for a divisor $\mathfrak{A} \in D_{K}$.
Proposition 3.5.12. Let $\mathfrak{A} \in D_{K}$.
(i) $\mathfrak{A}$ is nonspecial if and only if $\ell_{K}\left(\mathfrak{A}^{-1}\right)=d_{K}(\mathfrak{A})+1-g_{K}$.
(ii) If $d_{K}(\mathfrak{A})>2 g_{K}-2$, then $\mathfrak{A}$ is nonspecial.
(iii) The property of a divisor $\mathfrak{A}$ being special or nonspecial depends only on the class $\mathfrak{A} \in C \in C_{K}$ of $\mathfrak{A}$ in the divisor class group.
(iv) If $\mathfrak{A} \in W_{K}$, then $\mathfrak{A}$ is special.
(v) If $\mathfrak{A}$ satisfies $\ell_{K}\left(\mathfrak{A}^{-1}\right)>0$ and $d_{K}(\mathfrak{A})<g_{K}$, then $\mathfrak{A}$ is special.
(vi) If $\mathfrak{A}$ is nonspecial and $\mathfrak{A} \mid \mathfrak{B}$, then $\mathfrak{B}$ is nonspecial.

## Proof.

(i) This follows from Definition 3.3.8.
(ii) This follows from Corollary 3.5.6 and (i).
(iii) This follows from Remark 3.3.9.
(iv) This $\mathfrak{A} \in W_{K}$, then $\delta_{K}(\mathfrak{A})=\ell_{K}\left((\omega)_{K}^{-1} \mathfrak{A}\right)=\ell_{K}\left((\omega)_{K}^{-1}(\omega)_{K}\right)=\ell_{K}(\mathfrak{N})=1 \neq$ 0.
(v) We have $1 \leq \ell_{K}\left(\mathfrak{A}^{-1}\right)=d_{K}(\mathfrak{A})+1-g_{K}+\delta_{K}(\mathfrak{A})$. Thus, $\delta_{K}(\mathfrak{A}) \geq g_{K}-d_{K}(\mathfrak{A})>$ 0 , and $\mathfrak{A}$ is special.
(vi) If $\mathfrak{A} \mid \mathfrak{B}$, then $\mathfrak{B}^{-1} \mid \mathfrak{A}^{-1}$, and by Theorem 3.1.11 we have

$$
\begin{aligned}
\delta(\mathfrak{B}) & =\ell_{K}\left(\mathfrak{B}^{-1}\right)+d_{K}\left(\mathfrak{B}^{-1}\right)+g_{K}-1 \\
& \leq \ell_{K}\left(\mathfrak{A}^{-1}\right)+d_{K}\left(\mathfrak{A}^{-1}\right)+g_{K}-1=\delta(\mathfrak{A}) .
\end{aligned}
$$

Thus $0 \leq \delta(\mathfrak{B}) \leq \delta(\mathfrak{A})=0$. It follows that $\delta(\mathfrak{B})=0$ and $\mathfrak{B}$ is nonspecial.

Lemma 3.5.13. Let $K / k$ be any function field of genus $g>0$. Let $T$ be any set consisting of prime divisors of $K$ of degree 1 . If $|T| \geq g$, then given any integral divisor $\mathfrak{A}$ such that $\ell_{K}\left(\mathfrak{A}^{-1}\right)=1$ and $d_{K}(\mathfrak{A}) \leq g-1$, there exists $\mathfrak{p} \in T$ such that $\ell_{K}\left(\mathfrak{A}^{-1} \mathfrak{p}^{-1}\right)=1$.

Proof. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{g} \in T$ be any set of $g$ distinct elements of $T$ such that $d_{K}\left(\mathfrak{p}_{i}\right)=1$ for $i=1, \ldots, g$. Assume that for all $i=1, \ldots, g$,

$$
\ell_{K}\left(\mathfrak{A}^{-1} \mathfrak{p}_{i}^{-1}\right)>1
$$

There exist elements $x_{i} \in L_{K}\left(\mathfrak{A}^{-1} \mathfrak{p}_{i}^{-1}\right) \backslash L_{K}\left(\mathfrak{A}^{-1}\right)$ for $i=1, \ldots, g$. We have

$$
v_{\mathfrak{p}_{i}}\left(x_{i}\right)=-v_{\mathfrak{p}_{i}}(\mathfrak{A})-1 \quad \text { and } \quad v_{\mathfrak{p}_{j}}\left(x_{i}\right) \geq-v_{\mathfrak{p}_{j}}(\mathfrak{A}) \quad \text { for } \quad i \neq j
$$

It follows from Proposition 2.2.3 (v) that $\left\{1, x_{1}, \ldots, x_{g}\right\}$ is a linearly independent set over $k$. Let $\mathfrak{C}$ be any divisor such that

$$
\mathfrak{A} \mathfrak{p}_{1} \cdots \mathfrak{p}_{g} \mid \mathfrak{C}
$$

with $d_{K}(\mathfrak{C})=2 g-1$. Such $\mathfrak{C}$ clearly exists since we have $d_{K}\left(\mathfrak{A p}_{1} \cdots \mathfrak{p}_{g}\right)=d_{K}(\mathfrak{A})+$ $g \leq 2 g-1$. Then

$$
1, x_{1}, \ldots, x_{g} \in L_{K}\left(\mathfrak{C}^{-1}\right)
$$

Thus, $\ell_{K}\left(\mathfrak{C}^{-1}\right) \geq 1+g$. On the other hand, from Corollary 3.5.6 we obtain that

$$
\ell_{K}\left(\mathfrak{C}^{-1}\right)=d_{K}(\mathfrak{C})-g+1=g .
$$

This contradiction proves the lemma.
Proposition 3.5.14. With the conditions of Lemma 3.5.13, there exists a nonspecial integral divisor $\mathfrak{A}$ with $\operatorname{deg}_{K} \mathfrak{A}=g$ and if $\mathfrak{p}$ is a prime divisor such that $\mathfrak{p} \mid \mathfrak{A}$, then $\mathfrak{p} \in T$.

Proof. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{g}$ be any set of $g$ distinct prime divisors in $T$. Using Lemma 3.5.13 we can find divisors

$$
\mathfrak{p}_{i_{1}}\left|\mathfrak{p}_{i_{1}} \mathfrak{p}_{i_{2}}\right| \cdots \mid \mathfrak{p}_{i_{1}} \mathfrak{p}_{i_{2}} \cdots \mathfrak{p}_{i_{g}}=: \mathfrak{A}
$$

with $1 \leq i_{j} \leq g$ for all $j$, such that

$$
\ell_{K}\left(\mathfrak{p}_{i_{1}}^{-1} \cdots \mathfrak{p}_{i_{j}}^{-1}\right)=1
$$

for $j=1, \ldots, g$. In particular, $\ell_{K}\left(\mathfrak{A}^{-1}\right)=1$. We have

$$
d_{K}(\mathfrak{A})+1-g=g+1-g=1=\ell_{K}\left(\mathfrak{A}^{-1}\right) .
$$

From Proposition 3.5.12 (i) we conclude that $\mathfrak{A}$ is nonspecial.

Definition 3.5.15. Let $K / k$ be an arbitrary function field of genus $g>0$. A set of $g$ different prime divisors $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{g}$ of degree 1 is called a nonspecial system if

$$
\ell_{K}\left(\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{g}\right)^{-1}\right)=1
$$

or equivalently if $\delta_{K}\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{g}\right)=0$.
Proposition 3.5.16. Let $k$ be an algebraically closed field. Let $K / k$ be a function field of genus $g>0$. Then there exists a nonspecial system $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{g}$ in $K$. Furthermore, $\mathfrak{p}_{1}$ may be chosen arbitrarily and $\mathfrak{p}_{2}, \ldots, \mathfrak{p}_{g}$ may be chosen arbitrarily with finitely many exceptions.

Proof. Let $\mathfrak{p}_{1} \in \mathbb{P}_{K}$ be arbitrary. Then, since $g>0, K$ is not a rational function field and $L_{K}\left(\mathfrak{p}_{1}^{-1}\right)=k$. Thus, $\ell_{K}\left(\mathfrak{p}_{1}^{-1}\right)=1$. It follows that

$$
\delta_{K}\left(\mathfrak{p}_{1}\right)=\ell_{K}\left(\mathfrak{p}_{1}^{-1}\right)+d_{K}\left(\mathfrak{p}_{1}^{-1}\right)+g-1=g-1
$$

From the proof of Lemma 3.5.13, we see that there are at most $g-1$ prime divisors $\mathfrak{p}$ such that $\mathfrak{p} \neq \mathfrak{p}_{1}$ and

$$
\ell_{K}\left(\mathfrak{p}_{1}^{-1} \mathfrak{p}^{-1}\right) \neq 1
$$

For any $\mathfrak{p}_{2}$ not in this set and such that $\mathfrak{p}_{2} \neq \mathfrak{p}_{1}$ we have

$$
\ell_{K}\left(\mathfrak{p}_{1}^{-1} \mathfrak{p}_{2}^{-1}\right)=1 \text { and } \delta_{K}\left(\mathfrak{p}_{1} \mathfrak{p}_{2}\right)=g-2
$$

The result follows immediately by induction.

Remark 3.5.17. Proposition 3.5.16 provides an explanation of the terminology of a nonspecial divisor. That is, $\mathfrak{A}=\mathfrak{p}_{1} \cdots \mathfrak{p}_{g}$ is nonspecial for all but finitely many $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{g}$.

Corollary 3.5.18. If $k$ is not an algebraically closed field, and $K / k$ is a function field of genus $g>0$, then there exists a finite constant extension $k^{\prime}$ such that we can find a nonspecial system in $K^{\prime}=K k^{\prime}$.

Proof. Let $\bar{k}$ be a separable closure of $k$. Then in $\bar{K}=K \bar{k}$ there exist nonspecial systems. Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{g}$ be one of them. Then $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{g}$ are of degree 1 in some finite constant extension of $K$.

### 3.6 Exercises

Exercise 3.6.1. Let $K$ be a function field over $k$. Let $k^{\prime}$ be the exact field of constants, $k^{\prime} \supseteq k$. Show that if $\alpha \in\left(k^{\prime}\right)^{*}$ then $v_{\wp}(\alpha)=0$ for all places $\wp$. Conclude that $k^{\prime}=\left\{x \in K \mid v_{\wp}(x)=0\right.$ for every place $\left.\wp\right\} \cup\{0\}$.

Exercise 3.6.2. Let $K$ be a function field with constant field $k$. Let $D_{K}$ be the divisor group of $K, P_{K}$ the principal divisor group, and $C_{K}=D_{K} / P_{K}$ (analogously, let $D_{K, 0}, P_{K, 0}, C_{K, 0}$ be the respective groups of degree 0 ). Show that:
(i) $D_{K} \cong D_{K, 0} \oplus \mathbb{Z}$.
(ii) $C_{K} \cong C_{K, 0} \oplus \mathbb{Z}$.
(iii) $P_{K} \cong K^{*} / k^{*}$.

Exercise 3.6.3. Let $K$ be a function field, $\mathfrak{A}$ a divisor, and $S \subseteq \mathbb{P}_{K}$ the set of prime divisors of $K$. Prove that $\Gamma(\mathfrak{A} \mid S)$ is a vector space over the field of constants $k$.

Exercise 3.6.4. Consider $K=k(x)$ in the context of the previous exercise. Under what conditions does it hold that $\operatorname{dim}_{k} \Gamma(\mathfrak{A} \mid S)<\infty$ ?

Exercise 3.6.5. Let $K=k(x)$ and let $\wp$ be the place corresponding to the irreducible polynomial $p(x) \in k[x]$. Prove that $f_{\wp}=\operatorname{deg} p(x)$.

Exercise 3.6.6. Under what conditions does it hold that $\operatorname{dim}_{k} \Lambda(\mathfrak{A})<\infty$, where

$$
\Lambda(\mathfrak{A})=\mathfrak{X}(\mathfrak{A})=\left\{\xi \in \mathfrak{X}_{K}|\mathfrak{A}| \xi\right\} ?
$$

Exercise 3.6.7. Give an example of a function field $K$ and a repartition $\xi \in \mathfrak{X}_{K}$ such that there does not exist $x \in K$ with $v_{\wp}\left(x-\xi_{\wp}\right) \geq 0 \forall \wp \in \mathbb{P}_{K}$. (It is not necessary to give explicitly the example, just to show that such an example in fact exists. You may assume that there exist function fields with genus $g>0$.)

Exercise 3.6.8. If $\mathfrak{B} \mid \mathfrak{A}$, show that $\Lambda\left(\mathfrak{B}^{-1}\right)+K \subseteq \Lambda\left(\mathfrak{A}^{-1}\right)+K$.
Exercise 3.6.9. Let $K=k(x)$. Describe the divisors of the form $(x-a)_{K}$, with $a \in k$. More generally, describe $(\alpha)_{K}$ with $\alpha \in K^{*}$.

Exercise 3.6.10. Let $\mathfrak{A}, \mathfrak{B}$ be divisors such that $\mathfrak{A} \mid \mathfrak{B}$. Prove that

$$
(\mathfrak{X}(\mathfrak{B})+K) \cap \mathfrak{X}(\mathfrak{A})=\mathfrak{X}(\mathfrak{B})+L(\mathfrak{A}) \quad \text { and } \quad L(\mathfrak{A}) \cap \mathfrak{X}(\mathfrak{B})=L(\mathfrak{B}) .
$$

Exercise 3.6.11. If $\mathfrak{A}, \mathfrak{B}$ are divisors and $\omega, \delta$ are two differentials such that $\mathfrak{A} \mid \omega$ and $\mathfrak{B} \mid \delta$, prove that $\mathfrak{C} \mid \Omega$, where $\Omega=\omega+\delta$ and $\mathfrak{C}=(\mathfrak{A}, \mathfrak{B})$ is the greatest common divisor of $\mathfrak{A}$ and $\mathfrak{B}$.

Exercise 3.6.12. Let $\mathfrak{A}$ be an integral divisor, $\omega \neq 0$ a nonzero differential, and let $\mathfrak{B}$ be a divisor such that $\mathfrak{B} \mid \omega$. Let $\varphi: L\left(\mathfrak{A}^{-1} \mathfrak{B}^{-1}\right) \rightarrow D\left(\mathfrak{A}^{-1}\right)$ be defined by $\varphi(x)=x \omega$.

Prove that in fact $x \in L\left(\mathfrak{A}^{-1} \mathfrak{B}^{-1}\right) \Rightarrow \varphi(x) \in D\left(\mathfrak{A}^{-1}\right)$ and that $\varphi$ is a $k$ monomorphism.

Exercise 3.6.13. Let $\wp$ be a prime divisor and let $n>\max \{2 g-1,0\}$. Prove that there exists $x \in K$ with a unique pole $\wp$ of order $n$, that is, $\mathfrak{N}_{x}=\wp^{n}$.

Exercise 3.6.14. Let $K / k$ be a function field.
(i) Prove that if $\mathfrak{A}$ is not principal and $d(\mathfrak{A})=0$, then $\ell\left(\mathfrak{A}^{-1}\right)=0$.
(ii) If $\mathfrak{A} \notin \mathcal{W}, d(\mathfrak{A})=2 g-2$, show that $\ell\left(\mathfrak{A}^{-1}\right)=g-1$.

Exercise 3.6.15. Let $k$ be a finite field such that $k \cong \mathbb{F}_{q}$. Let $\mathcal{C}$ be a class and let $N(\mathcal{C})$ be its dimension. Prove that the number of integral divisors in $\mathcal{C}$ is $\frac{q^{N(\mathcal{C})}-1}{q-1}$.

Exercise 3.6.16. For a function field $K / k$ we could have defined a repartition in $K$ as a function

$$
\varphi: \mathbb{P}_{K} \rightarrow K
$$

such that $v_{\mathfrak{p}}(\varphi(\mathfrak{p})) \geq 0$ for almost all $\mathfrak{p}$. Prove that all the results of this chapter hold with this definition of repartition.

Exercise 3.6.17. Let $K / k$ be a function field of genus $g>0$. Let $\mathfrak{p}$ be any place of $K$. Prove that there exists a holomorphic differential $\omega$ in $K$ such that $v_{\mathfrak{p}}(\omega)=0$, that is, $\mathfrak{p}$ is not a zero of $\omega$.

Exercise 3.6.18. Let $K / k$ be a function field. Let $\mathfrak{A}$ be an integral divisor. If $\ell\left(\mathfrak{A}^{-1}\right)=$ $d(\mathfrak{A})+1$ with $d(\mathfrak{A})>0$, prove that $K$ is of genus 0 .

Exercise 3.6.19. Let $K / k$ be a function field of genus $g_{K} \geq 1$ and let $W$ be its canonical class. If $\mathfrak{A} \in W^{-1}$, prove that if $\mathfrak{A} \mid \mathfrak{B}$ with $\mathfrak{A} \neq \mathfrak{B}$, then $\ell(\mathfrak{A}) \neq \ell(\mathfrak{B})$, that is, $\ell(\mathfrak{B})<\ell(\mathfrak{A})$.

Exercise 3.6.20. With the notation of Exercise 3.6.19, let $\mathfrak{p}$ be a prime divisor of degree 1 . Prove that $\ell(\mathfrak{A})=\ell\left(\mathfrak{A p}^{-1}\right)$.

Exercise 3.6.21. With the notation of Exercise 3.6.20, show that if $\operatorname{deg} \mathfrak{p}>1$ then $\ell(\mathfrak{A}) \neq \ell\left(\mathfrak{A p}^{-1}\right)$.

Exercise 3.6.22. Let $K / k$ be any function field. Let $\mathfrak{A}$ be any divisor such that $L_{K}\left(\mathfrak{A}^{-1}\right) \neq\{0\}$. Prove that there exists an integral divisor $\mathfrak{B}$ in the divisor class of $\mathfrak{A}$.

Exercise 3.6.23. If $W^{\prime}$ is any class in the function field $K / k$ such that $d_{K}\left(W^{\prime}\right)=$ $2 g_{K}-2$ and $\ell_{K}\left(W_{K}^{-1}\right)=g_{K}$, prove that $W^{\prime}=W$ is the canonical class of $K$.
Exercise 3.6.24. Let $\mathfrak{a} \mid \mathfrak{b}$ and let $S=\left\{\mathfrak{p} \in \mathbb{P}_{K} \mid v_{\mathfrak{p}}(\mathfrak{a}) \neq 0\right.$ or $\left.v_{\mathfrak{p}}(\mathfrak{b}) \neq 0\right\}$. Show that there exists a natural monomorphism $\frac{L(\mathfrak{a})}{L(\mathfrak{b})} \xrightarrow{\varphi} \frac{\Gamma(\mathfrak{a} \mid S)}{\Gamma(\mathfrak{b} \mid S)}$. In particular, $\ell_{K}(\mathfrak{a})-\ell_{K}(\mathfrak{b}) \leq$ $d_{K}(\mathfrak{b})-d_{K}(\mathfrak{a})$.

Exercise 3.6.25. Prove Proposition 3.3.12.

Exercise 3.6.26. Let $k$ be a finite field such that $|k|=q$ and let $K / k$ be a function field.
(i) Prove that the number of integral divisors of degree $m \in \mathbb{N}$ is finite.
(ii) If $m \geq g_{K}$, prove that each class of degree $m$ contains an integral divisor. Therefore the set $C_{m}$ consisting of the classes of degree $m$ is finite.
(iii) If $\mathfrak{M}$ is a divisor of degree $m \geq g_{K}$, then

$$
\varphi: C_{K, 0} \rightarrow C_{m}, \quad \text { defined by } \quad \varphi(\overline{\mathfrak{A}})=\overline{\mathfrak{A} \mathfrak{M}}
$$

is a bijection. Therefore

$$
\left|C_{k, 0}\right|=\left|C_{m}\right|<\infty .
$$

## Examples

In this chapter we present examples that illustrate how one can apply our results of Chapters 2 and 3. We shall first recall a few facts about rational function fields and characterize fields of genus 0 .

Our second goal is to examine function fields of genus 1 , among which are found elliptic function fields that correspond to the most important and widely investigated elliptic curves of algebraic geometry.

Finally, we present quadratic extensions of $k(x)$ in characteristic different from 2, and we compute the genus of such extensions. Among these fields are found hyperelliptic function fields, which, up to an abuse of the formal definition, contain elliptic function fields. We shall study those fields in detail in Section 9.6.4.

The reader will encounter hyperelliptic and elliptic function fields in Chapter 10 again, where they will be used in their applications to cryptography.

It should be mentioned that the computation of the genus could be done in a faster and more efficient way using the Riemann-Hurwitz genus formula, which will be studied in Chapter 9. However, the methods presented in this chapter, aside from their mathematical beauty, allow us to investigate the fields involved in detail and to get acquainted in a deeper way with their structure.

### 4.1 Fields of Rational Functions and Function Fields of Genus 0

First we consider the field $K=k(x)$ of rational functions where $k$ is an arbitrary field and $x$ a transcendental element over $k$. We recall some results about $k(x)$ that we have already obtained.

In Section 2.4 we characterized the set of all valuations on $K$, namely

$$
\left\{v_{f} \mid f(x) \in k[x] \text { is monic and irreducible }\right\} \cup\left\{v_{\infty}\right\}
$$

(Theorem 2.4.1).
Example 3.2.16 shows that every divisor of degree 0 is principal; in particular, $C_{K, 0}=1$ and the class number $h_{K}$ is equal to 1.

Proposition 4.1.1. Let $K$ be a purely transcendental extension over a field $F$. Then $F$ is algebraically closed in K. In particular, the field of constants of a rational function field $k(x)$ is $k$.

Proof. Let $\left\{x_{i}\right\}_{i \in I}$ be a transcendence base of $K$ over $F$, that is, $K=F\left(\left\{x_{i}\right\}_{i \in I}\right)$. Let $\alpha \in K$ be algebraic over $F$. We must prove that $\alpha \in F$. Since $\alpha \in K, \alpha$ is a polynomial in a finite number of variables, that is, there exists a finite subset $J$ of $I$ such that $\alpha \in F\left(\left\{x_{i}\right\}_{i \in J}\right)$. This shows that we may assume, without loss of generality, that $I$ is finite, or, which is the same, that $K=F\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.

We will prove the result by induction on $n$. For $n=0, K$ is equal to $F$ and there is nothing to prove. If $n=1$, then $\alpha \in F(x)$. If $\alpha \in F(x) \backslash F$, we have

$$
\alpha=\frac{f(x)}{g(x)}, \quad f(x), g(x) \in F[x]
$$

and $f, g$ relatively prime. Then $x$ satisfies the equation

$$
h(T)=f(T)-\alpha g(T) \in F(\alpha)[T] .
$$

Therefore

$$
[F(x): F(\alpha)] \leq \operatorname{deg} h(T)=\max \{\operatorname{deg} f, \operatorname{deg} g\}<\infty
$$

so $[F(\alpha): F]=\infty$. Thus $\alpha$ is transcendental over $F$.
We assume that the result holds for $n-1$ with $n \geq 2$. In order to prove it for $n$, let $\alpha \in F\left(x_{1}, \ldots, x_{n}\right)$ be algebraic over $F$. In particular, $\alpha$ is an algebraic element over $F\left(x_{1}, \ldots, x_{n-1}\right)$ and it follows from the case $n=1$ that $\alpha \in F\left(x_{1}, \ldots, x_{n-1}\right)$. By the induction hypothesis, we conclude that $\alpha \in F$.

Corollary 4.1.2. Let $\alpha \in k(x) \backslash k$ be of the form $\alpha=\frac{f(x)}{g(x)}$, where $f(x), g(x) \in k[x]$ are relatively prime. Then $[k(x): k(\alpha)]=\max \{\operatorname{deg} f$, $\operatorname{deg} g\}$ (see Exercise 2.6.8).

Proof. Since $\alpha \in k(x) \backslash k, \alpha$ is transcendental. The divisor of $\alpha$ is

$$
(\alpha)_{K}=\frac{\mathfrak{A}_{f}}{\mathfrak{A}_{g}} \mathcal{P}_{\infty}^{(\operatorname{deg} g-\operatorname{deg} f)},
$$

where

$$
\mathfrak{A}_{f}=\mathcal{P}_{p_{1}}^{\alpha_{1}} \ldots \mathcal{P}_{p_{r}}^{\alpha_{r}}, \quad f(x)=p_{1}(x)^{\alpha_{1}} \ldots p_{r}(x)^{\alpha_{r}}
$$

$p_{i}(x)$ are distinct irreducible polynomials, and similarly for $\mathfrak{A}_{g}$. Now, since $k(\alpha)=$ $k\left(\frac{1}{\alpha}\right)$, we may assume $\operatorname{deg} g \geq \operatorname{deg} f$. By applying Theorem 3.2.7 to $k(x) / k(\alpha)$, we obtain

$$
[k(x): k(\alpha)]=d\left(\mathfrak{N}_{\alpha}\right)=d\left(\mathfrak{A}_{g}\right)=\operatorname{deg} g=\max \{\operatorname{deg} f, \operatorname{deg} g\}
$$

Proposition 4.1.3. The genus of $k(x), g_{k(x)}$, is zero.
Proof. If $f(x) \in k(x)$ is a rational function, we write $f(x)=p_{1}(x)^{\alpha_{1}} \ldots p_{s}(x)^{\alpha_{s}}$, where $p_{1}(x), \ldots, p_{s}(x)$ are distinct irreducible polynomials in $k[x]$ and $\alpha_{i} \in \mathbb{Z}$. Then

$$
(f(x))_{k(x)}=\left(\prod_{i=1}^{s} \mathcal{P}_{p_{i}}^{\alpha_{i}}\right) \mathcal{P}_{\infty}^{-\operatorname{deg} f}
$$

Let $t \geq 0$ be arbitrary. Then

$$
L\left(\mathcal{P}_{\infty}^{-t}\right)=\left\{f(x) \in k(x) \left\lvert\,(f(x))_{k(x)}=\frac{\mathfrak{A}}{\mathcal{P}_{\infty}^{t}}\right., \quad \mathfrak{A} \text { is an integral divisor }\right\}
$$

and this is the set of polynomials of degree at most $t$.
Therefore $\ell\left(\mathcal{P}_{\infty}^{-t}\right)=t+1$.
Let $g$ be the genus of $k(x)$ and let $t>2 g-2$ be such that $d\left(\mathcal{P}_{\infty}^{t}\right)=t d\left(\mathcal{P}_{\infty}\right)=$ $t>2 g-2$. By Corollary 3.5.6, we have

$$
t+1=\ell\left(\mathcal{P}_{\infty}^{-t}\right)=d\left(\mathcal{P}_{\infty}^{t}\right)-g+1=t-g+1
$$

whence, $g=0$.
Now, if $W$ is the canonical class, we have

$$
d(W)=2 g-2=0-2=-2
$$

On the other hand, since $C_{K, 0}=1$, for each $n \in \mathbb{Z}$ there exists a unique class $C_{n}$ of degree $n$, which implies that

$$
W=C_{-2}=\mathcal{P}_{\infty}^{-2} P_{k(x)}
$$

Since $\mathcal{P}_{\infty}^{-2}$ belongs to $C_{-2}$, there exists a differential $\omega$ such that $(\omega)_{k(x)}=\mathcal{P}_{\infty}^{-2}$ and every differential is of the form $f(x) \omega$, with $f(x) \in k(x)$. We will now describe this differential $\omega$.

Let $\xi \in \mathfrak{X}$ be given by

$$
\xi_{\mathcal{P}_{\infty}}=\frac{1}{x}, \quad \text { and } \quad \xi_{\mathcal{P}}=0 \quad \text { for all } \quad \mathcal{P} \neq \mathcal{P}_{\infty}
$$

From Theorem 3.3.16, we obtain

$$
\operatorname{dim}_{k} \frac{\mathfrak{X}\left(\mathcal{P}_{\infty}\right)}{\mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)}=d\left(\mathcal{P}_{\infty}^{2}\right)-d\left(\mathcal{P}_{\infty}\right)=2-1=1
$$

Since $v_{\infty}(\xi)=v_{\infty}\left(\xi_{\mathcal{P}_{\infty}}\right)=1$, we have $\xi \in \mathfrak{X}\left(\mathcal{P}_{\infty}\right) \backslash \mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)$ and furthermore, $\xi \in\left(\mathfrak{X}\left(\mathcal{P}_{\infty}\right)+K\right) \backslash\left(\mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)+K\right)$. On the other hand, we have

$$
\delta\left(\mathcal{P}_{\infty}^{-1}\right)=\operatorname{dim}_{k} \frac{\mathfrak{X}}{\mathfrak{X}\left(\mathcal{P}_{\infty}\right)+K}=d\left(\mathcal{P}_{\infty}\right)+\ell\left(\mathcal{P}_{\infty}\right)+g-1=1+0+0-1=0
$$

Therefore, $\mathfrak{X}=\mathfrak{X}\left(\mathcal{P}_{\infty}\right)+K$ and $L\left(\mathcal{P}_{\infty}\right)=\{0\}$. From Theorem 3.4.4, we get

$$
\frac{\mathfrak{X}\left(\mathcal{P}_{\infty}\right)}{\mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)} \cong \frac{\mathfrak{X}\left(\mathcal{P}_{\infty}\right)+K}{\mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)+K}=\frac{\mathfrak{X}}{\mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)+K},
$$

the latter being of dimension 1 . Therefore every repartition $\theta$ can be written as

$$
\theta=a \xi+\xi_{1}, \quad \text { with } \quad \xi_{1} \in \mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)+K
$$

Let

$$
\omega: \mathfrak{X} \rightarrow k \quad \text { be such that } \quad(\omega)=\mathcal{P}_{\infty}^{-2}, \quad \text { that is, } \quad \mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)+K \subseteq \operatorname{ker} \omega
$$

Then

$$
\omega(\theta)=a \omega(\xi)+\omega\left(\xi_{1}\right)=a \omega(\xi)
$$

We define $\omega(\xi)=-1$. This is approximately something like the following:

$$
\underset{\mathcal{P}_{a}}{\operatorname{Res}} \omega=\left\{\begin{array}{r}
0, a \neq \infty \\
-1, a=\infty
\end{array}\right.
$$

Then $(\omega)_{k(x)}=\mathcal{P}_{\infty}^{-2}$ and $\omega$ is uniquely determined by the conditions

$$
\omega\left(\mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)+K\right)=0 \quad \text { and } \quad \omega(\xi)=-1
$$

Indeed, if $\omega^{\prime}$ is any other differential with the same conditions, then for any repartition

$$
\theta=a \xi+\xi_{1}, \quad \text { with } \quad \xi_{1} \in \mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)+K \quad \text { and } \quad a \in k
$$

we have

$$
\begin{aligned}
\left(\omega-\omega^{\prime}\right)(\theta) & =a\left(\omega(\xi)-\omega^{\prime}(\xi)\right)+\left(\omega\left(\xi_{1}\right)-\omega^{\prime}\left(\xi_{1}\right)\right) \\
& =a(-1-(-1))+(0-0)=0
\end{aligned}
$$

Thus $\omega=\omega^{\prime}$.
Definition 4.1.4. The differential $\omega$ of $k(x)$, defined by

$$
\omega\left(\mathfrak{X}\left(\mathcal{P}_{\infty}^{2}\right)+K\right)=0, \quad \omega(\xi)=-1,
$$

where

$$
\xi_{\mathcal{P}_{\infty}}=\frac{1}{x} \quad \text { and } \quad \xi_{\mathcal{P}}=0 \quad \text { for all } \quad \mathcal{P} \neq \mathcal{P}_{\infty}
$$

will be denoted by $\omega=d x$.

Every differential is of the form $f(x) d x$, with $f(x) \in k(x)$. We have

$$
(d x)_{k(x)}=\frac{1}{\mathcal{P}_{\infty}^{2}}
$$

Proposition 4.1.3 shows that a rational function field $k(x)$ is of genus zero. A natural question is the following: Is every function field $K / k$ of genus zero a rational function field? The answer is, as we will see immediately, no. It is necessary to have an extra condition, namely that there exist a prime divisor of degree one. This situation holds if $k$ is algebraically closed or if $k$ is finite but may not hold in other cases (in the case that $k$ is finite it will be necessary to use the Riemann hypothesis, Chapter 7).

Independently from the above discussion, what we have in any case the following result:

Proposition 4.1.5. If $K / k$ is any field of functions such that $g_{K}=0$, then $C_{K, 0}=\{1\}$ and consequently, $h_{K}=1$.

Proof. Let $C$ be a class of degree 0 . We wish to prove that $C=P_{K}$. Since $d(C)=$ $0>-2=2 g_{K}-2$, it follows by Corollary 3.5.6 that

$$
N(C)=d(C)-g_{K}+1=0-0+1=1,
$$

whence, there exists an integral divisor $\mathfrak{A}$ in $C$ with degree 0 . The only integral divisor of degree 0 is $\mathfrak{N}$, so $\mathfrak{N} \in C$. Therefore $C=P_{K}$.

Proposition 4.1.6. If $K / k$ is a field of functions of genus 0 , then $K$ contains integral divisors of degree 2, and in particular it contains prime divisors of degree 1 or 2. Moreover, there exists $x \in K \backslash k$ such that $[K: k(x)] \leq 2$.

Proof. Let $W$ be the canonical class of $K, d(W)=2 g_{K}-2=-2$. We have $d\left(W^{-1}\right)=2>-2=2 g_{K}-2$. By Corollary 3.5.6,

$$
N\left(W^{-1}\right)=d\left(W^{-1}\right)-g_{K}+1=2-0+1=3
$$

that is, there exist at least three integral divisors in $W^{-1}$, and all of them are of degree 2. Since every divisor is a product of prime divisors, it follows that there exist prime divisors of degree 1 or 2 . Indeed, if $\mathfrak{A}$ is an integral of degree 2 , then

$$
\mathfrak{A}=\mathcal{P}, \quad \mathcal{P}_{1} \mathcal{P}_{2}, \quad \text { or } \quad \mathcal{P}^{2}
$$

for some prime divisors $\mathcal{P}, \mathcal{P}_{1}, \mathcal{P}_{2}$.
Since $N\left(W^{-1}\right)=3$, there exist two integral divisors $\mathfrak{A}_{1}, \mathfrak{A}_{2}$ of degree 2 with $\mathfrak{A}_{1} \neq \mathfrak{A}_{2}$. Since $\mathfrak{A}_{1}, \mathfrak{A}_{2} \in W^{-1}, \frac{\mathfrak{A}_{1}}{\mathfrak{A}_{2}}=(x)_{K}$ is principal and $x \notin k$. By eliminating all common prime factors in $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$, we obtain $(x)_{K}=\frac{\mathfrak{B}_{1}}{\mathfrak{B}_{2}}$, where $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ are relatively prime integral divisors of degree 1 or 2 and $\mathfrak{B}_{1} \neq \mathfrak{B}_{2}$. By Theorem 3.2.7 we have $[K: k(x)]=d\left(\mathfrak{N}_{x}\right)=d\left(\mathfrak{B}_{2}\right) \leq 2$.

We observe that if $K=k(x)$, then $K$ contains prime divisors of degree 1 , for instance $\mathcal{P}_{\infty}$; furthermore, for each $a \in k$ with $(x-a)_{K}=\frac{\mathcal{P}_{a}}{\mathcal{P}_{\infty}}, \mathcal{P}_{a}$ is of degree 1 and in fact $\left\{\mathcal{P}_{a}, \mathcal{P}_{\infty} \mid a \in k\right\}$ is the set of all prime divisors of degree 1 .

Theorem 4.1.7. Let $K / k$ be a function field. If $K=k(x)$ then $g_{K}=0$. Conversely, if $g_{K}=0$, then $K$ is a rational function field or a quadratic extension of $k(x)$. Furthermore, $K$ contains prime divisors of degree 1 or 2 . Finally, $K=k(x)$ if and only if there exists at least one prime divisor of degree 1.

Proof. It remains to prove that if $g_{K}=0$ and $K$ contains a prime divisor of degree 1 , then $K$ is a rational function field.

Let $\mathcal{P}$ be a place of degree 1 . We have $d(\mathcal{P})=1>-2=2 g_{K}-2$. By Corollary 3.5.6,

$$
\ell\left(\mathcal{P}^{-1}\right)=d(\mathcal{P})-g_{K}+1=1-0+1=2
$$

Therefore, there exist elements $x_{1}, x_{2}$ in $L\left(\mathcal{P}^{-1}\right)$ that are linearly independent over $k$, which implies $\frac{x_{1}}{x_{2}} \in K \backslash k$. On the other hand, we have

$$
\left(x_{1}\right)_{K}=\frac{\mathfrak{A}}{\mathcal{P}} \quad \text { and } \quad\left(x_{2}\right)_{K}=\frac{\mathfrak{B}}{\mathcal{P}}
$$

where $\mathfrak{A}, \mathfrak{B}$ are integral divisors and $d(\mathfrak{A})=d(\mathfrak{B})=1$. Hence, if $x=\frac{x_{1}}{x_{2}}$, then $(x)_{K}=\frac{\mathfrak{A}}{\mathfrak{B}}$ and $x \notin k$. Thus, by Theorem 3.2.7, $[K: k(x)]=d\left(\mathfrak{N}_{x}\right)=d(\mathfrak{B})=1$, so $K=k(x)$.

Corollary 4.1.8. If $K / k$ is a function field of genus 0 and $k$ is algebraically closed, then $K=k(x)$ is a rational function field.

Proof. If $\mathcal{P}$ is a place of $K$, then $k(\mathcal{P})$ is an algebraic extension of $k$. Therefore $k(\mathcal{P})=$ $k$ and $f_{\mathcal{P}}=[k(\mathcal{P}): k]=1$, that is, every place is of degree 1.

We finish this section with an example of a field of genus 0 that is not a rational function field.

Let $\mathbb{R}$ be the field of real numbers and let $K=\mathbb{R}(x, y)$, where $x, y$ are transcendental elements over $\mathbb{R}$ satisfying the equation

$$
x^{2}+y^{2}+1=0
$$

Let $K_{0}=\mathbb{R}(x)$. Then since $y^{2}=-x^{2}-1$, we have $y \notin K_{0}$, so $\left[K: K_{0}\right]=2$.
The field of constants of $K$ is a finite extension of $\mathbb{R}$. Therefore it is $\mathbb{R}$ or $\mathbb{C}$. Let us see that it is in fact $\mathbb{R}$. For the sake of contradiction, let us assume that $\mathbb{C}$ is the field of constants of $K$, that is, $i=\sqrt{-1} \in K$. Since $i \notin K_{0}$, it follows that $\left[K_{0}(i): K_{0}\right]=2$. Therefore $K_{0}(i)=K$. On the other hand, $K_{0}(i)=\mathbb{R}(x)(i)=\mathbb{C}(x)$ implies $y \in \mathbb{C}(x)$. However, since $y^{2}=-x^{2}-1$, we have $y= \pm i \sqrt{x^{2}+1}$, which is not a rational function of $x$. Therefore the field of constants of $K$ is $\mathbb{R}$.

Now we will see that $K$ is not a rational function field. If this were the case, we would have $K=\mathbb{R}(z)$ with $z \in K \backslash \mathbb{R}$. Now, by the remark we made before Theorem 4.1.7, there would exist infinitely many places of degree 1 . To prove that this is not the case, we will show that there can only be finitely many degree- 1 places.

Let $\mathcal{P}$ be a place of $K$ such that $v_{\mathcal{P}}(x) \geq 0$. Observe that all but finitely many places satisfy this condition, that is, there are only finitely many places $\mathfrak{S}$ such that $v_{\mathfrak{S}}(x)<0$ (Theorem 3.2.1). Let

$$
\varphi: K \longrightarrow\left(\vartheta_{\mathcal{P}} / \mathcal{P}\right) \cup\{\infty\}
$$

be the corresponding place (see Section 2.2 , particularly $2.2 .10-2.2 .13$ ). We have $\left[\vartheta_{\mathcal{P}} / \mathcal{P}: \mathbb{R}\right]<\infty$ (Theorem 2.4.12). Hence $\vartheta_{\mathcal{P}} / \mathcal{P}$ is isomorphic to $\mathbb{R}$ or $\mathbb{C}$, so $\mathcal{P}$ is of degree 1 (in the case $\vartheta_{\mathcal{P}} / \mathcal{P} \cong \mathbb{R}$ ) or 2 (in the case $\vartheta_{\mathcal{P}} / \mathcal{P} \cong \mathbb{C}$ ).

We will prove that $\vartheta_{\mathcal{P}} / \mathcal{P} \cong \mathbb{C}$. The condition $v_{\mathcal{P}}(x) \geq 0$ is equivalent to $\varphi(x) \neq$ $\infty$ (see Definition 2.2.10). If $\varphi(x) \in \mathbb{C} \backslash \mathbb{R}$ there is nothing to prove. If $\varphi(x) \in \mathbb{R}$, the equation $x^{2}+y^{2}+1=0$ implies $\varphi(x)^{2}+\varphi(y)^{2}+1=0$, so that $\varphi(y)^{2}=-\varphi(x)^{2}-1 \in$ $\mathbb{R}$. Since the latter is negative, we have $\varphi(y)= \pm i \sqrt{\varphi(x)^{2}+1} \in \mathbb{C} \backslash \mathbb{R}$. In any case, we get $\varphi(K) \not \subset \mathbb{R} \cup\{\infty\}$. Therefore $\vartheta_{\mathcal{P}} / \mathcal{P} \cong \mathbb{C}$ and $d(\mathcal{P})=2$.

By the above, $K$ contains at most finitely many places of degree 1 , which implies that $K$ is not a rational function field over $\mathbb{R}$.

We will prove that in fact $K$ has no degree- 1 places. The case that remains to analyze is $v_{\mathcal{P}}(x)<0$. If this is the case, let $x^{\prime}=\frac{1}{x}$ and $y^{\prime}=\frac{y}{x}$ and observe that $\left(x^{\prime}\right)^{2}+\left(y^{\prime}\right)^{2}+1=0$. If $\varphi$ is the corresponding place, then $\varphi(x)=\infty$, which implies $\varphi\left(x^{\prime}\right)=0 \neq \infty$. Hence, as before, we obtain $\vartheta_{\mathcal{P}} / \mathcal{P} \cong \mathbb{C}$ and $d(\mathcal{P})=2$. This shows that every place in $K$ is of degree 2.

Finally, we will prove that the genus of $K$ is 0 . In $\mathbb{R}(x)$ we write $(x)_{\mathbb{R}(x)}=\frac{\mathcal{P}_{0}}{\mathcal{P}_{\infty}}$ and in $K,(x)_{K}=\frac{\mathfrak{B}_{0}}{\mathfrak{B}_{\infty}}$. We observe that since $[K: \mathbb{R}(x)]=d\left(\mathfrak{B}_{0}\right)=d\left(\mathfrak{B}_{\infty}\right)=2$ and every prime divisor of $K$ is of degree 2 , both $\mathfrak{B}_{0}$ and $\mathfrak{B}_{\infty}$ are prime divisors. Now, if $v_{\infty}$ is the valuation corresponding to $\mathfrak{B}_{\infty}$, which is the extension of $\mathcal{P}_{\infty}$ to $K$, we have $v_{\infty}(x)=-1$. Thus

$$
\begin{aligned}
v_{\infty}\left(-x^{2}-1\right) & =\min \left\{v_{\infty}\left(x^{2}\right), v_{\infty}(-1)\right\}=\min \left\{2 v_{\infty}(x), v_{\infty}(-1)\right\} \\
& =\min \{-2,0\}=-2
\end{aligned}
$$

In particular, we have

$$
2 v_{\infty}(y)=v_{\infty}\left(y^{2}\right)=v_{\infty}\left(-x^{2}-1\right)=-2
$$

which implies that $v_{\infty}(y)=-1$.
For $m \geq 1$, we have

$$
L\left(\mathfrak{N}_{x}^{-m}\right) \supseteq\left\{a(x)+y b(x) \mid a(x), b(x) \in \mathbb{R}[x], v_{\mathfrak{B}_{\infty}}(a(x)+y b(x)) \geq-m\right\}
$$

We have

$$
v_{\mathfrak{B}_{\infty}}(a(x))= \begin{cases}\infty & \text { if } a(x)=0 \\ -\operatorname{deg} a(x) & \text { if } a(x) \neq 0\end{cases}
$$

If $\operatorname{deg} a(x) \neq \operatorname{deg} b(x)+1$, then since $v_{\infty}(y)=-1$, we have $v_{\infty}(a(x)) \neq$ $v_{\infty}(y b(x))$, in which case

$$
v_{\infty}(a(x)+y b(x))=\min \left\{v_{\infty}\left(a(x), v_{\infty}(y b(x))\right\}=\min \{-\operatorname{deg} a,-1-\operatorname{deg} b\},\right.
$$

and

$$
a(x)+y b(x) \in L\left(\mathfrak{N}_{x}^{-m}\right) \quad \text { if and only if } \quad \operatorname{deg} a \leq m, \operatorname{deg} b \leq m-1
$$

If $\operatorname{deg} a(x)=\operatorname{deg} b(x)+1$, we write

$$
a(x)=r x^{n}+a_{1}(x) \quad \text { and } \quad b(x)=s x^{n-1}+b_{1}(x)
$$

with $\operatorname{deg} a_{1}(x) \leq n-1, \operatorname{deg} b_{1}(x) \leq n-2$, and $r s \neq 0$. Therefore

$$
a(x)+y b(x)=x^{n-1}(r x+s y)+a_{1}(x)+y b_{1}(x)
$$

Now we have

$$
\begin{aligned}
v_{\infty}\left(a_{1}(x)+y b_{1}(x)\right) & \geq \min \left\{v_{\infty}\left(a_{1}(x)\right), v_{\infty}\left(y b_{1}(x)\right)\right\} \\
& =\min \left\{-\operatorname{deg} a_{1}(x),-1-\operatorname{deg} b_{1}(x)\right\} \\
& \geq \min \{1-n,-1+2-n\}=1-n .
\end{aligned}
$$

Since $K=K_{0}(y)=K_{0}(r x+s y)$, we have

$$
\left[K_{0}(r x+s y): K_{0}\right]=2=d\left(\mathfrak{N}_{r x+s y}\right)
$$

and for every place $\mathfrak{B} \neq \mathfrak{B}_{\infty}, v_{\mathfrak{B}}(r x+s y) \geq 0$. It follows that $(r x+s y)_{K}=\frac{\mathfrak{A}}{\mathfrak{B}_{\infty}}$, that is, $v_{\infty}(r x+s y)=-1$.

Since $v_{\infty}\left(x^{n-1}\right)=1-n$, we have

$$
v_{\infty}\left(x^{n-1}(r x+s y)\right)=1-n-1=-n<1-n
$$

Using Proposition 2.2.3 (iv), we conclude that

$$
v_{\infty}(a(x)+y b(x))=-n .
$$

Therefore, the following also holds in this case:

$$
a(x)+y b(x) \in L\left(\mathfrak{N}_{x}^{-m}\right) \text { if and only if }-n=-\operatorname{deg} a=-\operatorname{deg} b-1 \geq-m
$$

or equivalently,

$$
\operatorname{deg} a(x) \leq m \quad \text { and } \quad \operatorname{deg} b(x) \leq m-1
$$

In short,

$$
\begin{array}{r}
L\left(\mathfrak{N}_{x}^{-m}\right) \supseteq\{a(x)+y b(x) \mid a(x), b(x) \in \mathbb{R}[x], \\
\operatorname{deg} a(x) \leq m, \operatorname{deg} b(x) \leq m-1\} .
\end{array}
$$

It follows that

$$
\ell\left(\mathfrak{N}_{x}^{-m}\right)=\operatorname{dim}_{\mathbb{R}} L\left(\mathfrak{N}_{x}^{-m}\right) \geq(m+1)+m=2 m+1
$$

On the other hand, we have

$$
d\left(\mathfrak{N}_{x}^{m}\right)=m d\left(\mathfrak{N}_{x}\right)=m d\left(\mathfrak{B}_{\infty}\right)=m(2)=2 m
$$

By the Riemann-Roch Theorem (Corollary 3.5.6), when $m$ is large enough, we have

$$
2 m+1 \leq \ell\left(\mathfrak{N}_{x}^{-m}\right)=d\left(\mathfrak{N}_{x}^{m}\right)-g_{K}+1=2 m+1-g_{K}
$$

Therefore $g_{K} \leq 0$. Hence $g_{K}=0$.
We sum up the previous discussion into the following proposition:
Proposition 4.1.9. Let $K=\mathbb{R}(x, y)$, where $x$ and $y$ are transcendental elements over $\mathbb{R}$ satisfying $x^{2}+y^{2}+1=0$. Then the field of constants of $K$ is $\mathbb{R}$, and $K$ has genus 0 and is not a rational function field. Finally, every place of $K$ is of degree 2.

Remark 4.1.10. Proposition 4.1.9 provides an example in which the degree function $d: D_{K} \longrightarrow \mathbb{Z}$ is not surjective, since every prime divisor is of degree 2 . It follows that $d\left(D_{K}\right)=2 \mathbb{Z} \neq \mathbb{Z}$.

### 4.2 Elliptic Function Fields and Function Fields of Genus 1

In the previous section we studied function fields of genus 0 and we saw that they are "almost" fields of rational functions. Now we will study the function fields of genus 1 that "almost" are fields of elliptic functions.

Definition 4.2.1. Let $K / k$ be a function field of genus $g_{K}=1$. Then $K$ is called an elliptic function field if $K$ contains a prime divisor of degree 1 .

Example 4.2.2. Let $K=\mathbb{R}(x, y)$ where $x, y$ are transcendental elements over $\mathbb{R}$ satisfying the equation

$$
x^{2}+y^{4}+1=0 .
$$

Then $K$ is of genus 1 (see Section 4.3, in particular Corollary 4.3.9) but every prime divisor of $K$ is of degree 2. The proof is exactly the same as in Proposition 4.1.9.

In this section we characterize the elliptic function fields of characteristic different from 2. The case char $k=2$ will be studied in Section 9.6.2.

Let $\mathcal{P}$ be a prime divisor of degree 1 in the elliptic function field $K / k$ with $g=$ $g_{K}=1$. If $W$ denotes the canonical class of $K$, we have $d(W)=2 g-2=2-2=0$, and on the other hand, $N(W)=g=1$. Thus $W$ is a class of degree 0 and positive
dimension, which implies, by Proposition 3.2.18, that $W=P=P_{K}$. Therefore the canonical class and the principal class are the same.

Now we have $d(\mathcal{P})=1>0=2 g-2$, so by Corollary 3.5.6,

$$
\ell\left(\mathcal{P}^{-n}\right)=d\left(\mathcal{P}^{n}\right)-g+1=n d(\mathcal{P})-1+1=n, \quad \text { for } \quad n \geq 1
$$

In particular we have $\ell\left(\mathcal{P}^{-1}\right)=1$ and $\ell\left(\mathcal{P}^{-2}\right)=2$. Let $\{1, x\}$ be a basis of $L\left(\mathcal{P}^{-2}\right)$. Then $(x)_{K} \mathcal{P}^{2}$ is an integral divisor, that is, $\mathfrak{N}_{x} \mid \mathcal{P}^{2}$. On the other hand, since $K \neq$ $k(x)$, we have $[K: k(x)]=d\left(\mathfrak{N}_{x}\right) \leq 2$, which implies that

$$
\mathfrak{N}_{x}=\mathcal{P}^{2} \quad \text { and } \quad[K: k(x)]=2=d\left(\mathfrak{N}_{x}\right)
$$

We have $L\left(\mathcal{P}^{-2}\right) \subseteq L\left(\mathcal{P}^{-3}\right)$ and $\ell\left(\mathcal{P}^{-3}\right)=3$, so there exists $y \in K$ such that $y \notin L\left(\mathcal{P}^{-2}\right)$ and $\{1, x, y\}$ is a basis of $L\left(\mathcal{P}^{-3}\right)$. Since $y \notin L\left(\mathcal{P}^{-2}\right)$ it follows that $\mathfrak{N}_{y}=\mathcal{P}^{3}$. Now the denominators of the divisors of $1, x, y, x^{2}, x y, x^{3}$, and $y^{2}$ are, respectively,

$$
\mathfrak{N}, \quad \mathcal{P}^{2}, \quad \mathcal{P}^{3}, \quad \mathcal{P}^{4}, \mathcal{P}^{5}, \quad \mathcal{P}^{6}, \quad \text { and } \quad \mathcal{P}^{6} .
$$

Since the first six elements listed have distinct denominators, they are linearly independent over $k$ and all of them belong to $L\left(\mathcal{P}^{-6}\right)$, which is of dimension $\ell\left(\mathcal{P}^{-6}\right)=6$. Thus, they form a basis and there exist $\gamma, \delta, \alpha_{i} \in k, i=0,1,2,3$, such that the relation

$$
\begin{equation*}
y^{2}+\gamma x y+\delta y=\alpha_{3} x^{3}+\alpha_{2} x^{2}+\alpha_{1} x+\alpha_{0} \tag{4.1}
\end{equation*}
$$

holds. We will see that $y \notin k(x)$. Let us assume that $y=\frac{f(x)}{h(x)} \in k(x)$ with $f(x), h(x)$ relatively prime.

We have from (4.1)

$$
\frac{f^{2}+\gamma x f h+\delta f h}{h^{2}}=\alpha_{3} x^{3}+\alpha_{2} x^{2}+\alpha_{1} x+\alpha_{0}
$$

Then $h \mid f^{2}$, which implies that $h=1$. That is, we have

$$
\begin{equation*}
f^{2}+\gamma x f+\delta f=\alpha_{3} x^{3}+\alpha_{2} x^{2}+\alpha_{1} x+\alpha_{0} \tag{4.2}
\end{equation*}
$$

From (4.2) it follows that $f$ is a polynomial of degree at most 1 . Now we have
$y=f(x), \quad \mathfrak{N}_{y}=\mathcal{P}^{3}, \quad-3=v_{\mathcal{P}}(y)=v_{\mathcal{P}}(f(x))=v_{\mathcal{P}}(a x+b)=v_{\mathcal{P}}(x)=-2$,
which is absurd. Hence, we have $y \notin k(x)$. Therefore

$$
[k(x, y): k(x)] \geq 2=[K: k(x)],
$$

which implies that $K=k(x, y)$.
Let char $K \neq 2$. We have

$$
\begin{aligned}
y^{2}+\gamma x y+\delta y & =y^{2}+y(\gamma x+\delta) \\
& =y^{2}+y(\gamma x+\delta)+\left(\frac{\gamma x+\delta}{2}\right)^{2}-\left(\frac{\gamma x+\delta}{2}\right)^{2} \\
& =\left(y+\left(\frac{\gamma x+\delta}{2}\right)\right)^{2}-\left(\frac{\gamma x+\delta}{2}\right)^{2}
\end{aligned}
$$

Therefore, if $z=y+\left(\frac{\gamma x+\delta}{2}\right)$, then

$$
K=k(x, z) \quad \text { with } \quad z^{2}=f(x) \quad \text { and } \quad \operatorname{deg} f(x) \leq 3
$$

If $f(x)$ has degree 1 , then $z=\sqrt{\alpha_{2} x+\alpha_{3}}$ and $K=k\left(\sqrt{\alpha_{2} x+\alpha_{3}}\right)$ is a rational function field, and hence of genus 0 . If $\operatorname{deg} f(x)=2$, then $K$ is of genus 0 (see Corollary 4.3.10 below). Thus deg $f(x)=3$ and $\alpha_{3} \neq 0$. By multiplying (4.1) by $\alpha_{3}^{2}$ and making a change of variables $y_{1}=\alpha_{3} y, x_{1}=\alpha_{3} x$, we may assume that $\alpha_{3}=1$. On the other hand, $f(x)$ has no repeated irreducible factors since if $z^{2}=f(x)=$ $h(x)^{2} g(x)$ with $\operatorname{deg} h(x)=\operatorname{deg} g(x)=1$, then

$$
z_{1}^{2}=\left(\frac{z}{h(x)}\right)^{2}=g(x)
$$

and

$$
K=k\left(x, z_{1}\right)=k(x, \sqrt{a x+b})=k(\sqrt{a x+b})
$$

Therefore $K$ is a rational function field and thus is of genus 0 .
In short, we have the following result:
Proposition 4.2.3. Let $K / k$ be an elliptic function field. Then $K=k(x, y)$, where $x$ and $y$ are transcendental over $k$ and satisfy a relation $g(y)=f(x)$ for some monic separable polynomials $f(x) \in k[x]$ and $g(y) \in k[y]$ of respective degrees 3 and 2 . Furthermore, if char $K \neq 2$, then $f(x)$ and $g(y)$ can be chosen such that $f(x)$ is square-free and $g(y)=y^{2}$.

The converse also holds when char $K \neq 2$.
Theorem 4.2.4. Let $K / k$ be a function field such that char $K \neq 2$. Then $K / k$ is an elliptic function field if and only if $K=k(x, y)$ where $x$ and $y$ are transcendental elements over $k, y^{2}=f(x)$ and $f(x)$ is a square free polynomial of degree 3 .

Proof.
$(\Longrightarrow) \quad$ This is just Proposition 4.2.3.
$(\Longleftarrow) \quad$ By Corollary 4.3 .11 below, $K$ is of genus 1 . Now it suffices to see that $K$ contains a place of degree 1 .

Since $y^{2}=f(x)$ with $f(x)$ of degree $3, \mathcal{P} \mid \mathfrak{N}_{x}$ implies $\mathcal{P}^{3} \mid \mathfrak{N}_{f(x)}$. Therefore $\mathfrak{N}_{f(x)}=\mathfrak{N}_{x}^{3}$ and $\mathfrak{N}_{y}^{2} \mid \mathfrak{N}_{x}^{3}$. On the other hand,

$$
[K: k(x)]=[k(x, y): k(x)]=2 \quad \text { and } \quad[K: k(y)]=[k(x, y): k(y)]=3 .
$$

Thus, we obtain

$$
d\left(\mathfrak{N}_{x}^{3}\right)=3 d\left(\mathfrak{N}_{x}\right)=3[K: k(x)]=6=2[K: k(y)]=2 d\left(\mathfrak{N}_{y}\right)=d\left(\mathfrak{N}_{y}^{2}\right)
$$

Hence $\mathfrak{N}_{y}^{2}=\mathfrak{N}_{x}^{3}$. Since $d\left(\mathfrak{N}_{x}\right)=2$, we have

$$
\mathfrak{N}_{x}=\mathcal{P}_{1}, \quad \mathfrak{N}_{x}=\mathcal{P}_{2} \mathcal{P}_{3} \quad \text { or } \quad \mathfrak{N}_{x}=\mathcal{P}_{4}^{2}
$$

with $\mathcal{P}_{i}$ prime divisors, $d\left(\mathcal{P}_{1}\right)=2$ and $d\left(\mathcal{P}_{i}\right)=1, i=2,3,4$.
Now $\mathfrak{N}_{x}^{3}$ is $\mathcal{P}_{1}^{3}$ or $\mathcal{P}_{2}^{3} \mathcal{P}_{3}^{3}$ or $\mathcal{P}_{4}^{6}$, but $\mathfrak{N}_{y}^{2}=\mathfrak{N}_{x}^{3}$ implies that the exponents of $\mathfrak{N}_{x}^{3}$ must be divisible by 2 , whence it follows that $\mathfrak{N}_{x}=\mathcal{P}^{2}, d(\mathcal{P})=1$ and $\mathfrak{N}_{y}=\mathcal{P}^{3}$. In particular, $K$ contains a prime divisor of degree 1.

Now assume that char $k \neq 2$, 3. By (4.1) and the case char $k \neq 2$, we have $K=$ $k(x, y)$ with

$$
\begin{equation*}
y^{2}=x^{3}+\alpha_{2} x^{2}+\alpha_{3} x+\alpha_{4} \tag{4.3}
\end{equation*}
$$

Let $x^{\prime}:=x-\frac{\alpha_{2}}{3}$. Then

$$
\begin{aligned}
x^{3}+\alpha_{2} x^{2}+\alpha_{3} x+\alpha_{4} & =\left(x^{\prime}-\frac{\alpha_{2}}{3}\right)^{3}+\alpha_{2}\left(x^{\prime}-\frac{\alpha_{2}}{3}\right)^{2}+\alpha_{3}\left(x^{\prime}-\frac{\alpha_{2}}{3}\right)+\alpha_{4} \\
& =\left(x^{\prime}\right)^{3}+a x^{\prime}+b
\end{aligned}
$$

Thus

$$
(2 y)^{2}=4\left(x^{\prime}\right)^{3}+4 a x^{\prime}+4 b
$$

In short, when char $k \neq 2,3$, there exist $x, y \in K$ such that

$$
\begin{equation*}
y^{2}=4 x^{3}-g_{2} x-g_{3}, \quad \text { with } \quad g_{2}, g_{3} \in k \tag{4.4}
\end{equation*}
$$

Definition 4.2.5. The equation (4.4) is called the Weierstrass form.
Finally, we consider a function field $K / k$ of any characteristic and $g_{K}=1$. If $K$ contains a divisor of degree 1 , then there exists an integral divisor of degree 1 (Exercise 3.6.22). Thus there exists a prime divisor of degree 1 and $K / k$ is an elliptic function field.

We sum up the above discussion into the following theorem.
Theorem 4.2.6. Let $K / k$ be a function field of genus 1 . Then $K / k$ is an elliptic function field if and only if there exists a divisor of degree 1.

If char $k \neq 2, K / k$ is an elliptic function field if and only if $K=k(x, y)$ with

$$
\begin{equation*}
y^{2}=f(x) \tag{4.5}
\end{equation*}
$$

where $f(x)$ is a monic separable polynomial of degree 3 .
Furthermore, if char $k \neq 2,3$, then $K=k(x, y)$ with

$$
\begin{equation*}
y^{2}=4 x^{3}-g_{2} x-g_{3} \quad \text { and } \quad g_{2}, g_{3} \in k \tag{4.6}
\end{equation*}
$$

### 4.3 Quadratic Extensions of $\boldsymbol{k}(\boldsymbol{x})$ and Computation of the Genus

In Sections 4.1 and 4.2, the study of the fields of genus 0 and 1 led us to encounter several function fields $K$ such that $[K: k(x)]=2$. When $g_{K} \geq 2$ these fields are a special type of hyperelliptic function field, which will be examined in Section 9.6.4. In this section we fill in the gaps remaining from Section 4.2, namely the computation of the genus (Example 4.2.2 and Theorem 4.2.4). We could have proceeded differently and started with this section and then applied directly the results obtained here. However, we consider that the way we chose provides the reader with a motivation consisting in seeing the examples first and calculating the genus in quadratic extensions of $k(x)$. It is also important to clarify that later on, when we develop ramification theory and the Riemann-Hurwitz genus formula, we will have at our disposal a much more general method for calculating the genus of a function field.

In this section we consider a function field $K / k$ such that there exists $x \in K$ with [ $K: k(x)]=2$ and char $K \neq 2$.

Lemma 4.3.1. We have $K=k(x, y)$, where $y^{2}=f(x)$ and $f(x) \in k[x]$ is squarefree.

Proof. Let $y \in K \backslash k(x)$. Then

$$
k(x) \subseteq k(x, y) \subseteq K \quad \text { and } \quad[k(x, y): k(x)] \geq 2=[K: k(x)]
$$

which implies that $K=k(x, y)$. Now, since $y$ is of degree 2 over $k(x)$, the irreducible polynomial of $y$ is of the form $y^{2}+a y+b=0$ with $a, b \in k(x)$. Since char $K \neq 2$, by completing squares we obtain

$$
y^{2}+a y+\frac{a^{2}}{4}=\frac{a^{2}}{4}-b, \quad \text { or } \quad\left(y+\frac{a}{2}\right)^{2}=\frac{a^{2}}{4}-b
$$

Now let $z=y+\frac{a}{2}, K=k(x, z)$, and $z^{2}=c$ with $c \in k(x)$. We can write $c=\frac{h(x)}{g(x)}$ for some relatively prime elements $h(x), g(x)$ of $k[x]$. Then

$$
(g(x) z)^{2}=h(x) g(x)
$$

Put $u=g(x) z$ and $t(x)=h(x) g(x)$. We then have $K=k(x, u)$ and $u^{2}=t(x)$. Finally, we can write $t(x)=r(x)^{2} f(x)$ with $f(x)$ square-free. Then if $v=\frac{u}{r(x)}$, then $K=k(x, v)$ and $v^{2}=f(x)$, where $f(x)$ is square-free.

From this point on, $K$ will denote a field of the form

$$
k(x, y), \quad \text { where } \quad y^{2}=f(x)
$$

for some square-free polynomial $f(x)$ of degree $m$. Since $[K: k(x)]=2$ and char $K \neq 2, K / k(x)$ is a Galois extension. Let $\operatorname{Gal}(K / k(x))=\{1, \sigma\}$ with

$$
K=k(x, y), \quad y^{2}=f(x) \quad \text { and } \quad \sigma(y)=-y
$$

Let $\mathcal{P}$ be an arbitrary place with valuation ring $\vartheta$ and associated valuation $v_{\mathcal{P}}$. We define $v_{\mathcal{P}^{\sigma}}$ by $v_{\mathcal{P}^{\sigma}}(z):=v_{\mathcal{P}}\left(\sigma^{-1}(z)\right)=v_{\mathcal{P}}(\sigma(z))$.

Lemma 4.3.2. $v_{\mathcal{P} \sigma}$ is a valuation with maximal ideal $\mathcal{P}^{\sigma}=\{\sigma(\alpha) \mid \alpha \in \mathcal{P}\}$ and valuation ring $\vartheta^{\sigma}$.

Proof. It is straghtforward.
Now, $\sigma$ can be extended to $D_{K}$ in a natural way; that is, if

$$
\mathfrak{A}=\prod_{i=1}^{r} \mathcal{P}_{i}^{\alpha_{i}} \in D_{K} \quad \text { we define } \quad \mathfrak{A}^{\sigma}:=\prod_{i=1}^{r}\left(\mathcal{P}_{i}^{\sigma}\right)^{\alpha_{i}} \in D_{K} .
$$

For $z \in K$, we have

$$
v_{\mathcal{P}^{\sigma}}(\sigma(z))=v_{\mathcal{P}}\left(\sigma^{-1}(\sigma(z))\right)=v_{\mathcal{P}}(z)
$$

Therefore we obtain the following lemma:
Lemma 4.3.3. If $z \in K^{*}$, then $(z)_{K}^{\sigma}=\left(z^{\sigma}\right)_{K}$.
Proof. If $(z)_{K}=\frac{\mathfrak{Z}_{z}}{\mathfrak{N}_{z}}$, then $v_{\mathcal{P}^{\sigma}}(\sigma(z))=v_{\mathcal{P}}(z)$, that is, $\mathfrak{Z}_{z}^{\sigma}=\mathfrak{Z}_{\sigma(z)}$ and $\mathfrak{N}_{z}^{\sigma}=\mathfrak{N}_{\sigma(z)}$. Therefore

$$
(z)_{K}^{\sigma}=\frac{\mathfrak{Z}_{z}^{\sigma}}{\mathfrak{N}_{z}^{\sigma}}=\frac{\mathfrak{Z}_{\sigma(z)}}{\mathfrak{N}_{\sigma(z)}}=(\sigma(z))_{K}=\left(z^{\sigma}\right)_{K}
$$

Proposition 4.3.4. Let $t \in \mathbb{N}$ and let $\mathfrak{N}_{x}$ be the pole divisor of $x$. If $z \in L\left(\mathfrak{N}_{x}^{-t}\right)$, then $\sigma(z) \in L\left(\mathfrak{N}_{x}^{-t}\right)$. In particular, if $z=a(x)+y b(x)$ with $a(x), b(x) \in k(x)$ and $z \in L\left(\mathfrak{N}_{x}^{-t}\right)$, then $\sigma(z)=a(x)-y b(x) \in L\left(\mathfrak{N}_{x}^{-t}\right)$.

Proof. Let $z \in L\left(\mathfrak{N}_{x}^{-t}\right)$ be nonzero. Then $(z)_{K}=\frac{\mathfrak{A}}{\mathfrak{N}_{x}^{t}}$, for some integral divisor $\mathfrak{A}$. Therefore $\mathfrak{A}^{\sigma}$ is an integral divisor and

$$
(z)_{K}^{\sigma}=(\sigma(z))_{K}=\frac{\mathfrak{A}^{\sigma}}{\left(\mathfrak{N}_{x}^{t}\right)^{\sigma}}=\frac{\mathfrak{A}^{\sigma}}{\mathfrak{N}_{\sigma(x)}^{t}}=\frac{\mathfrak{A}^{\sigma}}{\mathfrak{N}_{x}^{t}},
$$

which implies $\sigma(z) \in L\left(\mathfrak{N}_{x}^{-t}\right)$.

Proposition 4.3.5. For $t \in \mathbb{N}$ we have

$$
L\left(\mathfrak{N}_{x}^{-t}\right)=\left\{a(x)+y b(x) \mid a(x), b(x) \in k[x], \operatorname{deg} a \leq t \text { and } \operatorname{deg} b \leq t-\frac{m}{2}\right\} .
$$

Proof. Let $z \in L\left(\mathfrak{N}_{x}^{-t}\right)$ be of the form

$$
z=a(x)+y b(x) \quad \text { with } \quad a(x), b(x) \in k(x)
$$

We have

$$
\sigma(z)=a(x)-y b(x) \in L\left(\mathfrak{N}_{x}^{-t}\right)
$$

and hence

$$
z+\sigma(z)=2 a(x) \in L\left(\mathfrak{N}_{x}^{-t}\right)
$$

Therefore $a(x) \in L\left(\mathfrak{N}_{x}^{-t}\right)$ since char $K \neq 2$. Now, if

$$
a(x)=\frac{s(x)}{r(x)}, \quad \text { where } \quad s(x), r(x) \in k[x]
$$

are relatively prime and $r(x)$ is a nonconstant polynomial, there exists an irreducible polynomial $g(x)$ in $k[x]$ such that $g(x) \mid r(x)$, that is,

$$
v_{g}(a(x))<0 \quad \text { in } \quad k(x) \quad \text { and } \quad v_{g} \neq v_{\infty} .
$$

Now if $v$ is an extension of $v_{g}$ to $K$, we have $v(a(x))<0$, where $v \neq v_{\infty}^{\prime}$ and $v_{\infty}^{\prime}$ is any extension of $v_{\infty}$ to $K$. However, since $a(x) \in L\left(\mathfrak{N}_{x}^{-t}\right), t \geq 1$ implies that $v(a(x)) \geq 0$. This contradiction proves that $a(x) \in k[x]$.

Now we write

$$
a(x)=a_{n} x^{n}+\cdots+a_{1} x+a_{0}, \quad \text { with } \quad a_{n} \neq 0
$$

If $\mathcal{P} \mid \mathfrak{N}_{x}$, then

$$
v_{\mathcal{P}}\left(a_{i} x^{i}\right)= \begin{cases}\infty & \text { if } a_{i}=0 \\ i v_{\mathcal{P}}(x) & \text { if } a_{i} \neq 0\end{cases}
$$

Therefore since $v_{\mathcal{P}}(x)<0$ we get

$$
v_{\mathcal{P}}(a(x))=\min \left\{i v_{\mathcal{P}}(x) \mid 0 \leq i \leq n, a_{i} \neq 0\right\}=n v_{\mathcal{P}}(x) .
$$

In particular, we have $\mathfrak{N}_{a(x)}=\mathfrak{N}_{x}^{n}$. Since $a(x) \in L\left(\mathfrak{N}_{x}^{-t}\right)$, it follows that $n \leq t$. In short, $a(x)$ is a polynomial of degree at most $t$.

On the other hand, $y^{2}=f(x)$ implies

$$
\begin{aligned}
z z^{\sigma} & =(a(x)+y b(x))(a(x)-y b(x))=a(x)^{2}-y^{2} b(x)^{2} \\
& =a(x)^{2}-f(x) b(x)^{2} \in L\left(\mathfrak{N}_{x}^{-2 t}\right)
\end{aligned}
$$

Indeed, from

$$
(z)_{K}=\frac{\mathfrak{A}}{\mathfrak{N}_{x}^{t}}, \quad \text { we get } \quad\left(z^{\sigma}\right)_{K}=\frac{\mathfrak{A}^{\sigma}}{\mathfrak{N}_{x}^{t}}, \quad \text { so } \quad\left(z z^{\sigma}\right)_{K}=\frac{\mathfrak{A}^{\sigma}}{\mathfrak{N}_{x}^{2 t}}
$$

It follows from the previous discussion that $a(x)^{2}-f(x) \dot{b}(x)^{2}$ is a polynomial of degree at most $2 t$, which implies that $f(x) b(x)^{2}$ is a polynomial of degree at most $2 t$. Since $f$ is square-free, it follows that $b(x)$ must be a polynomial and since $\operatorname{deg} f=m$, we have $\operatorname{deg} b \leq \frac{2 t-m}{2}=t-\frac{m}{2}$.

Conversely, let $a(x) \in k[x]$ be of degree at most $t$ and let $b(x) \in k[x]$ be of degree at most $t-\frac{m}{2}$. Observe that for any valuation $v$ such that $v(x) \geq 0$, we have $v(y) \geq 0$ since $y^{2}=f(x)$ and $v(f(x)) \geq 0$. Then

$$
(y)_{K}^{2}=\left(y^{2}\right)_{K}=(f(x))_{K}=\frac{\mathfrak{A}}{\mathfrak{N}_{x}^{\operatorname{deg} f}}=\frac{\mathfrak{A}}{\mathfrak{N}_{x}^{m}},
$$

so $(y)_{K}=\frac{\mathfrak{A}_{1}}{\mathfrak{N}_{x}^{m / 2}}$ for some integral divisor $\mathfrak{A}_{1}$.
Let $z=a(x)+y b(x)$. Then $z^{\sigma}=a(x)-y b(x)$ and $z \in L\left(\mathfrak{N}_{x}^{-n}\right)$ for some $n$. Now, if $\mathcal{P} \mid \mathfrak{N}_{x}$, we have

$$
\begin{aligned}
v_{\mathcal{P}}\left(z+z^{\sigma}\right) & =v_{\mathcal{P}}(2 a(x))=v_{\mathcal{P}}(a(x))=\operatorname{deg} a(x) v_{\mathcal{P}}(x) \\
& \geq t v_{\mathcal{P}}(x)=v_{\mathcal{P}}\left(x^{t}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
v_{\mathcal{P}}\left(z-z^{\sigma}\right) & =v_{\mathcal{P}}(2 y b(x))=v_{\mathcal{P}}(y)+v_{\mathcal{P}}(b(x)) \\
& =\frac{m}{2} v_{\mathcal{P}}(x)+\operatorname{deg} b(x) v_{\mathcal{P}}(x)=\left(\frac{m}{2}+\operatorname{deg} b(x)\right) v_{\mathcal{P}}(x) \\
& \geq t v_{\mathcal{P}}(x)=v_{\mathcal{P}}\left(x^{t}\right)
\end{aligned}
$$

Therefore $z+z^{\sigma}$ and $z-z^{\sigma}$ belong to $L\left(\mathfrak{N}_{x}^{-t}\right)$, which implies that

$$
2 z=\left(z+z^{\sigma}\right)+\left(z-z^{\sigma}\right) \in L\left(\mathfrak{N}_{x}^{-t}\right)
$$

whence $z \in L\left(\mathfrak{N}_{x}^{-t}\right)$.
Corollary 4.3.6. We have

$$
\ell\left(\mathfrak{N}_{x}^{-t}\right)= \begin{cases}0 & \text { if } t<0 \\ t+1 & \text { if } 0 \leq t \leq\left[\frac{m+1}{2}\right]-1 \\ 2 t+2-\left[\frac{m+1}{2}\right] & \text { if } t \geq\left[\frac{m+1}{2}\right]\end{cases}
$$

Proof. If $t<0$, then $\mathfrak{N}_{x}^{-t}$ is an integral divisor, so $L\left(\mathfrak{N}_{x}^{-t}\right)=\{0\}$ and $\ell\left(\mathfrak{N}_{x}^{-t}\right)=0$.
Let $t \geq 0$. We have

$$
L\left(\mathfrak{N}_{x}^{-t}\right)=\left\{a(x)+y b(x) \mid \operatorname{deg} a \leq t, \operatorname{deg} b \leq t-\frac{m}{2}\right\}
$$

If

$$
t \leq\left[\frac{m+1}{2}\right]-1=\left[\frac{m+1-2}{2}\right]=\left[\frac{m-1}{2}\right]<\frac{m}{2}
$$

then

$$
t-\frac{m}{2}<0, \quad \text { so } \quad b(x)=0
$$

Therefore

$$
L\left(\mathfrak{N}_{x}^{-t}\right)=\{a(x) \mid \operatorname{deg} a \leq t\} \quad \text { and } \quad \ell\left(\mathfrak{N}_{x}^{-t}\right)=t+1
$$

Finally, if $t \geq\left[\frac{m+1}{2}\right] \geq \frac{m}{2}$, we have

$$
\operatorname{deg} b \leq\left[t-\frac{m}{2}\right]= \begin{cases}t-\frac{m}{2} & \text { if } m \text { is even } \\ t-1-\frac{m-1}{2}=t-\frac{m+1}{2} & \text { if } m \text { is odd }\end{cases}
$$

Therefore,

$$
\begin{aligned}
\ell\left(\mathfrak{N}_{x}^{-t}\right) & =t+1+\left[t-\frac{m}{2}\right]+1=\left\{\begin{array}{l}
t+1+t-\frac{m}{2}+1 \quad \text { if } m \text { is even } \\
t+1+t-\frac{m+1}{2}+1 \text { if } m \text { is odd }
\end{array}\right. \\
& =\left\{\begin{array}{l}
2 t+2-\frac{m}{2} \quad \text { if } m \text { is even } \\
2 t+2-\frac{m+1}{2} \text { if } m \text { is odd }
\end{array}=2 t+2-\left[\frac{m+1}{2}\right] .\right.
\end{aligned}
$$

Corollary 4.3.7. We have

$$
g=g_{K}=\left[\frac{m+1}{2}\right]-1= \begin{cases}\frac{m}{2}-1 & \text { if } m \text { is even } \\ \frac{m-1}{2} & \text { if } m \text { is odd }\end{cases}
$$

Proof. We have $[K: k(x)]=2=d\left(\mathfrak{N}_{x}\right)$. If $t>g$, then $t \in \mathbb{N}$ and $d\left(\mathfrak{N}_{x}^{t}\right)=$ $t d\left(\mathfrak{N}_{x}\right)=2 t>2 g-2$. By Corollary 3.5.6, $\ell\left(\mathfrak{N}_{x}^{-t}\right)=d\left(\mathfrak{N}_{x}^{t}\right)-g+1$. Therefore for $t>\max \left\{0, g,\left[\frac{m+1}{2}\right]\right\}$, we have

$$
\ell\left(\mathfrak{N}_{x}^{-t}\right)=2 t+2-\left[\frac{m+1}{2}\right]=d\left(\mathfrak{N}_{x}^{t}\right)-g+1=2 t-g+1 .
$$

Hence $g=2 t+1-(2 t+2)+\left[\frac{m+1}{2}\right]=\left[\frac{m+1}{2}\right]-1$.
Now all cases pending from Section 4.2 are an immediate consequence of Corollary 4.3.7.

Corollary 4.3.8 (see Proposition 4.1.9). If $K=\mathbb{R}(x, y)$ with $x^{2}+y^{2}+1=0$, then $g_{K}=0$.

Proof. Since $y^{2}=-\left(x^{2}+1\right)$, we have $m=2$ and $g=\left[\frac{m+1}{2}\right]-1=\left[\frac{3}{2}\right]-1=$ $1-1=0$.

Corollary 4.3.9 (see Example 4.2.2). If $K=\mathbb{R}(x, y)$ with $x^{2}+y^{4}+1=0$, then $g=1$.

Proof. We have $x^{2}=-\left(y^{4}+1\right)$, so $K=k(y)(x)$ with $m=4$. Then $g=\left[\frac{m+1}{2}\right]-$ $1=\left[\frac{4+1}{2}\right]-1=\left[\frac{5}{2}\right]-1=2-1=1$.

Corollary 4.3.10. If $K=\mathbb{R}(x, y)$ where $y^{2}=f(x)$ and $f$ is square-free and of degree 2 , then $g=0$.

Proof. Put $m=2$ and $g=\left[\frac{2+1}{2}\right]-1=1-1=0$.

Corollary 4.3.11 (see Theorem 4.2.4). If $K=\mathbb{R}(x, y)$ is such that $y^{2}=f(x)$, with $f(x)$ square-free and $\operatorname{deg} f(x)=3$, then $g=1$.

Proof. $g=\left[\frac{3+1}{2}\right]-1=2-1=1$.
Remark 4.3.12. In Proposition 4.1.9, we obtained that if

$$
K=\mathbb{R}(x, y) \quad \text { and } \quad x^{2}+y^{2}+1=0
$$

then $K$ is not a rational function field. Now, if

$$
K=\mathbb{C}(x, y) \quad \text { with } \quad x^{2}+y^{2}+1=0, \quad \text { and } \quad g=0
$$

then since $\mathbb{C}$ is algebraically closed, $K$ surely is a rational function field. It is natural to ask what the difference is between this and the real case. To answer this question, observe that

$$
y^{2}=-\left(x^{2}+1\right)=-(x+i)(x-i)=-(x+i)^{2} \frac{x-i}{x+i}
$$

Then

$$
y=i(x+i) \sqrt{\frac{x-i}{x+i}}
$$

so

$$
K=\mathbb{C}(x, y)=\mathbb{C}(x, z)
$$

where

$$
z=\sqrt{\frac{x-i}{x+i}} \quad \text { or } \quad z^{2}=\frac{x-i}{x+i}
$$

whence $x=-i \frac{z^{2}+1}{z^{2}-1}$, that is, $x \in \mathbb{C}(z)$. Thus $K=\mathbb{C}(z)$. The previous argument would not have been possible with $\mathbb{R}$ in place of $\mathbb{C}$.

### 4.4 Exercises

Exercise 4.4.1. Let $K / k$ be a function field of genus 0 that is not a rational function field. Prove that there exists a constant extension $k^{\prime} / k$ of degree 2 such that $K k^{\prime}$ is a rational function field.

Exercise 4.4.2. Let $K=\mathbb{R}(x, y)$ with $x^{4}+y^{2}+1=0$. Prove that every place of $K$ is of degree 2 .

Exercise 4.4.3. Let $K / k$ be a function field. Let

$$
\varrho:=\min \left\{n \in \mathbb{N} \mid \text { there exists } \mathfrak{p} \in \mathbb{P}_{K}, d_{K}(\mathfrak{p})=n\right\}
$$

and

$$
d:=\min \left\{n \in \mathbb{N} \mid \text { there exists } \mathfrak{A} \in D_{K}, d_{K}(\mathfrak{A})=n\right\}
$$

Prove that $d$ divides $\varrho$ and if $g_{K}=1$, then $d=\varrho$.
Exercise 4.4.4. Let $K=\mathbb{R}(x, y)$ with $x^{n}+y^{2}+1=0$. Characterize the set of positive integers $n \in \mathbb{N}$ such that every place of $K$ is of degree 2 .

Exercise 4.4.5. Let char $k=2$ and consider $K=k(x, y)$ given by $x^{3}+y^{2}+1=0$. Show that $g_{K}=0$ and conclude that Corollary 4.3.7 does not hold for characteristic 2.

Exercise 4.4.6. Let char $k=2$ and let $f(x) \in k[x]$ be a separable polynomial of degree 3 . Let $K=k(x, y)$ be given by $y^{2}-y=f(x)$. Show that $K$ contains a prime divisor of degree 1 and $g_{K} \leq 1$.

Exercise 4.4.7. With the conditions of Exercise 4.4.6, if $f(x)$ is separable of degree 4 , what can we say about $g_{K}$ ?

## Extensions and Galois Theory

This chapter is about the Galois theory of function fields. Many of the results presented here are of a general nature, but our interest and emphasis will be focused on function fields.

Most of our main results are based on the situation in which the constant field $k$ is perfect. When the field of constants is not perfect, strange things may happen, and we shall mention a few of them in Chapter 9.

In Section 5.4 we study the completions of a field extension; as we shall see, the knowledge of extensions of such completions, or in other words the local case, is useful for the study of the global case.

Section 5.5 is dedicated to entire bases, which will be indispensable when we study Tate's genus formula for inseparable extensions in Chapter 9.

We shall consider ramification in cyclic extensions, both Kummer extensions and Artin-Schreier extensions. Moreover, we shall obtain Kummer's theorem on the decomposition type of a prime in an extension.

We end the chapter with ramification groups, which are useful for the study of extensions with wild ramification.

After Chapter 3, which treats the Riemann-Roch theorem, this chapter may be considered as the second in importance of our book, due to the fact that it contains basic concepts and results of the theory such as ramification, decomposition of places, norm, and different.

### 5.1 Extensions of Function Fields

Definition 5.1.1. Let $K / k$ and $L / \ell$ be two function fields. We say that $L$ is an extension of $K$ if $K \subseteq L$ and $\ell \cap K=k$.

Proposition 5.1.2. Let $L / \ell$ be an extension of $K / k$, and let $x \in K$ be transcendental over $k$. Then $x$ is transcendental over $\ell$.
Proof. We have $x \in K \backslash k$, so $x \notin K \cap \ell=k$. Thus $x \notin \ell$, that is, $x \in L \backslash \ell$. Therefore $x$ is transcendental over $\ell$.

Definition 5.1.3. Let $L$ be an extension of $K$. A place $\mathcal{P}$ of $L$ is called variable or trivial over $K$ if $v_{\mathcal{P}}(x)=0$ for all $x \in K^{*}$. This is equivalent to saying that $K \subseteq \vartheta_{\mathcal{P}}$.

If $\mathcal{P}$ is nontrivial over $K$, then $v_{\left.\mathcal{P}\right|_{K}}$ defines a nontrivial valuation in $K$. In other words, there exists a prime divisor $\wp$ of $K$ such that $v_{\left.\mathcal{P}\right|_{K}} \cong v_{\wp}$ (here the symbol $\cong$ is used to mean that the two valuations are equivalent).

Definition 5.1.4. When $\mathcal{P}$ is nontrivial over $K$, and hence $v_{\mathcal{P}}^{\mathcal{P}_{K}}{ } \cong v_{\wp}$, we say that $\mathcal{P}$ is over $\wp$ or that $\mathcal{P}$ is above $\wp$ or that $\mathcal{P}$ divides $\wp$, and this is denoted by $\mathcal{P} \mid \wp$ or $\left.\mathcal{P}\right|_{K}=\wp$.

Consider an extension $L$ of $K, \mathcal{P}$ a nontrivial place of $L$ over $K$ and $\left.\mathcal{P}\right|_{K}=\wp$. Since the valuations are discrete and normalized, it follows that $v_{\mathcal{P}}: L^{*} \longrightarrow \mathbb{Z}$ and $v_{\wp}: K^{*} \longrightarrow \mathbb{Z}$ are surjective. On the other hand, $v_{\left.\mathcal{P}\right|_{K}}$ is not surjective in general, so $v_{\mathcal{P}}\left(K^{*}\right)=e \mathbb{Z}$ for some $e \geq 1$. Thus we have $v_{\mathcal{P}}(x)=e v_{\wp}(x)$ for all $x \in K$.

Definition 5.1.5. The number $e$ obtained above is called the ramification index of $\mathcal{P}$ over $\wp$ and it is denoted by $e=e(\mathcal{P} \mid \wp)=e_{L / K}(\mathcal{P} \mid \wp)$.
Example 5.1.6. Let $K=k(x, y)$ be defined by $y^{2}=x$. Let $\mathfrak{P}_{0}$ be the zero divisor of $y$. Then $v_{\mathfrak{P}_{0}}(x)=v_{\mathfrak{P}_{0}}\left(y^{2}\right)=2$. Therefore if $\mathfrak{p}_{0}$ is the zero divisor of $x,\left.\mathfrak{P}_{0}\right|_{k(x)}=\mathfrak{p}_{0}$ and $e\left(\mathfrak{P}_{0} \mid \mathfrak{p}_{0}\right)=2$.

Proposition 5.1.7. If $L / \ell$ is any extension of $K / k$, and $\mathcal{P}$ is a place of $L$ over a place $\wp$ of $K$, then $k(\wp)=\vartheta_{\wp} / \wp$ can be embedded in a natural way in $\ell(\mathcal{P})=\vartheta_{\mathcal{P}} / \mathcal{P}$.

Proof. Since $\left.\mathcal{P}\right|_{K}=\wp$, we have $\vartheta_{\mathcal{P}} \cap K=\vartheta_{\wp}$ and $\mathcal{P} \cap K=\wp$. Hence the natural map from $\vartheta_{\wp} / \wp$ to $\vartheta_{\mathcal{P}} / \mathcal{P}$ is a monomorphism of fields.

Proposition 5.1.8. Let $L / \ell$ be an extension of $K / k$. The following conditions are equivalent:
(1) $[\ell: k]<\infty$.
(2) $[L: K]<\infty$.
(3) If $\mathcal{P}$ is any place of $L$ over a place $\wp$ of $K$, then $[\ell(\mathcal{P}): k(\wp)]<\infty$.

Proof. By Theorem 2.4.12 we have $[k(\wp): k]<\infty$ and $[\ell(\mathcal{P}): \ell]<\infty$. From

$$
[\ell(\mathcal{P}): k]=[\ell(\mathcal{P}): k(\wp)][k(\wp): k]=[\ell(\mathcal{P}): \ell][\ell: k],
$$

it follows that

$$
[\ell(\mathcal{P}): k(\wp)]<\infty \Longleftrightarrow[\ell: k]<\infty
$$

which proves the equivalence of (1) and (3).
Now let $x \in K \backslash k$. Then $x \in L \backslash \ell$. By definition we have $[K: k(x)]<\infty$ and $[L: \ell(x)]<\infty$, so

$$
[L: k(x)]=[L: K][K: k(x)]=[L: \ell(x)][\ell(x): k(x)] .
$$

Therefore,

$$
[L: K]<\infty \Longleftrightarrow[\ell(x): k(x)]<\infty .
$$

By Proposition 2.1.6, we have $[\ell(x): k(x)]=[\ell: k]$, which implies that (1) and (2) are equivalent.

Similarly, we obtain the following proposition:
Proposition 5.1.9. Let $L / \ell$ be an extension of $K / k$. The following conditions are equivalent:
(1) $\ell$ is algebraic over $k$,
(2) $L$ is algebraic over $K$,
(3) If $\mathcal{P}$ is a prime divisor of $L$ over the prime divisor $\wp$ of $K$, then $\ell(\mathcal{P})$ is algebraic over $k(\wp)$.

Proof. Exercise 5.10.8.
Definition 5.1.10. Let $L / K$ be an extension of function fields, and let $\mathcal{P}$ be a place of $L$ over a place $\wp$ of $K$. We define the relative degree of $\mathcal{P}$ over $\wp$ by $d_{L / K}(\mathcal{P} \mid \wp)=$ $[\ell(\mathcal{P}): k(\wp)]$ (which can be finite or infinite).

Proposition 5.1.11. If $d_{L}(\mathcal{P})=[\ell(\mathcal{P}): \ell]$ and $d_{K}(\wp)=[k(\wp): k]$, then

$$
d_{L}(\mathcal{P})[\ell: k]=d_{L / K}(\mathcal{P} \mid \wp) d_{K}(\wp)
$$

Proof. The result follows from the following diagram, which allows us to calculate [ $\ell(\mathcal{P}): k]$ in two different ways.


Proposition 5.1.12. If $L / \ell$ is an algebraic extension of $K / k$, then no place of $L$ is variable over $K$.

Proof. Assume that there exists a valuation $v$ of $L$ that is trivial over $K$. For each $\alpha \in L$, consider

$$
f(x)=x^{n}+a_{n-1} x^{n-1}+\cdots+a_{0} \in K[x],
$$

where $f(x)$ is the irreducible polynomial of $\alpha$. Then

$$
\alpha^{n}+a_{n-1} \alpha^{n-1}+\cdots+a_{0}=0 \quad \text { with } \quad a_{i} \in K, \quad i=0, \ldots, n, \quad \text { and } \quad a_{0} \neq 0
$$

We have

$$
\begin{aligned}
0 & =v\left(a_{0}\right)=v\left(-\alpha\left(\alpha^{n-1}+a_{n-1} \alpha^{n-2}+\cdots+a_{1}\right)\right) \\
& =v(\alpha)+v\left(\alpha^{n-1}+a_{n-1} \alpha^{n-2}+\cdots+a_{1}\right)
\end{aligned}
$$

Therefore, if we choose $\alpha \in L$ such that $v(\alpha)>0$, we obtain

$$
v\left(\alpha^{n-1}+a_{n-1} \alpha^{n-2}+\cdots+a_{1}\right) \geq \min \{(n-1) v(\alpha), \ldots, 0\}=0
$$

Thus

$$
0=v(\alpha)+v\left(\alpha^{n-1}+a_{n-1} \alpha^{n-2}+\cdots+a_{1}\right) \geq v(\alpha)>0
$$

which is impossible.
Theorem 5.1.13. Let $L / \ell$ be an algebraic extension of $K / k$. Given a place $\wp$ of $K$, the number of places of $L$ over $\wp$ is finite and nonzero.
Proof. Let $g=g_{K}$ be the genus of $K$ and let $C \in C_{K}$ be the class of the divisor $\wp^{g+1}$. Then

$$
d(C)=d_{K}\left(\wp^{g+1}\right)=(g+1) d_{K}(\wp) \geq g+1
$$

so

$$
N(C) \geq d(C)-g+1 \geq 2
$$

Hence there exist another integral divisor $\mathfrak{S} \in C$ and $x \in K \backslash k$ such that $\frac{\wp^{g+1}}{\mathfrak{S}}=$ $(x)_{K}$. Then $x$ is transcendental over $k, v_{\wp}(x)>0$, and $v_{\wp^{\prime}}(x)>0$ if and only if $\wp^{\prime}=\wp$. It follows from the definition of extension of function fields that $x \notin \ell$. Now the divisor of $x$ in $L$ is

$$
(x)_{L}=\frac{\mathcal{P}_{1}^{a_{1}} \ldots \mathcal{P}_{h}^{a_{h}}}{\left(\mathfrak{N}_{x}\right)_{L}}, \quad \text { with } \quad h \geq 1 \quad \text { and } \quad a_{i}>0
$$

We will see that $\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ are precisely the places of $L$ over $\wp$. If $\mathcal{P}$ is any place of $L$ over $\wp$, we have $v_{\mathcal{P}}(x)=e(\mathcal{P} \mid \wp) v_{\wp}(x)>0$. Therefore $\mathcal{P} \mid\left(\mathfrak{Z}_{x}\right)_{L}=$ $\mathcal{P}_{1}^{a_{1}} \ldots \mathcal{P}_{h}^{a_{h}}$, that is, $\mathcal{P} \in\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}\right\}$ and conversely.

The most important arithmetical result in algebraic extensions of function fields is the following formula:

Theorem 5.1.14. Let $L / \ell$ be an extension of $K / k$ (finite or infinite). Let $\wp$ be a place of $K$ and let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ be the places of $L$ over $\wp$. Then

$$
[L: K]=\sum_{i=1}^{h} d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)
$$

Proof. If $h=\infty$, the result follows immediately. Assume that $h$ is finite. By Proposition 5.1.8, we have

$$
[L: K]=\infty \Longleftrightarrow d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)=\infty \quad \text { for } \quad i=1, \ldots, h
$$

Therefore the formula holds trivially in this case.
Now suppose that $[L: K]<\infty$, and let $x \in K \backslash k$ be such that $(x)_{K}=\frac{\wp^{g+1}}{\mathfrak{S}}$ for some integral divisor $\mathfrak{S} \neq \wp^{g+1}$. Let

$$
A=\sum_{i=1}^{h} d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)
$$

We have

$$
(x)_{L}=\frac{\left(\mathfrak{Z}_{x}\right)_{L}}{\left(\mathfrak{N}_{x}\right)_{L}}=\frac{\mathcal{P}_{1}^{a_{1}} \ldots \mathcal{P}_{h}^{a_{h}}}{\left(\mathfrak{N}_{x}\right)_{L}}=\frac{\mathcal{P}_{1}^{v_{\mathcal{P}}}(x)}{} \ldots \mathcal{P}_{h}^{v_{\mathcal{P}}}(x),
$$

It follows by Theorem 3.2.7 that

$$
\begin{aligned}
{[L: \ell(x)] } & =d_{L}\left(\left(\mathfrak{Z}_{x}\right)_{L}\right)=\sum_{i=1}^{h} v_{\mathcal{P}_{i}}(x) d_{L}\left(\mathcal{P}_{i}\right) \\
& =\sum_{i=1}^{h} v_{\wp}(x) e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) d_{L}\left(\mathcal{P}_{i}\right) \\
& =\frac{v_{\wp}(x) d_{K}(\wp)}{[\ell: k]} \sum_{i=1}^{h} d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) \quad \quad \text { (Proposition 5.1.11) } \\
& =\frac{d_{K}\left(\wp^{v_{\wp}(x)}\right)}{[\ell: k]} A=\frac{d_{K}\left(\left(\mathfrak{Z}_{x}\right)_{K}\right)}{[\ell: k]} A=\frac{[K: k(x)]}{[\ell: k]} A \quad \text { (Theorem 3.2.7). }
\end{aligned}
$$

On the other hand, we have

$$
[L: \ell(x)]=\frac{[L: K][K: k(x)]}{[\ell(x): k(x)]}=\frac{[K: k(x)]}{[\ell: k]}[L: K] .
$$

Hence we obtain $A=[L: K]$.

Corollary 5.1.15. With the above notation, we have

$$
h \leq[L: K], \quad d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) \leq[L: K] \quad \text { and } \quad e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) \leq[L: K]
$$

for $i=1, \ldots, h$.

Proposition 5.1.16. Consider any tower of function fields of the form $K / k \subseteq L / \ell \subseteq$ $M / m$. For any prime divisor $\mathfrak{P}$ of $M$ that is nontrivial over $K$, let $\mathcal{P}=\left.\bar{P}\right|_{L}$ and $\wp=\left.\mathfrak{P}\right|_{K}=\left.\mathcal{P}\right|_{K}$. Then

$$
e_{M / K}(\mathfrak{P} \mid \wp)=e_{M / L}(\mathfrak{P} \mid \mathcal{P}) e_{L / K}(\mathcal{P} \mid \wp)
$$

and

$$
d_{M / K}(\mathfrak{P} \mid \wp)=d_{M / L}(\mathfrak{P} \mid \mathcal{P}) d_{L / K}(\mathcal{P} \mid \wp)
$$

Proof. If $x \in K^{*}$, we have $v_{\mathfrak{P}}(x)=e_{M / K}(\mathfrak{P} \mid \wp) v_{\wp}(x)$, and on the other hand,

$$
v_{\mathfrak{P}}(x)=e_{M / L}(\mathfrak{P} \mid \mathcal{P}) v_{\mathcal{P}}(x)=e_{M / L}(\mathfrak{P} \mid \mathcal{P}) e_{L / K}(\mathcal{P} \mid \wp) v_{\wp}(x)
$$

Picking $x \in K^{*}$ such that $v_{\wp}(x) \neq 0$, we obtain the first equality.
Furthermore, we have

$$
\begin{aligned}
d_{M / K}(\mathfrak{P} \mid \wp) & =[m(\mathfrak{P}): k(\wp)]=[m(\mathfrak{P}): \ell(\mathcal{P})][\ell(\mathcal{P}): k(\wp)] \\
& =d_{M / L}(\mathfrak{P} \mid \mathcal{P}) d_{L / K}(\mathcal{P} \mid \wp)
\end{aligned}
$$

### 5.2 Galois Extensions of Function Fields

We first recall some general results of field theory. Let $L / K$ be an algebraic extension of fields and let $L_{s}=\{x \in L \mid x$ is separable over $K\} ; L_{s}$ is called the separable closure of $K$ in $L, L / L_{S}$ is purely inseparable, and $L_{S} / K$ is separable. Furthermore,

$$
\begin{aligned}
{[L: K]_{s} } & =\left[L_{s}: K\right] \quad \text { separability degree of } L / K \\
{[L: K]_{i} } & =\left[L: L_{s}\right]
\end{aligned} \quad \text { inseparability degree of } L / K,
$$

and

$$
[L: K]=[L: K]_{S}[L: K]_{i}
$$

Now let

$$
L_{i}=\{x \in L \mid x \text { is purely inseparable over } K\}
$$

Then $L_{i}$ is a subfield of $L$ and clearly $L_{i} / K$ is purely inseparable. However, if $L / K$ is not normal, then $L / L_{i}$ is not necessarily separable.
Example 5.2.1. If $X, T$ are two variables over $k=\mathbb{F}_{2}$, consider the fields $K=$ $k\left(T, X^{4}+T X^{2}+1\right)$ and $L=k(T, X)$. We leave it to the reader to verify the following assertions: $L_{s}=k\left(T, X^{2}\right)$, and $L_{i}=K$ (see Exercise 5.10.3).

Hence, in this case we have $L_{s} L_{i}=L_{s} \neq L$. In fact, in general we have $L_{s} L_{i}=L$ if and only if $L / L_{i}$ is separable.
Definition 5.2.2. Let $K \subseteq L$ be an arbitrary field extension. We define the group of $K$-automorphisms of $L$ by

$$
\operatorname{Aut}(L / K)=\operatorname{Aut}_{K}(L):=\left\{\sigma: L \rightarrow L \mid \sigma \text { is an automorphism, }\left.\sigma\right|_{K}=\operatorname{Id}_{K}\right\}
$$

If $L / K$ is any Galois extension, we have $\operatorname{Gal}(L / K)=\operatorname{Aut}(L / K)$. If $H$ is any group of automorphisms of a field $L$, the fixed field of $L$ under $H$ is

$$
L^{H}=\{a \in L \mid \sigma(a)=a \text { for all } \sigma \in H\}
$$

If $\operatorname{Gal}(L / K)$ is finite, by Artin's theorem, $L / L^{H}$ is a Galois extension such that $\operatorname{Gal}\left(L / L^{H}\right) \cong H$.

Now if $L / K$ is any finite normal extension and $G=\operatorname{Aut}(L / K)$, then $L / L^{G}$ is a Galois extension that is separable, and $L^{G} / K$ is purely inseparable. In this case, we have $L_{i}=L^{G}$ and $L_{i} L_{s}=L^{G} L_{s}=L$ (compare with Example 5.2.1).

Hence, in the normal case we obtain

$$
\left[L: L^{G}\right]=[L: K]_{s} \quad \text { and } \quad\left[L^{G}: K\right]=[L: K]_{i}
$$

Definition 5.2.3. Assume that $L / \ell$ is a finite extension of $K / k$, where $L / \ell$ and $K / k$ are function fields. If $\mathcal{P}$ is a place of $L$ and $\wp=\left.\mathcal{P}\right|_{K}$, we define

$$
d_{L / K}(\mathcal{P} \mid \wp)_{i}=[\ell(\mathcal{P}): k(\wp)]_{i}
$$

and

$$
d_{L / K}(\mathcal{P} \mid \wp)_{s}=[\ell(\mathcal{P}): k(\wp)]_{S} .
$$

A prime divisor $\mathcal{P}$ is called separable if $d_{L / K}(\mathcal{P} \mid \wp)_{i}=1$, inseparable if $d_{L / K}(\mathcal{P} \mid \wp)_{i}>1$, and purely inseparable if $d_{L / K}(\mathcal{P} \mid \wp)=d_{L / K}(\mathcal{P} \mid \wp)_{i}$.

Definition 5.2.4. Let $L / \ell$ and $M / m$ be two extensions of $K / k$ and let $\sigma: L \longrightarrow M$ be a field isomorphism such that $\sigma(\ell)=m$ and $\left.\sigma\right|_{K}=\operatorname{Id}_{K}$. Then for a place $\mathcal{P}$ of $L$ we define the place $\sigma(\mathcal{P})$ of $M$ by means of the valuation $v_{\sigma \mathcal{P}}$, defined by $v_{\sigma \mathcal{P}}(x)=v_{\mathcal{P}}\left(\sigma^{-1} x\right)$ for all $x \in M$.

Proposition 5.2.5. If we interpret $\mathcal{P}$ as the maximal ideal of the valuation ring $\vartheta_{\mathcal{P}}$ corresponding to $v_{\mathcal{P}}$, then $\sigma(\mathcal{P})$ is simply the image of $\mathcal{P}$ under $\sigma$, that is, $\sigma(\mathcal{P})=$ $\{\sigma(\alpha) \mid \alpha \in \mathcal{P}\}$.

Proof. This is clear.

Proposition 5.2.6. The map that associates $\sigma(\mathcal{P})$ to each place $\mathcal{P}$ is a permutation of the prime divisors of $L$ and $M$. Furthermore, we have $\ell(\mathcal{P}) \stackrel{\sigma}{\cong} m(\sigma \mathcal{P})$ and $\vartheta \mathcal{P} \stackrel{\sigma}{\cong}$ $\vartheta_{\sigma \mathcal{P}}$. Finally, if $\mathcal{P}$ is over the place $\wp$, then $\sigma(\mathcal{P})$ is over $\wp$ and the isomorphism $\bar{\sigma}: \ell(\mathcal{P}) \xrightarrow{\cong} m(\sigma \mathcal{P})$ is such that $\left.\bar{\sigma}\right|_{k(\wp)}=\operatorname{Id}_{k(\wp)}$. In particular, we have

$$
d_{L / K}(\mathcal{P} \mid \wp)=d_{M / K}(\sigma \mathcal{P} \mid \wp) \quad \text { and } \quad e_{L / K}(\mathcal{P} \mid \wp)=e_{M / K}(\sigma \mathcal{P} \mid \wp)
$$

Proof. All assertions follow immediately from the definitions.

Theorem 5.2.7. Let $L / \ell$ be a normal finite extension of $K / k$. Let $\mathcal{P}$ be a place of $L$ over the place $\wp$ of $K$. Let $\mathcal{P}^{\prime}$ be any other place of $L$ over $\wp$. Then there exists $\sigma \in G=\operatorname{Aut}(L / K)$ such that $\sigma \mathcal{P}=\mathcal{P}^{\prime}$. In other words, $G$ acts transitively on the places of $L$ that divide a given place of $K$.

Proof. Exercise 5.10.9.
Definition 5.2.8. Let $L / \ell$ be a finite normal extension of $K / k$. If $\mathcal{P}$ is a place of $L$ over $\wp$ of $K$, we define the decomposition group of $\mathcal{P}$ by

$$
D(\mathcal{P} \mid \wp)=D_{L / K}(\mathcal{P} \mid \wp)=\{\sigma \in \operatorname{Aut}(L / K) \mid \sigma(\mathcal{P})=\mathcal{P}\}
$$

By Theorem 5.2.7, $G=\operatorname{Aut}(L / K)$ acts transitively on

$$
A=\left\{\mathcal{P} \mid \mathcal{P} \text { is a prime of } L \text { such that }\left.\mathcal{P}\right|_{K}=\wp\right\}
$$

Thus

$$
|A|=\frac{|G|}{|D(\mathcal{P} \mid \wp)|}, \text { which is the number of prime divisors of } L \text { over } \wp .
$$

Proposition 5.2.9. Let $L / \ell$ be a finite normal extension of $K / k$. Let $\sigma \in \operatorname{Aut}(L / K)$. Then $D(\sigma \mathcal{P} \mid \wp)=\sigma D(\mathcal{P} \mid \wp) \sigma^{-1}$.

Proof. We have

$$
\begin{aligned}
\theta \in D(\sigma \mathcal{P} \mid \wp) & \Longleftrightarrow \theta \sigma \mathcal{P}=\sigma \mathcal{P} \Longleftrightarrow\left(\sigma^{-1} \theta \sigma\right)(\mathcal{P})=\mathcal{P} \\
& \Longleftrightarrow \sigma^{-1} \theta \sigma \in D(\mathcal{P} \mid \wp) \Longleftrightarrow \theta \in \sigma D(\mathcal{P} \mid \wp) \sigma^{-1}
\end{aligned}
$$

Theorem 5.2.10. Let $L / \ell$ be a finite normal extension of $K / k$. Let $\mathcal{P}$ be a place of $L$ over the place $\wp$ of $K$. Then $\ell(\mathcal{P})$ is a normal extension of $k(\wp)$. Furthermore, there exists a natural epimorphism from $D(\mathcal{P} \mid \wp)$ to $\operatorname{Aut}(\ell(\mathcal{P}) / k(\wp))$.

Proof. Let $\mathcal{P}=\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ be all prime divisors of $L$ over $\wp$. Let $\bar{y} \in \ell(\mathcal{P})=\vartheta_{\mathcal{P}} / \mathcal{P}$, with $y \in \vartheta_{\mathcal{P}}$. Let $y^{\prime} \in L$ be such that $v_{\mathcal{P}_{1}}\left(y-y^{\prime}\right)>0$ and $v_{\mathcal{P}_{j}}\left(y^{\prime}\right)>0$ for all $j=2, \ldots, h$. By the approximation theorem (Corollary 2.5.6), such $y^{\prime}$ exists. Then $y-y^{\prime} \in \mathcal{P}$. In particular, we have $y^{\prime} \in \bar{y}$. Hence, replacing $y$ by $y^{\prime}$, we may assume that $v_{\mathcal{P}_{1}}(y) \geq 0$ and $v_{\mathcal{P}_{j}}(y)>0$ for $j=2, \ldots, h$.

Let $G=\operatorname{Aut}(L / K)$. We have

$$
f(x)=\left\{\prod_{\sigma \in G}(x-\sigma y)\right\}^{[L: K]_{i}} \in \vartheta_{\mathcal{P}}[x] \subseteq K[x] .
$$

For $\sigma \notin D(\mathcal{P} \mid \wp)$, we have $\sigma^{-1} \mathcal{P} \neq \mathcal{P}$, so $v_{\mathcal{P}}(\sigma y)=v_{\sigma^{-1} \mathcal{P}}(y)>0$. Therefore, if we set

$$
\overline{f(x)}=f(x) \bmod \wp, \quad \text { then } \quad \sigma \notin D(\mathcal{P} \mid \wp) \quad \text { implies } \quad \overline{\sigma y}=0
$$

Thus, we have

$$
\overline{f(x)}=\left\{\prod_{\sigma \in D(\mathcal{P} \mid \wp)}(x-\overline{\sigma y})\right\}^{[L: K]_{i}} x^{s}, \text { with } s \in \mathbb{N} \cup\{0\}, \text { and } \overline{f(x)} \in k(\wp)[x] .
$$

This implies that $\overline{f(x)}$ has all its roots in $\ell(\mathcal{P})$, and since $\bar{y}$ a root of $\overline{f(x)}$, it follows that $\ell(\mathcal{P})$ is a normal extension over $k(\wp)$.

If $\sigma \in D(\mathcal{P} \mid \wp)$, we have $\sigma(\mathcal{P})=\mathcal{P}$ and $\sigma\left(\vartheta_{\mathcal{P}}\right)=\vartheta_{\mathcal{P}}$, so $\bar{\sigma}$ is an automorphism of $\ell(\mathcal{P})=\vartheta_{\mathcal{P}} / \mathcal{P}$. Since $\left.\sigma\right|_{K}=\mathrm{Id}$, we have that $\left.\sigma\right|_{k(\wp)}=\mathrm{Id}_{k(\wp)}$. Thus $\bar{\sigma} \in \operatorname{Aut}(\ell(\mathcal{P}) / k(\wp))$.

It is clear that the function

$$
D(\mathcal{P} \mid \wp) \xrightarrow{\varphi} \operatorname{Aut}(\ell(\mathcal{P}) / k(\wp))=H
$$

is a group homomorphism. Notice that $\ell(\mathcal{P})$ is a Galois extension over $k_{1}=\ell(\mathcal{P})^{H} \supseteq$ $k(\wp)$. Let $\ell(\mathcal{P})=k_{1}(\bar{y})$ with $\bar{y} \in \ell(\mathcal{P})$ and $y \in \vartheta_{\mathcal{P}}$. Clearly, every element of $H$ is uniquely determined by its action on $\bar{y}$. The conjugate elements of $\bar{y}$ are of the form $\bar{\sigma}(\bar{y})$ for some $\sigma \in D(\mathcal{P} \mid \wp)$ (this follows from the above arguments). That is, every $\theta \in H$ is of the form $\theta=\bar{\sigma}, \sigma \in D(\mathcal{P} \mid \wp)$. Therefore $\varphi$ is an epimorphism.

Definition 5.2.11. The kernel of the natural epimorphism

$$
D(\mathcal{P} \mid \wp) \rightarrow \operatorname{Aut}(\ell(\mathcal{P}) / k(\wp))
$$

is called the inertia group of $\mathcal{P}$ over $\wp$, and it is denoted by

$$
I(\mathcal{P} \mid \wp)=I_{L / K}(\mathcal{P} \mid \wp)
$$

We will assume that $L / K$ is a (finite) normal extension for Corollary 5.2.12 up to Corollary 5.2.19.

We have

$$
\begin{aligned}
I(\mathcal{P} \mid \wp) & =\left\{\sigma \in D(\mathcal{P} \mid \wp) \mid \bar{\sigma}=\operatorname{Id}_{\ell(\mathcal{P})}\right\} \\
& =\left\{\sigma \in D(\mathcal{P} \mid \wp) \mid \sigma x \equiv x \bmod \mathcal{P} \text { for all } x \in \vartheta_{\mathcal{P}}\right\} \\
& =\left\{\sigma \in \operatorname{Aut}(L / K) \mid \sigma x \equiv x \bmod \mathcal{P} \text { for all } x \in \vartheta_{\mathcal{P}}\right\}
\end{aligned}
$$

Corollary 5.2.12. Aut $(\ell(\mathcal{P}) / k(\wp))$ is isomorphic to $D(\mathcal{P} \mid \wp) / I(\mathcal{P} \mid \wp)$.
Corollary 5.2.13. If $h$ is the number of places in $L$ over the place $\wp$ of $K$, we have $|\operatorname{Aut}(L / K)|=h|D(\mathcal{P} \mid \wp)|$.

Proof. If $G=\operatorname{Aut}(L / K)$, we have $\operatorname{Aut}(L / K)=\operatorname{Gal}\left(L / L^{G}\right)$. Therefore

$$
|G|=\left[L: L^{G}\right]=[L: K]_{s}=\frac{|G|}{|D(\mathcal{P} \mid \wp)|}|D(\mathcal{P} \mid \wp)|=h|D(\mathcal{P} \mid \wp)|
$$

Corollary 5.2.14. $[D(\mathcal{P} \mid \wp): I(\mathcal{P} \mid \wp)]=d_{L / K}(\mathcal{P} \mid \wp)_{s}$.
Proof. We have

$$
[D(\mathcal{P} \mid \wp): I(\mathcal{P} \mid \wp)]=|\operatorname{Aut}(\ell(\mathcal{P}) / k(\wp))|=[\ell(\mathcal{P}): k(\wp)]_{s}=d_{L / K}(\mathcal{P} \mid \wp)_{s} .
$$

Proposition 5.2.15. With the same conditions as in Theorem 5.2.10, we have $I(\sigma \mathcal{P} \mid \wp)=$ $\sigma I(\mathcal{P} \mid \wp) \sigma^{-1}$.
Proof. We have

$$
\begin{aligned}
I(\sigma \mathcal{P} \mid \wp) & =\operatorname{ker}(D(\sigma \mathcal{P} \mid \wp) \longrightarrow \operatorname{Aut}(\ell(\sigma \mathcal{P}) / k(\wp))) \\
& =\operatorname{ker}\left(\sigma D(\mathcal{P} \mid \wp) \sigma^{-1} \longrightarrow \operatorname{Aut}(\ell(\sigma \mathcal{P}) / k(\wp))\right) \\
& =\sigma(\operatorname{ker}(D(\mathcal{P} \mid \wp) \longrightarrow \operatorname{Aut}(\ell(\mathcal{P}) / k(\wp)))) \sigma^{-1}=\sigma I(\mathcal{P} \mid \wp) \sigma^{-1} .
\end{aligned}
$$

Proposition 5.2.16. For all $i=1, \ldots, h$, we have

$$
d=d_{L / K}(\mathcal{P} \mid \wp)=d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) \quad \text { and } \quad e=e_{L / K}(\mathcal{P} \mid \wp)=e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) .
$$

Proof. Let $\mathcal{P}_{i}=\sigma(\mathcal{P})$. Then

$$
\ell\left(\mathcal{P}_{i}\right)=\ell(\sigma(\mathcal{P}))=\vartheta_{\sigma(\mathcal{P})} / \sigma \mathcal{P}=\bar{\sigma}\left(\vartheta_{\mathcal{P}} / \mathcal{P}\right) \cong \vartheta_{\mathcal{P}} / \mathcal{P}=\ell(\mathcal{P}) .
$$

Hence

$$
d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)=\left[\ell\left(\mathcal{P}_{i}\right): k(\wp)\right]=[\ell(\mathcal{P}): k(\wp)]=d_{L / K}(\mathcal{P} \mid \wp) .
$$

If $x \in K^{*}$ satisfies $v_{\wp}(x) \neq 0$, we have

$$
v_{\mathcal{P}_{i}}(x)=e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) v_{\wp}(x)
$$

and

$$
v_{\mathcal{P}_{i}}(x)=v_{\sigma \mathcal{P}}(x)=v_{\mathcal{P}}\left(\sigma^{-1} x\right)=v_{\mathcal{P}}(x)=e_{L / K}(\mathcal{P} \mid \wp) v_{\wp}(x) .
$$

Therefore $e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)=e_{L / K}(\mathcal{P} \mid \wp)$.
Corollary 5.2.17. We have

$$
[L: K]=e d h, \quad \text { where } \quad e=e_{L / K}(\mathcal{P} \mid \wp) \quad \text { and } \quad d=d_{L / K}(\mathcal{P} \mid \wp) .
$$

Proof. This is an immediate consequence of Theorem 5.1.14 and Proposition 5.2.16.

Corollary 5.2.18. With the notation of the previous corollary, we have

$$
e d=[L: K]_{i}|D(\mathcal{P} \mid \wp)| .
$$

Proof. We have

$$
\begin{align*}
e d & =\frac{[L: K]}{h}=\frac{[L: K]}{|\operatorname{Aut}(L / K)|}|D(\mathcal{P} \mid \wp)|  \tag{Corollary5.2.13}\\
& =\frac{[L: K]}{[L: K]_{s}}|D(\mathcal{P} \mid \wp)|=[L: K]_{i}|D(\mathcal{P} \mid \wp)| .
\end{align*}
$$

Whenever there is no confusion possible, we will denote $e_{L / K}(\mathcal{P} \mid \wp)$ by $e$, $d_{L / K}(\mathcal{P} \mid \wp)$ by $d, d_{L / K}(\mathcal{P} \mid \wp)_{i}$ by $d_{i}$, etc.

Corollary 5.2.19. $|I|=\frac{e d_{i}}{[L: K]_{i}}$.
Proof.

$$
|I|=\frac{|D|}{[D: I]}=\frac{e d}{[L: K]_{i} d_{s}}=\frac{e d_{i}}{[L: K]_{i}} \quad(\text { Corollaries 5.2.14 and 5.2.18). }
$$

Proposition 5.2.20. If $L / K$ is a separable algebraic extension, then $\ell / k$ is also $a$ separable extension.

Proof. If $\ell / k$ is infinite and not separable, there exists an element $\alpha$ of $\ell$ that is not separable over $k$. Thus $k(\alpha) / k$ is inseparable and $[k(\alpha): k]<\infty$. Hence we may assume that $\ell / k$ is finite.

Next, we may assume that $\ell / k$ is normal since if $\tilde{\ell} / k$ is the normal closure, then $K \tilde{\ell} \subseteq \tilde{L}$, where $\tilde{L}$ is the Galois closure of $L / K$. In the case that $\tilde{\ell} / k$ is not separable, we have $\tilde{\ell}_{i} \neq k$. Therefore there exists $x \in \tilde{\ell}_{i} \backslash k$ such that $x^{p^{t}} \in k$ and $p=$ char $k$. We have $x \in \tilde{L} \backslash K$ and $x^{p^{t}} \in K$, which is impossible since $\tilde{L} / K$ is separable.

Hence we may assume that $\ell / k$ is normal. If $\ell / k$ is not separable, there exists $\alpha \in \ell \backslash k$ such that $\alpha^{p^{t}} \in k$ for some $t \geq 1$. We have $\alpha \in L$ and since $K \cap \ell=k$, $\alpha \notin K$. This together with $\alpha^{p^{t}} \in K$ contradicts the separability of $L / K$.

Theorem 5.2.21. If $L / K$ is an algebraic separable extension and the field $\ell$ of constants of $L$ is a perfect field, then for every place $\mathcal{P}$ of $L$ and $\wp=\left.\mathcal{P}\right|_{K}, \ell(\mathcal{P}) / k(\wp)$ is a separable extension.

Proof. Since $L / K$ is a separable extension, it follows that $E=K \ell$ is a separable extension of $K$. Now $\ell \subseteq E \subseteq L$, so the field of constants of $E$ is $\ell$. Let $\mathfrak{B}=\left.\mathcal{P}\right|_{E}$. Then $k(\wp) \subseteq \ell(\mathfrak{B}) \subseteq \ell(\mathcal{P})$. Since $\ell$ is a perfect field and $\ell(\mathfrak{B})$ is a finite extension of $\ell$ (Theorem 2.4.12), $\ell(\mathfrak{B})$ is a perfect field too. Therefore $\ell(\mathcal{P}) / \ell(\mathfrak{B})$ is a separable extension, and we may assume that $L=K \ell$.

Let us assume that $\mathcal{P}$ is an inseparable place. Thus $\ell(\mathcal{P}) / k(\wp)$ is not separable. Let $y \in L$ be such that $\bar{y} \in \ell(\mathcal{P})$ is an inseparable element over $k(\wp)$. Since $y \in K \ell$ is a finite linear combination of elements of $K$ and $\ell$, we have $y \in L_{1}=K\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, where $\alpha_{i} \in \ell$ and $L_{1} / K$ is a finite extension. Taking every conjugate of each of the $\alpha_{i}$, we may assume that $L_{1} / K$ is a normal extension. That is, it is a finite Galois extension.

Since $\bar{y}$ is inseparable in $\ell(\mathcal{P}) / k(\wp)$, if $\mathcal{P}_{1}$ is a place of $L_{1}$ over $\wp$, then $\bar{y} \in$ $\ell_{1}\left(\mathcal{P}_{1}\right)$ is inseparable over $k(\wp)$, where $\ell_{1}$ is the field of constants of $L_{1}$. We have (Corollary 5.2.19)

$$
\left|I\left(\mathcal{P}_{1} \mid \wp\right)\right|=e_{L_{1} / K}\left(\mathcal{P}_{1} \mid \wp\right) d_{L_{1} / K}\left(\mathcal{P}_{1} \mid \wp\right)_{i} \geq d_{L_{1} / K}\left(\mathcal{P}_{1} \mid \wp\right)_{i}>1
$$

Thus there exists $\sigma \in I=I\left(\mathcal{P}_{1} \mid \wp\right)$, with $\sigma \neq$ Id. Since $L_{1} / K$ is normal, it follows that $\ell_{1} / k$ is normal (see Exercise 5.10.20).

Now we have $L_{1}=K\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, with $\alpha_{i} \in \ell_{1} \subseteq \vartheta_{\mathcal{P}_{1}}$, and

$$
\sigma\left(\alpha_{i}\right) \equiv \alpha_{i} \bmod \mathcal{P}_{1} \quad \text { for } \quad i=1, \ldots, n
$$

Equivalently,

$$
v_{\mathcal{P}_{1}}\left(\alpha_{i}-\sigma\left(\alpha_{i}\right)\right)>0 \quad \text { for } \quad i=1, \ldots, n .
$$

Since all $\alpha_{i}$ and $\sigma\left(\alpha_{i}\right)$ are constants, it follows that $v_{\mathcal{P}_{1}}\left(\alpha_{i}-\sigma\left(\alpha_{i}\right)\right)>0$ implies $\alpha_{i}=\sigma\left(\alpha_{i}\right)$. Therefore $\sigma=$ Id.

Remark 5.2.22. If $\ell$ is not a perfect field in Theorem 5.2.21, then there may exist inseparable places (see Exercise 5.10.18 and Theorem 5.2.33).

Corollary 5.2.23. Let $L / K$ be a finite separable normal extension, i.e., a Galois extension. Assume that the field $\ell$ of constants of $L$ is a perfect field. If $\mathcal{P}$ is a place of $L$, put $\wp=\left.\mathcal{P}\right|_{K}, e=e_{L / K}(\mathcal{P} \mid \wp)$ and $d=d_{L / K}(\mathcal{P} \mid \wp)$; let $h$ be the number of places of Lover $\wp, I=I_{L / K}(\mathcal{P} \mid \wp)$, and $D=D_{L / K}(\mathcal{P} \mid \wp)$. Then

$$
[L: K]=e d h, \quad|D|=e d, \quad|I|=e, \quad \text { and } \quad[D: I]=d
$$

Proof. By Proposition 5.2.20 and Theorem 5.2.21, all inseparability degrees are equal to 1. The result follows using Corollaries 5.2.14, 5.2.17, 5.2.18, and 5.2.19.

For the purely inseparable case we have the following theorem:
Theorem 5.2.24. Let $L / \ell$ be a finite purely inseparable field extension of $K / k$. Then for each place $\wp$ of $K$, there exists a unique place $\mathcal{P}$ of $L$ such that $\left.\mathcal{P}\right|_{K}=\wp$. Furthermore, if $p=\operatorname{char} k$, then $e_{L / K}(\mathcal{P} \mid \wp)=p^{t}$ for some $t \geq 0$. Finally, $\ell(\mathcal{P}) / k(\wp)$ is purely inseparable.

Proof. Let $y \in L$. There exists $n \in \mathbb{N}$ such that $y_{0}=y^{p^{n}} \in K$. Let $\mathcal{P}$ be any place of $L$ over $\wp$, so that

$$
p^{n} v_{\mathcal{P}}(y)=v_{\mathcal{P}}\left(y^{p^{n}}\right)=v_{\mathcal{P}}\left(y_{0}\right)=e_{L / K}(\mathcal{P} \mid \wp) v_{\wp}\left(y_{0}\right) .
$$

Therefore, if $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ are two places of $L$ over $\wp$, and if we choose $y$ such that $v_{\mathcal{P}_{1}}(y) \neq 0$, then $v_{\mathcal{P}_{2}}(y) \neq 0, v_{\wp}\left(y_{0}\right) \neq 0$, and

$$
v_{\mathcal{P}_{1}}(y)=v_{\mathcal{P}_{2}}(y)=\frac{e_{L / K}(\mathcal{P} \mid \wp) v_{\wp}\left(y_{0}\right)}{p^{n}} .
$$

Thus $v_{\mathcal{P}_{1}}=v_{\mathcal{P}_{2}}$, which means that $\mathcal{P}_{1}=\mathcal{P}_{2}$.
Now if $y \in L$ is such that $v_{\mathcal{P}}(y)=1$, then $p^{n}=e_{L / K}(\mathcal{P} \mid \wp) v_{\wp}\left(y_{0}\right)$. Hence $e=e_{L / K}(\mathcal{P} \mid \wp) \mid p^{n}$, which implies that $e=p^{t}$ for some $t \geq 0$.

Finally, if $\alpha \in \ell(\mathcal{P})$, let $y \in \vartheta_{\mathcal{P}}$ be such $y \bmod \mathcal{P}=\alpha$. Then $y^{p^{t}} \in K$, so $\alpha^{p^{t}} \in k(\wp)$. Thus $\ell(\mathcal{P}) / k(\wp)$ is purely inseparable.

Example 5.2.25. Let $k$ be an algebraically closed field of characteristic $p>0$ and let $x$ be a transcendental element over $k$. Set

$$
y=x^{p}, \quad K=k\left(x^{p}\right)=k(y), \quad \text { and } \quad L=k(x)
$$

Let $\wp$ be a place of $K$. If $\wp$ is the infinite place, then

$$
(y)_{K}=\frac{\wp_{0}}{\wp} \quad \text { and } \quad(y)_{L}=\left(x^{p}\right)_{L}=(x)_{L}^{p}=\frac{\mathfrak{P}_{0}^{p}}{\mathfrak{P}_{\infty}^{p}}
$$

Thus $\wp$ is ramified.
If $\wp$ is not the infinite place, there exists $a \in k$ such that

$$
(y-a)_{K}=\frac{\wp}{\wp \infty}
$$

We have

$$
(y-a)_{L}=\left(x^{p}-\left(a^{1 / p}\right)^{p}\right)_{L}=\left(\left(x-a^{1 / p}\right)\right)_{L}^{p}=\frac{\mathfrak{P}^{p}}{\mathfrak{P}_{\infty}^{p}}
$$

Therefore $\wp$ is ramified. Hence every place of $K$ is ramified in $L / K$.
We will see that the phenomenon of the previous example can occur only in inseparable extensions.

In fact, we have the following corollary:
Corollary 5.2.26. Let $L / \ell$ be a purely inseparable finite extension of $K / k$. If $k$ is a perfect field, then every place $\wp$ of $K$ is fully ramified in $L$.

Proof. Let $\mathcal{P}$ be any place of $L$ that divides $\wp$. We have

$$
[L: K]=h e(\mathcal{P} \mid \wp) f(\mathcal{P} \mid \wp)
$$

Now since $\ell(\mathcal{P}) / k$ is separable and $\ell(\mathcal{P}) / k(\wp)$ is purely inseparable, it follows that $\ell(\mathcal{P})=k(\wp)$ and

$$
h=1 \quad \text { and } \quad f(\mathcal{P} \mid \wp)=[\ell(\mathcal{P}): k(\wp)]=1
$$

Thus $e(\mathcal{P} \mid \wp)=[L: K]$.

Definition 5.2.27. In any extension $L / \ell$ of $K / k$, a place $\mathcal{P}$ of $L$ is called ramified if $e=e_{L / K}(\mathcal{P} \mid \wp)>1$, where $\wp=\left.\mathcal{P}\right|_{K}$. Also, we say that $\wp ~ i s ~ r a m i f i e d ~ i n ~ L / K$.

When $L / K$ is an infinite extension, by $e>1$ we will mean that $e>1$ in some finite subextension.

Proposition 5.2.28. Let $K \subseteq L \subseteq E$ be a tower of function fields with $[E: K]<\infty$, and let $\mathfrak{P}$ be a place of $E$. Let $\mathcal{P}:=\left.\mathfrak{P}\right|_{L}$ and $\wp:=\left.\mathfrak{P}\right|_{K}$. Then $\mathfrak{P}$ is ramified in $E / K$ if and only if $\mathcal{P}$ is ramified in $E / L$ or $\wp$ is ramified in $L / K$.

Proof. The statement follows from Proposition 5.1.16.

Definition 5.2.29. Let $L / \ell$ be an extension of $K / k$. We say that $L / K$ is a constant extension if $L=K \ell$, and that $L / K$ is a geometric extension if $\ell=k$.

Remark 5.2.30. Given a function field $K / k$ and an extension $\ell$ of $k$ such that $\ell \cap K=k$, the field of constants of $L=K \ell$ may contain $\ell$ properly.

Example 5.2.31. Let $k_{0}$ be a field of characteristic $p>0$, and $u, v$ be two elements that are algebraically independent over $k_{0}$. Let $k=k_{0}(u, v)$ and $x$ be a variable over $k$. Let

$$
K=k(x, y) \quad \text { be such that } \quad y^{p}=u x^{p}+v
$$

Let $k^{\prime}$ be the field of constants of $K$. Then [ $K: k(x)$ ] is equal to 1 or $p$. We will see that $k^{\prime}=k$. If $k^{\prime} \neq k$, then $\left[k^{\prime}: k\right]=\left[k^{\prime}(x): k(x)\right] \mid[K: k(x)]$, that is, $\left[k^{\prime}: k\right]=p$ and $K=k^{\prime}(x)$. Therefore $y=u^{1 / p} x+v^{1 / p} \in k^{\prime}(x)$, so $u^{1 / p}, v^{1 / p} \in k^{\prime}$ and

$$
\begin{aligned}
p & =\left[k^{\prime}: k\right] \geq\left[k\left(u^{1 / p}, v^{1 / p}\right): k\right] \\
& =\left[k\left(u^{1 / p}, v^{1 / p}\right): k\left(u^{1 / p}\right)\right]\left[k\left(u^{1 / p}\right): k\right]=p p=p^{2}
\end{aligned}
$$

which is absurd. Whence, we have $k^{\prime}=k$.
Let $\ell_{0}=k\left(v^{1 / p}\right)$ and $L=K \ell_{0}$. Then

$$
\ell_{0} \cap K=k \quad \text { and } \quad u^{1 / p}=\frac{y-v^{1 / p}}{x} \in K \ell_{0}=L
$$

Therefore the field $\ell$ of constants of $L$ contains $\ell_{0}$ properly since

$$
\ell \supseteq k\left(u^{1 / p}, v^{1 / p}\right) \supsetneqq \ell_{0} .
$$

In Chapter 8 we will study the general constant extension $L=K \ell$.
Theorem 5.2.32. Let $L / \ell$ be an algebraic separable extension of $K / k$ and assume that $L=K \ell$. That is, $L$ is an extension of constants of $K$. Then no place of $L$ is ramified or inseparable over $K$.

Proof. For the sake of contradiction, let $\mathcal{P}$ be a ramified or inseparable place of $L$ and let $\wp:=\left.\mathcal{P}\right|_{K}$. If $\mathcal{P}$ is ramified, choose $y \in L$ such that $v_{\mathcal{P}}(y)=1$. Since $y$ is of the form $\frac{\sum_{i=1}^{n} \alpha_{i} x_{i}}{\sum_{j=1}^{m} \beta_{j} z_{j}}$ with $\alpha_{i}, \beta_{j} \in \ell$ and $x_{i}, z_{j} \in K, y$ must lie in a finite extension $K\left(\gamma_{1}, \ldots, \gamma_{r}\right)$ of $K$ with $\gamma_{i} \in \ell$. By adding the conjugates of the elements $\gamma_{i}, 1 \leq i \leq r$, we may assume that $L_{1}=K\left(\gamma_{1}, \ldots, \gamma_{r}\right)$ is a finite normal separable extension of $K$. Let $\mathfrak{P}:=\left.\mathcal{P}\right|_{L_{1}}$. Since $y \in L_{1}$, we have $v_{\mathfrak{P}}(y)=v_{\mathcal{P}}(y)$, so $\mathcal{P} \mid \mathfrak{P}$ is unramified and it follows that $\mathfrak{P}$ is ramified over $K$. If $\mathcal{P}$ is inseparable, pick $\bar{y} \in \ell(\mathcal{P})$ inseparable over $k(\wp)$. Since $\bar{y} \in \ell_{1}(\mathfrak{P})$, we have $\operatorname{Irr}(\bar{y}, T, \ell(\mathcal{P}))=\operatorname{Irr}\left(\bar{y}, T, \ell_{1}(\mathfrak{P})\right)$, so $\bar{y}$ is inseparable over $k(\wp)$.

Thus we may assume that $L=K \ell$ is a finite Galois extension over $K$. Therefore $|I|=|I(\mathcal{P} \mid \wp)|=e_{L / K}(\mathcal{P} \mid \wp) d_{L / K}(\mathcal{P} \mid \wp)_{i}>1$.

Let $\sigma \in I$ with $\sigma \neq$ Id. Since $\sigma\left(\gamma_{i}\right) \equiv \gamma_{i} \bmod \mathcal{P}$ for all $1 \leq i \leq r$, we have $v_{\mathcal{P}}\left(\sigma \gamma_{i}-\gamma_{i}\right)>0$. Finally, $\gamma_{i} \in \ell$, so we obtain that $\sigma \gamma_{i}=\sigma_{i}$ for all $1 \leq i \leq r$. Hence $\sigma=$ Id.

Theorem 5.2.33. Let $L / \ell$ be an algebraic separable extension of $K / k$. Then there are at most finitely many prime divisors of $L$ that are ramified or inseparable.

Proof. First assume that $L / K$ is a finite Galois extension. We have $L=K(z)=$ $K\left(\frac{1}{z}\right)$ for some $z \in L$. Let $\mathcal{P}$ be a place of $L$. Then $z$ or $\frac{1}{z}$ belongs to the valuation ring of $\mathcal{P}$. Therefore
$\mathcal{P}$ ramified or inseparable

$$
\begin{aligned}
& \Longleftrightarrow|I|=|I(\mathcal{P} \mid \wp)|=e_{L / K}(\mathcal{P} \mid \wp) d_{L / K}(\mathcal{P} \mid \wp)_{i}>1 \\
& \Longleftrightarrow \text { there exists } \sigma \in I, \sigma \neq \operatorname{Id} \Longleftrightarrow \\
& \Longleftrightarrow v_{\mathcal{P}}(\sigma(z)-z)>0 \text { when } z \in \vartheta_{\mathcal{P}} \text { or } v_{\mathcal{P}}\left(\frac{1}{\sigma(z)}-\frac{1}{z}\right)>0 \text { when } \frac{1}{z} \in \vartheta_{\mathcal{P}}
\end{aligned}
$$

Now since $|\operatorname{Gal}(L / K)|<\infty$, there are only finitely many places satisfying $v_{\mathcal{P}}(\sigma(z)-z)>0$ or $v_{\mathcal{P}}\left(\frac{1}{\sigma(z)}-\frac{1}{z}\right)>0$, namely, only the divisors appearing in the support of $(\sigma(z)-z)_{L}$ or in the support of $\left(\frac{1}{\sigma(z)}-\frac{1}{z}\right)_{L}$, where $\sigma \in G, \sigma \neq \mathrm{Id}$.

When $L / K$ is a finite separable extension, we take the Galois closure $\tilde{L}$. Since the theorem holds for $\tilde{L} / K$, it also holds for $L / K$.

Now let $L / K$ be an arbitrary algebraic separable extension. Let $x \in K \backslash k$. Then $x \notin \ell$, so $L / \ell(x)$ is a finite extension. Since $K \ell \supseteq \ell(x)$, it follows that $L / K \ell$ is a finite extension. Therefore the theorem holds for $L / K \ell$. Finally, by Theorem 5.2.32 there are no places in $K \ell / K$ that are ramified or inseparable, so the theorem holds for $L / K$.

Definition 5.2.34. A field $k$ is called separably closed if any algebraic extension $k^{\prime} / k$ is purely inseparable. Any separably closed field is infinite.

Corollary 5.2.35. If $k$ is a separably closed field and $K / k$ is separably generated, that is, there exists $x \in K \backslash k$ such that $K / k(x)$ is separable, then $K$ contains infinitely many divisors of degree 1 and there exist nonspecial systems in $K$.

Proof. Let $x \in K \backslash k$ be such that $K / k(x)$ is a finite separable extension. Since $k$ is separably closed, $k$ is infinite. Thus $k(x)$ contains infinitely many prime divisors of degree 1 (for any $a \in k,(x-a)_{k(x)}=\frac{\mathcal{P}_{a}}{\mathcal{P}_{\infty}}$, where $\mathcal{P}_{a}$ is a prime divisor of degree 1 ). By Theorem 5.2.33 there exist finitely many inseparable prime divisors in $K$ over $k(x)$. If $\wp$ is a separable prime divisor of $K$, then $k(\wp) / k$ is separable and thus $k(\wp)=k$. Therefore if $\wp$ is above a prime divisor of degree 1 in $k(x), \wp$ is of degree 1 .

Finally, the existence of nonspecial systems in $K$ follows immediately from the proof of Lemma 3.5.13 (see also Proposition 3.5.16).

### 5.3 Divisors in an Extension

Given a finite extension $L / \ell$ of $K / k$ we want to define a group monomorphism

$$
\varphi: D_{K} \longrightarrow D_{L} \quad \text { such that } \quad \varphi\left(P_{K}\right) \subseteq P_{L}
$$

that is, $\varphi\left((x)_{K}\right)=(x)_{L}$.

$$
\text { If }(x)_{K}=\prod_{i=1}^{m} \wp_{i}^{v_{\wp_{i}}(x)} \text {, we have }
$$

$$
(x)_{L}=\prod_{i=1}^{m} \prod_{j=1}^{h_{i}} \mathcal{P}_{i j}^{e_{i j} v_{\wp i}(x)}=\prod_{i=1}^{m} \prod_{j=1}^{h_{i}} \mathcal{P}_{i j}^{v \mathcal{P}_{i j}(x)}
$$

where $e_{i j}=e_{L / K}\left(\mathcal{P}_{i j} \mid \wp_{i}\right)$ and for $i=1, \ldots, m$, the $\mathcal{P}_{i j}$ 's $\left(1 \leq j \leq h_{i}\right)$ are all the places of $L$ over $\wp_{i}$. This justifies the following definition:

Definition 5.3.1. Let $\varphi: D_{K} \longrightarrow D_{L}$ be defined on the set of generators of $D_{K}$ by $\varphi(\wp)=\prod_{i=1}^{h} \mathcal{P}_{i}^{e_{i}}$, where $e_{i}=e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right), \wp$ is a place of $K$, and $\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ are all the places of $L$ that are above $\wp$. Then $\varphi$ extends in a natural way to $D_{K}$.

More precisely, if $\mathfrak{A}=\prod_{i=1}^{m} \wp_{i}^{v_{\wp_{i}}(\mathfrak{A})}$, then $\varphi(\mathfrak{A})=\prod_{i=1}^{m} \prod_{j=1}^{h_{i}} \mathcal{P}_{i j}^{e_{i j} v_{\wp_{i}}(\mathfrak{A})}=$ $\prod_{i=1}^{m} \prod_{j=1}^{h_{i}} \mathcal{P}_{i j}^{v_{\mathcal{P}}{ }^{\prime}(\mathfrak{A l})}$.

The function $\varphi$ is called the conorm of $K$ to $L$, and it is denoted by $\operatorname{con}_{K / L}$.
From the definition we have the following result:
Proposition 5.3.2. The map $\operatorname{con}_{K / L}$ is a monomorphism from $D_{K}$ to $D_{L}$ such that $\operatorname{con}_{K / L}\left(P_{K}\right) \subseteq P_{L}$ and such that if $x \in K^{*}$, then $\operatorname{con}_{K / L}\left((x)_{K}\right)=(x)_{L}$. Finally, $\operatorname{con}_{K / L}$ induces a group homomorphism $\overline{\operatorname{con}_{K / L}}: C_{K} \longrightarrow C_{L}$.

We will see later that in fact, $\operatorname{con}_{K / L}\left(D_{K, 0}\right) \subseteq D_{L, 0}$.

Remark 5.3.3. Observe that $\overline{\operatorname{con}_{K / L}}$ is not necessarily injective (see Exercise 5.10.21). Also, since $\operatorname{con}_{K / L}$ is injective, we will assume that $D_{K} \subseteq D_{L}$.

Theorem 5.3.4. Let $L / K$ be an arbitrary extension of function fields. There exists $\lambda_{L / K} \in \mathbb{Q}$ such that $\lambda_{L / K}>0, \lambda_{L / K}$ depends only on $L$ and $K$, and for all $\mathfrak{A} \in D_{K}$,

$$
d_{L}(\mathfrak{A})=\frac{d_{K}(\mathfrak{A})}{\lambda_{L / K}} .
$$

In particular, $d_{L}(\mathfrak{A})=0$ if and only if $d_{K}(\mathfrak{A})=0$. Therefore $\operatorname{con}_{K / L}$ induces a group homomorphism

$$
\overline{\operatorname{con}_{K / L}}: C_{K, 0} \longrightarrow C_{L, 0} .
$$

Finally, if $[L: K]<\infty$, then $\lambda_{L / K}=\frac{[\ell: k]}{[L: K]}$.
Proof. Since $d_{L}$ and $d_{K}$ are group homomorphisms, it suffices to prove our assertions for a place $\wp$ of $K$.

First, assume that $[L: K]<\infty$ and let $\wp=\mathcal{P}_{1}^{e_{1}} \cdots \mathcal{P}_{h}^{e_{h}}$. Since $\operatorname{con}_{K / L}(\wp)$ $=\mathcal{P}_{1}^{e_{1}} \cdots \mathcal{P}_{h}^{e_{h}}$ with $e_{i}=e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)$, we have

$$
\begin{align*}
d_{L}(\wp) & =\sum_{i=1}^{h} e_{i} d_{L}\left(\mathcal{P}_{i}\right) \\
& =\sum_{i=1}^{h} e_{i} d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) \frac{d_{K}(\wp)}{[\ell: k]}  \tag{Proposition5.1.11}\\
& =\frac{d_{K}(\wp)}{[\ell: k]} \sum_{i=1}^{h} e_{i} d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)=\frac{d_{K}(\wp)}{[\ell: k]}[L: K] \tag{Theorem5.1.14}
\end{align*}
$$

Therefore $\lambda_{L / K}=\frac{[\ell: k]}{[L: K]}$.
Now let $L / K$ be an arbitrary extension. To finish the proof of the theorem, it suffices to show that for any prime divisors $\mathfrak{A}, \mathfrak{B} \in D_{K}$ (of degree different from 0 ),

$$
\frac{d_{L}(\mathfrak{A})}{d_{K}(\mathfrak{A})}=\frac{d_{L}(\mathfrak{B})}{d_{K}(\mathfrak{B})}>0 .
$$

Indeed, $\lambda_{L / K}$ can then be defined as $\frac{d_{K}(\mathfrak{A})}{d_{L}(\mathfrak{A})}$ for any prime divisor $\mathfrak{A}$.
Assume that there are two places $\mathfrak{A}, \mathfrak{B}$ of $K$ such that

$$
\frac{d_{L}(\mathfrak{A})}{d_{K}(\mathfrak{A})}<\frac{d_{L}(\mathfrak{B})}{d_{K}(\mathfrak{B})}, \quad \text { that is, } \quad \frac{d_{L}(\mathfrak{A})}{d_{L}(\mathfrak{B})}<\frac{d_{K}(\mathfrak{A})}{d_{K}(\mathfrak{B})}
$$

Let $\frac{n}{m} \in \mathbb{Q}$ be such that

$$
\begin{equation*}
\frac{d_{L}(\mathfrak{A})}{d_{L}(\mathfrak{B})}<\frac{n}{m}<\frac{d_{K}(\mathfrak{A})}{d_{K}(\mathfrak{B})} . \tag{5.1}
\end{equation*}
$$

Then from (5.1) we obtain, for $t \in \mathbb{N}$ large enough,

$$
d_{K}\left(\mathfrak{A}^{m t} \mathfrak{B}^{-n t}\right)=t\left(m d_{K}(\mathfrak{A})-n d_{K}(\mathfrak{B})\right)>2 g_{K}-1
$$

and

$$
d_{L}\left(\mathfrak{A}^{m t} \mathfrak{B}^{-n t}\right)=t\left(m d_{L}(\mathfrak{A})-n d_{L}(\mathfrak{B})\right)<0
$$

By the Riemann-Roch theorem (Corollary 3.5.6) there exists $x \in K$ such that $x \in L_{K}\left(\mathfrak{A}^{-m t} \mathfrak{B}^{n t}\right)$. We have $(x)_{K}=\mathfrak{C A}^{-m t} \mathfrak{B}^{n t}$, where $\mathfrak{C}$ is an integral divisor. Therefore

$$
d_{L}\left((x)_{L}\right)=d_{L}(\mathfrak{C})-t\left(m d_{L}(\mathfrak{A})-n d_{L}(\mathfrak{B})\right)>0
$$

for $t$ large enough. This contradicts Corollary 3.2.9 and proves the theorem.
Let $L / \ell$ be a finite extension of $K / k$ and let $L_{1}$ be the normal closure of $L / K$. Let $\ell_{1}$ be the algebraic closure of $\ell$ in $L_{1}$, so $\ell_{1}$ is the field of constants of $L_{1}$. Put $G=\operatorname{Aut}\left(L_{1} / K\right)$ and $H=\operatorname{Aut}\left(L_{1} / L\right) \subseteq G$. Consider the set $G / H$ of left cosets of $H$ in $G$.

Definition 5.3.5. We define the norm of $y \in L$ over $K$ as

$$
N_{L / K}(y)=\left\{\prod_{\bar{\sigma} \in G / H} \sigma y\right\}^{[L: K]_{i}}=\left\{\prod_{\sigma \in T} \sigma y\right\}^{[L: K]_{i}}
$$

where $T=\left\{\sigma: L \longrightarrow L_{1}\right.$ monomorphism with $\left.\left.\sigma\right|_{K}=\mathrm{Id}\right\}$.
We have $|T|=[L: K]_{s}=\frac{\left[L_{1}: K\right]_{s}}{\left[L_{1}: L\right]_{s}}=\frac{|G|}{|H|}$.
Clearly, $\left\{\prod_{\sigma \in T} \sigma y\right\} \in L_{1}^{G}$, and this implies $\left\{\prod_{\sigma \in T} \sigma y\right\}^{[L: K]_{i}} \in K$. Therefore $N_{L / K}(y) \in K$.

Definition 5.3.6. We define the norm of $D_{L}$ in $D_{K}$ to be the function $N_{L / K}: D_{L} \longrightarrow$ $D_{K}$ defined by $N_{L / K}(\mathfrak{A})=\left\{\prod_{\bar{\sigma} \in G / H} \sigma \mathfrak{A}\right\}^{[L: K]_{i}}$.

In the above definition, what is meant by $\sigma \mathfrak{A}$ is $\{\sigma a \mid a \in \mathfrak{A}\} \subseteq L_{1}$. We will see that in fact, $N_{L / K}(\mathfrak{A}) \in D_{K}$, or, more precisely, $N_{L / K}(\mathfrak{A})=\operatorname{con}_{K / L_{1}}(\mathfrak{B})$ for some $\mathfrak{B} \in D_{K}$.

Theorem 5.3.7. The norm $N$ defined above is multiplicative and satisfies:
(1) For all $\mathfrak{A} \in D_{L}, N_{L / K}(\mathfrak{A}) \in D_{K}$; more precisely, there exists $\mathfrak{B} \in D_{K}$ such that $N_{L / K}(\mathfrak{A})=\operatorname{con}_{K / L_{1}}(\mathfrak{B})$.
(2) If $\mathcal{P}$ is a prime divisor of $L$ over the prime divisor $\wp$ of $K$, we have $N_{L / K}(\mathcal{P})=$ $\wp^{d}$, where $d=d_{L / K}(\mathcal{P} \mid \wp)$.
(3) For all $y \in L, N_{L / K}\left((y)_{L}\right)=\left(N_{L / K}(y)\right)_{K}$.
(4) If $\mathfrak{A} \in D_{K}$, then $N_{L / K}(\mathfrak{A})=\mathfrak{A}^{[L: K]}$, or, more precisely,

$$
N_{L / K}\left(\operatorname{con}_{K / L}(\mathfrak{A})\right)=\mathfrak{A}^{[L: K]}
$$

(5) If $M \supseteq L \supseteq K$ is a tower of fields, we have $N_{M / K}=N_{L / K} \circ N_{M / L}$.

Proof. It is clear that $N$ is multiplicative.
(2) Let $L_{1}$ be the normal closure of $L / K, G=\operatorname{Aut}\left(L_{1} / K\right), H=\operatorname{Aut}\left(L_{1} / L\right) \subseteq$ $G$, and let $\mathfrak{S}$ be a prime divisor of $L_{1}$ over $\mathcal{P}$. Let $Z_{K}=D_{L_{1} / K}(\mathfrak{S} \mid \wp) \subseteq G$ and $Z_{L}=D_{L_{1} / L}(\mathfrak{S} \mid \mathcal{P}) \subseteq H$. Since $L_{1} / L$ is a normal extension, it follows by Theorem 5.2.7 or Proposition 5.2.16 that

$$
(\mathcal{P})_{L_{1}}=\operatorname{con}_{L / L_{1}}(\mathcal{P})=\left\{\prod_{\bar{\sigma} \in H / Z_{L}} \sigma \mathfrak{S}\right\}^{e} \in D_{L_{1}}, \quad e=e_{L_{1} / L}(\mathfrak{S} \mid \mathcal{P})
$$

Then

$$
\begin{aligned}
N_{L / K}(\mathcal{P})^{\left|Z_{L}\right|} & =\prod_{\bar{\theta} \in G / H} \theta\left\{\left(\prod_{\bar{\sigma} \in H / Z_{L}} \sigma \mathfrak{S}\right)^{e\left|Z_{L}\right|[L: K]_{i}}\right\} \\
& =\prod_{\bar{\theta} \in G / H} \theta\left\{\prod_{\bar{\sigma} \in H / Z_{L}}(\sigma \mathfrak{S})^{\left|Z_{L}\right|}\right\}^{e[L: K]_{i}} \\
& =\prod_{\bar{\theta} \in G / H} \theta\left\{\left(\prod_{\sigma \in H} \sigma \mathfrak{S}\right)^{e[L: K]_{i}}\right\}=\left(\prod_{\bar{\theta} \in G / H} \prod_{\sigma \in H} \theta \sigma \mathfrak{S}\right)^{e[L: K]_{i}} \\
& =\left(\prod_{\delta \in G} \delta \mathfrak{S}\right)^{e[L: K]_{i}}=\left(\prod_{\bar{\delta} \in G / Z_{K}}(\delta \mathfrak{S})^{\left|Z_{K}\right|}\right)^{e[L: K]_{i}} \\
& =\left\{\left(\prod_{\bar{\delta} \in G / Z_{K}} \delta \mathfrak{S}\right)^{e_{L_{1} / K}(\mathfrak{S} \mid \mathcal{P})^{[L: K]_{i}\left|Z_{K}\right|}}\right\}^{\frac{e_{L / K}(\mathcal{P} \mid \wp)}{e}}=\left(\operatorname{con}_{K / L_{1}} \wp\right)^{r}
\end{aligned}
$$

with $r=\frac{[L: K]_{i}\left|Z_{K}\right|}{e_{L / K}(\mathcal{P} \mid \wp)}$.
We have

$$
\frac{[L: K]_{i}\left|Z_{K}\right|}{e_{L / K}(\mathcal{P} \mid \wp)}=\frac{\left[L_{1}: K\right]_{i}}{\left[L_{1}: L\right]_{i}} \frac{\left|D_{L_{1} / K}(\mathfrak{S} \mid \wp)\right|}{e_{L_{1} / K}(\mathfrak{S} \mid \wp)} e_{L_{1} / L}(\mathfrak{S} \mid \mathcal{P})=
$$

(Proposition 5.1.16)
$=\frac{\left[L_{1}: K\right]_{i}\left|D_{L_{1} / K}(\mathfrak{S} \mid \wp)\right|}{e_{L_{1} / K}(\mathfrak{S} \mid \wp)} \frac{e_{L_{1} / L}(\mathfrak{S} \mid \mathcal{P})}{\left[L_{1}: L\right]_{i}}$
$=\frac{d_{L_{1} / K}(\mathfrak{S} \mid \wp)}{d_{L_{1} / L}(\mathfrak{S} \mid \mathcal{P})}\left|D_{L_{1} / L}(\mathfrak{S} \mid \mathcal{P})\right| \quad$ (Corollary 5.2.18)
$=d_{L / K}(\mathcal{P} \mid \wp)\left|Z_{L}\right| \quad \quad$ (Proposition 5.1.16).
Therefore, if $d=d_{L / K}(\mathcal{P} \mid \wp)$ we have obtained $N_{L / K}(\mathcal{P})^{\left|Z_{L}\right|}=\wp^{d\left|Z_{L}\right|}$, which implies that $N_{L / K}(\mathcal{P})=\wp^{d}$.
(1) This is an immediate consequence of (2).
(4) Since $\sigma(\mathfrak{A})=\mathfrak{A}$ for all $\sigma \in G$, it follows that $N_{L / K}(\mathfrak{A})$ $=\left(\prod_{\bar{\sigma} \in G / H} \sigma \mathfrak{A}\right)^{[L: K]_{i}}=\mathfrak{A}^{\left.[L: K]_{s}[L: K]_{i}\right)}=\mathfrak{A}^{[L: K]}$.
(3) We have

$$
\begin{aligned}
N_{L / K}\left((y)_{L}\right) & =\left(\prod_{\bar{\sigma} \in G / H} \sigma\left((y)_{L}\right)\right)^{[L: K]_{i}}=\left(\prod_{\bar{\sigma} \in G / H}(\sigma(y))_{L}\right)^{[L: K]_{i}} \\
& =\left(\left(\prod_{\bar{\sigma} \in G / H}(\sigma(y))\right)^{[L: K]_{i}}\right)_{K}=\left(N_{L / K}(y)\right)_{K}
\end{aligned}
$$

(5) It suffices to prove the statement for a prime divisor $\mathfrak{P}$ of $M$. The result follows immediately from (2) and from Proposition 5.1.16.

Corollary 5.3.8. For $\mathfrak{A} \in D_{L}$, we have $d_{K}\left(N_{L / K} \mathfrak{A}\right)=[\ell: k] d_{L}(\mathfrak{A})$.
Proof. Since the degree and the norm maps are multiplicative, it suffices to prove the statement for a prime divisor $\mathfrak{A}$. In this case $\mathfrak{A}=\mathcal{P}$ is a prime divisor of $L, \wp=\left.\mathcal{P}\right|_{K}$, and we have

$$
\begin{align*}
d_{K}\left(N_{L / K} \mathcal{P}\right) & =d_{K}\left(\wp^{d_{L / K}(\mathcal{P} \mid \wp)}\right)  \tag{Proposition5.1.11}\\
& =d_{L / K}(\mathcal{P} \mid \wp) d_{K}(\wp)=[\ell: k] d_{L}(\mathcal{P})
\end{align*}
$$

Corollary 5.3.9. The norm map $N_{L / K}$ induces in a natural way maps

$$
N_{L / K}: C_{L} \rightarrow C_{K} \quad \text { and } \quad N_{L / K}: C_{L, 0} \rightarrow C_{K, 0}
$$

Furthermore, we have

$$
N_{L / K} \circ \overline{\operatorname{con}}_{K / L}(C)=C^{n}, \quad \text { where } \quad n=[L: K], \quad \text { and } \quad C \in C_{K}
$$

Proof. By Theorem 5.3.7, we have $N_{L / K}\left(P_{L}\right) \subseteq P_{K}$. Hence $N_{L / K}$ induces in a natural way the homomorphism $N_{L / K}: C_{L}=D_{L} / P_{L} \longrightarrow D_{K} / P_{K}=C_{K}$, and by Corollary 5.3.8 we obtain $N_{L / K}\left(D_{L, 0}\right) \subseteq D_{K, 0}$.

Finally, $N_{L / K} \circ \overline{\operatorname{con}}_{K / L}(C)=C^{n}$ follows by Theorem 5.3.7 (4).

### 5.4 Completions and Galois Theory

Consider a finite extension $L / K$ of function fields. For a place $\wp$ of $K$, let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ be all the places of $L$ over $\wp$. We will denote by $K_{\wp}$ the completion of $K$ with respect to the valuation $v_{\wp}$ and by $L_{\mathcal{P}_{i}}, 1 \leq i \leq h$, the completion of $L$ with respect to the valuation $v_{\mathcal{P}_{i}}$.

For $1 \leq i \leq h$, let $L_{i}$ be the topological field with underlying set $L$ and the topology given by $v_{\mathcal{P}_{i}}, 1 \leq i \leq h$. Observe that in spite of having the same underlying set, for $i \neq j$ the identity map is not a homeomorphism from $L_{i}$ to $L_{j}$ since $v_{\mathcal{P}_{i}}$
and $v_{\mathcal{P}_{j}}$ are inequivalent valuations ( $L_{i}$ and $L_{j}$ might be, in some cases, topologically isomorphic, under an isomorphism different from the identity). On the other hand, $K$ is considered with the topology given by $v_{\wp}$. Thus $K \subseteq L_{i}$ in both the algebraic and the topological sense.

Since $L_{\mathcal{P}_{i}}$ is the completion of $L_{i}$ and $K \subseteq L_{i}$, it follows immediately that $K_{\wp} \subseteq$ $L_{\mathcal{P}_{i}}$. The inclusion $K_{\wp} \subseteq L_{\mathcal{P}_{i}}$ means that when we obtain $L_{i}$ by means of Cauchy sequences, we obtain a natural injection $L_{i} \xrightarrow{\lambda} L_{\mathcal{P}_{i}}$ defined by $\lambda(\alpha)=\left[\left\{\alpha_{n}\right\}_{n=1}^{\infty}\right]$, where $\alpha_{n}=\alpha$ for all $n$. Thus $\lambda(K)$ is a subfield of $L_{\mathcal{P}_{i}}$ and the closure $\overline{\lambda(K)}$ in $L_{\mathcal{P}_{i}}$ is a complete field containing $\lambda(K)$. Clearly the latter is a minimal complete field containing $\lambda(K)$. Therefore $\overline{\lambda(K)}$ is the completion of $\lambda(K) \cong K$, and $\overline{\lambda(K)} \cong K_{\wp}$ (algebraically and topologically). This is the meaning of the inclusion $K_{\wp} \subseteq L_{\mathcal{P}_{i}}$.

As we remarked above, the $L_{p_{i}}$ 's are not necessarily topologically isomorphic. Furthermore, in some cases, they are not even algebraically isomorphic, and what is more they may satisfy $\left[L_{\mathcal{P}_{i}}: K_{\wp}\right] \neq\left[L_{\mathcal{P}_{j}}: K_{\wp}\right]$ for some pair of indices $i \neq j$. The reason that this phenomenon can happen is that in fact, we may have more than one minimal extension containing both $L$ and $K_{\wp}$. Of course this would not occur if $K_{\wp}$ and $L$ were both contained in a larger field, in which case $L_{\mathcal{P}_{i}}$ would be the subfield generated by $K_{\wp}$ and $L$.

In order to clarify why the fields $L_{\mathcal{P}_{i}}$ can be quite different, we present briefly the theory of composition of fields.

Definition 5.4.1. Let $K$ be an arbitrary field and let $E / K$ and $L / K$ be two extensions of $K$. By a composition of the fields $E$ and $L$ we mean a triple ( $M, \varphi, \sigma$ ), where $M$ is a field containing $K$, and $\varphi: E \longrightarrow M$ and $\sigma: L \longrightarrow M$ are field monomorphisms such that $\left.\sigma\right|_{K}=\left.\varphi\right|_{K}=\operatorname{Id}_{K}$ and $M$ is generated by $\varphi(E)$ and $\sigma(L)$.

Remark 5.4.2. When $E$ and $L$ are contained in a field $\Omega$, unless otherwise stated, we will understand the composite $E L \subseteq \Omega$ as the minimum subfield of $\Omega$ containing $E$ and $L$.

Definition 5.4.3. Two compositions $(M, \varphi, \sigma),\left(M^{\prime}, \varphi^{\prime}, \sigma^{\prime}\right)$ of $E / K$ and $L / K$ are called equivalent if there exists an isomorphism $\lambda: M \longrightarrow M^{\prime}$ such that

$$
\lambda \circ \varphi=\varphi^{\prime} \quad \text { and } \quad \lambda \circ \sigma=\sigma^{\prime}
$$



The above relation defines an equivalence relation. The problem now consists in determining all its equivalence classes. Even though Definitions 5.4.1 and 5.4.3 apply to the general case, for our purposes we will study only the case of a finite extension.

Consider $L / K$ such that $[L: K]=n<\infty$ and let $E / K$ be an arbitrary extension. Let $(M, \varphi, \sigma)$ be a composition of $E$ and $L$. Put $E^{\prime}=\varphi(E), L^{\prime}=\sigma(L)$, and let $E^{\prime} L^{\prime}=\left\{\sum_{i=1}^{r} e_{i} \ell_{i} \mid e_{i} \in E^{\prime}, \ell_{i} \in L^{\prime}, r \in \mathbb{N}\right\}$.

Clearly $E^{\prime} L^{\prime}$ is a subalgebra of $M / K$. Since $E^{\prime} L^{\prime} \subseteq M$, and $M$ is a field, $E^{\prime} L^{\prime}$ is an integral domain. On the other hand, if $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is a basis of $L / K$, the set $\left\{\sigma\left(\alpha_{1}\right), \ldots, \sigma\left(\alpha_{n}\right)\right\}$ generates $E^{\prime} L^{\prime} / E^{\prime}$. Since $E^{\prime}$ is a field, it follows that $E^{\prime} L^{\prime}$ is a field. Therefore $E^{\prime} L^{\prime}=M$. Now, let

$$
\theta: E \otimes_{K} L \rightarrow M \quad \text { be defined by } \quad \theta\left(e \otimes_{K} \ell\right)=\varphi(e) \sigma(\ell)
$$

Clearly $\theta$ is a $K$-epimorphism and $M$ is isomorphic to $\left(E \otimes_{K} L\right) / \operatorname{ker} \theta$. Since $M$ is a field, $\mathfrak{M}=\operatorname{ker} \theta$ is a maximal ideal. Furthermore, $K$ is isomorphic to $K \otimes_{K} K$ and $\left.\theta\right|_{K}=\operatorname{Id}_{K}$, so $\mathfrak{M} \cap K=(0)$. Observe that the homomorphisms

$$
\begin{array}{ll}
E \xrightarrow{i} E \otimes_{K} L, & i(e)=e \otimes_{K} 1 \\
L \xrightarrow{j} E \otimes_{K} L, & j(\ell)=1 \otimes_{K} \ell
\end{array}
$$

are injective since $\theta \circ i$ and $\theta \circ j$ are injective homomorphisms and $(\theta \circ i)(E)=\varphi(E)$, $(\theta \circ j)(L)=\sigma(L)$. Hence $\mathfrak{M} \cap E=\mathfrak{M} \cap L=(0)$. Furthermore, since $\mathfrak{M}$ is a maximal ideal, $\mathfrak{M}$ has no units. This implies the following theorem:

Theorem 5.4.4. Let $K$ be an arbitrary field and let $E / K, L / K$ be two extensions of $K$. Then the equivalence classes of compositions of $E$ with $L$ over $K$ are in a bijective correspondence with the maximal ideals of the $K$-algebra $E \otimes_{K}$ L. In particular, the composition of fields always exists.

Proof. We already have seen that to each composition corresponds a maximal ideal. Conversely, let $\mathfrak{M}$ be a maximal ideal of $E \otimes_{K} L$ and let $M$ be the field $\left(E \otimes_{K} L\right) / \mathfrak{M}$. Define

$$
E \xrightarrow{i}\left(E \otimes_{K} L\right) / \mathfrak{M} \text { by } i(e)=\left(e \otimes_{K} 1\right)+\mathfrak{M}
$$

and

$$
L \xrightarrow{j}\left(E \otimes_{K} L\right) / \mathfrak{M} \text { by } j(\ell)=\left(1 \otimes_{K} \ell\right)+\mathfrak{M} .
$$

Since $\mathfrak{M}$ is a maximal ideal, it does not contain units, so $i$ and $j$ are injective, that is, $i$ and $j$ are monomorphisms and clearly $M$ is generated by $i(E)$ and $j(L)$. Furthermore, $\left.i\right|_{K}=\left.j\right|_{K}=\operatorname{Id}_{K}$. Therefore $(M, i, j)$ is a composition of $E$ and $L$.

Now let $(M, \varphi, \sigma)$ and $\left(M^{\prime}, \varphi^{\prime}, \sigma^{\prime}\right)$ be two compositions with

$$
M \cong\left(E \otimes_{K} L\right) / \mathfrak{M} \quad \text { and } \quad M^{\prime} \cong\left(E \otimes_{K} L\right) / \mathfrak{M}^{\prime}
$$

If $M$ and $M^{\prime}$ are equivalent, then there exists an isomorphism

$$
\lambda: M \rightarrow M^{\prime} \quad \text { such that } \quad \lambda \circ \varphi=\varphi^{\prime} \quad \text { and } \quad \lambda \circ \sigma=\sigma^{\prime} .
$$

Let $\sum_{i=1}^{r} e_{i} \otimes_{K} \ell_{i} \in \mathfrak{M}$. We have the implications

$$
\begin{aligned}
& \sum_{i=1}^{r} \varphi\left(e_{i}\right) \sigma\left(\ell_{i}\right)=0 \quad \text { in } \quad M \\
& \Longrightarrow \lambda\left(\sum_{i=1}^{r} \varphi\left(e_{i}\right) \sigma\left(\ell_{i}\right)\right)=\sum_{i=1}^{r}(\lambda \varphi)\left(e_{i}\right)(\lambda \sigma)\left(\ell_{i}\right) \\
& \quad=\sum_{i=1}^{r} \varphi^{\prime}\left(e_{i}\right) \sigma^{\prime}\left(\ell_{i}\right)=0 \quad \text { in } M^{\prime} \\
& \Longrightarrow \sum_{i=1}^{r} e_{i} \otimes_{K} \ell_{i} \in \mathfrak{M}^{\prime} .
\end{aligned}
$$

Hence $\mathfrak{M} \subseteq \mathfrak{M}^{\prime}$. Since both ideals are maximal, it follows that $\mathfrak{M}=\mathfrak{M}^{\prime}$.
Conversely, let $\mathfrak{M}=\mathfrak{M}^{\prime}$. Then if $\theta$ and $\theta^{\prime}$ are the isomorphisms from $\left(E \otimes_{K} L\right) / \mathfrak{M}$ to $M$ and $M^{\prime}$ respectively,

then $\lambda=\theta^{\prime} \theta^{-1}$ is the isomorphism from $M$ to $M^{\prime}$ and

$$
\begin{array}{ll}
\varphi=\theta \circ i \quad \varphi^{\prime}=\theta^{\prime} \circ i=\theta^{\prime} \circ \theta^{-1} \circ \theta \circ i=\lambda \circ \varphi, \\
\sigma=\theta \circ j \\
\sigma^{\prime}=\theta^{\prime} \circ j=\theta^{\prime} \circ \theta^{-1} \circ \theta \circ j=\lambda \circ \sigma,
\end{array}
$$

which gives equivalent extensions.
The next result states that the number of maximal ideals in $E \otimes_{K} L$ is finite.
Theorem 5.4.5. Let $T$ be a field, and $A$ an algebra over $T$ such that $A$ has finite dimension and an identity element. Then A contains a finite number of maximal ideals.

Proof. Let $\operatorname{dim}_{T} A=n<\infty$ and $\mathfrak{M}_{1}, \ldots, \mathfrak{M}_{r}$ be distinct maximal ideals of $A$. Let $\mathfrak{N}=\bigcap_{i=1}^{r} \mathfrak{M}_{i}$. By the Chinese remainder's theorem, we have

$$
A / \mathfrak{N} \cong \bigoplus_{i=1}^{r} A / \mathfrak{M}_{i} .
$$

Observe that $A / \mathfrak{N}$ and $A / \mathfrak{M}_{i}$ are $T$ algebras. Furthermore,

$$
n=\operatorname{dim}_{T} A \geq \operatorname{dim}_{T} A / \mathfrak{N}=\sum_{i=1}^{r} \operatorname{dim}_{T} A / \mathfrak{M}_{i} \geq r .
$$

Thus $r \leq n$.

Corollary 5.4.6. If $K$ is any field, and $E / K$ and $L / K$ are extensions of $K$ such that $[L: K]=n<\infty$, then the number of composition classes of $E$ and $L$ over $K$ is finite. In fact, the number of such composition classes is less than or equal to $n$.

Proof. It is clear that if $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is a basis of $L / K$, then $1 \otimes_{K} \alpha_{1}, \ldots, 1 \otimes_{K} \alpha_{n}$ generate $E \otimes_{K} L$ over $E$. That is, $\operatorname{dim}_{E}\left(E \otimes_{K} L\right) \leq \operatorname{dim}_{K} L=n$. The result follows by Theorem 5.4.5.

We consider the case that $L=K(\theta)$ is a finite simple extension of $K$. Then $L \cong K[x] /(f(x))$, where $f(x)=\operatorname{Irr}(\theta, x, K)$. Let

$$
f(x)=p_{1}(x)^{e_{1}} \cdots p_{r}(x)^{e_{r}} \in E[x]
$$

be the composition of $f(x)$ as a product of irreducible factors in $E[x]$. We have

$$
\begin{aligned}
E \otimes_{K} L & \cong\left(E \otimes_{K}(K[x] /(f(x)))\right) \cong\left(E \otimes_{K} K[x]\right) /(f(x)) \\
& \cong E[x] /(f(x)) \cong \bigoplus_{i=1}^{r}\left(E[x] /\left(p_{i}(x)^{e_{i}}\right)\right)
\end{aligned}
$$

The compositions of $E$ with $L$ over $K$ are given by $E[x] /\left(p_{i}(x)\right)$, since the maximal ideals of $E[x] /(f(x))$ are precisely $\left(p_{i}(x)\right) /(f(x)), 1 \leq i \leq r$.

We have the equalities

$$
\operatorname{dim}_{E}\left(E \otimes_{K} L\right)=\operatorname{deg} f(x)=\sum_{i=1}^{r} e_{i} \operatorname{deg} p_{i}(x)=[L: K] .
$$

Let $\theta_{i}$ be a root of $p_{i}(x)$ for $i=1, \ldots, r$. When $L / K$ is a separable extension, we have $e_{i}=1$, and

$$
E \otimes_{K} L \cong \bigoplus_{i=1}^{r}\left(E[x] /\left(p_{i}(x)\right)\right) \cong \bigoplus_{i=1}^{r} E\left(\theta_{i}\right)
$$

is the direct sum of all the compositions of $E$ with $L$ over $K$.
Now we return to our main concern.
Theorem 5.4.7. Let $K$ be a complete field with respect to $a$ valuation $v$ and let $L / K$ be a finite extension of fields. Then there exists a unique extension $w$ of $v$ to L. Furthermore, $L$ is complete.

Proof. The existence of $w$ follows from Corollary 2.4.6. Let $\left.\left|\left.\right|_{K}\right.$ and $|\right|_{L}$ be the corresponding absolute values. Let $\alpha \in L^{*}$ and $\beta=\alpha^{n} / N(\alpha)$, where $n=[L: K]$ and $N$ denotes the norm of $L$ in $K$. Then $N(\beta)=\frac{N\left(\alpha^{n}\right)}{N(\alpha)^{n}}=\frac{N(\alpha)^{n}}{N(\alpha)^{n}}=1$.

We claim that if $\gamma \in L$ is such that $|\gamma|_{L}<1$, then $|N(\gamma)|_{K}<1$. Indeed, let $|\gamma|_{L}<1$ and set

$$
\gamma^{t}=x_{1}^{(t)} \omega_{1}+\cdots+x_{n}^{(t)} \omega_{n}
$$

where $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ is a basis of $L / K$. Since $|\gamma|_{L}<1$, it follows that

$$
\gamma^{t} \xrightarrow[t \rightarrow \infty]{\longrightarrow} 0, \quad \text { so that } \quad x_{i}^{(t)} \xrightarrow[t \rightarrow \infty]{\longrightarrow} 0 \quad \text { for } \quad 1 \leq i \leq n
$$

Now $\left.N\left(\gamma^{t}\right)\right)=(N(\gamma))^{t}$ is a homogeneous polynomial in $x_{1}^{(t)}, \ldots, x_{n}^{(t)}$, so

$$
N\left(\gamma^{t}\right) \underset{t \rightarrow \infty}{\longrightarrow} 0, \quad \text { which implies that } \quad|N(\gamma)|_{K}<1
$$

Similarly, $|\gamma|_{L}>1$ implies $|N(\gamma)|_{K}>1$.
This shows that $|\beta|_{L}=1$ whenever $N(\beta)=1$. Hence,

$$
1=|\beta|_{L}=\frac{|\alpha|_{L}^{n}}{|N(\alpha)|_{L}} \Longrightarrow|\alpha|_{L}=\sqrt[n]{|N(\alpha)|_{L}}=\sqrt[n]{|N(\alpha)|_{K}}
$$

We have proved that the extension of the absolute value is unique.
We now consider function fields $L / \ell$ and $K / k$ such that $[L: K]=n$. We wish to show that if $\wp$ is a place of $K$ and $\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ are all the places of $L$ over $\wp$, then the result obtained from the discussion after Corollary 5.4.6 holds in the case that $L / K$ is not simple.

Theorem 5.4.8. Let $e_{i}=e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)$ and $f_{i}=d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)$. Then

$$
\left[L_{\mathcal{P}_{i}}: K_{\wp}\right]=e_{i} f_{i}
$$

Proof. Let $\pi_{K}$ be a prime element of $K$ and let $\pi_{L}$ be a prime element of $L$. Then $v_{L}\left(\pi_{K}\right)=e=e_{i}$. By Theorem 2.5.20 and Proposition 2.3.10, we have $k^{\prime}=k(\wp)=$ $\vartheta \wp / \wp \cong \hat{\vartheta} \wp / \wp$ and $\ell^{\prime}=\ell\left(\mathcal{P}_{i}\right)=\vartheta_{\mathcal{P}_{i}} / \mathcal{P}_{i} \cong \hat{\vartheta}_{\mathcal{P}_{i}} / \hat{\mathcal{P}}_{i}$. Thus $K_{\wp}=S\left(\left(\pi_{K}\right)\right)$ and $L_{\mathcal{P}_{i}}=T\left(\left(\pi_{L}\right)\right)$, where $S$ and $T$ are fields such that $S \cong k^{\prime}$ and $T \cong \ell^{\prime}$.

Since $v_{L}\left(\pi_{L}^{s}\right)=s<e$ for $s=1, \ldots, e-1$, we have $\left[K_{\wp}\left(\pi_{L}\right): K_{\wp}\right] \geq e$. Now assume $f=f_{i}=\left[\ell^{\prime}: k^{\prime}\right]$. Since $L_{\mathcal{P}_{i}}=K_{\wp}\left(\pi_{L}\right) T$, it follows that $\left[L_{\mathcal{P}_{i}}: K_{\wp}\right] \geq e f$.

On the other hand, $L$ is dense in $L \mathcal{P}_{i}$ and $L_{\mathcal{P}_{i}}$ is a complete field that is a finite extension of $K_{\wp}$. It follows that $L_{\mathcal{P}_{i}}$ must be the composition of the fields $L$ and $K_{\wp}$ over $K$. By the proof of Theorem 5.4.5 (and also by Corollary 5.4.6 and Theorem 5.1.14), we have

$$
[L: K]=n \geq \operatorname{dim}_{K_{\wp}}\left(L \otimes_{K} K_{\wp}\right) \geq \sum_{i=1}^{h} \operatorname{dim}_{K_{\wp}} L_{\mathcal{P}_{i}} \geq \sum_{i=1}^{h} e_{i} f_{i}=n .
$$

Therefore these inequalities must be in fact equalities. In particular, $\left[L_{\mathcal{P}_{i}}: K_{\wp}\right]=$ $e_{i} f_{i}$.

Corollary 5.4.9. With the notation above, we have $\left(L \otimes_{K} K_{\wp}\right) \cong \bigoplus_{i=1}^{h} L_{\mathcal{P}_{i}}$.

Proof. For each $1 \leq i \leq h$, there exists a maximal ideal $\mathfrak{M}_{i}$ such that $L_{\mathcal{P}_{i}}$ is isomorphic to $\left(L \otimes_{K} K_{\wp}\right) / \mathfrak{M}_{i}$. Therefore, if $\mathfrak{N}=\bigcap_{i=1}^{h} \mathfrak{M}_{i}$,

$$
\left(L \otimes_{K} K_{\wp}\right) / \mathfrak{N} \cong \bigoplus_{i=1}^{h}\left(L \otimes_{K} K_{\wp}\right) / \mathfrak{M}_{i} \cong \bigoplus_{i=1}^{h} L_{\mathcal{P}_{i}}
$$

On the other hand, since $\operatorname{dim}_{K_{\wp}}\left(L \otimes_{K} K_{\wp}\right)=n=\sum_{i=1}^{h}\left[L_{\mathcal{P}_{i}}: K_{\wp}\right]$, it follows that $\mathfrak{N}=(0)$.

As a consequence of the fields $L_{\mathcal{P}_{i}}$ being exactly the distinct compositions of $L$ with $K_{\wp}$ over $K$, we have the following:

Theorem 5.4.10. Let $L / \ell$ be a finite extension of $K / k$. Let $\wp$ be a place of $K$ and let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ be the places of $L$ over $\wp$. If $L / K$ is separable, then $L_{\mathcal{P}_{i}} / K_{\wp}$ is separable for all $i=1, \ldots, h$. If $L / K$ is normal, then $L_{\mathcal{P}_{i}} / K_{\wp}$ is normal for $i=1, \ldots, h$. Finally, if $L / K$ is Galois then $L_{\mathcal{P}_{i}} / K_{\wp}$ is Galois and $\operatorname{Gal}\left(L_{\mathcal{P}_{i}} / K_{\wp}\right) \cong D_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)$.

Proof. If $L / K$ is separable (normal) ((Galois)), then $L_{\mathcal{P}_{i}}=K_{\wp} L$ is separable (normal) ((Galois)) over $K_{\wp}$.

If $L / K$ is Galois, then clearly $D_{L / K}\left(\mathcal{P}_{i} \mid \wp\right) \subseteq \operatorname{Gal}\left(L_{\mathcal{P}_{i}} / K_{\wp}\right)$. By Corollary 5.2.18 and Theorem 5.4.8, we have

$$
\left|D_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)\right|=e_{i} f_{i}=\left[L_{\mathcal{P}_{i}}: K_{\wp}\right]=\left|\operatorname{Gal}\left(L_{\mathcal{P}_{i}} / K_{\wp}\right)\right| .
$$

It follows that $D_{L / K}(\mathcal{P} \mid \wp) \cong \operatorname{Gal}\left(L_{\mathcal{P}_{i}} / K_{\wp}\right)$.

### 5.5 Integral Bases

We will use the results of this section in the study of the Tate genus formula for inseparable extensions in Chapter 9.

Let $K / k$ be any function field.
Proposition 5.5.1. Let $x \in K \backslash k$ and let $R$ be the ring of elements of $K$ that do not have any pole outside the set of zeros of $x$. Then there exists a finite subset $\left\{\omega_{1}, \ldots, \omega_{m}\right\}$ of $R$ that contains a basis of $K$ over $k(x)$ and such that every element of $R$ is a linear combination of $\omega_{1}, \ldots, \omega_{m}$ with coefficients in $k\left[x^{-1}\right]$, that is, $R=\sum_{i=1}^{m} k\left[x^{-1}\right] \omega_{i}$.

Proof. By definition we have

$$
R=\left\{y \in K \mid v_{\mathfrak{q}}(y) \geq 0 \forall \mathfrak{q} \in \mathbb{P}_{K}, \mathfrak{q} \nmid \mathfrak{Z}_{x}\right\}=\bigcup_{s=0}^{\infty} L_{K}\left(\mathfrak{\mathfrak { Z }}_{x}^{-s}\right) .
$$

Set $n=[K: k(x)]=d\left(\mathfrak{Z}_{x}\right)$. Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be any basis of $K / k(x)$. Then for any $1 \leq i \leq n$, there exists a relation

$$
u_{i}^{n}=\sum_{j=0}^{n-1} c_{i j} u_{i}^{j}, \quad \text { with } \quad c_{i j} \in k(x), \quad i=1, \ldots, n, \quad j=0, \ldots, n-1
$$

Define $c_{i j}=\frac{a_{i j}}{b_{i}}$ with $a_{i j}, b_{i} \in k\left[x^{-1}\right]$. Let $\omega_{i}:=b_{i} u_{i}$. Then

$$
\omega_{i}^{n}=b_{i}^{n} u_{i}^{n}=\sum_{j=0}^{n-1} b_{i}^{n} c_{i j} u_{i}^{j}=\sum_{j=0}^{n-1} a_{i j} b_{i}^{n-j-1} \omega_{i}^{j}
$$

with $a_{i j} b_{i}^{n-j-1} \in k\left[x^{-1}\right]$.
Therefore $\omega_{i}$ is integral over $k\left[x^{-1}\right] \subseteq k(x)$ (see the proof of Theorem 3.2.7) and since $\omega_{i}=b_{i} u_{i}, b_{i} \in k\left[x^{-1}\right]$, and $\left\{u_{1}, \ldots, u_{n}\right\}$ is a basis of $K / k(x)$, it follows that $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ is a basis of $K$ over $k(x)$.

Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{h}$ be the prime divisors dividing $\mathfrak{Z}_{x}$. Let $r \in \mathbb{Z}$ be such that $r \geq 0$ and

$$
v_{\mathfrak{P}_{j}}\left(\omega_{i}\right) \geq-r \quad \text { for all } \quad 1 \leq j \leq h \quad \text { and } \quad 1 \leq i \leq n
$$

Choose an integer $M$ such that $M>r$ and consider $x^{-t} \omega_{i}$ for $0 \leq t \leq M-r$ and $1 \leq i \leq n$. Then

$$
\begin{aligned}
v_{\mathfrak{P}_{j}}\left(x^{-t} \omega_{i}\right) & =-t v_{\mathfrak{P}_{j}}(x)+v_{\mathfrak{P}_{j}}\left(\omega_{i}\right) \geq-t v_{\mathfrak{P}_{j}}(x)-r \\
& \geq-t v_{\mathfrak{P}_{j}}(x)-r v_{\mathfrak{P}_{j}}(x) \geq-M v_{\mathfrak{P}_{j}}(x)
\end{aligned}
$$

Thus

$$
x^{-t} \omega_{i} \in L_{K}\left(\mathfrak{Z}_{x}^{-M}\right)=: \mathcal{L}_{M} .
$$

Let $\mathcal{L}_{M}^{\prime}$ be the $k$-vector space generated by $\left\{x^{-t} \omega_{i}\right\}_{0 \leq t \leq M-r}^{1 \leq i \leq n}$. As in the proof of Theorem 3.2.7, we have $\operatorname{dim}_{k} \mathcal{L}_{M}^{\prime}=(M-r+1) n$ and

$$
\ell_{K}\left(\mathfrak{Z}_{x}^{-M}\right) \leq \ell_{K}\left(\mathfrak{Z}_{x}\right)+d\left(\mathfrak{Z}_{x}\right)-d\left(\mathfrak{Z}_{x}^{-M}\right)=(M+1) d\left(\mathfrak{Z}_{x}\right)=(M+1) n .
$$

Therefore

$$
\operatorname{dim}_{k} \mathcal{L}_{M}-\operatorname{dim}_{k} \mathcal{L}_{M}^{\prime} \leq r n
$$

for all $M \in \mathbb{Z}$. Put

$$
a=\max _{M \in \mathbb{Z}}\left\{\operatorname{dim}_{k} \mathcal{L}_{M}-\operatorname{dim}_{k} \mathcal{L}_{M}^{\prime}\right\}
$$

Let $z_{1}, \ldots, z_{b} \in R$ be such that their residue classes modulo $\sum_{i=1}^{n} k\left[x^{-1}\right] \omega_{i}$ are linearly independent over $k$. Let $M>0$ be such that $z_{1}, \ldots, z_{b} \in \mathcal{L}_{M}$. Then any
nontrivial $k$-linear combination of $\left\{z_{1}, \ldots, z_{b}\right\}$ does not belong to $\mathcal{L}_{M}^{\prime}$ since $\mathcal{L}_{M}^{\prime} \subseteq$ $\sum_{i=1}^{n} k\left[x^{-1}\right] \omega_{i}$. It follows that $b \leq a$.

Thus, there exist elements $\omega_{n+1}, \ldots, \omega_{m}$ (with $m-n \leq a$ ) such that every element of $R$ belongs to

$$
\sum_{i=1}^{n} k\left[x^{-1}\right] \omega_{i}+\sum_{j=n+1}^{m} k \omega_{i}
$$

This proves the proposition.
Now we consider a finite extension $L / \ell$ of $K / k$. Let $\mathfrak{p}$ be a prime divisor of $K$ and let $\left\{\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}\right\}$ be the places of $L$ above $\mathfrak{p}$. Let $\left\{y_{1}, \ldots, y_{n}\right\}$ be a basis of $L$ over $K$.

Proposition 5.5.2. Let $R$ be the ring of elements of $L$ which do not have any pole outside $\left\{\mathfrak{P}_{1}, \cdots, \mathfrak{P}_{n}\right\}$. There exists a nonzero element $u$ of $K$ depending only on $\mathfrak{p}$ and on the basis $\left\{y_{1}, \ldots, y_{n}\right\}$ such that if

$$
y=\sum_{i=1}^{n} x_{i} y_{i} \quad \text { with } \quad x_{i} \in K, \quad 1 \leq i \leq n, \quad \text { and } \quad y \in R,
$$

then

$$
u x_{i} \in \bigcup_{s=0}^{\infty} L_{K}\left(\mathfrak{p}^{-s}\right)=\Gamma \text { for all } i=1, \ldots, n
$$

Proof. Let $x \in K \backslash k$ be such that $\mathfrak{p}$ is the only zero of $x$ (Corollary 3.5.8). Let $\left\{\omega_{1}, \ldots, \omega_{N}\right\} \subseteq K$ be such that $R=\sum_{i=1}^{N} \ell\left[x^{-1}\right] \omega_{i}$.

Since $[L: K]<\infty$, it follows that $[\ell(x): k(x)]=[\ell: k]<\infty$. Let $\left\{v_{1}, \ldots, v_{m}\right\}$ be a basis of $\ell$ over $k$. Then every element of $\ell\left[x^{-1}\right]$ can be written as a linear combination of $v_{1}, \ldots, v_{m}$ with coefficients in $k\left[x^{-1}\right]$. Thus

$$
\begin{equation*}
R=\sum_{j=1}^{m} \sum_{i=1}^{N} k\left[x^{-1}\right] v_{j} \omega_{i} \tag{5.2}
\end{equation*}
$$

Let

$$
\begin{equation*}
v_{j} \omega_{i}=\sum_{t=1}^{n} a_{j i t} y_{t} \quad \text { with } \quad a_{j i t} \in K \quad \text { for all } \quad j, i, t \tag{5.3}
\end{equation*}
$$

and let $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{r}$ be the places of $K$ such that the poles of $\left\{a_{j i t}\right\}$ are contained in $\left\{\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{r}\right\}$. Put

$$
M_{v}=\min _{j, i, t} v_{\mathfrak{q}_{v}}\left(a_{j i t}\right)
$$

and

$$
d_{K}\left(\mathfrak{p}^{s} \prod_{v=1}^{r} \mathfrak{q}_{v}^{M_{v}}\right) \underset{s \rightarrow \infty}{\longrightarrow} \infty
$$

By the Riemann-Roch theorem, there exists $u \in K \backslash k$ such that $u \in$ $L_{K}\left(\mathfrak{p}^{-s} \prod_{\nu=1}^{r} \mathfrak{q}_{\nu}^{-M_{v}}\right)$ for $s \gg 0$.

We have $v_{\mathfrak{q}_{v}}\left(u a_{j i t}\right)=v_{\mathfrak{q}_{v}}(u)+v_{\mathfrak{q}_{v}}\left(a_{j i t}\right) \geq-M_{v}+v_{\mathfrak{q}_{v}}\left(a_{j i t}\right) \geq 0$, so the pole divisor of $u a_{j i t}$ is $\mathfrak{p}^{s_{0}}$ for some $s_{0} \geq 0$ and $u a_{j i t} \in \Gamma$.

Now, $k\left[x^{-1}\right] \subseteq \Gamma$, so if $y=\sum_{t=1}^{n} x_{t} y_{t} \in R$, then by (5.2) and (5.3) we have $x_{t}=\sum_{j=1}^{m} \sum_{i=1}^{N} z_{i j} a_{j i t}$ with $z_{i j} \in k\left[x^{-1}\right] \subseteq \Gamma$ and $u a_{j i t} \in \Gamma$. Hence $u x_{t} \in \Gamma$.

Similarly we will prove the following result:
Proposition 5.5.3. Let $\mathfrak{p}$ and $\left\{y_{1}, \ldots, y_{n}\right\}$ be as in Proposition 5.5.2. There exists a nonzero element $v$ of $K$, depending only on $\mathfrak{p}$ and on the basis $\left\{y_{1}, \ldots, y_{n}\right\}$, such that if $y=\sum_{i=1}^{n} x_{i} y_{i}$ with $x_{i} \in K, 1 \leq i \leq n$, and $y$ satisfies

$$
y \in \vartheta:=\bigcap_{j=1}^{h} \vartheta_{\mathfrak{P}_{j}}=\left\{\xi \in L \mid v_{\mathfrak{P}_{j}}(\xi) \geq 0,1 \leq j \leq h\right\},
$$

then $v x_{i} \in \vartheta_{\mathfrak{p}}$ for all $1 \leq i \leq n$.
Proof. Let $\mathfrak{p}^{\prime}$ be a place of $K$ such that $\mathfrak{p}^{\prime} \neq \mathfrak{p}$. Put $\Gamma^{\prime}:=\bigcup_{s=0}^{\infty} L_{K}\left(\left(\mathfrak{p}^{\prime}\right)^{-s}\right)$ and $R^{\prime}:=\bigcup_{i=1}^{h^{\prime}} \bigcup_{n=0}^{\infty} L_{L}\left(\left(\mathfrak{P}_{i}^{\prime}\right)^{-n}\right)$, where $\mathfrak{P}_{1}^{\prime}, \ldots \mathfrak{P}_{h^{\prime}}^{\prime}$ are the places of $L$ above $\mathfrak{p}^{\prime}$.

Let $\left\{\mathfrak{B}_{1}, \ldots, \mathfrak{B}_{r}\right\}$ be the set of poles $\mathfrak{B}_{i}$ of $y$ such that $\mathfrak{B}_{i}$ lies above some place of $K$ distinct from $\mathfrak{p}^{\prime}$. Let $\mathfrak{q}_{j}:=\left.\mathfrak{B}_{j}\right|_{K}, 1 \leq j \leq r$. For each $j$, we take $m_{j} \geq 0$ such that if $\xi \in K$, then $v_{\mathfrak{q}_{j}}(\xi) \geq m_{j} \Rightarrow v_{\mathfrak{B}_{j}}(\xi y) \geq 0$. For any $M>0$,

$$
\begin{equation*}
\xi \in L_{K}\left(\left(\mathfrak{p}^{\prime}\right)^{-M} \prod_{j=1}^{r} \mathfrak{q}_{j}^{m_{j}}\right) \tag{5.4}
\end{equation*}
$$

implies $\xi y \in R^{\prime}$.
Choose $M$ to be large enough such that if $\mathfrak{A}_{M}:=\left(\mathfrak{p}^{\prime}\right)^{M} \prod_{j=1}^{r} \mathfrak{q}_{j}^{-m_{j}}$, then $d_{K}\left(\mathfrak{A}_{M}\right) \geq 2 g_{K}-2+d_{K}(\mathfrak{p})$.

By Corollary 3.5.6,

$$
\ell_{K}\left(\mathfrak{A}_{M}^{-1}\right)=d_{K}\left(\mathfrak{A}_{M}\right)-g_{K}+1 \quad \text { and } \quad \ell_{K}\left(\mathfrak{p} \mathfrak{A}_{M}^{-1}\right)=\ell_{K}\left(\mathfrak{A}_{M}^{-1}\right)-d_{K}(\mathfrak{p})
$$

Let $\xi \in L_{K}\left(\mathfrak{A}_{M}^{-1}\right) \backslash L_{K}\left(\mathfrak{p A}_{M}^{-1}\right)$ and notice that $\xi y \in R^{\prime}$ by (5.4). On the other hand, since $y \in \vartheta, y$ is integral with respect to $\mathfrak{B}_{1}, \ldots, \mathfrak{B}_{h}$, so $\mathfrak{q}_{j} \neq \mathfrak{p}$ for all $1 \leq j \leq r$. Since $\xi \notin L_{K}\left(\mathfrak{p} \mathfrak{A}_{M}^{-1}\right)$, we have $v_{\mathfrak{p}}(\xi)=0$ and hence $\xi$ is a unit of $\vartheta_{\mathfrak{p}}$.

Let $u^{\prime}$ be the element of Proposition 5.5.2 corresponding to $\mathfrak{p}^{\prime}$ and the basis $\left\{y_{1}, \ldots, y_{n}\right\}$. Since $y=\sum_{i=1}^{n} x_{i} y_{i} \in \vartheta$ with $x_{i} \in K$, it follows that

$$
\xi y=\sum_{i=1}^{n}\left(\xi x_{i}\right) y_{i} \in \vartheta, \quad \text { and } \quad u^{\prime} \xi x_{i} \in \Gamma^{\prime}
$$

In particular, $u^{\prime} \xi x_{i} \in \vartheta_{\mathfrak{p}}$. Since $\xi$ is a unit of $\vartheta_{\mathfrak{p}}$, it follows that $v=u^{\prime}$ satisfies the conditions of Proposition 5.5.3.

Remark 5.5.4. If we fix the basis $\left\{y_{1}, \ldots, y_{n}\right\}$ and the place $\mathfrak{p}^{\prime}$ of Proposition 5.5.3, then the element $v$ found in Proposition 5.5.3 works for every place $\mathfrak{p} \neq \mathfrak{p}^{\prime}$. There are only finitely many places $\mathfrak{p}$ that fail to satisfy all the following conditions:
(1) $\mathfrak{p} \neq \mathfrak{p}^{\prime}$.
(2) $v_{\mathfrak{B}}\left(y_{i}\right) \geq 0$ for all $1 \leq i \leq n, \mathfrak{B} \in \mathbb{P}_{L}$ and $\mathfrak{B} \mid \mathfrak{p}$.
(3) $v_{\mathfrak{p}}(v)=0$.

Definition 5.5.5. With the same notation, we call $\left\{y_{1}, \ldots, y_{n}\right\}$ an integral basis at $\mathfrak{p}$ if
(a) $y_{i} \in \bigcap_{\mathfrak{B} \mid \mathfrak{p}} \vartheta_{\mathfrak{B}}=\vartheta$.
(b) If $y=\sum_{i=1}^{n} x_{i} y_{i} \in \vartheta$ with $x_{i} \in K, 1 \leq i \leq n$, then $x_{i} \in \vartheta_{\mathfrak{p}}$ for all $1 \leq i \leq n$.

From Remark 5.5.4 we obtain the following:
Theorem 5.5.6. Any field basis of $L$ with respect to $K$ is an integral basis at almost all places of $K$.

Now we consider a finite extension $L / \ell$ of $K / k$ and a field basis $\left\{y_{1}, \ldots, y_{n}\right\}$ of $L$ over $K$. Let $\mathfrak{p}$ be a place of $K$ such that $\left\{y_{1}, \ldots, y_{n}\right\}$ is an integral basis at $\mathfrak{p}$. Let $\mathfrak{B} \mid \mathfrak{p}$ and consider the valuation ring $\vartheta_{\mathfrak{B}}$ at $\mathfrak{B}$.

We have $\left\{y_{1}, \ldots, y_{n}\right\} \subseteq \vartheta_{\mathfrak{B}}$ and

$$
\vartheta:=\bigcap_{\mathfrak{B} \mid \mathfrak{p}} \vartheta_{\mathfrak{B}}=\vartheta_{\mathfrak{p}} y_{1}+\cdots+\vartheta_{\mathfrak{p}} y_{n} .
$$

Let $\hat{\vartheta}_{\mathfrak{B}}$ be the completion of $\vartheta_{\mathfrak{B}}$. If $z \in \hat{\vartheta}_{\mathfrak{B}}$, by the approximation theorem (Corollary 2.5.5) there exist $y_{m} \in L$ with $m \in \mathbb{N}$ such that

$$
v_{\mathfrak{B}}\left(z-y_{m}\right)>m \quad \text { for all } \quad m \in \mathbb{N}
$$

and

$$
v_{\mathfrak{B}^{\prime}}\left(y_{m}\right) \geq 0 \quad \text { for all } \quad \mathfrak{B}^{\prime} \neq \mathfrak{B} \quad \text { such that } \quad \mathfrak{B}^{\prime} \mid \mathfrak{p}
$$

Therefore $\lim _{m \rightarrow \infty} y_{m}=z$ in $\hat{\vartheta}_{\mathfrak{B}}$ and $y_{m} \in \vartheta$. We have

$$
y_{m}=\sum_{i=1}^{n} x_{i m} y_{i} \quad \text { with all } \quad x_{i m} \in \vartheta_{\mathfrak{p}}
$$

It is easy to see that $\left\{x_{i m}\right\}_{m=1}^{\infty}$ is a Cauchy sequence in $\vartheta_{\mathfrak{p}}$ (see Theorem 5.4.7), so $\left\{x_{i m}\right\}_{m=1}^{\infty}$ converges. Let $\hat{x}_{i}:=\lim _{m \rightarrow \infty} x_{i m} \in \hat{\vartheta}_{\mathfrak{p}}$. We have

$$
z=\sum_{i=1}^{n} \hat{x}_{i} y_{i} \in \hat{\vartheta}_{\mathfrak{p}} y_{1}+\cdots+\hat{\vartheta}_{\mathfrak{p}} y_{n} .
$$

Furthermore, from Corollary 5.4.9 we obtain that

$$
\hat{\vartheta}_{\mathfrak{p}} \otimes_{\vartheta_{\mathfrak{p}}} \cong \bigoplus_{\mathfrak{B} \mid \mathfrak{p}} \hat{\vartheta}_{\mathfrak{B}}
$$

and $\left\{y_{1}, \ldots, y_{n}\right\}$ is basis of $\bigoplus_{\mathfrak{B} \mid \mathfrak{p}} \hat{\vartheta}_{\mathfrak{B}}$ over $\hat{\vartheta}_{\mathfrak{p}}$.
We have proved the following theorem:
Theorem 5.5.7. Let $L / \ell$ be any finite extension of the function field $K / k$ and let $\left\{y_{1}, \ldots, y_{n}\right\}$ be any field basis of $L$ over $K$. Then for almost all places $\mathfrak{p}$ of $K$, $y_{1}, \ldots, y_{n}$ generate the completion $\hat{\vartheta}_{\mathfrak{B}}$ of $\vartheta_{\mathfrak{B}}$ over $\hat{\vartheta}_{\mathfrak{p}}$, where $\mathfrak{B} \mid \mathfrak{p}$.

We state two corollaries of Theorem 5.5.7 that we will use in Chapter 9.
Corollary 5.5.8. Let $L / \ell$ be any finite extension of $K / k$ and let $\left\{y_{1}, \ldots, y_{n}\right\}$ be any field basis of $L / K$. Then

$$
\mathfrak{X}_{L}=\mathfrak{X}_{K} y_{1}+\cdots+\mathfrak{X}_{K} y_{n},
$$

where $\mathfrak{X}_{L}$ and $\mathfrak{X}_{K}$ are the rings of repartitions of $L$ and $K$ respectively. Here $\mathfrak{X}_{K}$ may be considered as a subset of $\mathfrak{X}_{L}$; indeed, we can define $\phi: \mathfrak{X}_{K} \rightarrow \mathfrak{X}_{L}$ by $\phi(\xi)=\lambda$ for all $\xi \in \mathfrak{X}_{K}$, where $\lambda_{\mathfrak{B}}=\xi_{\mathfrak{p}}$ for any $\mathfrak{B} \mid \mathfrak{p}$.

Proof. Clearly, $\mathfrak{X}_{K} y_{1}+\cdots+\mathfrak{X}_{K} y_{n}$ is a subset of $\mathfrak{X}_{L}$. Let $\lambda \in \mathfrak{X}_{L}$, let $\mathfrak{p}$ be a place of $K$, and let $\mathfrak{B}_{1}, \ldots, \mathfrak{B}_{h}$ be places of $L$ above $\mathfrak{p}$. Since

$$
\bigoplus_{\mathfrak{B} \mid \mathfrak{p}} L_{\mathfrak{B}} \stackrel{\theta}{\cong} L \otimes_{K} K_{\mathfrak{p}}=\left(\sum_{i=1}^{n} K y_{i}\right) \otimes_{K} K_{\mathfrak{p}}
$$

we have $\left(\lambda_{\mathfrak{B}}\right)_{\mathfrak{B} \mid \mathfrak{p}}=\theta\left(\left(\sum_{i=1}^{n} x_{i} y_{i}\right) \otimes \sum_{j=1}^{m} z_{j}\right)$ with $x_{i} \in K, z_{j} \in K_{\mathfrak{p}}$. Thus $\lambda \in V y_{1}+\cdots+V y_{n}$, where

$$
V:=\prod_{\mathfrak{p} \in \mathbb{P}_{K}} K_{\mathfrak{p}} .
$$

We need to prove that the "coefficients" of $y_{i}$ belong to $\mathfrak{X}_{K}$, that is, that the components are integers for almost all $\mathfrak{p} \in \mathbb{P}_{K}$.

For almost all $\mathfrak{B}$, we have

$$
\lambda_{\mathfrak{B}} \in \hat{\vartheta}_{\mathfrak{B}}, \quad \text { that is, } \quad v_{\mathfrak{B}}\left(\lambda_{\mathfrak{B}}\right) \geq 0
$$

If $\lambda_{\mathfrak{B}}=\sum_{i=1}^{n} x_{i} y_{i}$, then by Theorem 5.5.7 we have $x_{i} \in \hat{\vartheta}_{\mathfrak{p}}$ for almost all $\mathfrak{p}$. Hence

$$
\mathfrak{X}_{L}=\mathfrak{X}_{K} y_{1}+\cdots+\mathfrak{X}_{K} y_{n} .
$$

The next corollary will be used when we consider the genus change in purely inseparable extensions.

Corollary 5.5.9. Let $L / \ell$ be a purely inseparable extension of $K / k$ of degree $p$. Let $L=K(\alpha)$, where $\alpha^{p}=a \in K$. Then, for almost all $\mathfrak{p} \in \mathbb{P}_{K}, \hat{\vartheta}_{\mathfrak{B}}=\bigoplus_{i=0}^{p-1} \hat{\vartheta}_{\mathfrak{p}} \alpha^{i}$, where $\mathfrak{B}$ is the only place of $L$ above $K$.

Proof. The statement follows from the facts that there is only one place above $\mathfrak{p}$ (Theorem 5.2.24), that $\hat{\vartheta}_{\mathfrak{B}}$ is a free $\hat{\vartheta}_{\mathfrak{p}}$-module of rank $p$ (see, for example, Theorem 2.5.20), and from Theorem 5.5.7.

Remark 5.5.10. Corollary 5.5.9 states that for almost all $\mathfrak{p}$, if

$$
y=\sum_{i=0}^{p-1} x_{i} \alpha^{i} \in \hat{\vartheta}_{\mathfrak{B}}
$$

then $x_{i} \in \hat{\vartheta}_{\mathfrak{p}}$, for all $0 \leq i \leq p-1$.
Now that we have studied the structure of the extensions $L_{\mathcal{P}_{i}} / K_{\wp}$, it is necessary to mention the role played by the places. When we start with a place $\wp$ of $K$, $\wp$ can be seen as the maximal ideal of the corresponding valuation ring $\vartheta$, and similarly for $\mathcal{P}_{i}$. The place $\hat{\wp}$ of $K_{\wp}$ is the same ideal $\wp$ but considered in the valuation ring $\hat{\vartheta}$ that is the completion of $\vartheta$ with respect to the topology given by the valuation. More precisely, $\hat{\wp}=\wp \hat{\vartheta}$, where $\hat{\wp}$ is the completion of $\wp$. Furthermore, since $\hat{\vartheta} / \hat{\wp} \cong \vartheta / \wp$ (Proposition 2.3.10), we can consider that $\wp$ and $\hat{\wp}$ are one and the same place. Since $L_{\mathcal{P}_{i}}$ has only a unique extension of $\hat{\wp}$ (Theorem 5.4.7), namely $\hat{\mathcal{P}}_{i}$, the advantage of working with $L_{\mathcal{P}_{i}} / K_{\wp}$ is that there is only one place "above" and only one place "below," which does not hold in $L / K$, where there are infinitely many places. Furthermore, by the above argument, we have $e_{L_{\mathcal{P}_{i}} / K_{\wp}}\left(\hat{\mathcal{P}}_{i} \mid \hat{\wp}\right)=e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)$ and $d_{L_{\mathcal{P}_{i}} / K_{\wp}}\left(\hat{\mathcal{P}}_{i} \mid \hat{\wp}\right)=d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)$.

Finally, we prove the following results on bases:
Proposition 5.5.11. Let $\alpha_{1}, \ldots, \alpha_{f}$ be elements of $\vartheta_{\mathcal{P}_{i}}$ such that $\left\{\bar{\alpha}_{j}\right\}_{j=1}^{f}$ is a basis of $\ell\left(\mathcal{P}_{i}\right) / k(\wp)$, and let $\pi_{i}$ be a prime element of $L$ with respect to $v_{\mathcal{P}_{i}}$. Then the elements $\left\{\alpha_{j} \pi_{i}^{s}\right\}_{s=0, \ldots, e-1}^{j=1, \ldots, f}$ form a basis of $L_{\mathcal{P}_{i}} / K_{\wp}$.
Proof. This follows from the facts that $L_{\mathcal{P}_{i}}=\ell\left(\mathcal{P}_{i}\right) K_{\wp}\left(\pi_{i}\right), K_{\wp}=k(\wp)((\pi))$, where $\pi$ is a prime element of $K$, and $\left[L_{\mathcal{P}_{i}}: K_{\wp}\right]=e f$.

Proposition 5.5.12. Let $k$ be an algebraically closed field of characteristic zero. Let $L$ and $K$ be function fields over $k$ with $K \subseteq L$ and such that $L / K$ is of finite degree. Assume that e is the ramification index of a place $\mathfrak{P}$ of $L$ over $\mathfrak{p}$. Then if $\Pi$ is a prime element of $L_{\mathfrak{P}}$, there exists a prime element $\pi$ of $K_{\mathfrak{p}}$ such that

$$
\pi=\Pi^{e}
$$

Proof. Let $\Pi_{1}$ be any prime element of $L_{\mathfrak{P}}$ for $\mathfrak{P}$. For any prime element $\pi$ of $K_{\mathfrak{p}}$, we have

$$
v_{\mathfrak{P}}(\pi)=e v_{\mathfrak{p}}(\pi)=e
$$

Thus, $\pi$ has an expansion in $L \mathfrak{P} \cong k\left(\left(\Pi_{1}\right)\right)$ defined as follows:

$$
\pi=a_{e} \Pi_{1}^{e}+a_{e+1} \Pi_{1}^{e+1}+\cdots, a_{i} \in k, a_{e} \neq 0
$$

Let

$$
\Pi=b_{1} \Pi_{1}+b_{2} \Pi_{1}^{2}+\cdots, b_{i} \in k, b_{1} \neq 0
$$

be another prime element. Then

$$
\Pi^{e}=c_{1} \Pi_{1}^{e}+c_{2} \Pi_{1}^{e+1}+\cdots+c_{n} \Pi_{1}^{n+e-1}+\cdots
$$

where $c_{n}$ is a polynomial of degree $n+e-1$ in $b_{1}, \ldots, b_{n}$. Furthermore,

$$
c_{n}=\sum_{\substack{\left(i_{1}, \ldots, i_{e}\right), i_{j} \geq 1 \\ i_{1}+i_{2}+\cdots+i_{e}=n+e-1}} b_{i_{1}} \cdots b_{i_{e}} .
$$

We have $c_{n}=p^{(n)}\left(b_{1}, \ldots, b_{n-1}\right)+e b_{1}^{e-1} b_{n}$, where $p^{(n)}\left(b_{1}, \ldots, b_{n-1}\right)$ is a polynomial in $b_{1}, \ldots, b_{n-1}$ with rational integer coefficients. Thus there exist $b_{1} \neq 0$ and $b_{2}, \ldots, b_{n}, \ldots \in k$ satisfying $c_{n}=a_{n}$ for all $n \geq 1$. It follows that $\Pi^{e}=\pi$.

Definition 5.5.13. Let $E / F$ be an extension of fields and let $\alpha \in E$. The function $T_{\alpha}: E \longrightarrow E$, defined by $T_{\alpha}(z)=\alpha z$, is an $F$-linear transformation. The characteristic polynomial of $T_{\alpha}$, namely $f_{\alpha}(x)=\operatorname{det}\left(x I-T_{\alpha}\right)$, is called the characteristic polynomial of $\alpha$.

Let $A$ be the matrix associated to $T_{\alpha}$ with respect to a basis of $E / F$.
Proposition 5.5.14. We have

$$
\begin{aligned}
N_{E / F}(\alpha) & =\text { norm of } \alpha=\operatorname{det} A=\operatorname{det} T_{\alpha}=(-1)^{n} f_{\alpha}(0)=(-1)^{n} b_{0} \\
\operatorname{Tr}_{E / F}(\alpha) & =\text { trace of } \alpha=\text { trace of } A=\text { trace of } T_{\alpha}=-b_{n-1}
\end{aligned}
$$

where $f_{\alpha}(x)=x^{n}+b_{n-1} x^{n-1}+\cdots+b_{1} x+b_{0}$.
Let $L / \ell$ be a finite extension of $K / k, \wp$ a place of $K$, and $\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ the places of $L$ above $\wp$.

Theorem 5.5.15. Let $\alpha \in$ L. If $f_{\alpha}(x)$ is the characteristic polynomial of $\alpha$ over $K$ and $f_{\alpha}^{(i)}$ is the characteristic polynomial of $\alpha \in L_{\mathcal{P}_{i}}$ over $K_{\wp}$, then $f_{\alpha}(x)=\prod_{i=1}^{h} f_{\alpha}^{(i)}(x)$.

Proof. The $K$-linear transformation $T_{\alpha}: L \longrightarrow L$, corresponds to the $K_{\wp}$-linear transformation

$$
T_{\alpha} \otimes 1: L \otimes_{K} K_{\wp} \longrightarrow L \otimes_{K} K_{\wp}
$$

Furthermore, we have $L \otimes_{K} K_{\wp} \cong \bigoplus_{i=1}^{h} L_{\mathcal{P}_{i}}$. Thus

$$
\left(T_{\alpha} \otimes 1\right)\left(x_{1}, \ldots, x_{n}\right)=\left(\alpha x_{1}, \ldots, \alpha x_{n}\right) \text { with } x_{i} \in L_{\mathcal{P}_{i}} .
$$

By Proposition 5.5.11, we can choose a basis of $L_{\mathcal{P}_{i}} / K_{\wp}$ whose members belong to $L$, and the result follows.

Now we state several corollaries.
Corollary 5.5.16. Let $e=e_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)$ and $f=d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)$. Let $y \in L_{\mathcal{P}_{i}}$ be nonzero. Then $v_{\wp}\left(N_{L_{\mathcal{P}}} / K_{\wp} y\right)=f v_{\mathcal{P}_{i}}(y)$.

Proof. Let $m=v_{\mathcal{P}_{i}}(y)$. Then $y=\omega \pi_{i}^{m}$, where $\pi_{i}$ is a prime element for $v_{\mathcal{P}_{i}}$ and $\omega$ is a unit. The norm of $\omega$ is a unit, so $N_{L_{\mathcal{P}_{i}} / K_{\wp}} y=N y=(N \omega)\left(N \pi_{i}\right)^{m}$. Now, $N \pi_{i}=\omega_{1} \pi_{i}^{e f}$ for a unity $\omega_{1}$, and $\pi_{i}^{e}=\omega_{2} \pi_{K}$ for a unit $\omega_{2}$ in $L_{\mathcal{P}_{i}}$ where $\pi_{K}$ is a prime element for $v_{\wp}$. Therefore $N y=\omega_{3} \pi_{K}^{f m}$, where $\omega_{3}$ is a unit. Thus we obtain that $v_{\wp}(N y)=f m=f v_{\mathcal{P}_{i}}(y)$.

Corollary 5.5.17. For $i=1, \ldots, h$, define

$$
N_{\mathcal{P}_{i}}=N_{L_{\mathcal{P}_{i} / K_{\wp}}}, \operatorname{Tr}_{\mathcal{P}_{i}}=\operatorname{Tr}_{L_{\mathcal{P}_{i}} / K_{\wp}}, \quad \text { and } \quad N=N_{L / K}, \quad \operatorname{Tr}=\operatorname{Tr}_{L / K}
$$

Then for $\alpha \in L$ we have

$$
\operatorname{Tr} \alpha=\sum_{i=1}^{h} \operatorname{Tr}_{\mathcal{P}_{i}} \alpha \quad \text { and } \quad N \alpha=\prod_{i=1}^{h} N_{\mathcal{P}_{i}} \alpha
$$

Proof. The statement follows from Theorem 5.5.15 and Proposition 5.5.14.
Corollary 5.5.18. Let $\alpha \in L$. Then $v_{\wp}\left(N_{L / K} \alpha\right)=\sum_{i=1}^{h} f_{i} v_{\mathcal{P}_{i}}(\alpha)$, where $f_{i}=$ $d_{L / K}\left(\mathcal{P}_{i} \mid \wp\right)$.

Proof. By Corollaries 5.5.16 and 5.5.17, we have

$$
v_{\wp}\left(N_{L / K} \alpha\right)=v_{\wp}\left(\prod_{i=1}^{h} N_{\mathcal{P}_{i}} \alpha\right)=\sum_{i=1}^{h} v_{\wp}\left(N_{\mathcal{P}_{i}} \alpha\right)=\sum_{i=1}^{h} f_{i} v_{\mathcal{P}_{i}}(\alpha) .
$$

### 5.6 Different and Discriminant

Let $L / K$ be a finite separable extension of function fields, $\mathcal{P}$ a place of $L$, and $\wp=\left.\mathcal{P}\right|_{K}$. Denote by $e$ and $f$ the ramification index and relative degree of $\mathcal{P}$ over $\wp$ respectively. By Theorem 5.4.10, $L_{\mathcal{P}}$ is separable over $K_{\wp}$ and $\left[L_{\mathcal{P}}: K_{\wp}\right]=e f$. Let $\pi_{L}$ and $\pi_{K}$ be prime elements of $v_{\mathcal{P}}$ and $v_{\wp}$ respectively, with $v_{\mathcal{P}}\left(\pi_{K}\right)=e \geq 1$.

Now consider the Galois closure $\tilde{L}$ of $L / K$, and assume that $\mathfrak{S}$ is a place in $\tilde{L}$ over $\mathcal{P}$. Let $\tilde{\ell}$ be the field of constants of $\tilde{L}$. We have the following diagram:


Let $D=D(\mathfrak{S} \mid \wp)=\operatorname{Gal}\left(\tilde{L}_{\mathfrak{S}} / K_{\wp}\right), D_{1}=D(\mathfrak{S} \mid \mathcal{P})=\operatorname{Gal}\left(\tilde{L}_{\mathfrak{S}} / L_{\mathcal{P}}\right), I=$ $I(\mathfrak{S} \mid \wp)$, and $I_{1}=I(\mathfrak{S} \mid \mathcal{P})$.

The set of classes $\operatorname{Aut}(\tilde{\ell}(\mathfrak{S}) / k(\wp)) / \operatorname{Aut}(\tilde{\ell}(\mathfrak{S}) / \ell(\mathcal{P}))$ is in bijective correspondence with $\operatorname{Aut}(\ell(\mathcal{P}) / k(\wp))$. Furthermore,

$$
\operatorname{Aut}(\tilde{\ell}(\mathfrak{S}) / k(\wp)) \cong D / I
$$

and

$$
\operatorname{Aut}(\tilde{\ell}(\mathfrak{S}) / \ell(\mathcal{P})) \cong D_{1} / I_{1}=D_{1} /\left(D_{1} \cap I\right) \cong D_{1} I / I
$$

Therefore the elements of $\operatorname{Aut}(\ell(\mathcal{P}) / k(\wp))$ are in correspondence with the cosets of

$$
(D / I) /\left(D_{1} I / I\right) \sim D / D_{1} I
$$

For $z \in \vartheta$, we denote by $\bar{z}$ its equivalence class modulo the ideal. That is, $\bar{z}$ is in the residue field. We have

$$
\begin{aligned}
\left(\overline{\operatorname{Tr}_{L_{\mathcal{P}} / K_{\wp}}(z)}\right) & =\left(\sum_{\sigma \in D / D_{1}} \overline{\sigma z}\right)=\sum_{\sigma \in D_{1} I / D_{1}} \bar{\sigma} \sum_{\theta \in D / D_{1} I} \overline{\theta z} \\
& =\left|D_{1} I / D_{1}\right|\left(\overline{\operatorname{Tr}_{\ell(\mathcal{P}) / k(\wp)}(z)}\right)
\end{aligned}
$$

Now, $\left|D_{1} I / D_{1}\right|=\left|I /\left(I \cap D_{1}\right)\right|=\left|I / I_{1}\right|=\frac{|I|}{\left|I_{1}\right|}=e(\mathcal{P} \mid \wp)=e$. It follows that

$$
\begin{equation*}
\left(\overline{\operatorname{Tr}_{L_{\mathcal{P}} / K_{\wp}}(z)}\right)=e\left(\operatorname{Tr}_{\ell(\mathcal{P}) / k(\wp)}(\bar{z})\right) . \tag{5.5}
\end{equation*}
$$

We write $\operatorname{Tr}=\operatorname{Tr}_{L_{\mathcal{P}} / K_{\wp}}$.

Theorem 5.6.1. There exists $m \geq 0$ such that if $x \in L_{\mathcal{P}}$ satisfies $v_{\mathcal{P}}(x) \geq-m$, then $v_{\wp}(\operatorname{Tr} x) \geq 0$. Also, there exists $x_{0}$ with $v_{\mathcal{P}}\left(x_{0}\right)<-m$ and $v_{\wp}\left(\operatorname{Tr} x_{0}\right)<0$.

Proof. If $v_{\mathcal{P}}(x) \geq 0$, then $x \in \vartheta_{\mathcal{P}}$. Therefore $\operatorname{Tr} x \in \vartheta_{\wp}$ and $v_{\wp}(\operatorname{Tr} x) \geq 0$ (see Corollary 5.7.6). On the other hand, let $y \in \vartheta_{\mathcal{P}}$ be such that $\operatorname{Tr} y \neq 0$. This element exists since $L_{\mathcal{P}} / K_{\wp}$ is separable. If $x \in K$ is such that $v_{\wp}(x)<-v_{\wp}(\operatorname{Tr} y)$, we have

$$
v_{\wp}(\operatorname{Tr} x y)=v_{\wp}(x \operatorname{Tr} y)=v_{\wp}(x)+v_{\wp}(\operatorname{Tr} y)<0 .
$$

Let

$$
A=\left\{n \in \mathbb{Z} \mid v_{\mathcal{P}}(x) \geq n \Longrightarrow v_{\wp}(\operatorname{Tr} x) \geq 0\right\} .
$$

Notice that $0 \in A, \mathbb{N} \subseteq A$, but there exists $n \in \mathbb{Z}$ such that $n<0$ and $n \notin A$ (for example, pick $n=n_{0}=v_{\mathcal{P}}(x y)$ above). Furthermore, if $n_{0} \notin A$, we have $n_{0}-1 \notin A$ since $v_{\mathcal{P}}(x) \geq n_{0} \Longrightarrow v_{\mathcal{P}}(x) \geq n_{0}-1$.

Let $t=\inf A$. We have $t \in \mathbb{Z}$ and $t \leq 0$. Let $m=-t$. Then $m \geq 0$ and if $x \in L_{\mathcal{P}}$ is such that

$$
v_{\mathcal{P}}(x) \geq-m=t \in A \quad \text { then } \quad v_{\wp}(\operatorname{Tr} x) \geq 0
$$

On the other hand, since $t-1 \notin A$ there exists $x \in L_{\mathcal{P}}$ with

$$
v_{\mathcal{P}}(x) \geq t-1=-m-1 \quad \text { and } \quad v_{\wp}(\operatorname{Tr} x)<0 .
$$

If $v_{\mathcal{P}}(x)>t-1$, then $v_{\mathcal{P}}(x) \geq t=-m$, which contradicts the fact that $t \in A$. Thus, $v_{\mathcal{P}}(x)=t-1=-m-1<-m$.

Definition 5.6.2. The maximum nonnegative integer satisfying Theorem 5.6 .1 is denoted by $m(\mathcal{P})$ and called the differential exponent of $\mathcal{P}$ with respect to $K$.

The importance of this exponent is that it shows up only in the presence of ramification or inseparable residue field extensions. This is stated more precisely in the following theorem:

Theorem 5.6.3. We have $m(\mathcal{P}) \geq e-1$. Furthermore, $m(\mathcal{P})>e-1$ if and only if at least one of the following two conditions holds:
(1) $p=$ char $k$ divides $e$.
(2) $\ell(\mathcal{P}) / k(\wp)$ is inseparable.

Proof. If $y \in L_{\mathcal{P}}$ satisfies $v_{\mathcal{P}}(y) \geq-(e-1)$, then since $v_{\mathcal{P}}\left(\pi_{K}\right)=e$, we have $v_{\mathcal{P}}\left(\pi_{K} y\right) \geq 1$. Therefore $\pi_{K} y \in \mathcal{P}$.

It follows that $\overline{\operatorname{Tr}\left(\pi_{K} y\right)}=e \operatorname{Tr}\left(\overline{\pi_{K} y}\right)=0$ and $\operatorname{Tr}\left(\pi_{K} y\right) \in \wp$. Hence $v_{\wp}\left(\operatorname{Tr}\left(\pi_{K} y\right)\right)=v_{\wp}\left(\pi_{K} \operatorname{Tr} y\right)=1+v_{\wp}(\operatorname{Tr} y) \geq 1$. That is, $\operatorname{Tr} y \geq 0$. We have obtained that $m(\mathcal{P}) \geq e-1$.

Now if $\ell(\mathcal{P}) / k(\wp)$ is not separable, let $y$ be such that $v_{\mathcal{P}}(y) \geq-e$. We have $\pi_{K} y \in \vartheta_{\mathcal{P}}$. Since $\operatorname{Tr}_{\ell(\mathcal{P}) / k(\wp)} \equiv 0$, we have $\overline{\operatorname{Tr} \pi_{K} y}=0$. Thus

$$
v_{\wp}\left(\operatorname{Tr} \pi_{K} y\right)=1+v_{\wp}(\operatorname{Tr} y) \geq 1 \quad \text { or, equivalently, } \quad v_{\wp}(\operatorname{Tr} y) \geq 0
$$

Hence $m(\mathcal{P}) \geq e$.
If $p \mid e$, again if $v_{\mathcal{P}}(y) \geq-e$ then $\pi_{K} y \in \vartheta_{\mathcal{P}}$ and $\overline{\operatorname{Tr}\left(\pi_{K} y\right)}=e \operatorname{Tr}\left(\overline{\pi_{K} y}\right)=0$.
Therefore $v_{\wp}(\operatorname{Tr} y) \geq 0$ and $m(\mathcal{P}) \geq e$.
Conversely, assume that $\ell(\mathcal{P}) / k(\wp)$ is a separable extension and that $p \nmid e$. Since $\ell(\mathcal{P}) / k(\wp)$ is separable, there exists $y \in \vartheta_{\mathcal{P}}$ such that $\operatorname{Tr}_{\ell(\mathcal{P}) / k(\wp)}(\bar{y}) \neq 0$.

We have

$$
\overline{\operatorname{Tr} y}=e \operatorname{Tr}_{\ell(\mathcal{P}) / k(\wp)}(\bar{y}) \neq 0 \Longrightarrow v_{\wp}(\operatorname{Tr} y)=0 \quad \text { and } \quad v_{\wp}\left(\operatorname{Tr}\left(\pi_{K}^{-1} y\right)\right)=-1 .
$$

On the other hand,

$$
v_{\mathcal{P}}\left(\pi_{K}^{-1} y\right)=-e \quad \text { and } \quad v_{\wp}\left(\operatorname{Tr}\left(\pi_{K}^{-1} y\right)\right)=-1<0 \quad \text { implies that } \quad m(\mathcal{P})<e .
$$

Since $e-1 \leq m(\mathcal{P})<e$, it follows that $m(\mathcal{P})=e-1$.
Now, since we are considering the case in which $L / K$ is separable, we have the following corollary:

Corollary 5.6.4. We have $m(\mathcal{P})=0$ for all but a finite number of places $\mathcal{P}$.
Proof. If $\mathcal{P}$ is a separable nonramified place, then $m(\mathcal{P})=e_{L / K}(\mathcal{P} \mid \wp)-1=1-1=$ 0 . By Theorem 5.2.33, the number of places $\mathcal{P}$ that are ramified or inseparable is finite.

Definition 5.6.5. The divisor $\mathfrak{D}_{L / K}=\prod_{\mathcal{P} \in \mathbb{P}_{L}} \mathcal{P}^{m(\mathcal{P})}$ is called the different of the extension.

A similar definition can be made using completions exclusively.
Definition 5.6.6. For the completions $L_{\mathcal{P}} / K_{\wp}$ we define the local different as $\mathfrak{D}_{\mathcal{P}}=$ $\hat{\mathcal{P}}^{\alpha(\mathcal{P})}$, where $\alpha(\mathcal{P})$ is the maximum integer such that $v_{\wp}(\operatorname{Tr} y) \geq 0$ whenever $y \in L_{\mathcal{P}}$ satisfies $v_{\mathcal{P}}(y) \geq-\alpha(\mathcal{P})$.

It is easy to see that $\alpha(\mathcal{P})$ is the same integer $m(\mathcal{P})$ defined before. Therefore we have the following result:
Proposition 5.6.7. Identifying the place $\mathcal{P}$ of $L$ with its completion $\hat{\mathcal{P}}$ in $L_{\mathcal{P}}$, we have $\mathfrak{D}_{L / K}=\prod_{\mathcal{P} \in \mathbb{P}_{L}} \mathfrak{D}_{\mathcal{P}}$. Furthermore, the equality $\mathfrak{D}_{\mathcal{P}}=$ (1) holds except when $\mathcal{P}$ is either ramified or inseparable.

Definition 5.6.8. We define the discriminant $\partial_{L / K}$ of the extension $L / K$ as $N_{L / K} \mathfrak{D}_{L / K}=\partial_{L / K}$. The discriminant $\partial_{L / K}$ is a divisor of $K$.

Proposition 5.6.9. A place $\wp$ divides $\partial_{L / K}$ if and only if $\wp$ is ramified or $\wp$ is inseparable, that is, if there exists a place $\mathcal{P}$ in $L$ such that $\left.\mathcal{P}\right|_{K}=\wp$ and $\mathcal{P}$ is ramified or $\ell(\mathcal{P}) / k(\wp)$ is inseparable.

Proof. The statement follows immediately from Definition 5.6.8.

### 5.7 Dedekind Domains

Now we study the differents and discriminants in Dedekind domains in order to relate them later on to our definition. By an integral domain, we understand a commutative ring with unity and without nonzero zero divisors.

Definition 5.7.1. Let $A$ be an integral domain that is not a field and let $K$ be the field of quotients of $A$. We call $A$ a Dedekind domain if it satisfies:
(i) Every nonzero prime ideal $\mathcal{P}$ is maximal.
(ii) $A$ is Noetherian.
(iii) $A$ is integrally closed. That is, if $x \in K$ satisfies a relation $x^{n}+a_{n-1} x^{n-1}+\cdots+$ $a_{1} x+a_{0}=0$ with $a_{i} \in A$, then $x \in A$.

Example 5.7.2. If $k$ is a field, then the ring $k[x]$ of polynomials in one variable is a Dedekind domain. If $K$ is any finite number field and $\vartheta_{K}$ is its ring of integers, then $\vartheta_{K}$ is a Dedekind domain. Indeed, we have $[K: \mathbb{Q}]<\infty$ and $\vartheta_{K}=$ $\{\alpha \in K \mid \operatorname{Irr}(\alpha, x, \mathbb{Q}) \in \mathbb{Z}[x]\}$.

Definition 5.7.3. Let $A$ be a Dedekind domain and let $K$ be the quotient field corresponding to $A$. An $A$-module $M \subseteq K$ is called a fractional ideal if $M \neq 0$ and $M$ is finitely generated. Equivalently, there exists $a \in A$ such that $a \neq 0$ and $a M \subseteq A$. A fractional ideal is called invertible if there exists another fractional ideal $M^{\prime}$ such that $M M^{\prime}=A$.

Theorem 5.7.4. If $A$ is a Dedekind domain, every nonzero ideal $\mathfrak{A}$ of $A$ can be written in a unique way as a product of prime ideals.

Proof. Let $\mathcal{P}$ be a nonzero prime ideal. Let

$$
\mathcal{P}^{-1}:=\{x \in K \mid x \mathcal{P} \subseteq A\}
$$

Then $\mathcal{P}^{-1}$ is an $A$-module. If $a \in \mathcal{P}$ is nonzero we have $a \mathcal{P}^{-1} \subseteq \mathcal{P} \mathcal{P}^{-1} \subseteq A$, so $\mathcal{P}^{-1}$ is a fractional ideal. Since $\mathcal{P} \mathcal{P}^{-1} \subseteq A, \mathcal{P} \mathcal{P}^{-1}=\mathfrak{A}$ is an ideal of $A$. Clearly we have $A \subseteq \mathcal{P}^{-1}$, and hence $\mathcal{P} \mathcal{P}^{-1} \supseteq \mathcal{P} A=\mathcal{P}$. Now $\mathcal{P}$ is a maximal ideal, so we must have $\mathcal{P} \mathcal{P}^{-1}=\mathcal{P}$ or $\mathcal{P} \mathcal{P}^{-1}=A$.

First we will see that $A \varsubsetneqq \mathcal{P}^{-1}$. For this purpose we will prove that every nonzero ideal $I$ of $A$ contains a product of prime ideals $\mathcal{P}_{1} \cdots \mathcal{P}_{r}$ such that $\mathcal{P}_{i} \supseteq I, 1 \leq i \leq r$. For the sake of contradiction, assume that there exists some ideal $I$ not satisfying the above property. Since $A$ is Noetherian, we can choose $I^{\prime}$ to be maximal among those ideals not satisfying the property. Clearly $I^{\prime}$ is not a prime ideal. Therefore there exist $a, b \in A \backslash I^{\prime}$ such that $a b \in I^{\prime}$. Put $\mathfrak{A}=I^{\prime}+(a)$ and $\mathfrak{B}=I^{\prime}+(b)$. We have

$$
I^{\prime} \varsubsetneqq \mathfrak{A}, \quad I^{\prime} \varsubsetneqq \mathfrak{B} \quad \text { and } \quad \mathfrak{A} \mathfrak{B} \subseteq I^{\prime}
$$

Since $I^{\prime}$ is maximal, it follows that both $\mathfrak{A}$ and $\mathfrak{B}$ contain a product of prime ideals, which in turn contain $\mathfrak{A}$ and $\mathfrak{B}$. Therefore they contain $I^{\prime}$. This contradicts our choice of $I^{\prime}$.

Now we will show that $A \varsubsetneqq \mathcal{P}^{-1}$. Let $c \in \mathcal{P}$ be such that $c \neq 0$ and $(c) \neq \mathcal{P}$. Notice that if $(c)=\mathcal{P}$, then $\left(c^{2}\right) \varsubsetneqq(c)$ since $c$ is not a unit. The ideal generated by $c$ contains a product of $r$ prime ideals $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$ such that $\mathcal{P}_{i} \supseteq(c)$. Choose $r$ to be the least integer satisfying the above property. Then

$$
\mathcal{P}_{1} \cdots \mathcal{P}_{r} \subseteq(c) \varsubsetneqq \mathcal{P}
$$

Since $\mathcal{P}$ is a prime ideal, $\mathcal{P}$ must contain some $\mathcal{P}_{i}$, say $\mathcal{P}_{1}$ (otherwise if $\mathcal{P}_{i} \nsubseteq \mathcal{P}$ for all $1 \leq i \leq r$, let $\left.a_{i} \in \mathcal{P}_{i} \backslash \mathcal{P}, a=a_{1} \cdots a_{r} \in \mathcal{P}_{1} \cdots \mathcal{P}_{r}, a \notin \mathcal{P}\right)$.

Since $\mathcal{P}_{1} \subseteq \mathcal{P}$ and $\mathcal{P}_{1}$ is maximal, we have $\mathcal{P}=\mathcal{P}_{1}$. Observe that $r>1$ since otherwise $r=1$ and $\mathcal{P} \supseteq(c) \supseteq \mathcal{P}$, which would imply that $(c)=\mathcal{P}$. Since $r$ is minimum, we have $(c) \nsupseteq \mathcal{P}_{2} \ldots \mathcal{P}_{r}$. Let $a \in \mathcal{P}_{2} \ldots \mathcal{P}_{r}$ be such that $a \notin(c)$. Then $\frac{a}{c} \notin A$ and

$$
\left(\frac{a}{c}\right) \mathcal{P} \subseteq\left(\frac{1}{c}\right) \mathcal{P}(a) \subseteq\left(\frac{1}{c}\right) \mathcal{P}_{1} \mathcal{P}_{2} \cdots \mathcal{P}_{r}=\left(\frac{1}{c}\right)(c) \subseteq A .
$$

Therefore $\frac{a}{c} \in \mathcal{P}^{-1} \backslash A$.
Therefore, $A \varsubsetneqq \mathcal{P}^{-1}$. Now, if $\mathcal{P} \mathcal{P}^{-1}=\mathcal{P}$, then $\mathcal{P} \mathcal{P}^{-2}=\mathcal{P} \mathcal{P}^{-1}=\mathcal{P}$. It follows that in general, $\mathcal{P} \mathcal{P}^{-n}=\mathcal{P}$ for all $n \geq 1$. Hence, if $a \in \mathcal{P}$ and $b \in \mathcal{P}^{-1}$ are such that $a \neq 0$ and $b \notin A$, we have $a b^{n} \in \mathcal{P}$ for all $n \geq 0$. Put $J=\left\langle a b^{n} \mid n \geq 0\right\rangle$ and $J_{n}=\left\langle a, a b, a b^{2}, \ldots, a b^{n}\right\rangle$. We have $I \subseteq \mathcal{P}$ and $J_{m} \subseteq J_{m+1}$ for all $m$. Since $A$ is Noetherian, there exists $n$ such that $J_{n}=J_{n-1}$. In other words, there exist $c_{0}, \ldots, c_{n-1} \in A$ such that $a b^{n}=\sum_{i=0}^{n-1} c_{i} a b^{i}$. Equivalently, $b^{n}=\sum_{i=0}^{n-1} c_{i} b^{i}$ with all $c_{i} \in A$, which implies that $b \in A$, a contradiction. Therefore $\mathcal{P} \mathcal{P}^{-1}=A$.

Now we will see that every nonzero ideal $\mathfrak{A}$ of $A$ can be written in a unique way as a product of prime ideals. First we will show the existence.

If $\mathfrak{A}=A$, then $\mathfrak{A}=\mathcal{P}^{0}$, where $\mathcal{P}$ is a prime ideal. Assume that $\mathfrak{A} \neq A$ and let $\mathcal{P}_{1} \cdots \mathcal{P}_{r} \subseteq \mathfrak{A}$ with $\mathcal{P}_{i} \supseteq \mathfrak{A}, i=1, \ldots, r$, and assume that $r$ is the minimum integer satisfying this condition. We will demonstrate the existence by induction on $r$. If $r=1$, then $\mathcal{P}_{1} \supseteq \mathfrak{A} \supseteq \mathcal{P}_{1}$ and therefore $\mathcal{P}_{1}=\mathfrak{A}$. Now suppose $r>1$. Let $\mathcal{P}$ be maximal such that $\mathcal{P}_{1} \cdots \mathcal{P}_{r} \subseteq \mathfrak{A} \subseteq \mathcal{P}$, so that $\mathcal{P}$ contains some $\mathcal{P}_{i}$, say $\mathcal{P}_{1}$. Thus

$$
\mathcal{P}_{1}=\mathcal{P} \quad \text { and } \quad \mathcal{P} \mathcal{P}_{2} \cdots \mathcal{P}_{r} \subseteq \mathfrak{A} \subseteq \mathcal{P}
$$

Multiplying by $\mathcal{P}^{-1}$, we have $\mathcal{P}_{2} \cdots \mathcal{P}_{r} \subseteq \mathcal{P}^{-1} \mathfrak{A} \subseteq A$. Therefore $\mathcal{P}^{-1} \mathfrak{A}=\mathfrak{S}_{1} \cdots \mathfrak{S}_{s}$ is a product of prime ideals, and $\mathfrak{A}=\mathcal{P} \mathfrak{S}_{1} \ldots \mathfrak{S}_{s}$.

Now we will see the uniqueness. Assume

$$
\mathfrak{A}=\mathcal{P}_{1} \ldots \mathcal{P}_{r}=\mathcal{P}_{1}^{\prime} \ldots \mathcal{P}_{s}^{\prime}
$$

If $r=1$ or $s=1$, say $r=1$, we have $\mathfrak{A}=\mathcal{P}_{1}=\mathcal{P}_{1}^{\prime} \cdots \mathcal{P}_{s}^{\prime}$. Therefore there exists some index $i$ such that $\mathcal{P}_{i}^{\prime} \subseteq \mathcal{P}_{1}=\mathcal{P}$, say $\mathcal{P}_{1}^{\prime} \subseteq \mathcal{P}$, which implies $\mathcal{P}_{1}^{\prime}=\mathcal{P}$. Therefore, $\mathfrak{A}=\mathcal{P}=\mathcal{P} \mathcal{P}_{2}^{\prime} \cdots \mathcal{P}_{s}^{\prime}$. Multiplying by $\mathcal{P}^{-1}$, we obtain $A=\mathcal{P}_{2}^{\prime} \cdots \mathcal{P}_{s}^{\prime}$, so $s-1=0$. Indeed, otherwise $\mathcal{P}_{2}^{\prime} \cdots \mathcal{P}_{s}^{\prime}$ would be a proper ideal. Now assume that $r>1$ and $s>1$. We have $\mathcal{P}_{1} \supseteq \mathcal{P}_{1} \ldots \mathcal{P}_{r}=\mathcal{P}_{1}^{\prime} \ldots \mathcal{P}_{s}^{\prime}$ and, as before, $\mathcal{P}_{1}^{\prime}=\mathcal{P}_{1}$. Multiplying by $\mathcal{P}_{1}^{-1}$ we obtain

$$
\mathcal{P}_{2} \cdots \mathcal{P}_{r}=\mathcal{P}_{2}^{\prime} \cdots \mathcal{P}_{s}^{\prime}
$$

By the induction hypothesis we have $r=s$ and $\mathcal{P}_{i}^{\prime}=\mathcal{P}_{i}$, for $i=2, \ldots, r=s$.
Now consider $M$ to be an arbitrary fractional ideal. Let $a \in A$ be such that $a \neq 0$ and $a M=\mathfrak{A} \subseteq A$. By Theorem 5.7.4, $a M=\mathcal{P}_{1} \ldots \mathcal{P}_{r}$. Setting $(a)=\mathfrak{S}_{1} \ldots \mathfrak{S}_{s}$, we obtain for $M$ an expression $M=\mathcal{P}_{1} \cdots \mathcal{P}_{r} \mathfrak{S}_{1}^{-1} \ldots \mathfrak{S}_{s}^{-1}$. In other words, every fractional ideal $M$ is expressed as a product $\mathcal{P}_{1}^{\alpha_{1}} \cdots \mathcal{P}_{r}^{\alpha_{r}}$ of prime ideals, where each $\mathcal{P}_{i}$ is a prime ideal of $A$ and $\alpha_{i} \in \mathbb{Z}$.

Now we assume that there exist two different expressions:

$$
\mathcal{P}_{1}^{\alpha_{1}} \cdots \mathcal{P}_{r}^{\alpha_{r}}=\mathcal{P}_{1}^{\prime \beta_{1}} \cdots \mathcal{P}_{r}^{\prime \beta_{r}}
$$

Writing positive and negative powers separately, we have

$$
M=\mathfrak{A} \mathfrak{B}^{-1}=\mathfrak{C} \mathfrak{D}^{-1}, \quad \text { where } \quad \mathfrak{A}, \mathfrak{B}, \mathfrak{C}, \mathfrak{D} \quad \text { are ideals of } A
$$

Therefore $\mathfrak{A D}=\mathfrak{B C}$. By the uniqueness of the ideals of $A$ and since neither $\mathfrak{A}$ and $\mathfrak{B}$ nor $\mathfrak{C}$ and $\mathfrak{D}$ have any common factors, it follows that $\mathfrak{A}=\mathfrak{C}$ and $\mathfrak{B}=\mathfrak{D}$. The uniqueness is proved, and we have the following theorem:

Theorem 5.7.5. Every fractional ideal of A can be written in a unique way as a product of prime ideals of $A$ with powers in $\mathbb{Z}$.

Corollary 5.7.6. The set of fractional ideals of A form a free abelian group whose generators are the nonzero prime ideals of $A$.

Theorem 5.7.7. Let A be a Dedekind domain and let $K$ be the field of quotients of $A$. Let $L / K$ be a finite extension with $[L: K]=n$. Put

$$
B=\{\alpha \in L \mid \operatorname{Irr}(\alpha, x, K) \in A[x]\} .
$$

Then $B$ is a Dedekind domain called the integral closure of $A$ in $L$.
Proof. We present the proof when $L / K$ is separable. The proof of the general case can be found in [78, Chapter I, Theorem 6.1]. Let $\mathrm{Tr}: L \rightarrow K$ be the trace map. Since $L / K$ is a separable extension, it follows that $\operatorname{Tr}$ is surjective. If $x \in B$, the conjugate elements of $x$ have the same irreducible polynomials as $x$. Therefore $\operatorname{Tr} x \in A$. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a basis of $L / K$ with $e_{i} \in B$ (it is easy to see that if $\alpha \in L$, there exists $a \in A$ such that $a \neq 0$ and $a \alpha \in B$ ). Let $C$ be the $A$-free module generated by $\left\{e_{1}, \ldots, e_{n}\right\}$, that is, $C=\bigoplus_{i=1}^{n} A e_{i}$. For any $A$-submodule $M \subseteq L$, let $M^{*}=$ $\{x \in L \mid \operatorname{Tr}(x y) \in A$ for all $y \in M\}$.

We have $C \subseteq B \subseteq B^{*} \subseteq C^{*}$. Since $C^{*}$ is the $A$-free module generated by the dual basis of $\left\{e_{1}, \ldots, e_{n}\right\}$ with respect to the nondegenerate bilinear form $\operatorname{Tr}(x y)$, it follows that $C^{*}$ is Noetherian. Therefore $B$ is finitely generated as an $A$-module. In particular, $B$ is Noetherian.

Now, if $\alpha \in L$ satisfies

$$
\alpha^{n}+b_{n-1} \alpha^{n-1}+\cdots+b_{1} \alpha+b_{0}=0 \quad \text { with each } \quad b_{i} \in B
$$

then the $A$-module $A[\alpha]$ is finitely generated since $B$ is. Set

$$
A[\alpha]=\left\langle x_{1}, x_{2}, \ldots, x_{m}\right\rangle
$$

Then $\alpha x_{i}=\sum_{j=1}^{m} a_{i j} x_{j}$ for $1 \leq i \leq m$. Therefore

$$
\sum_{j=1}^{m}\left(\delta_{i j} \alpha-a_{i j}\right) x_{j}=0, \quad \text { where } \quad \delta_{i j}=\left\{\begin{array}{l}
1 \text { if } i=j \\
0 \text { if } i \neq j
\end{array}\right.
$$

In terms of matrices we have

$$
\left[\begin{array}{cccc}
\alpha-a_{11} & -a_{12} & \cdots & -a_{1 m} \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
\cdot & \cdot & \cdots & \cdot \\
-a_{m 1} & -a_{m 2} & \cdots & \alpha-a_{m m}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
\cdot \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\cdot \\
\cdot \\
\cdot \\
0
\end{array}\right]
$$

If $M=\left[\delta_{i j} \alpha-a_{i j}\right]_{1 \leq i, j \leq m}$, let $N$ be the adjoint matrix of $M$. Then $N M=$ $(\operatorname{det} M) I_{n}$ and $(\operatorname{det} M) x_{i}=0$ for $1 \leq i \leq m$. But $1 \in A \subseteq A[\alpha]$ implies that $(\operatorname{det} M) 1=\operatorname{det} M=0$. On the other hand,

$$
\operatorname{det} M=\alpha^{n}+c_{n-1} \alpha^{n-1}+\cdots+c_{1} \alpha+c_{0}=0
$$

with $c_{i} \in A$, so $\alpha \in B$. Therefore $B$ is integrally closed.
Finally, let $\mathcal{P}$ be a nonzero prime ideal of $B$. Assume for the sake of contradiction that $\mathcal{P}$ is not maximal, and let $\mathfrak{S}$ be a maximal ideal such that $\mathcal{P} \varsubsetneqq \mathfrak{S} \varsubsetneqq B$. Now $\mathcal{P} \cap A$ is a nonzero prime ideal of $A$, and so is $\mathfrak{S} \cap A$. Since $A$ is a Dedekind domain and $\mathcal{P} \cap A$ is a prime ideal of $A$ we have $\mathcal{P} \cap A=\mathfrak{S} \cap A$. Let $x \in \mathfrak{S} \backslash \mathcal{P}$. Then $x \in B$ and $x$ satisfies a relation

$$
x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}=0, \quad \text { with } \quad a_{i} \in A \quad \text { and } \quad a_{0} \neq 0
$$

We have $a_{0} \in A \cap \mathfrak{S}=A \cap \mathcal{P}$, which means that

$$
a_{0}=-x\left(x^{n-1}+a_{n-1} x^{n-2}+\cdots+a_{2} x+a_{1}\right) \in \mathcal{P}
$$

Since $x \notin \mathcal{P}$, we have

$$
x^{n-1}+a_{n-1} x^{n-2}+\cdots+a_{2} x+a_{1} \in \mathcal{P}
$$

Therefore $a_{1} \in \mathfrak{S} \cap A=\mathcal{P} \cap A$, which implies

$$
x\left(x^{n-2}+a_{n-1} x^{n-3}+\cdots+a_{3} x+a_{2}\right) \in \mathcal{P}
$$

and so on. It follows that $a_{0}, \ldots, a_{n-1} \in \mathcal{P}$. Thus, we obtain that $x+a_{n-1} \in \mathcal{P}$, and consequently $x \in \mathcal{P}$, which is absurd. This proves that $\mathcal{P}$ is in fact maximal, and $B$ is a Dedekind domain.

### 5.7.1 Different and Discriminant in Dedekind Domains

The module $B^{*}$ defined in the proof of Theorem 5.7 .7 is a finitely generated $A$-module. Since $B \subseteq B^{*} \subseteq L$, the $B$-module $B^{*}$ is finitely generated, and hence $B^{*}$ is a fractional ideal. The inverse of this module is the different. More precisely:
Definition 5.7.8. Let $A$ be a Dedekind domain and put $K=$ quot $A$. Let $L / K$ be a separable finite extension and $B$ the integral closure of $A$ in $L$. Define

$$
\mathfrak{D}_{B / A}^{-1}:=\{x \in L \mid \operatorname{Tr}(x y) \in A \text { for all } y \in B\}
$$

It is easy to see that $\mathfrak{D}_{B / A}^{-1}$ is a fractional $B$-module whose inverse $\mathfrak{D}_{B / A}$ is an ideal of $B$, called the different of $B$ over $A$.

The norm $N_{L / K} \mathfrak{D}_{B / A}$ is an ideal of $A$ called the discriminant of $B$ over $A$.
We will now study the case of function fields in order to relate the two definitions of different.

Let $K / k$ be a function field and let $x \in K \backslash k$. Then $K / k(x)$ is a finite extension.
Clearly, $k[x]$ is a Dedekind domain. Note that there exists a one-to-one correspondence between the prime ideals of $k[x]$ (considered as a ring) and the places of $k(x)$ distinct from the infinite place $\wp_{\infty}$, that is, from the place given by $(x)_{k(x)}=\frac{\wp_{0}}{\wp_{\infty}}$. More precisely, if $\wp$ is a place of $k(x)$ and $\wp \neq \wp \infty$, the ring $\vartheta_{\wp}$ is the localization of $k[x]$ at a prime ideal $(f(x))$ of $k[x]$ (see Section 2.4) and the prime ideal $\wp=(f(x))$ corresponds to the ideal $\wp \vartheta_{\wp}$. Let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$ be the places of $K$ over $\wp \infty$.
Theorem 5.7.9. The integral closure of $k[x]$ in $K$ is $\bigcap \vartheta_{\mathcal{P}}$, where $\mathcal{P}$ runs through all the places of $K$ distinct from $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$.
Proof. Let $\vartheta$ be the integral closure of $k[x]$ in $K$. If $\alpha \in \vartheta$, we have

$$
\alpha^{n}+p_{n-1}(x) \alpha^{n-1}+\cdots+p_{1}(x) \alpha+p_{0}(x)=0 \quad \text { with } \quad p_{i}(x) \in k[x] .
$$

It follows that if $\mathcal{P} \notin\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}\right\}$, then $v_{\mathcal{P}}\left(p_{i}(x)\right) \geq 0$ for each $i$. Therefore $v_{\mathcal{P}}(\alpha) \geq 0$ and $\alpha \in \vartheta_{\mathcal{P}}$ whenever $\mathcal{P}$ is distinct from all the $\mathcal{P}_{i}$ 's. Thus $\vartheta \subseteq \bigcap_{\mathcal{P} \notin\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}\right\}} \vartheta_{\mathcal{P}}$.

Conversely, let $\alpha \in \bigcap_{\mathcal{P} \notin\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}\right\}} \vartheta_{\mathcal{P}}$ and

$$
f(T)=\operatorname{Irr}(\alpha, T, k(x))=T^{n}+a_{n-1} T^{n-1}+\cdots+a_{1} T+a_{0} \quad \text { with } \quad a_{i} \in k(x)
$$

Let $\tilde{K}$ be the normal closure of $K / k(x)$ and let $\alpha^{(1)}=\alpha, \alpha^{(2)}, \ldots, \alpha^{(n)}$ be the distinct conjugates of $\alpha$. Then each $a_{i}$ is a symmetric function of $\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(n)}$, and for any irreducible polynomial $f(x) \in k[x], v_{f}\left(a_{i}(x)\right) \geq 0$. Indeed, all extensions $\mathcal{P}$ that are not extensions of $\wp_{\infty}$ satisfy $v_{\mathcal{P}}\left(a_{i}\right) \geq 0$. This proves that $a_{i}(x) \in k[x]$. Therefore $\alpha$ is integral over $k[x]$.

Theorem 5.7.10. Let $K / k$ be any function field and let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}, r \geq 1$, be any finite set of distinct prime divisors. Then there exists an element $x$ of $K$ whose poles are precisely $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$, i.e., $v_{\mathcal{P}_{i}}(x)<0$ for $1 \leq i \leq r$ and $v_{\mathcal{P}}(x) \geq 0$ for all $\mathcal{P} \notin\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}\right\}$.

Proof. By the Riemann-Roch theorem, there exist $x_{i} \in K \backslash k$ and $n_{i}>0$ such that $\mathfrak{N}_{x_{i}}=\mathcal{P}_{i}^{n_{i}}$ (Corollary 3.5.8). Clearly, $x=x_{1}+\cdots+x_{r}$ is the element satisfying the required property.

Corollary 5.7.11. Let $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}, r \geq 1$, be any set of places of $K$. If $\vartheta=$ $\bigcap_{\mathcal{P} \notin\left\{\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}\right\}} \vartheta_{\mathcal{P}}$, there exists $x \in K \backslash k$ such that $\vartheta$ is the integral closure of $k[x]$ in K. In particular, $\vartheta$ is a Dedekind domain.

Proof. Let $x$ be given by the previous theorem. Then $\wp_{\infty}=\mathcal{P}_{1}^{n_{1}} \cdots \mathcal{P}_{r}^{n_{r}}$, and hence $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$ are precisely the prime divisors of $K$ above the infinite prime $\wp_{\infty}$ of $k(x)$.

It follows from the above that given a finite collection of prime divisors $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$ of $K, A=\bigcap_{\left.\mathcal{P}_{\notin\left\{\mathcal{P}_{1}\right.}, \ldots, \mathcal{P}_{r}\right\}} \vartheta_{\mathcal{P}}$ is a Dedekind domain whose prime ideals are in bijective correspondence with the prime divisors of $K$ distinct from $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$; indeed, if $\mathcal{P}$ is a prime ideal of $A$, then $A_{\mathcal{P}}$ is a valuation ring of $K$. Therefore $A_{\mathcal{P}}=\vartheta_{\mathcal{P}}$, for some $\mathcal{P}^{\prime}$ and $\mathcal{P} A_{\mathcal{P}}=\mathcal{P}^{\prime} \vartheta_{\mathcal{P}^{\prime}}$ and conversely. In view of this correspondence we may assume that the prime ideals of $A$ are the places of $K$ distinct from $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$.

In what follows, the set of prime divisors $T=\left\{\wp_{1}, \ldots, \wp_{r}\right\}$ of $K$ will be fixed.
Let $L / K$ be a finite separable extension of $K$ and $T^{*}=\{\mathcal{P} \mid \mathcal{P}$ is a place of $L, \mathcal{P} \mid \wp_{i}$ for some $\left.1 \leq i \leq r\right\}$. Put $\vartheta_{K}=\bigcap_{\wp \notin T} \vartheta_{\wp}$ and let $\vartheta_{L}$ be the integral closure of $\vartheta_{K}$ in $L$. It is easy to see that $\vartheta_{L}=\bigcap_{\mathcal{P} \notin T^{*}} \vartheta_{\mathcal{P}}$ (Exercise 5.10.25). Let $\mathfrak{D}_{L / K}$ be the different as defined in Definition 5.6.5 and let $\mathfrak{D}_{L / K}^{\prime}$ be the different according to Definition 5.7.8, with $\mathfrak{D}_{L / K}^{\prime}=\mathfrak{D}_{\vartheta_{L} / \vartheta_{K}}$.

Theorem 5.7.12. $\mathfrak{D}_{L / K}=\mathfrak{D}_{L / K}^{\prime} \prod_{\mathcal{P} \in T^{*}} \mathcal{P}^{\alpha \mathcal{P}}$ for some $\alpha_{\mathcal{P}} \geq 0$.
Proof. First note that if $S$ is a multiplicative set of a Dedekind domain, then $S^{-1} A$ is a Dedekind domain (Exercise 5.10.24).

By Exercise 5.10.26, if $A$ is a Dedekind domain and $K=$ quot $A, L / K$ is a finite separable extension, and $B$ is the integral closure of $A$ in $L$, then $S^{-1} B$ is the integral closure of $S^{-1} A$ in $L$. We have $S^{-1} \mathfrak{D}_{B / A}=\mathfrak{D}_{S^{-1} B / S^{-1} A}$ since if $x \in \mathfrak{D}_{B / A}^{-1}$,

$$
\operatorname{Tr}(x B) \subseteq A \Longrightarrow \operatorname{Tr}\left(S^{-1} x B\right)=S^{-1} \operatorname{Tr}(x B) \subseteq S^{-1} A
$$

and conversely.
Applying the above argument to an arbitrary prime $\wp$ of $A$, we consider $S=A \backslash \wp$ and we set $S^{-1} \mathfrak{D}_{L / K}^{\prime}=S^{-1} \mathfrak{D}_{\vartheta_{L} / \vartheta_{K}}=\mathfrak{D}_{\left(\vartheta_{L}\right)_{\wp} /\left(\vartheta_{K}\right)_{\wp}}$.

Now since $A$ is a Dedekind domain, $A_{\wp}$ is a discrete valuation ring. In fact, if $\pi \in \wp \backslash \wp^{2}$ we have $(\pi)=\pi A=\wp \mathfrak{A}$ with $(\mathfrak{A}, \wp)=(1)$, so that $(A \backslash \wp) \cap \mathfrak{A} \neq \emptyset$. Therefore $\mathfrak{A} A_{\wp}=A_{\wp}$. Consequently $\pi A_{\wp}=\wp A_{\wp} \mathfrak{A} A_{\wp}=\wp A_{\wp}$. This shows that the maximal ideal $\wp A_{\wp}$ is principal. Next, if $\mathfrak{B} A_{\wp}$ is any nontrivial ideal of $A$, then $\mathfrak{B} A=\wp^{n} \mathfrak{C}$ with $(\mathfrak{C}, \wp)=(1), n \geq 0$, so

$$
\mathfrak{B} A_{\wp}=\wp{ }^{n} A_{\wp} \mathfrak{C} A_{\wp}=\wp \wp^{n} A_{\wp}=\left(\pi^{n}\right) A_{\wp} .
$$

Hence $A_{\wp}$ is a valuation ring. Furthermore, $A_{\wp}=\vartheta_{\wp}$. If $\mathcal{P}$ is any prime ideal of $B$ over $\wp$, we have $B_{\mathcal{P}}=\vartheta_{\mathcal{P}}$, from which we obtain that the completions of $\hat{B}_{\mathcal{P}}$ and $\hat{\vartheta}_{\mathcal{P}}$ are the same, whence we have $v_{\mathcal{P}}\left(\mathfrak{D}_{L / K}\right)=v_{\mathcal{P}}\left(\mathfrak{D}_{\mathcal{P}}\right)=v_{\mathcal{P}}\left(\mathfrak{D}_{\hat{B}_{\mathcal{P}} / \hat{A}_{\mathcal{P}}}\right)$ by definition.

We will demonstrate the following: If $A_{\wp}$ is a discrete valuation ring and $\mathcal{P}$ is an ideal above the maximal ideal $\wp$ of $A_{\wp}$, let $\hat{A} \wp$ and $\hat{B}_{\mathcal{P}}$ be the corresponding completions. Then $\mathfrak{D}_{B_{\wp} / A_{\wp}} \hat{\mathcal{B}}_{\mathcal{P}}=\mathfrak{D}_{\hat{B}_{\mathcal{P}} / \hat{A}_{\wp}}$.

To prove the latter statement, it suffices to show that $v_{\mathcal{P}}\left(\mathfrak{D}_{B_{\wp} / A_{\wp}}\right)=v_{\mathcal{P}}\left(\mathfrak{D}_{\hat{B}_{\mathcal{P}} / \hat{A}_{\wp}}\right)$.
Let $\operatorname{Tr}$ be the trace of $L$ to $K$, and let $\operatorname{Tr} \mathcal{P}_{\mathcal{P}}$ be the trace of $L_{\mathcal{P}}$ to $K_{\wp}$. By Corollary 5.5.17 we have $\operatorname{Tr}=\sum_{i=0}^{h} \operatorname{Tr}_{\mathcal{P}_{i}}$, where $\mathcal{P}_{1}, \ldots, \mathcal{P}_{h}$ are all the primes of $B$ dividing $\wp$. We write $\mathcal{P}=\mathcal{P}_{1}$. Let $x \in L_{\mathcal{P}}$ and assume that $\operatorname{Tr}_{\mathcal{P}}\left(x \hat{\mathcal{B}}_{\mathcal{P}}\right) \subseteq \hat{A}_{\wp}$, that is, $x \in \mathfrak{D}_{\hat{B}_{\mathcal{P}} / \hat{A}_{\mathscr{P}}}^{-1}$. It follows from the approximation theorem (Theorem 2.5.3) that there exists $\xi \in L$ such that

$$
|\xi-x|_{\mathcal{P}}<\varepsilon \quad \text { and } \quad|\xi|_{\mathcal{P}_{i}}<\varepsilon, \quad 2 \leq i \leq h, \quad \text { for some small enough } \varepsilon .
$$

For $y \in B_{\wp}$, there exists $\varepsilon^{\prime}$ small enough such that $\left|\operatorname{Tr}_{\mathcal{P}_{i}}(\xi y)\right|_{\wp \mathcal{B}}<\varepsilon^{\prime}$ for $2 \leq i \leq h$, and $\operatorname{Tr}_{\mathcal{P}}(\xi y) \in A$ (because the local trace is a continuous function). Therefore $\xi \in$ $\mathfrak{D}_{B_{\wp} / A_{\wp}}^{-1}$, and we obtain $\overline{\mathfrak{D}_{B_{\wp} / A_{\wp}}^{-1}} \supseteq \mathfrak{D}_{\hat{B}_{\mathcal{P}} / \hat{A}_{\wp}}^{-1}$, where the bar denotes closure in $L_{\mathcal{P}}$.

Conversely, let $x \in \mathfrak{D}_{B_{\wp} / A_{\wp}}^{-1}$ and $y \in \hat{B}_{\mathcal{P}}$. Write $\mathfrak{D}_{B_{\mathcal{P}} / A_{\mathscr{\rho}}}=\mathcal{P}_{1}^{n_{1}} \cdots \mathcal{P}_{h}^{n_{h}}$ for $n_{i} \geq 0$. Then $x \in \mathfrak{D}_{B_{\mathscr{Q}} / A_{\mathscr{Q}}}^{-1}$ if and only if $v_{\mathcal{P}_{i}}(x) \geq-n_{i}$ for $1 \leq i \leq h$.

Let $\xi \in L$ be such that $v_{\mathcal{P}_{1}}(\xi-x)=m_{1}>v_{\mathcal{P}_{1}}(x)$ and $v_{\mathcal{P}_{i}}(\xi-x)=m_{i} \gg 0$. Notice that in particular, $\xi \in \mathfrak{D}_{B_{\mathcal{\rho}} / A_{\wp}}^{-1}$.

Now let $\eta \in B_{\wp}$ be such that $\eta$ is very close to $y$ with respect to $\mathcal{P}_{1}$ and very close to 0 with respect to $\mathcal{P}_{2}, \ldots, \mathcal{P}_{h}$. Since $\xi \in \mathfrak{D}_{B_{\wp} / A_{\wp}}^{-1}$ and $\eta \in B_{\wp}$, we have $\operatorname{Tr}(\xi \eta) \in A_{\wp}$. On the other hand, for $1 \leq i \leq r, \operatorname{Tr}_{\mathcal{P}_{i}}(\xi \eta) \in \hat{A}_{\wp}$, since $\operatorname{Tr}_{\mathcal{P}_{i}}$ is continuous and $\xi$ and $\eta$ are very close to 0 . Hence $\left|\operatorname{Tr}_{\mathcal{P}_{i}}(\xi \eta)\right|_{\wp}<1$ for $2 \leq i \leq r$.

Since $\operatorname{Tr}(\xi \eta)=\operatorname{Tr}_{\mathcal{P}_{1}}(\xi \eta)+\sum_{i=2}^{h} \operatorname{Tr}_{\mathcal{P}_{i}}(\xi \eta) \in \hat{A}_{\wp}$, we have $\operatorname{Tr}_{\mathcal{P}_{1}}(\xi \eta) \in \hat{A}_{\wp}$. On the other hand, $|\xi \eta-x y|_{\mathcal{P}_{1}}<\varepsilon$ implies $\operatorname{Tr}_{\mathcal{P}_{1}}(x y) \in \hat{A} \wp$ and $x \in \mathfrak{D}_{\hat{B}_{\mathcal{P}} / \hat{A}_{\S}}^{-1}$. Thus we have $\mathfrak{D}_{B_{\wp} / A_{\mathscr{\wp}}}^{-1} \hat{B}_{\mathcal{P}} \subseteq \mathfrak{D}_{\hat{B}_{\mathcal{P}} / \hat{A}_{\mathcal{S}}}^{-1}$.

Therefore, $\mathfrak{D}_{B_{\mathcal{P}} / A_{\varphi}}$ is dense in $\mathfrak{D}_{\hat{B}_{\mathcal{P}} / \hat{A}_{\wp}}$, from which we obtain the result.
Finally, we have

$$
v_{\mathcal{P}}\left(\mathfrak{D}_{L / K}^{\prime}\right)=v_{\mathcal{P}}\left(\mathfrak{D}_{B / A}^{\prime}\right)=v_{\mathcal{P}}\left(\mathfrak{D}_{B_{\mathscr{\beta}} / A_{\mathscr{P}}}\right)=v_{\mathcal{P}}\left(\mathfrak{D}_{\hat{B}_{\mathcal{P}} / \hat{A}_{\mathscr{P}}}\right)=v_{\mathcal{P}}\left(\mathfrak{D}_{L / K}\right),
$$

which is what we wanted to prove.
Remark 5.7.13. Theorem 5.7.12 can be used to obtain the different of $L / K$ by means of the differents of certain Dedekind domains. For instance, if we take $A_{1}=\bigcap_{\wp \neq \wp_{1}} \vartheta_{\wp}$, $A_{2}=\bigcap_{\wp \neq \wp_{2}} \vartheta_{\wp}$, then

$$
\mathfrak{D}_{L / K}=\mathfrak{D}_{B_{1} / A_{1}} \prod_{\mathcal{P} \mid \wp_{1}} \mathcal{P}^{\alpha \mathcal{P}}, \quad \mathfrak{D}_{L / K}=\mathfrak{D}_{B_{2} / A_{2}} \prod_{\mathcal{P} \mid \wp_{2}} \mathcal{P}^{\beta_{\mathcal{P}}},
$$

so $\mathfrak{D}_{L / K}$ is the least common multiple of $\mathfrak{D}_{B_{1} / A_{1}}$ and $\mathfrak{D}_{B_{2} / A_{2}}$.
By proving Theorem 5.7.12 we have also obtained the following:
Proposition 5.7.14. Assume that $A$ is a discrete valuation ring with maximal ideal $\mathfrak{p}$. Let $K:=$ quot $A, L / K$ be a finite separable extension, $B$ the integral closure of $A$ in $L$, and $\mathfrak{P}$ is any ideal of $B$ above $\mathfrak{p}$. Denote by $\hat{A}$ and $\hat{B}$ the completions of $A$ and $B$ at $\mathfrak{p}$ and $\mathfrak{P}$ respectively. Then $\mathfrak{D}_{B / A} \hat{B}=\mathfrak{D}_{\hat{B} / \hat{A}}$.

Theorem 5.7.15. Let $K \subseteq L \subseteq M$ be a tower of finite separable extensions offunction fields. Then

$$
\mathfrak{D}_{M / K}=\mathfrak{D}_{M / L} \operatorname{con}_{L / M} \mathfrak{D}_{L / K}
$$

Proof. Since the number of ramified or inseparable places is finite (Theorem 5.2.33), we may take $A=\cap \vartheta_{\wp}$, where $\wp$ runs through any set containing all inseparable and ramified prime divisors. Then by Theorem 5.7.12, it suffices to demonstrate that $\mathfrak{D}_{C / A}=\mathfrak{D}_{C / B} \operatorname{con}_{B / C} \mathfrak{D}_{B / A}$, where $B$ is the integral closure of $A$ in $L$ and $C$ is the integral closure of $A$ in $M$.

Assume that $R$ is any Dedekind domain, $F=$ quot $R, E / F$ is a finite separable extension, and $S$ is the integral closure of $R$ in $E$. For a fractional ideal $\mathfrak{B}$ of $S$, we have

$$
\begin{aligned}
\operatorname{Tr} \mathfrak{B} \subseteq \mathfrak{A} & \Longleftrightarrow \mathfrak{A}^{-1} \operatorname{Tr} \mathfrak{B} \subseteq R \Longleftrightarrow \operatorname{Tr}\left(\mathfrak{A}^{-1} \mathfrak{B}\right) \subseteq R \Longleftrightarrow \mathfrak{A}^{-1} \mathfrak{B} \subseteq \mathfrak{D}_{S / R}^{-1} \\
& \Longleftrightarrow \mathfrak{B} \subseteq \mathfrak{A} \mathfrak{D}_{S / R}^{-1}
\end{aligned}
$$

Now, coming back to our case, we have

$$
\begin{aligned}
\mathfrak{C} \subseteq \mathfrak{D}_{C / B}^{-1} & \Longleftrightarrow \operatorname{Tr}_{M / L}(\mathfrak{C}) \subseteq B \Longleftrightarrow \mathfrak{D}_{B / A}^{-1} \operatorname{Tr}_{M / L}(\mathfrak{C}) \subseteq \mathfrak{D}_{B / A}^{-1} \\
& \Longleftrightarrow \operatorname{Tr}_{L / K}\left(\mathfrak{D}_{B / A}^{-1} \operatorname{Tr}_{M / L}(\mathfrak{C})\right) \subseteq A
\end{aligned}
$$

Notice that $\mathfrak{D}_{B / A}^{-1} \subseteq L$ and that $\mathfrak{D}_{B / A}^{-1}$ can be considered as a fractional ideal of $C$. Thus

$$
\operatorname{Tr}_{M / L}\left(\operatorname{con}_{B / C} \mathfrak{D}_{B / A}^{-1} \mathfrak{C}\right)=\mathfrak{D}_{B / A}^{-1} \operatorname{Tr}_{M / L}(\mathfrak{C})
$$

or equivalently,

$$
\operatorname{Tr}_{M / L}\left(\mathfrak{D}_{B / A}^{-1} \mathfrak{C}\right)=\mathfrak{D}_{B / A}^{-1} \operatorname{Tr}_{M / L}(\mathfrak{C})
$$

Hence

$$
\begin{gathered}
\operatorname{Tr}_{L / K}\left(\mathfrak{D}_{B / A}^{-1} \operatorname{Tr}_{M / L}(\mathfrak{C})\right) \subseteq A \Longleftrightarrow \operatorname{Tr}_{L / K} \operatorname{Tr}_{M / L}\left(\operatorname{con}_{B / C} \mathfrak{D}_{B / A}^{-1} \mathfrak{C}\right) \\
=\operatorname{Tr}_{M / K}\left(\operatorname{con}_{B / C} \mathfrak{D}_{B / A}^{-1} \mathfrak{C}\right) \subseteq A \Longleftrightarrow \operatorname{con}_{B / C} \mathfrak{D}_{B / A}^{-1} \mathfrak{C} \subseteq \mathfrak{D}_{C / A}^{-1} \\
\Longleftrightarrow \mathfrak{C} \subseteq \operatorname{con}_{B / C} \mathfrak{D}_{B / A} \mathfrak{D}_{C / A}^{-1}
\end{gathered}
$$

Therefore, $\mathfrak{D}_{C / B}^{-1}=\operatorname{con}_{B / C} \mathfrak{D}_{B / A} \mathfrak{D}_{C / A}^{-1}$.
Corollary 5.7.16. With the hypothesis of Theorem 5.7.15, we have

$$
\partial_{M / K}=\partial_{L / K}^{n} N_{L / K}\left(\partial_{M / L}\right), \quad n=[M: L] .
$$

### 5.7.2 Discrete Valuation Rings and Computation of the Different

Throughout this subsection we will assume that the residue field extensions are separable.

Theorem 5.7.17. Let A be a Dedekind domain and $K=$ quot $A$. Let $L=K(\alpha)$ be a finite separable field extension of degree $n$ and let $B$ be the integral closure of $A$ in $L$. If $B=A[\alpha]$, then $\mathfrak{D}_{B / A}=\left(f^{\prime}(\alpha)\right)$, where $f(x)=\operatorname{Irr}(\alpha, x, K)$.

Proof. Considering $B$ as an $A$-module, we have the basis $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$. On the other hand, $T=\mathfrak{D}_{B / A}^{-1}$ is the fractional ideal $\{x \in L \mid \operatorname{Tr}(x B) \subseteq A\}$.

Since $L / K$ is separable, the trace is surjective. It follows that $\phi(x, y)=\operatorname{Tr}(x y)$ is a nondegenerate bilinear form. Now assume that $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is any basis of the $A$-module $B$ and $\left\{\beta_{1}, \ldots, \beta_{n}\right\}$ is the dual basis. We have

$$
\operatorname{Tr}\left(\beta_{i} \alpha_{j}\right)=\delta_{i j}=\left\{\begin{array}{l}
1 \text { if } i=j, \\
0 \text { if } i \neq j
\end{array},\right.
$$

and hence $\left\{\beta_{1}, \ldots, \beta_{n}\right\} \subseteq T$.
Conversely, if $x \in T$, let $a_{i}=\operatorname{Tr}\left(x \alpha_{i}\right) \in A$ and $y=x-\sum_{i=1}^{n} a_{i} \beta_{i}$. Then

$$
\operatorname{Tr}\left(y \alpha_{j}\right)=\operatorname{Tr}\left(x \alpha_{j}\right)-\sum_{i=1}^{n} a_{i} \operatorname{Tr}\left(\beta_{i} \alpha_{j}\right)=a_{j}-a_{j}=0, \quad j=1, \ldots, n,
$$

which implies that $y=0$. Therefore

$$
x=a_{1} \beta_{1}+\cdots+a_{n} \beta_{n}, \quad \text { so } \quad T \cong A \beta_{1} \oplus \cdots \oplus A \beta_{n}
$$

Put

$$
g(x)=\frac{f(x)}{x-\alpha}=b_{0}+b_{1} x+\cdots+b_{n-1} x^{n-1}
$$

We will see that

$$
\left\{\frac{b_{i}}{f^{\prime}(\alpha)}\right\}_{i=0}^{n-1} \text { is the dual basis of } \quad\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}
$$

Let $\alpha=\alpha_{1}, \ldots, \alpha_{n}$ be the $n$ distinct roots of $f(x)=\prod_{i=1}^{n}\left(x-\alpha_{i}\right)$. For $0 \leq r \leq$ $n-1$, consider the polynomial

$$
h(x)=x^{r}-\sum_{i=1}^{n} \frac{f(x) \alpha_{i}^{r}}{\left(x-\alpha_{i}\right) f^{\prime}\left(\alpha_{i}\right)}
$$

Since $\left.\frac{f(x)}{\left(x-\alpha_{j}\right)}\right|_{x=\alpha_{j}}=f^{\prime}\left(\alpha_{j}\right)$, we have

$$
h\left(\alpha_{j}\right)=\alpha_{j}^{r}-\sum_{i \neq j} \frac{f\left(\alpha_{j}\right) \alpha_{i}^{r}}{\left(\alpha_{j}-\alpha_{i}\right) f^{\prime}\left(\alpha_{i}\right)}+\left(\left.\frac{f(x)}{\left(x-\alpha_{j}\right)}\right|_{x=\alpha_{j}}\right) \frac{\alpha_{j}^{r}}{f^{\prime}\left(\alpha_{j}\right)}=0
$$

The degree of $h(x)$ is at most $n-1$; on the other hand, $h(x)$ has $n$ roots, so $h(x) \equiv 0$. It follows that for $r=0,1, \ldots, n-1$,

$$
x^{r}=\sum_{i=1}^{n} \frac{f(x) \alpha_{i}^{r}}{\left(x-\alpha_{i}\right) f^{\prime}\left(\alpha_{i}\right)}
$$

Now

$$
\begin{gathered}
\operatorname{Tr} x^{r}=n x^{r}=\sum_{i=1}^{n} \operatorname{Tr}\left(\frac{f(x) \alpha_{i}^{r}}{\left(x-\alpha_{i}\right) f^{\prime}\left(\alpha_{i}\right)}\right)=n \operatorname{Tr}\left(\frac{f(x) \alpha^{r}}{(x-\alpha) f^{\prime}(\alpha)}\right) \Longrightarrow \\
x^{r}=\operatorname{Tr}\left(\frac{f(x) \alpha^{r}}{(x-\alpha) f^{\prime}(\alpha)}\right)=\operatorname{Tr}\left(\frac{1}{f^{\prime}(\alpha)} \alpha^{r}\left(b_{0}+b_{1} x+\cdots+b_{n-1} x^{n-1}\right)\right) \\
=\sum_{i=0}^{n-1} \operatorname{Tr}\left(\frac{\alpha^{r}}{f^{\prime}(\alpha)} b_{i}\right) x^{i} \Longrightarrow \operatorname{Tr}\left(\frac{\alpha^{i}}{f^{\prime}(\alpha)} b_{j}\right)=\delta_{i j}
\end{gathered}
$$

Therefore the dual basis of $\left\{1, \alpha, \ldots, \alpha^{n}\right\}$ is $\left\{\frac{b_{0}}{f^{\prime}(\alpha)}, \frac{b_{1}}{f^{\prime}(\alpha)}, \ldots, \frac{b_{n-1}}{f^{\prime}(\alpha)}\right\}$. We will see that $A[\alpha]=B=A\left[b_{0}, \ldots, b_{n-1}\right]$. Indeed,

$$
\begin{aligned}
f(x) & =(x-\alpha)\left(b_{0}+b_{1} x+\cdots+b_{n-1} x^{n-1}\right) \\
& =\sum_{i=0}^{n-1} b_{i} x^{i+1}-\sum_{i=0}^{n-1} \alpha b_{i} x^{i}=b_{n-1} x^{n}+\sum_{i=1}^{n-1}\left(b_{i-1}-\alpha b_{i}\right) x^{i}-\alpha b_{0} .
\end{aligned}
$$

Hence, if $f(x)=a_{0}+a_{1} x+\cdots+a_{n-1} x^{n-1}+x^{n}$ with $a_{i} \in A$, we have

$$
b_{n-1}=1 \quad \text { and } \quad b_{i-1}-\alpha b_{i}=a_{i} \quad \text { for } \quad 1 \leq i \leq n-1, \quad \text { and } \quad-\alpha b_{0}=a_{0}
$$

In particular, $A[\alpha]=B=A\left[b_{0}, \ldots, b_{n-1}\right]$.
Therefore, we have

$$
\mathfrak{D}_{L / K}^{-1}=T=\bigoplus_{i=0}^{n-1} A\left[\frac{b_{i}}{f^{\prime}(\alpha)}\right]=\frac{A\left[b_{0}, \ldots, b_{n-1}\right]}{\left(f^{\prime}(\alpha)\right)}=\frac{B}{f^{\prime}(\alpha)}=\left(f^{\prime}(\alpha)\right)^{-1}
$$

so $\mathfrak{D}_{B / A}=\left(f^{\prime}(\alpha)\right)$.
Unfortunately, the case $B=A[\alpha]$ is very rare, one instance of this case being our former case when we completed at each prime (Corollary 5.7.20 below). This is the reason why the way to calculate the different is reduced to the complete case.

We begin with the following theorem:
Theorem 5.7.18. Assume that $A$ is a discrete valuation ring with maximal ideal $\wp$ and that $B$ has only one prime ideal $\mathcal{P}$ over $\wp$. Further, assume that $B / \mathcal{P}$ is a separable extension of $A / \wp$. Then $B=A[\alpha]$ for some $\alpha \in B$.

Proof. Let $\beta \in B$ be such that $(A / \wp)[\bar{\beta}]=B / \mathcal{P}$, where $\bar{\beta}=\beta \bmod \mathcal{P}$. Let $f(x) \in$ $A[x]$ be a monic polynomial such that $f(x) \bmod \wp=\operatorname{Irr}(\bar{\beta}, x, A / \wp)$. Let $\pi \in \mathcal{P} \backslash \mathcal{P}^{2}$. Then $v_{\mathcal{P}}(\pi)=1$ and we have

$$
f(x)=f(\beta)+f^{\prime}(\beta)(x-\beta)+\cdots+\frac{f^{n-1}(\beta)}{(n-1)!}(x-\beta)^{n-1}+(x-\beta)^{n}
$$

Therefore $f(\beta+\pi) \equiv\left(f(\beta)+f^{\prime}(\beta) \pi\right) \bmod \pi^{2}$.
Since $B / \mathcal{P}$ is separable over $A / \wp$ we have $f^{\prime}(\beta) \not \equiv 0 \bmod \pi$.
On the other hand, $\bar{f}(\bar{\beta})=0$ implies $v_{\mathcal{P}}(f(\beta)) \geq 1$. If $v_{\mathcal{P}}(f(\beta))=1$, then $f(\beta)$ is a prime element of $B$. Assume $v_{\mathcal{P}}(f(\beta))>1$. Since

$$
f(\beta+\pi)-f(\beta)=\pi f^{\prime}(\beta) \bmod \pi^{2}
$$

we have

$$
v_{\mathcal{P}}(f(\beta+\pi)-f(\beta))=v_{\mathcal{P}}(\pi)+v_{\mathcal{P}}\left(f^{\prime}(\beta)\right)=1
$$

so $v_{\mathcal{P}}(f(\beta+\pi))=1$.
In any case, the ring $A[\beta]$ or $A[\beta+\pi]$ contains a prime element of $\mathcal{P}$. Let $\alpha=\beta$ or $\beta+\pi$ be such that $A[\alpha]$ contains a prime element $\pi^{\prime}$ of $\mathcal{P}$. Then $A\left[\alpha, \pi^{\prime}\right]=A[\alpha]$. Furthermore, $\wp B=\mathcal{P}^{e}$ with $e \geq 1$. Let $C=A[\alpha]$. We will see that $C+\wp B=B$.

Since $\alpha$ generates the residue field, we have $B \subseteq C+\mathcal{P} B$. Now for all $r \geq 0$, $\mathcal{P}^{r} / \mathcal{P}^{r+1}$ is isomorphic to $B / \mathcal{P}$ under the isomorphism

$$
\begin{aligned}
B & \rightarrow \mathcal{P}^{r} / \mathcal{P}^{r+1}, \quad \text { with } \quad \pi^{\prime} \in \mathcal{P} \backslash \mathcal{P}^{2} . \\
x & \mapsto x\left(\pi^{\prime}\right)^{r},
\end{aligned}
$$

In other words, $\left\{\alpha^{i}\left(\pi^{\prime}\right)^{j}\right\}_{j=0,1, \ldots, e-1}^{i \geq 0}$ generates $B / \mathcal{P}^{e} B=B / \wp B$ over $A / \wp$. Therefore if $x \in B$, we have $x \equiv \sum_{i, j} d_{i j} \alpha^{i}\left(\pi^{\prime}\right)^{j} \bmod \wp B$ for some $d_{i j} \in A$, which proves that $C+\wp B=B$.

Now $B / C=(C+\wp B) / C$ implies $\wp(B / C)=(C+\wp B) / C=B / C$, so if $M=B / C$ then $\wp M=M$. Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a set of generators of $M$ over $A$. We have

In terms of matrices, this translates to

$$
\left[\delta_{i j}-p_{i j}\right]_{i, j}\left[x_{i}\right]_{1 \leq i \leq n}=[0], \quad \text { with } \quad \delta_{i j}=\left\{\begin{array}{l}
1 \text { if } i=j \\
0 \text { if } i \neq j
\end{array}\right.
$$

Multiplying by the adjoint matrix of

$$
\left[\delta_{i j}-p_{i j}\right]_{i, j}=N, \quad \text { we obtain that } \quad(\operatorname{det} N) x_{i}=0 \quad \text { for all } \quad i,
$$

that is, $(\operatorname{det} N) M=0$. Now, $\operatorname{det} N=1+x$ for some $x \in \wp$, so $\operatorname{det} N \in A \backslash \wp$. Therefore $\operatorname{det} N$ is a unit, and this implies that $M=0$. We obtain $B=C=A[\alpha]$.

Remark 5.7.19. The last part of the proof of Theorem 5.7.18 is known as Nakayama's lemma. More precisely, Nakayama's lemma establishes that if $A$ is a ring, $\mathfrak{a}$ is an ideal contained in every maximal ideal of $A$ and $M$ is a finitely generated $A$-module such that $\mathfrak{a} M=M$, then $M=0$.

We apply Theorem 5.7.18 to the complete fields case, in which the rings $\tilde{\vartheta}_{\wp}$ are discrete valuation rings and there exists a unique prime ideal over $\wp$.

Corollary 5.7.20. Let $L / K$ be a separable extension of function fields such that the field of constants $\ell$ of $L$ is a perfect field. Let $\mathfrak{P} \in \mathbb{P}_{L}$ and $\mathfrak{p}:=\left.\mathfrak{P}\right|_{K}$. Then $\vartheta_{\mathfrak{P}}=\vartheta_{\mathfrak{p}}[\alpha]$ for some $\alpha \in \vartheta_{\mathfrak{P}}$.

Proof. $\vartheta_{\mathfrak{P}}$ and $\vartheta_{\mathfrak{p}}$ are discrete valuation rings, and $\vartheta_{\mathfrak{P}} / \mathfrak{P}=\ell(\mathfrak{P})$ is a separable extension of $\vartheta_{\mathfrak{p}} / \mathfrak{p}=k(\mathfrak{p})$ (Theorem 5.2.21).

Theorem 5.7.21. Let $A$ be a Dedekind domain, $K=$ quot $A$, let $L / K$ be a finite separable extension, and let $B$ be the integral closure of $A$ in L. Then $\mathfrak{D}_{B / A}$ is the greatest common divisor of the set

$$
\begin{gathered}
\left\{f^{\prime}(\alpha) \mid \alpha \in B, L=K(\alpha), f(x)=\operatorname{Irr}(\alpha, x, K)\right\} \\
=\left\langle f^{\prime}(\alpha) \mid \alpha \in B, L=K(\alpha), f(x)=\operatorname{Irr}(\alpha, x, K)\right\rangle
\end{gathered}
$$

Proof. Let $\alpha \in B$, so $A[\alpha] \subseteq B$. By Theorem 5.7 .17 we have

$$
\mathfrak{D}_{B / A}^{-1}=\{x \in L \mid \operatorname{Tr}(x B) \subseteq A\} \subseteq\{x \in L \mid \operatorname{Tr}(x A[\alpha]) \subseteq A\}=\left(f^{\prime}(\alpha)\right)^{-1}
$$

Therefore $\left(f^{\prime}(\alpha)\right) \subseteq \mathfrak{D}_{B / A}$, or, equivalently, $\mathfrak{D}_{B / A} \mid\left(f^{\prime}(\alpha)\right)$.

To prove the converse, notice that since $\mathfrak{D}_{B / A}=\prod_{\mathcal{P} \in \mathbb{P}_{L}} \mathfrak{D}_{\mathcal{P}}$, the equality

$$
\mathfrak{D}_{B / A}=\left\langle f^{\prime}(\alpha) \mid \alpha \in B, L=K(\alpha), \quad f(x)=\operatorname{Irr}(\alpha, x, K)\right\rangle
$$

holds if for each $\mathcal{P}$ of $B$, we can find $\alpha \in B$ such that $v_{\mathcal{P}}\left(\mathfrak{D}_{B / A}\right)=v_{\mathcal{P}}\left(f^{\prime}(\alpha)\right)$ (note that we always have $\left.v_{\mathcal{P}}\left(\mathfrak{D}_{B / A}\right) \leq v_{\mathcal{P}}\left(f^{\prime}(\alpha)\right)\right)$.

Let $\wp=\left.\mathcal{P}\right|_{A}=\mathcal{P} \cap A$. Let $T=\left\{\sigma: L \longrightarrow \bar{K}_{\wp}|\sigma|_{K}=\operatorname{Id}_{K}\right\}$, where $\bar{K}_{\wp}$ denotes an algebraic closure of $K_{\wp}$. Clearly, $\sigma(L) K_{\wp}$ is a complete field that contains $K_{\wp}$. Thus $\sigma(L) K_{\wp}=L_{\mathcal{P}_{i}}$ for some $i$, where $\wp B=\mathcal{P}_{1}^{e_{1}} \cdots \mathcal{P}_{g}^{e_{g}}$. Hence, $\sigma(L) K_{\wp}$ is one of the completions of $K_{\wp}$.

We define an equivalence relation in $T$ by: $\sigma \sim \tau$ if $\sigma(L) K_{\wp}=\tau(L) K_{\wp}$, or equivalently there exists a $\bar{K}_{\wp}$-automorphism $\lambda$ such that $\left.\lambda\right|_{K_{\mathcal{P}}}=\operatorname{Id}_{K_{\mathcal{P}}}$ and $\left.\lambda \sigma\right|_{L}=$ $\left.\tau\right|_{L}$. Observe that if $[\sigma]$ denotes the equivalence class of $L_{\mathcal{P}_{i}}$, the distinct classes of $\sim$ are the $K_{\wp}$-monomorphisms of $L_{\mathcal{P}_{i}}$ in $\bar{K}_{\wp}$. Thus there are $\left[L_{\mathcal{P}_{i}}: K_{\wp}\right]$ elements in this class. On the other hand we have $|T|=[L: K]$, which coincides with our formula $[L: K]=\sum_{i=1}^{g}\left[L_{\mathcal{P}_{i}}: K_{\wp}\right]$.

Let $\sigma_{1} \in T$ be in the class determined by $L_{\mathcal{P}}$ and $\mathcal{P}=\mathcal{P}_{1}$. Let

$$
\begin{gathered}
\alpha \in L, \quad L=K(\alpha), \quad f(x)=\operatorname{Irr}(\alpha, x, K)=\prod_{\sigma \in T}(x-\sigma \alpha) \\
f^{\prime}(\alpha)=\prod_{\substack{\sigma \in T \\
\sigma \neq \mathrm{Id}}}(\alpha-\sigma \alpha), \quad \text { and } \quad \sigma_{1}\left(f^{\prime}(\alpha)\right)=\prod_{\substack{\sigma \in T \\
\sigma \neq \sigma_{1}}}\left(\sigma_{1} \alpha-\sigma \alpha\right)=f^{\prime}\left(\sigma_{1} \alpha\right)
\end{gathered}
$$

By Theorem 5.7.18, there exists $\beta \in B_{\mathcal{P}}$ such that $B_{\mathcal{P}}=A_{\wp}[\beta]$. Since $A$ and $B$ are Dedekind domains, their localizations are discrete valuation rings (see the proof of Theorem 5.7.12). Observe that if $\beta^{\prime} \in B_{\mathcal{P}}$, is such that $\left|\beta-\beta^{\prime}\right|<\varepsilon$ for $\varepsilon$ small enough, then $A_{\wp}\left[\beta^{\prime}\right]=B \mathcal{P}$. Indeed, put $B_{\mathcal{P}}=\bigoplus_{i=0}^{r-1} A_{\wp} \beta^{i}$ and let $\Pi \in \mathcal{P} \backslash \mathcal{P}^{2}$, $\wp B_{\mathcal{P}}=\mathcal{P}^{e}$, choose $\varepsilon \leq \frac{1}{r^{2}}|\Pi|^{e}$. Let $\left|\beta-\beta^{\prime}\right|<\varepsilon$. We have that $x \in B_{\mathcal{P}}$ satisfies $|x|_{\mathcal{P}} \leq 1$, so

$$
\begin{aligned}
& \left|\sum_{i=0}^{r-1} a_{i} \beta^{i}-\sum_{i=0}^{r-1} a_{i}\left(\beta^{\prime}\right)^{i}\right|_{\mathcal{P}} \\
& \leq \sum_{i=1}^{r-1}\left|a_{i}\right|_{\mathcal{P}}\left|\beta-\beta^{\prime}\right|_{\mathcal{P}}\left(\left|\beta^{i-1}+\beta^{i-2} \beta^{\prime}+\cdots+\left(\beta^{\prime}\right)^{i-1}\right|_{\mathcal{P}}\right) \\
& <\varepsilon r r=\varepsilon r^{2} \leq|\Pi|^{e}
\end{aligned}
$$

so $A_{\wp}\left[\beta^{\prime}\right]+\wp B_{\mathcal{P}}=B_{\mathcal{P}}=A_{\wp}[\beta]$. By the same argument as that given in the proof of Theorem 5.7.18 (Nakayama's lemma), we obtain $A_{\wp}\left[\beta^{\prime}\right]=A_{\wp}[\beta]=B_{\mathcal{P}}$.

For $\lambda \in T$, we denote by $L_{\mathcal{P}_{\lambda}}$ the completion given by $\lambda(L) K_{\wp} \subseteq \bar{K}_{\wp}$.
Now, if $\{\lambda\}$ varies in a finite set of $K_{\wp}$-automorphisms of $\bar{K}_{\wp}$, then the elements $\lambda \beta$ have residue classes conjugated over $A_{\wp} / \wp$ since $\left.\lambda\right|_{K_{\wp}}=$ Id. Therefore, if these classes are zero, then $|\lambda \beta|_{\mathcal{P}_{\lambda}}<1$, and hence $|\lambda \beta-1|_{\mathcal{P}_{\lambda}}=1$. If these classes are nonzero, then $|\lambda \beta|_{\mathcal{P}_{\lambda}}=|\lambda \beta-0|_{\mathcal{P}_{\lambda}}=1$.

In any case, $|\lambda \beta-a|_{\mathcal{P}_{\lambda}}=1$ for $a$ equal to 0 or 1 . Let $\sigma_{1}, \ldots, \sigma_{g} \in T$ be representatives of the distinct classes corresponding to completions $L_{\mathcal{P}_{1}}, \ldots, L_{\mathcal{P}_{g}}$. By Artin's approximation (Theorem 2.5.3), there exists $\alpha \in L$ such that $\left|\sigma_{1} \alpha-\beta\right|_{\mathcal{P}}$ and for $2 \leq i \leq g,\left|\sigma_{i} \alpha-a\right|_{\mathcal{P}_{i}}$ are very small. We may assume that $\alpha \in B$ (see Exercise 5.10.27).

If $L \neq K(\alpha)$, we write $\alpha_{1}=\alpha+\pi^{t} \gamma$, where $L=K(\gamma), \gamma$ is an integral element, and $v_{\wp}(\pi)=1$. Then $\alpha_{1}$ is integral. We will see that for $t$ large enough, $L=K\left(\alpha_{1}\right)$. Let $E=K\left(\alpha_{1}\right) \subseteq L$. If for each completion the equality $L_{\mathcal{P}^{\prime}}=E_{\mathcal{P}^{\prime}}$ holds, then

$$
[E: K]=\sum_{\mathcal{P}^{\prime} \mid \wp>}\left[E_{\mathcal{P}^{\prime}}: K_{\wp}\right]=\sum_{\mathcal{P}^{\prime} \mid \wp}\left[L \mathcal{P}^{\prime}: K_{\wp}\right]=[L: K],
$$

so $E=L$. Therefore, it suffices to see that $L_{\mathcal{P}^{\prime}}=E_{\mathcal{P}^{\prime}}$.
Assume that $K$ is a complete field and $L=K(\gamma)=K\left(\alpha_{1}-\alpha\right)=K\left(\alpha_{1}, \alpha\right)$. Let $t$ be such that

$$
\left|\alpha_{1}-\alpha\right|=|\pi|^{t}|\gamma|<|\sigma \alpha-\alpha|
$$

for any isomorphism $\sigma$ of $K(\alpha)$ satisfying $\alpha \neq$ Id. Whenever $\tau$ is a $K\left(\alpha_{1}\right)$ monomorphism of $K\left(\alpha_{1}, \alpha\right)$ into an algebraic closure over $K\left(\alpha_{1}\right)$, we have $\tau\left(\alpha_{1}-\alpha\right)=$ $\alpha_{1}-\tau \alpha$. Recall that the unique extension of the absolute value of a complete field is given by $|\xi|=|N \xi|^{1 / n}$ (Theorem 5.4.7). Since $\tau\left(\alpha_{1}-\alpha\right)$ and $\alpha_{1}-\alpha$ have the same norm over $K\left(\alpha_{1}\right)$, we have

$$
\left|\alpha_{1}-\tau \alpha\right|=\left|\alpha_{1}-\alpha\right|<|\sigma \alpha-\alpha| \quad \text { for } \quad \sigma \neq \mathrm{Id}
$$

Thus

$$
\begin{aligned}
|\tau \alpha-\alpha| & =\left|\tau \alpha-\alpha_{1}+\alpha_{1}-\alpha\right| \leq \max \left\{\left|\tau \alpha-\alpha_{1}\right|,\left|\alpha_{1}-\alpha\right|\right\} \\
& <|\alpha-\sigma \alpha| \quad \text { for } \quad \sigma \neq \mathrm{Id} .
\end{aligned}
$$

Therefore $\tau=\mathrm{Id}$, and in particular, $K\left(\alpha_{1}, \alpha\right)=K\left(\alpha_{1}\right)$.
Returning to our case, we may assume that $L=K\left(\alpha_{1}\right)$ by setting $\alpha_{1}=\alpha+\pi^{t} \gamma$. Again, we denote $\alpha_{1}$ by $\alpha$.

It follows from that fact that $\left|\sigma_{1} \alpha-\beta\right|_{\mathcal{P}_{1}}$ is small that $B_{\mathcal{P}}=A_{\wp}\left[\sigma_{1} \alpha\right]$ (see the proof above). Now $\mathfrak{D}_{\mathcal{P}}=\mathcal{P}^{s}$ for some $s \geq 0$. Since this different is given by

$$
\left(g^{\prime}(\alpha)\right)=\left(\prod_{\substack{\sigma \sim \sigma_{1} \\ \sigma \neq \sigma_{1}}}\left(\sigma_{1} \alpha-\sigma \alpha\right)\right),
$$

we have $s=\sum_{\substack{\sigma \sim \sigma_{1} \\ \sigma \neq \sigma_{1}}} v_{\mathcal{P}}\left(\sigma_{1} \alpha-\sigma \alpha\right)=v_{\mathcal{P}}\left(\mathfrak{D}_{B / A}\right)$.
Finally, it remains to prove that

$$
v_{\mathcal{P}}\left(\prod_{\substack{\sigma \nsim \sigma_{1} \\ \sigma \in T}}\left(\sigma_{1} \alpha-\sigma \alpha\right)\right)=\sum_{\substack{\sigma \nsim \sigma_{1} \\ \sigma \in T}} v_{\mathcal{P}}\left(\sigma_{1} \alpha-\sigma \alpha\right)=0
$$

or equivalently, that

$$
\left|\sigma_{1} \alpha-\sigma \alpha\right|_{\mathcal{P}}=1 \quad \text { whenever } \quad \sigma \nsim \sigma_{1}
$$

Suppose that

$$
\sigma \nsim \sigma_{1}, \quad \text { where } \quad \sigma=\lambda \sigma_{i} \quad \text { for some } \quad 2 \leq i \leq g
$$

and

$$
\begin{aligned}
\left|\sigma_{1} \alpha-\sigma \alpha\right|_{\mathcal{P}} & =\left|\sigma_{1} \alpha-\lambda \sigma_{i} \alpha\right|_{\mathcal{P}}=\left|\lambda^{-1} \sigma_{1} \alpha-\sigma_{i} \alpha\right|_{\mathcal{P}_{\lambda^{-1}}} \\
& =\left|\lambda^{-1} \sigma_{1} \alpha-a+a-\sigma_{i} \alpha\right|_{\mathcal{P}_{\lambda^{-1}}}
\end{aligned}
$$

since $\left|a-\sigma_{i} \alpha\right|_{\mathcal{P}_{\lambda^{-1}}}$ was chosen to be small enough. We have

$$
\left|\sigma_{1} \alpha-\sigma \alpha\right|_{\mathcal{P}}=\left|\lambda^{-1} \sigma_{1} \alpha-a\right|_{\mathcal{P}_{\lambda^{-1}}}=\left|\lambda^{-1} \sigma_{1} \alpha-\lambda^{-1} \beta+\lambda^{-1} \beta-a\right|_{\mathcal{P}_{\lambda^{-1}}}
$$

Also, $\left|\lambda^{-1} \sigma_{1} \alpha-\lambda^{-1} \beta\right|_{\mathcal{P}_{\lambda^{-1}}}=\left|\sigma_{1} \alpha-\beta\right|_{\mathcal{P}}$ is small enough, so we obtain $\left|\sigma_{1} \alpha-\sigma \alpha\right|_{\mathcal{P}}=\left|\lambda^{-1} \beta-a\right|_{\mathcal{P}_{\lambda}-1}=1$, which proves the theorem.

For an application of Theorem 5.7.21 see Examples 5.8.8 and 5.8.9 below.
Remark 5.7.22. The argument used to prove $K\left(\alpha, \alpha_{1}\right)=K\left(\alpha_{1}\right)$ is known as Krasner's lemma:

Theorem 5.7.23 (Krasner's Lemma). Let $K$ be a field that is complete under a valuation. Let $\alpha, \beta$ belong to an algebraic closure of $K$ and assume that $\alpha$ is separable over $K(\beta)$. If for any monomorphism $\sigma \neq \mathrm{Id}$ of $K(\alpha)$ into an algebraic closure of $K$ over $K$ we have

$$
|\beta-\alpha|<|\sigma \alpha-\sigma|
$$

then $K(\alpha) \subseteq K(\beta)$.
Proof. Exercise 5.10.28.

### 5.8 Ramification in Artin-Schreier and Kummer Extensions

We begin this section with a theorem due to Kummer that establishes the decomposition of a prime ideal in Dedekind domains. First, we present a particular case that is much easier to prove, and next we give the general function field case.

Theorem 5.8.1 (Kummer's Theorem). Let A be a Dedekind domain, $K=$ quot $A$, and let $L / K$ be a finite separable extension of $K$. Let $B$ be the integral closure of $A$ in L. Assume that $B=A[\alpha]$ for some $\alpha$. Put $f(x)=\operatorname{Irr}(\alpha, x, K)$ and let $\wp$ be a nonzero prime ideal of $A$. Let $\bar{f}$ be the reduction modulo $\wp, ~ i . e ., ~ \bar{f}(x) \in A / \wp[x]$. Let $\bar{f}(x)=$ $\bar{p}_{1}(x)^{e_{1}} \cdots \bar{p}_{g}(x)^{e_{g}}$ be the decomposition as a product of irreducible polynomials in $A / \wp[x]$. Then

$$
\wp B=\mathcal{P}_{1}^{e_{1}} \cdots \mathcal{P}_{g}^{e_{g}}
$$

where

$$
\mathcal{P}_{i}=\wp B+p_{i}(\alpha) B \quad \text { for } \quad 1 \leq i \leq g
$$

with $p_{i}(x)$ a monic polynomial in $A[x]$ whose reduction modulo $\wp$ is $\bar{p}_{i}(x)$.
Proof. Let $\bar{p}$ be any irreducible factor of $\bar{f}, \bar{\alpha}$ a root of $\bar{p}$, and $\mathfrak{S}$ the prime ideal of $B$ that is the kernel of the natural epimorphism

$$
B=A[\alpha] \longrightarrow \bar{A}[\bar{\alpha}], \quad \bar{A}=A / \wp .
$$

Then $\wp B+p(\alpha) B \subseteq \mathfrak{S}$. Conversely, if $g(\alpha) \in \mathfrak{S}$ with $g(x) \in A[x]$, we have $\bar{g}(\bar{\alpha})=0$, which implies that $\bar{g}=\bar{p} \bar{h}$ with $\bar{h} \in \bar{A}[x]$. Hence $g-p h \in \wp[x]$ and $g(\alpha) \in \wp B+p(\alpha) B$, from which we obtain $\wp B+p(\alpha) B=\mathfrak{S}$.

Since $[B / \mathfrak{S}: A / \wp]=[\bar{A}[\bar{\alpha}]: \bar{A}]=\operatorname{deg} \bar{p}_{i}$, the inertia degree of $\mathfrak{S}$ is precisely the degree of $\bar{p}_{i}$, whence for each $i$ such that $1 \leq i \leq g$,

$$
\mathcal{P}_{i}=\wp B+p_{i}(\alpha) B
$$

is a prime ideal that lies above $\wp$. Furthermore, if $i \neq j$ then $\mathcal{P}_{i} \neq \mathcal{P}_{j}$, since otherwise $p_{i}(\alpha)=p_{j}(\alpha) a+t b$, for $t \in \wp$ and $a, b \in B$. Therefore $\bar{p}_{i}(x)-a \bar{p}_{j}(x)=0$, which is impossible since $p_{i}(x)$ and $p_{j}(x)$ are distinct irreducible polynomials of $A / \wp[x]$.

Let $\mathfrak{S}_{i}=\wp B+p_{i}(\alpha)^{e_{i}} B$. It is clear that $\mathfrak{S}_{i}=\mathcal{P}_{i}^{e_{i}^{\prime}}$ for some $e_{i}^{\prime}$. Now, we have

$$
\prod_{i=1}^{g} \mathfrak{S}_{i} \subseteq \wp B+p_{1}(\alpha)^{e_{1}} \cdots p_{g}(\alpha)^{e_{g}} B \subseteq \wp B
$$

Therefore $\mathcal{P}_{1}, \ldots, \mathcal{P}_{g}$ are all the ideals over $\wp$. Furthermore, for $1 \leq i \leq g, \wp \subseteq \mathfrak{S}_{i}$, so

$$
\wp B \subseteq \bigcap_{i=1}^{g} \mathfrak{S}_{i}=\prod_{i=1}^{g} \mathfrak{S}_{i}=\mathcal{P}_{1}^{e_{1}^{\prime}} \cdots \mathcal{P}_{g}^{e_{g}^{\prime}} \subseteq \wp B
$$

It follows that $\wp B=\mathcal{P}_{1}^{e_{1}^{\prime}} \cdots \mathcal{P}_{g}^{e_{g}^{\prime}}$. Moreover,

$$
\mathcal{P}_{1}^{e_{1}} \cdots \mathcal{P}_{g}^{e_{g}} \subseteq \mathfrak{S}_{1} \cdots \mathfrak{S}_{g}=\mathcal{P}_{1}^{e_{1}^{\prime}} \ldots \mathcal{P}_{g}^{e_{g}^{\prime}}
$$

which implies that $e_{i} \geq e_{i}^{\prime}$ for $1 \leq i \leq g$.
Finally, we have the analogue of Theorem 5.1.14, namely

$$
[L: K]=\sum_{i=1}^{g} e_{i}^{\prime} \operatorname{deg} \mathcal{P}_{i}=\sum_{i=1}^{g} e_{i}^{\prime} \operatorname{deg} \bar{p}_{i} \leq \sum_{i=1}^{g} e_{i} \operatorname{deg} p_{i}=\operatorname{deg} f(x)=[L: K]
$$

and hence $e_{i}=e_{i}^{\prime}$ for $1 \leq i \leq g$.
Theorem 5.8.2 (Kummer's Theorem). Let $K / k$ be a function field and let $\mathfrak{p}$ be a place of $K$. Assume that $L=K(\alpha)$, where $\alpha$ is integral over $\vartheta_{\mathfrak{p}}$. Let $p(T)=$ $\operatorname{Irr}(\alpha, T, K) \in \vartheta_{\mathfrak{p}}[T]$ be the minimal polynomial of $\alpha$ over $K$, and let

$$
\bar{p}(T):=p(T) \bmod \mathfrak{p}=\prod_{i=1}^{r} \bar{p}_{i}(T)^{a_{i}}
$$

be the decomposition of $\bar{p}(T)$ in $k(\mathfrak{p})[T]$. Let $p_{i}(T) \in \vartheta_{\mathfrak{p}}[T]$ be such that $\operatorname{deg} p_{i}(T)$ $=\operatorname{deg} \bar{p}_{i}(T)$ and $p_{i}(T) \bmod \mathfrak{p}=\bar{p}_{i}(T)$ for $1 \leq i \leq r$.

Then there exist $r$ different places $\mathfrak{P}_{i}$ of $L$ above $\mathfrak{p}$ such that $p_{i}(\alpha) \in \mathfrak{P}_{i}$ and $d_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right) \geq \operatorname{deg} \bar{p}_{i}(T)$.

Assume furthermore that $a_{i}=1$ for $1 \leq i \leq r$ or $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is an integral basis for $\mathfrak{p}$, where $n=[L: K]$. Then $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}$ are all the places of $L$ above $\mathfrak{p}$,

$$
\operatorname{con}_{K / L} \mathfrak{p}=\prod_{i=1}^{r} \mathfrak{P}_{i}^{a_{i}}, \quad \vartheta \mathfrak{P}_{i} / \mathfrak{P}_{i} \cong \frac{k(\mathfrak{p})[T]}{\left(\bar{p}_{i}(T)\right)}
$$

and hence $d_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)=\operatorname{deg} \bar{p}_{i}(T)$.
Proof. Let $k(\mathfrak{p})_{i}:=\frac{k(\mathfrak{p})[T]}{\left(\bar{p}_{i}(T)\right)}$ for $1 \leq i \leq r$. Then $\left[k(\mathfrak{p})_{i}: k(\mathfrak{p})\right]=\operatorname{deg} \bar{p}_{i}(T)$. Consider the natural ring epimorphism

$$
\pi: \vartheta_{\mathfrak{p}}[T] \rightarrow \vartheta_{\mathfrak{p}}[\alpha] \quad \text { and } \quad \pi_{i}: \vartheta_{\mathfrak{p}}[T] \rightarrow k(\mathfrak{p})_{i}
$$

defined by

$$
\pi(f(T))=f(\alpha) \quad \text { and } \quad \pi_{i}(f(T))=\bar{f}(T) \bmod \bar{p}_{i}(T)
$$

Then $\operatorname{ker} \pi=(p(T))$ and $\pi_{i}(p(T))=0$. Therefore $\operatorname{ker} \pi \subseteq \operatorname{ker} \pi_{i}$ for $1 \leq i \leq r$, and $\pi_{i}$ induces a ring epimorphism

$$
\varrho_{i}: \vartheta_{\mathfrak{p}}[\alpha] \rightarrow k(\mathfrak{p})_{i}
$$

such that $\varrho_{i} \circ \pi=\pi_{i}$, i.e.,

$$
\varrho_{i}(h(\alpha))=\bar{h}(T) \bmod \bar{p}_{i}(T)
$$

Notice that $\mathfrak{p} \vartheta_{\mathfrak{p}}[\alpha] \subseteq \operatorname{ker} \varrho_{i}$ and $p_{i}(\alpha) \vartheta_{\mathfrak{p}}[\alpha] \subseteq \operatorname{ker} \varrho_{i}$. It follows that

$$
\mathfrak{p} \vartheta_{\mathfrak{p}}[\alpha]+p_{i}(\alpha) \vartheta_{\mathfrak{p}}[\alpha] \subseteq \operatorname{ker} \varrho_{i} .
$$

Conversely, let $h(\alpha)=\sum_{j=0}^{n-1} b_{j} \alpha^{j} \in \operatorname{ker} \varrho_{i}$, with $h(T) \in \vartheta_{\mathfrak{p}}[T]$. We have

$$
\bar{h}(T)=\bar{p}_{i}(T) \bar{g}(T) \quad \text { with } \quad g(T) \in \vartheta_{\mathfrak{p}}[T] .
$$

Thus

$$
h(T)-p_{i}(T) g(T) \in \mathfrak{p} \vartheta_{\mathfrak{p}}[T] \quad \text { and } \quad h(\alpha)-p_{i}(\alpha) g(\alpha) \in \mathfrak{p} \vartheta_{\mathfrak{p}}[\alpha] .
$$

Therefore $h(\alpha) \in \mathfrak{p} \vartheta_{\mathfrak{p}}[\alpha]+p_{i}(\alpha) \vartheta_{\mathfrak{p}}[\alpha]$, and we have

$$
\begin{equation*}
\operatorname{ker} \varrho_{i}=\mathfrak{p} \vartheta_{\mathfrak{p}}[\alpha]+p_{i}(\alpha) \vartheta_{\mathfrak{p}}[\alpha] . \tag{5.6}
\end{equation*}
$$

By Theorem 2.4.4 there exists a place $\mathfrak{P}_{i}$ of $L$ extending $\varrho_{i}$ (note that ker $\varrho_{i} \neq 0$ ). Therefore $\vartheta_{\mathfrak{p}}[\alpha] \subseteq \vartheta_{\mathfrak{P}_{i}}$, so $\mathfrak{P}_{i} \mid \mathfrak{p}$ and $p_{i}(\alpha) \in \mathfrak{P}_{i}$. Furthermore,

$$
k(\mathfrak{p}) \subseteq k(\mathfrak{p})_{i} \cong \vartheta_{\mathfrak{p}}[\alpha] / \operatorname{ker} \varrho_{i} \subseteq \vartheta_{\mathfrak{P}_{i}} / \mathfrak{P}_{i}
$$

Thus

$$
d_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)=\left[\vartheta_{\mathfrak{P}}^{i} / \mathfrak{P}_{i}: \vartheta_{\mathfrak{p}} / \mathfrak{p}\right]=\left[k\left(\mathfrak{P}_{i}\right): k(\mathfrak{p})\right] \geq\left[k(\mathfrak{p})_{i}: k(\mathfrak{p})\right]=\operatorname{deg} \bar{p}_{i}(T)
$$

For $i \neq j, \bar{p}_{i}(T)$ and $\bar{p}_{j}(T)$ are distinct irreducible polynomials in $\left(\vartheta_{\mathfrak{p}} / \mathfrak{p}\right)[T]$ $=k(\mathfrak{p})[T]$. Hence there exist $\bar{A}(T), \bar{B}(T) \in k(\mathfrak{p})[T]$ such that

$$
1=\bar{A}(T) \bar{p}_{i}(T)+\bar{B}(T) \bar{p}_{j}(T)
$$

It follows that $\bar{A}(\alpha) \bar{p}_{i}(\alpha)+\bar{B}(\alpha) \bar{p}_{j}(\alpha)-1 \in \mathfrak{p} \vartheta_{\mathfrak{p}}[\alpha]$. Thus $1 \in \operatorname{ker} \varrho_{i}+\operatorname{ker} \varrho_{j}$ and $\mathfrak{P}_{i} \neq \mathfrak{P}_{j}$ since $\operatorname{ker} \varrho_{i} \subseteq \mathfrak{P}_{i}$ and $\operatorname{ker} \varrho_{j} \subseteq \mathfrak{P}_{j}$. This proves the first part of the theorem.

Now assume that $a_{i}=1$ for all $1 \leq i \leq r$. We have

$$
p(T)=\prod_{i=1}^{r} \bar{p}_{i}(T)
$$

From Theorem 5.1.14, we obtain

$$
\begin{aligned}
{[L: K]=\operatorname{deg} p(T) } & =\sum_{i=1}^{r} \operatorname{deg} \bar{p}_{i}(T) \leq \sum_{i=1}^{r} d_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right) \\
& \leq \sum_{i=1}^{r} d_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right) e_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right) \leq[L: K]
\end{aligned}
$$

It follows that $e_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)=1, d_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)=\operatorname{deg} \bar{p}_{i}(T)$, and $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}$ are all the prime divisors in $L$ dividing $\mathfrak{p}$.

Now assume that $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is an integral basis for $\mathfrak{p}$. If $\vartheta$ is the integral closure of $\vartheta_{\mathfrak{p}}$ in $L$, then $\vartheta=\vartheta_{\mathfrak{p}}[\alpha]$.

Let $\mathfrak{P}$ be any place of $L$ above $\mathfrak{p}$. We have

$$
0=p(\alpha) \equiv \prod_{i=1}^{r} p_{i}(\alpha)^{a_{i}} \bmod \mathfrak{p}
$$

so $p(\alpha) \in \mathfrak{P}$. Therefore $p_{i}(\alpha) \in \mathfrak{P}$ for some $i$ such that $1 \leq i \leq r$. We have

$$
\begin{equation*}
\operatorname{ker} \varrho_{i} \subseteq \mathfrak{P} \cap \vartheta_{\mathfrak{p}}[\alpha] \tag{5.7}
\end{equation*}
$$

It follows from the maximality of the ideal $\operatorname{ker} \varrho_{i}$ that

$$
\begin{equation*}
\operatorname{ker} \varrho_{i}=\mathfrak{P} \cap \vartheta_{\mathfrak{p}}[\alpha]=\mathfrak{P}_{i} \cap \vartheta_{\mathfrak{p}}[\alpha] \tag{5.8}
\end{equation*}
$$

Since $\left\{1, \alpha, \ldots, \alpha^{n-1}\right\}$ is an integral basis for $\mathfrak{p}$, we have $\vartheta_{\mathfrak{p}}[\alpha]=\bigcap_{\mathfrak{P} \mathfrak{p}} \vartheta_{\mathfrak{P}}$. By Artin's approximation theorem (Corollary 2.5.6), there exists $y \in L$ such that $v_{\mathfrak{P}}(y)>$ 0 and $v_{\mathfrak{B}}(y)=0$ for all $\mathfrak{B} \neq \mathfrak{P}$ such that $\mathfrak{B} \mid \mathfrak{p}$. It follows that $y \in \bigcap_{\mathfrak{B} \mid \mathfrak{p}} \vartheta_{\mathfrak{B}}$ and $y \in \mathfrak{P}$. Using (5.8) we obtain that $y \in \mathfrak{P}_{i}$ and $v_{\mathfrak{P}}(y)>0$. Hence $\mathfrak{P}=\mathfrak{P}_{i}$ for some $i$, that is, $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}$ are all the prime divisors above $\mathfrak{p}$.

Next we will prove that $d_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)=\operatorname{deg} p_{i}(T)$. Again, using Artin's approximation theorem we obtain $\beta_{i} \in L$ such that $v_{\mathfrak{P}_{i}}\left(\beta_{i}\right)=1$ and $v_{\mathfrak{P}_{j}}\left(\beta_{i}\right)=0$ for $j \neq i$ and $1 \leq i \leq r$. Let $\pi$ be a prime element of $\mathfrak{p}$, that is, $v_{\mathfrak{p}}(\pi)=1$. Then by (5.6) and (5.8),

$$
\beta_{i} \in \vartheta_{\mathfrak{p}}[\alpha] \cap \mathfrak{P}_{i}=p_{i}(\alpha) \vartheta_{\mathfrak{p}}[\alpha]+\mathfrak{p} \vartheta_{\mathfrak{p}}[\alpha]=p_{i}(\alpha) \vartheta_{\mathfrak{p}}[\alpha]+\pi \vartheta_{\mathfrak{p}}[\alpha] .
$$

We write $\beta_{i}=p_{i}(\alpha) s_{i}(\alpha)+\pi t_{i}(\alpha)$ with $s_{i}(\alpha), t_{i}(\alpha) \in \vartheta_{\mathfrak{p}}[\alpha]$. Then

$$
\prod_{i=1}^{r} \beta_{i}^{a_{i}}=s(\alpha) \prod_{i=1}^{r} p_{i}(\alpha)^{a_{i}}+\pi t(\alpha)
$$

for some $s(\alpha), t(\alpha) \in \vartheta_{\mathfrak{p}}[\alpha]$.
Since $p(\alpha) \equiv \prod_{i=1}^{r} p_{i}(\alpha)^{a_{i}} \bmod \pi \vartheta \mathfrak{p}[\alpha]$ and $p(\alpha)=0$, we have

$$
\prod_{i=1}^{r} \beta_{i}^{a_{i}}=\pi u(\alpha) \quad \text { with } \quad u(\alpha) \in \vartheta_{\mathfrak{p}}[\alpha]
$$

In particular, $a_{j}=v_{\mathfrak{P}_{j}}\left(\prod_{i=1}^{r} \beta_{i}^{a_{i}}\right) \geq v_{\mathfrak{P}_{j}}(\pi)=e\left(\mathfrak{P}_{j} \mid \mathfrak{p}\right)$.
Now, by (5.8) we have

$$
k(\mathfrak{p})_{i} \cong \vartheta_{\mathfrak{p}}[\alpha] / \operatorname{ker} \varrho_{i}=\vartheta_{\mathfrak{p}}[\alpha] /\left(\mathfrak{P}_{i} \cap \vartheta_{\mathfrak{p}}[\alpha]\right)
$$

Let $\varphi: \vartheta_{\mathfrak{p}}[\alpha] \rightarrow \vartheta_{\mathfrak{P}}^{i} 1 / \mathfrak{P}_{i}$ be defined by $\varphi(h(\alpha))=h(\alpha) \bmod \mathfrak{P}_{i}$. Clearly, $\varphi$ is a ring homomorphism and $\operatorname{ker} \varphi=\mathfrak{P}_{i} \cap \vartheta_{\mathfrak{p}}[\alpha]=\operatorname{ker} \varrho_{i}$. If $y \in \vartheta_{\mathfrak{P}}^{i}$, by Artin's approximation theorem there exists $z \in L$ such that $v_{\mathfrak{P}_{i}}(y-z)>0$ and $v_{\mathfrak{P}_{j}}(z) \geq 0$ for all $j=1, \ldots, r$ such that $j \neq i$. Thus $z \in \bigcap_{j=1}^{r} \vartheta_{\mathfrak{P}_{j}}=\vartheta_{\mathfrak{p}}[\alpha]$ and $y \equiv z \bmod \mathfrak{P}_{i}$, so $\varphi(z)=y \bmod \mathfrak{P}_{i}$. Hence $\varphi$ is an epimorphism and

$$
k(\mathfrak{p})_{i} \cong \vartheta_{\mathfrak{p}}[\alpha] / \operatorname{ker} \varrho_{i}=\vartheta_{\mathfrak{p}}[\alpha] /\left(\mathfrak{P}_{i} \cap \vartheta_{\mathfrak{p}}[\alpha]\right)=\vartheta_{\mathfrak{p}}[\alpha] / \operatorname{ker} \varphi \cong \vartheta_{\mathfrak{P}_{i}} / \mathfrak{P}_{i}
$$

It follows that

$$
d_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)=\left[\vartheta_{\mathfrak{P}_{i}} / \mathfrak{P}_{i}: k(\mathfrak{p})\right]=\left[k(\mathfrak{p})_{i}: k(\mathfrak{p})\right]=\operatorname{deg} p_{i}(T) .
$$

Using Theorem 5.1.14, we obtain that

$$
\begin{aligned}
{[L: K] } & =\sum_{i=1}^{r} e_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right) d_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right) \\
& \leq \sum_{i=1}^{r} a_{i} \operatorname{deg} p_{i}(T)=\operatorname{deg} p(T)=[L: K]
\end{aligned}
$$

In particular, we get $a_{i}=e_{L / K}\left(\mathfrak{P}_{i} \mid \mathfrak{p}\right)$ and $\operatorname{con}_{K / L} \mathfrak{p}=\prod_{i=1}^{r} \mathfrak{P}_{i}^{a_{i}}$.
Now we recall the basic facts about Kummer and Artin-Schreier extensions. Let $K / k$ be any function field.

Theorem 5.8.3. Let $L / K$ be a cyclic extension of degree $n$. Let $G=\operatorname{Gal}(L / K)=$ $\langle\sigma\rangle$. Consider $\alpha \in L$. Then
(i) $\operatorname{Tr}_{L / K} \alpha=0$ if and only if there exists $\beta \in L$ such that $\alpha=\beta-\sigma \beta$.
(ii) $N_{L / K} \alpha=1$ if and only if there exists $\beta \in L$ such that $\alpha=\beta / \sigma \beta$.

Proof.
(i) $\quad(\Leftarrow)$ If $\alpha=\beta-\sigma \beta$, then

$$
\operatorname{Tr}_{L / K} \alpha=\operatorname{Tr}_{L / K} \beta-\operatorname{Tr}_{L / K}(\sigma \beta)=\operatorname{Tr}_{L / K} \beta-\operatorname{Tr}_{L / K} \beta=0 .
$$

$(\Rightarrow)$ Since $L / K$ is a separable extension, there exists $\gamma \in L$ such that $\operatorname{Tr}_{L / K} \gamma=a \neq 0$, with $a \in K$. Then $\operatorname{Tr}_{L / K}\left(a^{-1} \gamma\right)=a^{-1} \operatorname{Tr}_{L / K} \gamma=1$. Assume that $\operatorname{Tr}_{L / K} \alpha=0$. We have $\sigma^{0} \alpha=-\sum_{j=1}^{n-1} \sigma^{j} \alpha$.
Let $\beta=\sum_{i=0}^{n-2}\left(\sum_{j=0}^{i} \sigma^{j} \alpha\right) \sigma^{i} \gamma$. Then $\beta-\sigma \beta=\alpha$.
(ii) This is just Hilbert's Theorem 90 (Theorem A.2.16), for a cyclic group $G$.

Theorem 5.8.4 (Artin-Schreier Extensions). Let char $k=p>0$. Then $L / K$ is $a$ cyclic extension of degree $p$ if and only if there exists $z \in L$ such that $L=K(z)$ with $\operatorname{Irr}(z, T, K)=T^{p}-T-a \in K[T]$.

Proof. $(\Rightarrow)$ Let $G=\operatorname{Gal}(L / K)=\langle\sigma\rangle$, with $o(\sigma)=p$. Then $\operatorname{Tr}_{L / K} 1=p 1=0$. By Theorem 5.8.3, there exists $z \in L$ such that $\sigma z-z=1$ or $\sigma z=z+1$. Hence $\sigma^{i} z=z+i$ and $\sigma^{i} z=z$ if and only if $p \mid i$. Therefore

$$
\operatorname{Irr}(z, T, K)=\prod_{i=0}^{p-1}(T-(z+i))
$$

is of degree $p$.
Notice that

$$
\sigma\left(z^{p}-z\right)=(\sigma z)^{p}-\sigma z=(z+1)^{p}-(z+1)=z^{p}-z
$$

Hence

$$
z^{p}-z=a \in K \quad \text { and } \quad z^{p}-z-a=0
$$

It follows that $\operatorname{Irr}(z, T, K)=T^{p}-T-a$ (and $T^{p}-T-a=\prod_{i=0}^{p-1}(T-(z+i))$, $a=z^{p}-z$ ).
$(\Leftarrow)$ If $L=K(z)$ and $\operatorname{Irr}(z, T, K)=T^{p}-T-a$, then for any $i \in \mathbb{Z}$,

$$
i^{p} \equiv i \bmod p \quad \text { and } \quad(z+i)^{p}-(z+i)=z^{p}+i^{p}-z-i=z^{p}-z=a
$$

Therefore $z, z+1, \ldots, z+(p-1)$ are the roots of $\operatorname{Irr}(z, T, K)$. In particular, $z$ and $z+1$ are conjugates over $K$ and $L=K(z)$ is a Galois extension over $K$. Let $G=\operatorname{Gal}(L / K)$. There exists $\sigma \in G$ such that $\sigma z=z+1$. Then $\sigma^{i} z=z+i$ and $o(\sigma)=p$. Thus $G=\langle\sigma\rangle$ is a cyclic extension of degree $p$.

Theorem 5.8.5 (Kummer Extensions). Let char $k=p \geq 0$ and let $n \in \mathbb{N}$ be such that $p \nmid n$ ( $n$ can be chosen arbitrarily in the case $p=0$ ). Suppose that $k$ contains a primitive root of unity $\zeta_{n}$. Then $L / K$ is a cyclic extension of degree $n$ if and only if there exists $z \in L$ such that $L=K(z)$ and

$$
\operatorname{Irr}(z, T, K)=T^{n}-a \in K[T]
$$

Proof. $(\Rightarrow)$ Let $G=\operatorname{Gal}(L / K)=\langle\sigma\rangle$ and $o(\sigma)=n$. We have $N_{L / K} \zeta_{n}=\zeta_{n}^{n}=1$. Thus, by Theorem 5.8.3 there exists $z \in L$ such that $\sigma z=\zeta_{n} z$. Since $\sigma^{i} z=\zeta_{n}^{i} z$ and $\sigma^{i} z=z$ if and only if $n \mid i$, it follows that $z, \zeta_{n} z, \ldots, \zeta_{n}^{n-1} z$ are distinct conjugates of $z$. Thus

$$
\operatorname{Irr}(z, T, K)=\prod_{i=0}^{n-1}\left(T-\zeta_{n}^{i} z\right)
$$

On the other hand, $\sigma\left(z^{n}\right)=(\sigma z)^{n}=\left(\zeta_{n} z\right)^{n}=z^{n}$. Hence $z^{n}=a \in K$ and $z, \zeta_{n} z, \ldots, \zeta_{n}^{n-1} z$ are the roots of $T^{n}-a \in K[T]$. Therefore

$$
\operatorname{Irr}(z, T, K)=T^{n}-a \quad \text { and } \quad z^{n}=a \in K
$$

$(\Leftarrow)$ For $a \neq 0, T^{n}-a$ is a separable polynomial with distinct roots $z, \zeta_{n} z, \ldots, \zeta_{n}^{n-1} z$, where $z$ is any element of the algebraic closure $\bar{K}$ of $K$ such that $z^{n}=a$. Therefore $L=K(z)$ is a normal and separable extension of $K$, and $L / K$ is a Galois extension. Now, since $T^{n}-a$ is assumed to be irreducible, $z$ and $\zeta_{n} z$ are conjugates over $K$. Thus, there exists $\sigma \in G=\operatorname{Gal}(L / K)$ such that $\sigma z=\zeta_{n} z$. It follows that $o(\sigma)=$ $n=o(G)=[L: K]$ and $L / K$ is a cyclic extension of degree $n$.

Next, we turn our attention to the case that two cyclic extensions $L_{1} / K$ and $L_{2} / K$ of the type considered in Theorems 5.8.4 and 5.8.5 are the same.

Proposition 5.8.6. Let char $k=p>0$ and let $L_{i}=K\left(z_{i}\right) / K, i=1,2$, be two cyclic extensions of degree $p$ given by $z_{i}^{p}-z_{i}=a_{i} \in K, i=1,2$. The following are equivalent:
(i) $L_{1}=L_{2}$.
(ii) $z_{1}=j z_{2}+b$ for $1 \leq j \leq p-1$ and $b \in K$.
(iii) $a_{1}=j a_{2}+\left(b^{p}-b\right)$ for $1 \leq j \leq p-1$ and $b \in K$.

Proof. If $z_{1}=j z_{2}+b$, then $z_{2}=j^{\prime} z_{1}-j^{\prime} b$ with $j j^{\prime} \equiv 1 \bmod p$. Thus $L_{1}=L_{2}$. Conversely, if $L_{1}=L_{2}$, then if $G=\operatorname{Gal}\left(L_{1} / K\right)=\operatorname{Gal}\left(L_{2} / K\right)=\langle\sigma\rangle$, we may choose $\sigma$ such that $\sigma z_{1}=z_{1}+1$. Now, since $\sigma z_{2}$ is a conjugate of $z_{2}$ over $K$, we have $\sigma z_{2}=z_{2}+j^{\prime}$ with $1 \leq j^{\prime} \leq p-1$. Let $1 \leq j \leq p-1$ be such that $j j^{\prime} \equiv 1 \bmod p$. Then

$$
\sigma\left(j z_{2}\right)=j \sigma z_{2}=j z_{2}+j j^{\prime}=j z_{2}+1
$$

Therefore $\sigma\left(z_{1}-j z_{2}\right)=z_{1}-j z_{2}$. It follows that $z_{1}-j z_{2}=b \in K$.
Next, if $z_{1}=j z_{2}+b$, then

$$
\begin{aligned}
z_{1}^{p}-z_{1}=a_{1} & =\left(j z_{2}+b\right)^{p}-\left(j z_{2}+b\right)=j\left(z_{2}^{p}-z_{2}\right)+\left(b^{p}-b\right) \\
& =j a_{2}+\left(b^{p}-b\right) .
\end{aligned}
$$

Conversely, if $a_{1}=j a_{2}+\left(b^{p}-b\right)$ we have $z_{1}^{p}-z_{1}=\left(j z_{2}+b\right)^{p}-\left(j z_{2}+b\right)$, i.e.,

$$
\left(z_{1}-\left(j z_{2}+b\right)\right)^{p}-\left(z_{1}-\left(j z_{2}+b\right)\right)=0
$$

It follows that $\omega=z_{1}-j z_{2}-b$ is a root of $\omega^{p}-\omega=0$. Thus $\omega \in \mathbb{F}_{p}$.

Proposition 5.8.7. Let char $k=p \geq 0$ and let $K$ contain a primitive nth root $\zeta_{n}$ of 1 with $(n, p)=1$. Let $L_{i}=K\left(z_{i}\right)(i=1,2)$ be two cyclic extensions of $K$ of degree $n$, given by $z_{i}^{n}=a_{i}$. The following are equivalent:
(i) $L_{1}=L_{2}$.
(ii) $z_{1}=z_{2}^{j} c$ for all $1 \leq j \leq n-1$ such that $(j, n)=1$ and $c \in K$.
(iii) $a_{1}=a_{2}^{j} c^{n}$ for all $1 \leq j \leq n-1$ such that $(j, n)=1$ and $c \in K$.

Proof. The equivalence of (ii) and (iii) is clear.
Assume $L_{1}=L_{2}$. If $G=\operatorname{Gal}\left(L_{1} / K\right)=\operatorname{Gal}\left(L_{2} / K\right)=\langle\sigma\rangle$, choose $\sigma$ such that $\sigma z_{1}=\zeta_{n} z_{1}$. Now, $\sigma z_{2}$ is a conjugate of $z_{2}$ over $K$, so

$$
\sigma z_{2}=\zeta_{n}^{j^{\prime}} z_{2} \quad \text { with } \quad 1 \leq j^{\prime} \leq n-1
$$

Let $d=\left(j^{\prime}, n\right)$. Then $\sigma^{n / d} z_{2}=\zeta_{n}^{j^{\prime} n / d} z_{2}=z_{2}$, and hence $\sigma^{n / d}=$ Id. Since $o(\sigma)=n$, we have $d=\left(j^{\prime}, n\right)=1$. Choose $j$ such that $j j^{\prime} \equiv 1 \bmod n$. Thus $\sigma\left(z_{2}^{j}\right)=\zeta_{n}^{j j^{\prime}} z_{2}^{j}=$ $\zeta_{n} z_{2}^{j}$, and

$$
\sigma\left(z_{1} z_{2}^{-j}\right)=z_{1} z_{2}^{-j}, \quad \text { so } \quad z_{1} z_{2}^{-j}=c \in K
$$

Conversely, if $z_{1}=z_{2}^{j} c \in L_{2},(j, n)=1$, and $c \in K$, then $L_{1} \subseteq L_{2}$, and if $j j^{\prime} \equiv 1 \bmod n$,

$$
z_{1}^{j}=z_{2}^{j j^{\prime}} c^{j}=z_{2}^{1+\ell n} c^{j}=z_{2} a_{2}^{\ell} c^{j}, \quad \text { so } \quad z_{2}=z_{1}^{j} a_{2}^{-\ell} c^{-j} \in L_{1}
$$

Therefore $L_{1}=L_{2}$.
In order to study ramification in Artin-Schreier and Kummer extensions we provide the following two examples due to Hasse [52]. These two examples are for the case of rational function fields. The general case will be given later on.

Example 5.8.8. Let $K=k(x)$ be a rational function field where $k$ is a perfect field of characteristic $p>0$. Let $L=K(y)$ be a cyclic extension of degree $p$. Then, since $L / K$ is an Artin-Schreier extension, $y$ satisfies an equation of the form

$$
y^{p}-y=r(x), \text { where } r(x) \in k(x) \text { and } r(x) \notin\left\{g(x)^{p}-g(x) \mid g(x) \in k(x)\right\}
$$

It is easy to see that $\alpha(T)=\operatorname{Irr}(y, T, k(x))=T^{p}-T-r(x)$. The roots of the latter polynomial are all $y+i$ such that $i \in \mathbb{F}_{p}$. Observe that $L=K(z)$, where

$$
z^{p}-z=h(x) \in k(x) \Longleftrightarrow z=j y+m(x), \text { with } m(x) \in k(x) \text { and } j \in \mathbb{F}_{p}^{*}
$$

Note that by substituting $y$ by $j y+m(x)$, with $m(x) \in k(x)$ and $j \in \mathbb{F}_{p}^{*}$, the resulting expression for $r(x)$ becomes $j r(x)+m(x)^{p}-m(x)$.

We will see that we can substitute $y$ in such a way that $r(x)$ takes the form

$$
(r(x))_{K}=\frac{\mathfrak{C}}{\wp_{1}^{\lambda_{1}} \cdots \wp_{s}^{\lambda_{s}}}
$$

where $\mathfrak{C}$ is integral divisor relatively prime to $\wp_{i}, \lambda_{i}>0$, and $\lambda_{i} \not \equiv 0 \bmod p$ for $i=1, \ldots, s$.

First, write

$$
r(x)=\frac{g(x)}{f(x)}, \quad \text { where } \quad f(x)=\prod_{i=1}^{n} p_{i}(x)^{\alpha_{i}}
$$

$(f(x), g(x))=1$, and $p_{1}(x), \ldots, p_{n}(x)$ are distinct irreducible polynomials. Using partial fractions we obtain that the expression for $r(x)$ is

$$
\frac{g(x)}{f(x)}=s(x)+\sum_{i=1}^{n} \sum_{k=0}^{\alpha_{i}-1} \frac{t_{k}^{(i)}(x)}{p_{i}(x)^{\alpha_{i}-k}}
$$

with

$$
\operatorname{deg} t_{k}^{(i)}(x)<\operatorname{deg} p_{i}(x) \quad \text { for } \quad k=0,1, \ldots, \alpha_{i}-1
$$

Let $v_{\wp_{i}}$ be the valuation over $k(x)$ corresponding to $p_{i}(x)$. We have

$$
v_{\wp_{i}}(r(x))=-\alpha_{i} \quad \text { and } \quad v_{\wp}(r(x)) \geq 0 \quad \text { for any } \quad \wp \neq \wp_{1}, \ldots, \wp_{n}, \wp_{\infty}
$$

Then $v_{\wp}\left(y^{p}-y\right) \geq 0$, and since $v_{\wp}\left(y^{p}-y\right) \geq \min \left\{p v_{\wp}(y), v_{\wp}(y)\right\}$, it follows that $v_{\wp}(y) \geq 0$. Thus $y$ is integral with respect to $A_{\wp}$, or in other words, $y \in \vartheta_{\mathcal{P}}$ for a place $\mathcal{P}$ above $\wp$.

Now,

$$
\alpha(T)=\prod_{i=0}^{p-1}(T-y-i) \quad \text { and } \quad \alpha^{\prime}(T)=\sum_{i=0}^{p-1} \prod_{j \neq i}(T-y-j),
$$

so

$$
\alpha^{\prime}(y)=\prod_{j=1}^{p-1}(y-y-j)=\prod_{j=1}^{p-1}(-j),
$$

and $\left(\alpha^{\prime}(y)\right)_{L}$ is the unit divisor $\mathfrak{N}$. Therefore $\wp$ is unramified (Theorem 5.6.3).
It follows that the only ramified places can be $\wp_{1}, \ldots, \wp_{n}, \wp_{\infty}$.
Returning to our decomposition, if $p$ divides $\alpha_{i}$, we write $\alpha_{i}=\lambda_{i} p$. Then

$$
r(x)=\frac{t_{0}^{(i)}(x)}{p_{i}(x)^{\lambda_{i} p}}+t_{1}(x) \quad \text { with } \quad v_{\wp_{i}}\left(t_{1}(x)\right)>-\lambda_{i} p
$$

Since $\left[k[x] /\left(p_{i}(x)\right): k\right]<\infty$ and $k$ is a perfect field, $M=k[x] /\left(p_{i}(x)\right)$ is perfect, that is, $M^{p}=M$. Thus there exists $m(x) \in k[x]$ such that

$$
m(x)^{p} \equiv t_{0}^{(i)}(x) \bmod p_{i}(x)
$$

Let $n(x)=-\frac{m(x)}{p_{i}(x)^{\lambda_{i}}}$. If $u=y+n(x)$, then $L=K(u)=K(y)$, and we have

$$
\begin{aligned}
u^{p}-u & =y^{p}-y+n(x)^{p}-n(x)=r(x)+n(x)^{p}-n(x) \\
& =\frac{t_{0}^{(i)}(x)}{p_{i}(x)^{\lambda_{i} p}}+t_{1}(x)-\frac{m(x)^{p}}{p_{i}(x)^{\lambda_{i} p}}+\frac{m(x)}{p_{i}(x)^{\lambda_{i}}}=h(x) .
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& v_{\wp_{i}}(h(x)) \geq \min \left\{v_{\wp_{i}}\left(\frac{t_{0}^{(i)}(x)-m(x)^{p}}{p_{i}(x)^{\lambda_{i} p}}\right), v_{\wp_{i}}\left(t_{1}(x)\right), v_{\wp_{i}}\left(\frac{m(x)}{p_{i}(x)^{\lambda_{i}}}\right)\right\}, \\
& v_{\wp_{i}}\left(\frac{t_{0}^{(i)}(x)-m(x)^{p}}{p_{i}(x)^{\lambda_{i} p}}\right) \geq 1-\lambda_{i} p>-\lambda_{i} p ; \\
& v_{\wp_{i}}\left(t_{1}(x)\right)>-\lambda_{i} p ; \\
& v_{\wp_{i}}\left(\frac{m(x)}{p_{i}(x)^{\lambda_{i}}}\right) \geq 0-\lambda_{i}>-\lambda_{i} p .
\end{aligned}
$$

Therefore $(h(x))_{k(x)}=\frac{\mathfrak{A}}{\wp_{i}^{\beta}}$, where $\beta<\lambda_{i} p$ and $\mathfrak{A}$ is relatively prime to $A_{\wp_{i}}$.
Observe that for $j \neq i$, we have

$$
\begin{aligned}
v_{\wp_{j}}\left(\frac{t_{0}^{(i)}(x)}{p_{i}(x)^{\lambda_{i} p}}\right) & \geq 0 \\
v_{\wp_{j}}\left(\frac{m(x)^{p}}{p_{i}(x)^{\lambda_{i}} p}\right) & \geq 0 \\
v_{\wp_{j}}\left(\frac{m(x)}{p_{i}(x)^{\lambda_{i}}}\right) & \geq 0 \\
v_{\wp_{j}}\left(t_{1}(x)\right) & =v_{\wp_{j}}(r(x))=-\alpha_{j}<0 .
\end{aligned}
$$

Thus $v_{\wp_{j}}(h(x))=v_{\wp_{j}}\left(t_{1}(x)\right)=v_{\wp_{j}}(r(x))=-\alpha_{j}$. This means that in the previous argument, the values $v_{\wp j}$ do not change for $j \neq i$. We also have $v_{\wp}(h(x)) \geq 0$ for $\wp \neq \wp_{1}, \ldots, \wp_{n}, \wp_{\infty}$.

Continuing with this process, we eventually transform our expression $L=K(\omega)$ into

$$
\omega^{p}-\omega=\alpha(x) \in k(x) \quad \text { and } \quad(\alpha(x))_{k(x)}=\frac{\mathfrak{C}}{\wp_{1}^{\lambda_{1}} \cdots \wp_{m}^{\lambda_{m}}} \wp_{\infty}^{s}
$$

where $\mathfrak{C}$ is an integral divisor that is relatively prime to $\wp_{1}, \ldots, \wp_{m}, \wp_{\infty}$, and $\lambda_{i}>0$, $\left(\lambda_{i}, p\right)=1, i=1, \ldots, m$.

Now working with $\wp_{\infty}$, if $s \geq 0$ or $s<0$ and $(p, s)=1, \wp_{\infty}$ is also of the required form. Finally, assume $s<0$ and $p \mid s$, say $s=-p t$, with $t>0$. Let

$$
\alpha(x)=\frac{f_{1}(x)}{g_{1}(x)}, \quad s=v_{\infty}(\alpha(x))=-\operatorname{deg} \alpha(x)=-\operatorname{deg} f_{1}(x)+\operatorname{deg} g_{1}(x)<0
$$

Then $\operatorname{deg} g_{1}(x)<\operatorname{deg} f_{1}(x)$, and by the division algorithm,

$$
f_{1}(x)=g_{1}(x) q_{1}(x)+r_{1}(x) \quad \text { with } \quad r_{1}(x)=0 \quad \text { or } \quad \operatorname{deg} r_{1}(x)<\operatorname{deg} g_{1}(x)
$$

so

$$
\alpha(x)=\frac{f_{1}(x)}{g_{1}(x)}=q_{1}(x)+\frac{r_{1}(x)}{g_{1}(x)}
$$

We have $v_{\infty}\left(\frac{r_{1}(x)}{g_{1}(x)}\right)>0$. Therefore

$$
v_{\infty}(\alpha(x))=s=-p t=-\operatorname{deg} q_{1}(x)
$$

We can write $q_{1}(x)$ as the sum of $a x^{p t}$ with terms of lower degree. Since $q_{1}(x) \in$ $k[x]$ and $k$ is a perfect field, there exists $b \in k$ such that $b^{p}=a$. Let $\omega_{1}=\omega-b x^{t}$. Then

$$
\omega_{1}^{p}-\omega_{1}=q_{2}(x)+\frac{r_{1}(x)}{g_{1}(x)} \quad \text { with } \quad \operatorname{deg} q_{2}(x) \leq p t-1<-s
$$

It is easy to see that any place $\wp$ satisfies the following: if $v_{\wp}(\alpha(x)) \geq 0$ then $v_{\wp}\left(q_{2}(x)+\frac{r_{1}(x)}{g_{1}(x)}\right) \geq 0$, and if $v_{\wp}(\alpha(x))<0$, then $v_{\wp}\left(q_{2}(x)+\frac{r_{1}(x)}{g_{1}(x)}\right)=v_{\wp}(\alpha(x))$.

By iterating this process we obtain an equation of the type

$$
y^{p}-y=\alpha(x), \quad \text { where } \quad(\alpha(x))_{K}=\frac{\mathfrak{C}}{\wp_{1}^{\lambda_{1}} \cdots \wp_{m}^{\lambda_{m}}}
$$

$\mathfrak{C}$ is an integral divisor relatively prime to $\wp_{1}, \ldots, \wp_{m}, \lambda_{i}>0$, and $\left(\lambda_{i}, p\right)=1$, $i=1, \ldots, m$. We have already noted that if $\wp \neq \wp_{1}, \ldots, \wp_{m}$, then $\wp$ is unramified.

Now we will see that $\wp_{1}, \ldots, \wp_{m}$ are exactly the ramified prime divisors. If $\mathcal{P}$ is a place over some $\wp_{i}$, then

$$
e=e\left(\mathcal{P} \mid \wp_{i}\right) \quad \text { and } \quad v_{\mathcal{P}}(\alpha(x))=e v_{\wp_{i}}(\alpha(x))=-e \lambda_{i} .
$$

On the other hand,

$$
v_{\mathcal{P}}(\alpha(x))=v_{\mathcal{P}}\left(y^{p}-y\right)<0, \quad \text { so } \quad v_{\mathcal{P}}(y)<0
$$

Therefore $v_{\mathcal{P}}\left(y^{p}-y\right)=p v_{\mathcal{P}}(y)$. Thus $p$ divides $e \lambda_{i}$ and since $\left(p, \lambda_{i}\right)=1, p$ divides $e$. Consequently $e \geq p$. But since $[L: K]=p \geq e$, we must have $e=p$, and furthermore, each $\wp_{1}, \ldots, \wp_{m}$ is ramified. Let $p_{i}(x) \in k[x]$ (or $p_{i}(x)=\frac{1}{x}$ in the case $\left.\wp_{i}=\wp_{\infty}\right)$, with $v_{\wp_{i}}\left(p_{i}(x)\right)=1$. Let $\wp_{i}=\mathcal{P}_{i}^{p}$ in $D_{L}$. Set $\mathcal{P}=\mathcal{P}_{i}$.

We have $v_{\mathcal{P}_{i}}(y)=-\lambda_{i}$. We wish to compute $\mathfrak{D}_{\mathcal{P}}$, the different at $\mathcal{P}$.
Let $\pi$ be a prime element for $\mathcal{P}$, that is, $v_{\mathcal{P}}(\pi)=1$. Then $\vartheta_{\hat{\mathcal{P}}}=\vartheta_{\hat{\wp}_{i}}[\pi]$ (because $\wp_{i}$ is ramified) and we have $\mathfrak{D}_{\hat{\mathcal{P}}}=\hat{\mathcal{P}}^{s}$ with $s=v_{\mathcal{P}}\left(g^{\prime}(\pi)\right)$ and $g(T)=\operatorname{Irr}(\pi, T, K)$ (Theorem 5.7.17).

Now, since $\left(\lambda_{i}, p\right)=1$, there exist $u, v$ such that $-u \lambda_{i}+v p=1$. We have

$$
v_{\mathcal{P}}\left(y^{u} p_{i}(x)^{v}\right)=u v_{\mathcal{P}}(y)+v v_{\mathcal{P}}\left(p_{i}(x)\right)=-u \lambda_{i}+v p=1 .
$$

Therefore we may pick $\pi=y^{u} p_{i}(x)^{v}$. The conjugates of $\pi$ are the elements $(y+j)^{u} p_{i}(x)^{v}$, so that $g(T)=\prod_{j=0}^{p-1}\left(T-(y+j)^{u} p_{i}(x)^{v}\right)$ and

$$
g^{\prime}(\pi)=\prod_{j=1}^{p-1}\left((y+j)^{u}-y^{u}\right) p_{i}(x)^{v}=\prod_{j=1}^{p-1}\left(u j y^{u-1}+s_{j}(y)\right) p_{i}(x)^{v}
$$

where $s_{j}(y)=\sum_{\ell=0}^{u-2}\binom{u}{\ell} y^{\ell} j^{u-\ell}$, and

$$
v_{\mathcal{P}}\left(\binom{u}{\ell} y^{\ell} j^{u-\ell}\right)=\ell v_{\mathcal{P}}(y)>(u-1) v_{\mathcal{P}}(y)
$$

It follows that

$$
\begin{aligned}
v_{\mathcal{P}}\left(g^{\prime}(\pi)\right) & =v_{\mathcal{P}}\left(\prod_{j=1}^{p-1}\left(j u y^{u-1} p_{i}(x)^{v}\right)\right)=v_{\mathcal{P}}\left(\left(\frac{y^{u} p_{i}(x)^{v}}{y}\right)^{p-1}\right) \\
& =\left(-(u-1) \lambda_{i}+v p\right)(p-1)=\left(\lambda_{i}+1\right)(p-1)
\end{aligned}
$$

Therefore $\mathfrak{D}_{\mathcal{P}}=\mathcal{P}^{\left(\lambda_{i}+1\right)(p-1)}$.
In short, assume $L=K(y)$, where

$$
y^{p}-y=\alpha(x) \quad \text { and } \quad(\alpha(x))_{k(x)}=\frac{\mathfrak{C}}{\wp_{1}^{\lambda_{1}} \cdots \wp_{n}^{\lambda_{n}}}
$$

$\mathfrak{C}$ an integral divisor relatively prime to $\wp_{1}, \ldots, \wp_{n}, \lambda_{i}>0$, and $\left(\lambda_{i}, p\right)=1,1 \leq i \leq$ $n$. Then $\wp_{1}, \ldots, \wp_{n}$ are the ramified primes in $L / K$ and if $\wp_{i}=\mathcal{P}_{i}^{p}$ in $D_{L}$, we have

$$
\mathfrak{D}_{L / K}=\prod_{i=1}^{n} \mathcal{P}_{i}^{\left(\lambda_{i}+1\right)(p-1)} \quad \text { and } \quad \partial_{L / K}=N_{L / K} \mathfrak{D}_{L / K}=\prod_{i=1}^{n} \wp_{i}^{\left(\lambda_{i}+1\right)(p-1)}
$$

Example 5.8.9. Let $K=k(x)$ and $L=K(y)$, where $L / K$ is a cyclic extension of degree $n, p \nmid n$, and $p=$ char $k$ (or char $k=0$ ). Assume that $k$ contains the $n$th roots of unity. Then, since $L / K$ is a Kummer extension, we may assume $y^{n}=f(x)$ with $f(x) \in k[x]$ and $f(x)$ nondivisible $n$ th-powers.

Let

$$
(f(x))_{k(x)}=\frac{\wp_{1}^{\lambda_{1}} \cdots \wp_{r}^{\lambda_{r}}}{\wp_{\infty}^{t}}, \quad \text { where } \quad t=\operatorname{deg} f(x) \quad \text { and } \quad 0<\lambda_{i}<n
$$

As in Example 5.8.8, $\wp_{1}, \ldots, \wp_{r}$ are the ramified prime divisors, and possibly $\wp_{\infty}$ too. For $\wp_{\infty}$, let $t=n q+r, 1 \leq r \leq n$. Substituting $y$ by $z=\frac{y}{x^{q+1}}$ we obtain

$$
z^{n}=\frac{y^{n}}{x^{(q+1) n}}=\frac{f(x)}{x^{n q+n}}
$$

and

$$
v_{\infty}\left(\frac{f(x)}{x^{n q+n}}\right)=v_{\infty}(f(x))-v_{\infty}\left(x^{(q+1) n}\right)=-t+q n+n=n-r
$$

with $0 \leq n-r \leq n-1$. As before, $\wp_{\infty}$ is ramified $\Longleftrightarrow n-r \neq 0 \Longleftrightarrow n \neq r \Longleftrightarrow$ $n \nmid t=\operatorname{deg} f(x)$.

Let $\wp_{i}$ be one of the ramified prime divisors. Since $(p, n)=1, p$ does not divide the ramification index $e$ of $\wp_{i}$. We have in $D_{L}: \wp_{i}=\left(\mathcal{P}_{1}^{(i)} \ldots \mathcal{P}_{g_{i}}^{(i)}\right)^{e}$. Let $\mathcal{P}$ be any prime above $\wp_{i}$. We have $v_{\mathcal{P}}\left(y^{n}\right)=n v_{\mathcal{P}}(y)=\lambda_{i} e$. Therefore $v_{\mathcal{P}}(y)=\frac{\lambda_{i} e}{n}$. Let $d_{i}=\left(\lambda_{i}, n\right)$. We have $\frac{n}{d_{i}} v_{\mathcal{P}}(y)=\frac{\lambda_{i}}{d_{i}} e$, and since $\left(\frac{n}{d_{i}}, \frac{\lambda_{i}}{d_{i}}\right)=1$,

$$
\left.\frac{n}{d_{i}} \right\rvert\, e \quad \text { and } \left.\quad \frac{\lambda_{i}}{d_{i}} \right\rvert\, v_{\mathcal{P}}(y) .
$$

Now if $z=y^{n / d_{i}}$ then $z^{d_{i}}=y^{n}$ and $d_{i} \mid \lambda_{i}$. Hence

$$
\left(\frac{z}{p_{i}(x)^{\lambda_{i} / d_{i}}}\right)^{d_{i}}=z_{1}^{d_{i}}=h(x) \in k[x] \quad \text { and } \quad v_{\wp_{i}}(h(x))=0
$$

Therefore $\wp_{i}$ is unramified from $K$ to $K(z)$. Since $[L: K(z)]=\frac{n}{d_{i}}$, we have $e \leq \frac{n}{d_{i}}$, which shows that $e=\frac{n}{d_{i}}$ and $v_{\mathcal{P}}(y)=\frac{\lambda_{i}}{d_{i}}$.

Since $p \nmid e$, it follows by Theorem 5.6.3 that $\mathfrak{D}_{\mathcal{P}}=\mathcal{P}^{e-1}=\mathcal{P}^{\left(n / d_{i}\right)-1}$. If $\wp_{i}=$ $\left(\mathcal{P}_{1}^{(i)} \cdots \mathcal{P}_{g_{i}}^{(i)}\right)^{n / d_{i}}$, we have $\frac{n}{d_{i}} f_{i} g_{i}=n$, where each $f_{i}$ is the relative degree of $\mathcal{P}=$ $\mathcal{P}_{j}^{(i)}$ over $\wp_{i}$. Finally, note that if $\wp_{\infty}$ is ramified, then $n \nmid t=\operatorname{deg} f(x)$ and the ramification index is

$$
e_{\infty}=\frac{n}{(n-r, n)}=\frac{n}{(r, n)}=\frac{n}{(t, n)}
$$

Therefore the discriminant at $\wp_{i}$ is given by

$$
\partial_{\wp_{i}}=\wp_{i}^{\left(n / d_{i}-1\right) f_{i} g_{i}}=\wp_{i}^{\left(n / d_{i}-1\right) d_{i}}=\wp_{i}^{d_{i}\left(e_{i}-1\right)} .
$$

In the general case, it is not always possible to write all prime divisors at a time under the form prescribed in Examples 5.8.8 and 5.8.9. However, the following result shows that we can do so for any fixed prime divisor in the case of a perfect field of constants.

Theorem 5.8.10. Let $k$ be a perfect field of characteristic $p>0$. Let $\mathfrak{p}$ be a fixed place in $K$. If $L / K$ is a cyclic extension of degree $p$, then $L=K(y)$ with $y^{p}-y=a$ and

$$
v_{\mathfrak{p}}(a) \geq 0 \quad \text { or } \quad v_{\mathfrak{p}}(a)=\lambda<0, \quad \text { and } \quad(\lambda, p)=1
$$

Proof. Let $L=K(z)$ with $z^{p}-z=B$. If $v_{\mathfrak{p}}(B) \geq 0$, we set $a=B$ and we are done. Assume that $v_{\mathfrak{p}}(B)=\mu<0$. If $(\mu, p)=0$ there is nothing to prove. Otherwise, let $\mu=-p \lambda, \lambda>0$. By Theorem 2.5.20, we have

$$
\begin{equation*}
B=\frac{b_{-p \lambda}}{\pi^{p \lambda}}+\frac{b_{-p \lambda+1}}{\pi^{p \lambda-1}}+\cdots+\frac{b_{-1}}{\pi}+b_{0}+b_{1} \pi+\cdots \tag{5.9}
\end{equation*}
$$

where $b_{i} \in k(\mathfrak{p}), b_{-p \lambda} \neq 0$, and $\pi$ is a prime element for $\mathfrak{p}$.
Since $k(\mathfrak{p})$ is a perfect field, we may choose $c \in k(\mathfrak{p})$ such that $c^{p}=b_{-p \lambda}$. Let $C \in \vartheta_{\mathfrak{p}}$ be such that $C \bmod \mathfrak{p}=c \in k(\mathfrak{p})=\vartheta_{\mathfrak{p}} / \mathfrak{p}$. Set $y:=z-C \pi^{-\lambda}, L=K(y)$, and

$$
y^{p}-y=z^{p}-C^{p} \pi^{-p \lambda}-z+C \pi^{-\lambda}=B-C^{p} \pi^{-p \lambda}+C \pi^{-\lambda} .
$$

Since $v_{\mathfrak{p}}(C)=0$, it follows by (5.9) that

$$
v_{\mathfrak{p}}(a) \geq-p \lambda+1 \quad \text { with } \quad a=B-C^{p} \pi^{-p \lambda}+C \pi^{-\lambda}
$$

If $v_{\mathfrak{p}}(a) \geq 0$ or $v_{\mathfrak{p}}(a)<0$ and $\left(v_{\mathfrak{p}}(a), p\right)=1$ we are done. Otherwise, we repeat the process. We obtain the result in a finite number of steps.

Theorem 5.8.11. In the situation of Theorem 5.8.10, if $v_{\mathfrak{p}}(a) \geq 0$, then $\mathfrak{p}$ is unramified (in this case the hypothesis that $k$ is a perfect field is not necessary), and if $v_{\mathfrak{p}}(a)<0$ and $\left(v_{\mathfrak{p}}(a), p\right)=1$ then $\mathfrak{p}$ is ramified and the local different is given by

$$
\mathfrak{D}_{\mathfrak{P}}=\mathfrak{P}^{(\lambda+1)(p-1)}
$$

where $\mathfrak{p}=\mathfrak{P}^{p}$ and $\lambda=-v_{\mathfrak{p}}(a)$.
Proof. Let $f(T)=T^{p}-T-a=\operatorname{Irr}(y, T, K)$. First, assume that $v_{\mathfrak{p}}(a) \geq 0$. Since $y^{p}-y=a$, if $\mathfrak{P}$ is any place in $L$ above $\mathfrak{p}$, we have $v_{\mathfrak{P}}(y) \geq 0$. Thus $y$ is integral with respect to $\mathfrak{P}$. Now $f^{\prime}(y)=-1$, and by Theorem 5.7.21 it follows that $\mathfrak{P}$ is unramified. Note that for this case we do not need the hypothesis that $k$ is a perfect field.

Next, assume that $v_{\mathfrak{p}}(a)=-\lambda<0$ and $(\lambda, p)=1$. Let $\mathfrak{P}$ be a prime divisor in $L$ dividing $\mathfrak{p}$. Then $v_{\mathfrak{P}}\left(y^{p}-y\right)=v_{\mathfrak{P}}(a)<0$. Therefore $v_{\mathfrak{P}}(y)<0$ and

$$
v_{\mathfrak{P}}\left(y^{p}-y\right)=p v_{\mathfrak{B}}(y)=v_{\mathfrak{P}}(a)=e(\mathfrak{P} \mid \mathfrak{p}) v_{\mathfrak{p}}(a)=-\lambda e, \quad \text { where } \quad e=e(\mathfrak{P} \mid \mathfrak{p})
$$

The conditions that $(p, \lambda)=1, p \mid e, e=p$, and $\mathfrak{p}$ is ramified in $L / K$ imply $\mathfrak{p}=\mathfrak{P}^{p}$. We also have $v_{\mathfrak{P}}(y)=-\lambda$.

Let $u, v \in \mathbb{Z}$ be such that $-\lambda u+p v=1$. Then if $\pi$ is a prime element for $\mathfrak{p}$, we have

$$
v_{\mathfrak{P}}\left(y^{u} \pi^{v}\right)=u v_{\mathfrak{P}}(y)+v v_{\mathfrak{P}}(\pi)=-\lambda u+p v=1 .
$$

Therefore $\Pi=y^{u} \pi^{v}$ is a prime element for $\mathfrak{P}$. By Proposition 5.5.11, $\vartheta_{\hat{\mathfrak{P}}}=\vartheta_{\hat{\mathfrak{p}}}[\pi]$, where $\vartheta_{\hat{\mathfrak{P}}}$ and $\vartheta_{\hat{\mathfrak{p}}}$ denote the completions of $\vartheta_{\mathfrak{P}}$ and $\vartheta_{\mathfrak{p}}$ respectively. By Theorem 5.7.17, we have $v_{\hat{\mathfrak{P}}}\left(\hat{\mathfrak{D}}_{\hat{\mathfrak{P}}}\right)=v_{\mathfrak{p}}\left(\mathfrak{D}_{L / K}\right)=v_{\mathfrak{p}}\left(g^{\prime}(\Pi)\right)$, with $g(T)=\operatorname{Irr}(\Pi, T, K)$. The set of conjugates of $\Pi$ is

$$
\left\{\sigma^{j} \Pi=(y+j)^{u} \pi^{v}, \quad j=0,1, \ldots, p-1\right\}=\left\{\Pi_{0}, \Pi_{1}, \ldots, \Pi_{p-1}\right\}
$$

Thus

$$
g(T)=\prod_{i=0}^{p-1}\left(T-\Pi_{i}\right) \quad \text { and } \quad g^{\prime}(T)=\sum_{j=0}^{p-1} \prod_{i \neq j}\left(T-\Pi_{i}\right) .
$$

We have

$$
\begin{aligned}
g^{\prime}(\Pi) & =\prod_{i=1}^{p-1}\left(y^{u} \pi^{v}-(y+i)^{u} \pi^{v}\right) \\
& =\pi^{v(p-1)} \prod_{i=1}^{p-1}\left(y^{u}-\sum_{\ell=0}^{u}\binom{u}{\ell} y^{\ell} i^{u-\ell}\right) \\
& =(-1)^{p-1} \pi^{v(p-1)} \prod_{i=1}^{p-1}\left(u i y^{u-1}+s_{i}(y)\right)
\end{aligned}
$$

with $s_{i}(y)=\sum_{\ell=0}^{u-2}\binom{u}{\ell} y^{\ell} i^{u-\ell}$. Thus $v_{\mathfrak{P}}\left(s_{i}(y)\right)>v_{\mathfrak{P}}\left(u i y^{u-1}\right)=(u-1)(-\lambda)$.
Therefore

$$
\begin{aligned}
v_{\mathfrak{P}}\left(g^{\prime}(\Pi)\right) & =v p(p-1)+\sum_{i=1}^{p-1}(u-1)(-\lambda) \\
& =v p(p-1)-\lambda(p-1)(u-1) \\
& =(p-1)(v p-\lambda u+\lambda)=(p-1)(1+\lambda)
\end{aligned}
$$

We obtain analogous results for Kummer extensions.
Theorem 5.8.12. Let $k$ be any field of characteristic $p \geq 0$. Let $L / K$ be a cyclic extension of degree $n$ with $(n, p)=1$. Assume that $k$ contains a primitive nth root of unity $\zeta_{n}$. Let $\mathfrak{p}$ be a fixed place of $K$. Then $L=K(y)$ with $y^{n}=a$ and $0 \leq v_{\mathfrak{p}}(a) \leq$ $n-1 ; \mathfrak{p}$ is unramified in $L / K$ if and only if $v_{\mathfrak{p}}(a)=0$.

If $v_{\mathfrak{p}}(a)=m>0$ and $\mathfrak{P}$ is a prime divisor of $L$ above $\mathfrak{p}$, we have

$$
e(\mathfrak{P} \mid \mathfrak{p})=\frac{n}{(n, m)} \quad \text { and } \quad v_{\mathfrak{P}}\left(\mathfrak{D}_{\mathfrak{P}}\right)=\frac{n}{(n, m)}-1
$$

Proof. Let $L=K(z)$ with $z^{n}=b, v_{\mathfrak{p}}(b)=t n+r$ and $0 \leq r \leq n-1$. If $\pi$ is a prime element for $\mathfrak{p}$, then $\left(\frac{z}{\pi^{t}}\right)^{n}=\frac{b}{\pi^{n t}}$ and $v_{\mathfrak{p}}\left(\frac{b}{\pi^{n t}}\right)=r$. The rest of the proof is the same as in Example 5.8.9.

Definition 5.8.13. We say that the equation given in Theorem 5.8.11 or Theorem 5.8.12 is in normal form or standard form at the prime $\mathfrak{p}$.

Remark 5.8.14. The hypothesis that $k$ is perfect is not necessary in Theorem 5.8.12. However, if $k$ is not a perfect field, in general we cannot write an equation like the one in Theorem 5.8.11 in a normal form for a given prime divisor. For instance, assume that $k$ is not a perfect field and let $a \in k \backslash k^{p}$. If $K=k(x)$ and $L=K(y)$ with

$$
\begin{equation*}
y^{p}-y=a x^{p} \tag{5.10}
\end{equation*}
$$

then (5.10) cannot be modified in order to have the infinite prime of $K$ written in normal form (see Exercise 5.10.18, Exercise 5.10.29, Example 14.3.12, and Exercise 14.5.16).

### 5.9 Ramification Groups

Theorem 5.6.3 shows a clear difference between ramification types, depending on the divisibility of the ramification index by the characteristic $p$. A more detailed study of this difference originates in the definition of the ramification groups, which we will study now.

Consider any Galois extension $L / K$ of function fields with Galois group $G=$ $\operatorname{Gal}(L / K)$. If $\mathcal{P}$ is a prime divisor of $L$ and $\wp=\left.\mathcal{P}\right|_{K}$, then the decomposition group satisfies $D_{L / K}(\mathcal{P} \mid \wp)=D=\operatorname{Gal}\left(L_{\mathcal{P}} / K_{\wp}\right)$ (Theorem 5.4.10). We will assume that the residue field extension $\ell(\mathcal{P}) / k(\wp)$ is separable. To study the ramification, it suffices to consider the ramification in $L_{\mathcal{P}} / K_{\wp}$. Therefore we will assume that $L / K$ is a Galois extension of complete fields. We also assume that the residue field extension is separable. Within this situation, $K$ is complete with respect to the valuation $v_{\wp}$, the valuation ring is $\vartheta_{\wp}$, and the valuation has a unique extension $v_{\mathcal{P}}$ to $L$. We have $\vartheta_{\mathcal{P}}=\vartheta_{\wp}[\beta]$ for some $\beta$ (Theorem 5.7.18). If $f(x)=\operatorname{Irr}(\beta, x, K)$, then $\mathfrak{D}_{\mathcal{P}}=\left(f^{\prime}(\beta)\right)$ (Theorem 5.7.17) and the discriminant satisfies $\partial_{\wp}=\left(N_{L / K} f^{\prime}(\beta)\right)$.

Proposition 5.9.1. Let $\beta_{1}=\beta, \beta_{2}, \ldots, \beta_{n}$ be the conjugates of $\beta$. Then

$$
N_{L / K}\left(f^{\prime}(\beta)\right)=(-1)^{n(n-1) / 2} \prod_{i<j}^{n}\left(\beta_{i}-\beta_{j}\right)^{2}=\prod_{i \neq j}^{n}\left(\beta_{i}-\beta_{j}\right)
$$

Proof. We leave the proof to the reader (Exercise 5.10.31).

Definition 5.9.2. Let $e=e_{L / K}(\mathcal{P} \mid \wp)$ and let $\bar{K}$ be the residue field $\vartheta_{\wp} / \wp$. Let $p=$ char $\bar{K}$. If $p \mid e, \wp$ is called wildly ramified, and if $p \nmid e, \wp$ is called tamely ramified.

We write $A_{L}=\vartheta_{\mathcal{P}}$ and $A_{K}=\vartheta_{\wp}$. Let $x \in A_{L}$ be such that $A_{L}=A_{K}[x]$, and let $\pi \in A_{L}$ be such that $v_{\mathcal{P}}(\pi)=1$. Let $G=\operatorname{Gal}(L / K)$ (which corresponds to the decomposition group before taking completions).

Proposition 5.9.3. Let $\sigma \in G$, and $i \in \mathbb{Z}$ be such that $i \geq-1$. The following three conditions are equivalent:
(a) $\sigma$ acts trivially on $A_{L} / \mathcal{P}^{i+1}$;
(b) $v_{\mathcal{P}}(\sigma(a)-a) \geq i+1$ for all $a \in A_{L}$;
(c) $v_{\mathcal{P}}(\sigma(x)-x) \geq i+1$.

Proof. We leave the proof to the reader (Exercise 5.10.32).

Theorem 5.9.4. For each $i \geq-1$ put $G_{i}=\left\{\sigma \in G \mid v_{\mathcal{P}}(\sigma(x)-x) \geq i+1\right\}$. Then $G_{i} \supseteq G_{i+1}$, each $G_{i}$ is a normal subgroup of $G, G_{-1}=G$, and $G_{0}$ is the inertia group. Furthermore, for i large enough, $G_{i}=\mathrm{Id}$.

Proof. Since $\mathcal{P}^{\sigma}=\mathcal{P}$, we have

$$
v_{\mathcal{P}}(\sigma(x)-x)=v_{\mathcal{P}^{\sigma^{-1}}}\left(x-\sigma^{-1}(x)\right)=v_{\mathcal{P}}\left(\sigma^{-1}(x)-x\right)
$$

so $\sigma \in G_{i}$ implies $\sigma^{-1} \in G_{i}$.
If $\sigma, \theta \in G_{i}$, we have

$$
\begin{aligned}
v_{\mathcal{P}}(\sigma \theta(x)-x) & =v_{\mathcal{P}}((\sigma \theta)(x)-\sigma(x)+\sigma(x)-x) \\
& \geq \min \left\{v_{\mathcal{P}}((\sigma \theta)(x)-\sigma(x)), v_{\mathcal{P}}(\sigma(x)-x)\right\} \\
& =\min \left\{v_{\mathcal{P}^{\sigma^{-1}}}(\theta(x)-x), v_{\mathcal{P}}(\sigma(x)-x)\right\} \geq i+1
\end{aligned}
$$

Therefore, $G_{i}$ is a subgroup of $G$.
Now let $\sigma \in G_{i}$ and $\phi \in G$. We have

$$
v_{\mathcal{P}}\left(\left(\phi^{-1} \sigma \phi\right)(x)-x\right)=v_{\mathcal{P} \phi}((\sigma \phi)(x)-\phi x)=v_{\mathcal{P}}\left(\sigma x^{\prime}-x^{\prime}\right), \quad x^{\prime}=\phi(x)
$$

Since

$$
A_{L}=\phi\left(A_{L}\right)=\phi\left(A_{K}[x]\right)=A_{K}[\phi(x)]=A_{K}\left[x^{\prime}\right]
$$

it follows, by Proposition 5.9.3, that $v_{\mathcal{P}}\left(\sigma\left(x^{\prime}\right)-x^{\prime}\right) \geq i+1$. Thus $G_{i}$ is a normal subgroup of $G$.

Clearly, $G_{i} \supseteq G_{i+1}$. Furthermore,

$$
G_{0}=\left\{\sigma \in G \mid v_{\mathcal{P}}(\sigma x-x) \geq 1\right\}=\left\{\sigma \in G \mid \sigma y \equiv y \bmod \mathcal{P} \forall y \in A_{L}\right\}
$$

which is the definition of the inertia group.
Finally, for $\sigma \neq \mathrm{Id}$, there exists $x$ such that $\sigma x \neq x$, so $v_{\mathcal{P}}(\sigma x-x)=i_{\sigma} \neq \infty$. Let $r=\max \left\{i_{\sigma} \mid \sigma \neq \mathrm{Id}\right\}$. Then

$$
\sigma \in G_{r} \Longleftrightarrow v_{\mathcal{P}}(\sigma x-x) \geq r+1>i_{\sigma} \Longleftrightarrow \sigma=\mathrm{Id}
$$

Thus $G_{r}=\mathrm{Id}$.

Definition 5.9.5. For $i \geq-1$, the group $G_{i}$ is called the ith ramification group of $G$ or ith ramification group of $L / K$.

Definition 5.9.6. We define the function $i_{G}: G \longrightarrow \mathbb{Z} \cup\{\infty\}$ by $i_{G}(\sigma)=v_{\mathcal{P}}(\sigma x-x)$.
As a consequence of what we have already proved, we obtain the following result:

## Proposition 5.9.7.

(1) $i_{G}(\sigma)=\infty$ if and only if $\sigma=\mathrm{Id}$,
(2) $i_{G}(\sigma) \geq i+1$ if and only if $\sigma \in G_{i}$,
(3) $i_{G}\left(g \sigma g^{-1}\right)=i_{G}(\sigma)$ for all $\sigma, g \in G$.

Proposition 5.9.8. $\sum_{\sigma \neq \mathrm{Id}} i_{G}(\sigma)=\sum_{i=0}^{\infty}\left(\left|G_{i}\right|-1\right)$.
Proof. Let $r_{i}=\left|G_{i}\right|-1$. If $\sigma \in G_{i-1} \backslash G_{i}$, then $v_{\mathcal{P}}(\sigma x-x)=i$, so $i_{G}\left(G_{i-1} \backslash G_{i}\right)=$ $i$ and $\left|G_{i-1} \backslash G_{i}\right|=r_{i-1}-r_{i}$.

Therefore

$$
\sum_{\sigma \neq \mathrm{ld}} i_{G}(\sigma)=\sum_{i=0}^{\infty} \sum_{\sigma \in G_{i-1} \backslash G_{i}} i_{G}(\sigma)=\sum_{i=0}^{\infty} i\left(r_{i-1}-r_{i}\right)
$$

Let $t$ be such that $G_{t}=\mathrm{Id}$. Then $r_{t+1}=0$ and

$$
\begin{aligned}
\sum_{i=0}^{\infty} i\left(r_{i-1}-r_{i}\right) & =\sum_{i=0}^{t+1} i\left(r_{i-1}-r_{i}\right)=\sum_{i=0}^{t+1} i r_{i-1}-\sum_{i=0}^{t+1} i r_{i} \\
& =\sum_{i=0}^{t}(i+1) r_{i}-\sum_{i=0}^{t+1} i r_{i}=\sum_{i=0}^{t} r_{i}-(t+1) r_{t+1} \\
& =\sum_{i=0}^{t} r_{i}=\sum_{i=0}^{\infty} r_{i}=\sum_{i=0}^{\infty}\left(\left|G_{i}\right|-1\right)
\end{aligned}
$$

Theorem 5.9.9. We have $\mathfrak{D}_{\mathcal{P}}=\mathcal{P}^{s}$, where $s=\sum_{\sigma \neq \mathrm{Id}} i_{G}(\sigma)=\sum_{i=0}^{\infty}\left(\left|G_{i}\right|-1\right)$.
Proof. Let

$$
A_{L}=A_{K}[x], \quad[L: K]=e f=n, \text { and } f(T)=\operatorname{Irr}(x, T, K)=\prod_{\sigma \in G}(T-\sigma x)
$$

Then

$$
f^{\prime}(T)=\sum_{\sigma \in G} \prod_{\theta \neq \sigma}(T-\theta x) \quad \text { and } \quad f^{\prime}(x)=\prod_{\sigma \neq \mathrm{Id}}(x-\sigma x)
$$

By Theorem 5.7.17, we have

$$
s=v_{\mathcal{P}}\left(f^{\prime}(x)\right)=\sum_{\sigma \neq \mathrm{ld}} v_{\mathcal{P}}(\sigma x-x)=\sum_{\sigma \neq \mathrm{ld}} i_{G}(\sigma)=\sum_{i=0}^{\infty}\left(\left|G_{i}\right|-1\right)
$$

Corollary 5.9.10. $\wp$ is wildly ramified if and only if $G_{1} \neq\{\mathrm{Id}\}$.
Proof. We have $\left|G_{0}\right|=e$ (Corollary 5.2.23) and $\left|G_{0}\right|-1=e-1$. By Theorem 5.6.3, $s>e-1 \Longleftrightarrow p \mid e \Longleftrightarrow \wp$ is wildly ramified.

On the other hand, $s>e-1$ if and only if $\left|G_{1}\right|-1>0$.

Corollary 5.9.11. If char $\bar{K}=0$, then $G_{1}=\{I d\}$.

Example 5.9.12. Let $K=k(x, y)$ be the function field defined by

$$
y^{q}-y=x^{m} \quad \text { where } \quad q=p^{u}, p=\operatorname{char} k, m>1 \quad \text { and } \quad m \mid q+1
$$

Set $q+1=m n$. Then we will prove that $g_{K}=\frac{(m-1)(q-1)}{2}$.
First we consider a root $\alpha$ of $T^{q}-T-x^{m}$. Then for any $\mu \in \mathbb{F}_{p^{u}}=\mathbb{F}_{q}$,

$$
(\alpha+\mu)^{q}-(\alpha+\mu)=\alpha^{q}+\mu^{q}-\alpha-\mu=\alpha^{q}+\mu-\alpha-\mu=\alpha^{q}-\alpha=x^{m} .
$$

Therefore $\left\{y+\mu \mid \mu \in \mathbb{F}_{q}\right\}$ is the set of roots of $T^{q}-T-x^{m}$.
In particular, $K / k(x)$ is a Galois extension. Let $\mathfrak{B}$ be a prime divisor in $K$ dividing the infinite prime $\wp_{\infty}$ of $k(x)$. We have

$$
v_{\mathfrak{B}}\left(y^{q}-y\right)=m v_{\mathfrak{B}}(x)=m e\left(\mathfrak{B} \mid \wp_{\infty}\right) v_{\wp_{\infty}}(x)=-m e\left(\mathfrak{B} \mid \wp_{\infty}\right)<0 .
$$

Therefore $v_{\mathfrak{B}}(y)<0$, since otherwise we would have $v_{\mathfrak{B}}\left(y^{q}-y\right) \geq 0$. Thus

$$
v_{\mathfrak{B}}\left(y^{q}-y\right)=\min \left\{v_{\mathfrak{B}}\left(y^{q}\right), v_{\mathfrak{B}}(y)\right\}=q v_{\mathfrak{B}}(y)
$$

It follows that $q v_{\mathfrak{B}}(y)=-m e(\mathfrak{B} \mid \wp \infty)$. Since $(q, m)=1, q$ divides $e(\mathfrak{B} \mid \wp \infty)$. Therefore $\wp_{\infty}$ is fully ramified, $e\left(\mathfrak{B} \mid \wp_{\infty}\right)=q$, and $[K: k(x)]=q$. We also have $v_{\mathfrak{B}}(y)=-m$.

For any $\mu \in \mathbb{F}_{q}$, let $\sigma_{\mu} \in \operatorname{Gal}(K / k(x))$ be defined by

$$
\sigma_{\mu}(y)=y+\mu .
$$

Then $\theta:\left(\mathbb{F}_{q},+\right) \rightarrow \operatorname{Gal}(K / k(x))$ is a group isomorphism.
Now, for any prime divisor $\mathfrak{P}$ distinct from $\mathfrak{B}$, we have $v_{\mathfrak{P}}(y) \geq 0$ since $v_{\mathfrak{P}}\left(x^{m}\right) \geq 0$. Thus $y \in \vartheta_{\mathfrak{P}}$. We have

$$
\alpha(T)=T^{q}-T-x^{m}=\prod_{\mu \in \mathbb{F}_{q}}(T-y-\mu)
$$

Hence $\alpha^{\prime}(T)=\sum_{\beta \in \mathbb{F}_{q}} \prod_{\mu \neq \beta}(T-y-\mu)$, so $\alpha^{\prime}(y)=\prod_{\mu \neq 0}(y-y-\mu)=(-1)^{q-1} \prod_{\mu \in \mathbb{F}_{q}} \mu$.
Therefore $\left(\alpha^{\prime}(y)\right)_{K}$ is the unit divisor $\mathfrak{N}$. It follows by Theorem 5.7.21 that $\mathfrak{P}$ is unramified in $K / k(x)$. Hence $\mathfrak{D}_{K / k(x)}=\mathfrak{B}^{s}$ for some $s$. Next we determine the ramification groups $G_{i}$ for $\mathfrak{B}$.

Since $v_{\mathfrak{B}}(y)=-m$ and $v_{\mathfrak{B}}(x)=-q$, we have $v_{\mathfrak{B}}\left(y^{-n} x\right)=n m-q=1$. Thus $y^{-n} x$ is a prime element for $\mathfrak{B}$. Now, $G_{-1}=G_{0}=G$ and for $\mu \in \mathbb{F}_{q}^{*}$,

$$
\begin{aligned}
\sigma_{\mu}\left(y^{-n} x\right)-y^{-n} x & =(y+\mu)^{-n} x-y^{-n} x \\
& =x\left(\frac{y^{n}-(y+\mu)^{n}}{(y+\mu)^{n} y^{n}}\right)=\frac{-\mu y^{n-1}+\cdots}{\left(y^{2}+\mu y\right)^{n}} x .
\end{aligned}
$$

Thus

$$
\begin{aligned}
v_{\mathfrak{B}}\left(\sigma_{\mu}\left(y^{-n} x\right)-y^{-n} x\right) & =(n-1) v_{\mathfrak{B}}(y)+v_{\mathfrak{B}}(x)-2 n v_{\mathfrak{B}}(y) \\
& =(n+1) m-q=q+1+m-q=m+1
\end{aligned}
$$

It follows by Theorem 5.9 .4 that $\sigma_{\mu} \in G_{m}$ and $\sigma_{\mu} \notin G_{m+1}$. Therefore

$$
G=G_{-1}=G_{0}=\cdots=G_{m}, \quad G_{m+1}=\{1\}
$$

Using Theorem 5.9.9 we obtain that

$$
s=\sum_{i=0}^{\infty}\left(\left|G_{i}\right|-1\right)=\sum_{i=0}^{m}(q-1)=(m+1)(q-1)
$$

Applying the Riemann-Hurwitz genus formula we get

$$
g_{K}=1+q(0-1)+\frac{1}{2}(m+1)(q-1)=\frac{(m-1)(q-1)}{2}
$$

Definition 5.9.13. Let $U_{L}=U_{L}^{(0)}$ be the set of units of $A_{L}$, i.e., $U_{L}=$ $\left\{y \in A_{L} \mid v_{\mathcal{P}}(y)=0\right\}$. For $i \geq 1$, let $U_{L}^{(i)}=1+\mathcal{P}^{i}$.

## Proposition 5.9.14.

(1) $U_{L}^{(0)} / U_{L}^{(1)} \cong \ell(\mathcal{P})^{*}$.
(2) For $i \geq 1, U_{L}^{(i)} / U_{L}^{(i+1)} \cong \mathcal{P}^{i} / \mathcal{P}^{i+1} \cong \ell(\mathcal{P})$.

Proof.
(1) Let $\varphi: U_{L}^{(0)} \longrightarrow \ell(\mathcal{P})^{*}=\left(A_{L} / \mathcal{P}\right)^{*}$ be the natural map. Clearly, $\varphi$ is surjective and we have

$$
\operatorname{ker} \varphi=\left\{x \in U_{L}^{(0)} \mid x+\mathcal{P}=1+\mathcal{P}\right\}=1+\mathcal{P}=U_{L}^{(1)}
$$

(2) Let $i \geq 1$ and let $\varphi: \mathcal{P}^{i} \rightarrow 1+\mathcal{P}^{i}=U_{L}^{(i)}$ be defined by $\varphi(y)=1+y$. Then $\varphi$ is a bijective function that is not a homomorphism. The function

$$
\tilde{\varphi}: \mathcal{P}^{i} \longrightarrow U_{L}^{(i)} / U_{L}^{(i+1)}
$$

is surjective. We will see that $\tilde{\varphi}$ is a homomorphism.
We have $\tilde{\varphi}(y+z)=1+(y+z) \bmod U_{L}^{(i+1)}$. On the other hand,

$$
\begin{aligned}
\tilde{\varphi}(y) \tilde{\varphi}(z) & =(1+y)(1+z) \bmod U_{L}^{(i+1)} \\
& =1+(y+z)+y z \bmod U_{L}^{(i+1)}
\end{aligned}
$$

Since $y, z \in \mathcal{P}^{i}$, we have $y z \in \mathcal{P}^{2 i} \subseteq \mathcal{P}^{i+1}$. Thus $1+y z \equiv 1 \bmod U_{L}^{(i+1)}$, from which we obtain

$$
\tilde{\varphi}(y) \tilde{\varphi}(z)=1+(y+z) \bmod U_{L}^{(i+1)}=\tilde{\varphi}(y+z) .
$$

This proves that $\tilde{\varphi}$ is an epimorphism.
Furthermore, it is clear that $\operatorname{ker} \tilde{\varphi}=\mathcal{P}^{i+1}$. Therefore $\left(\mathcal{P}^{i} / \mathcal{P}^{i+1},+\right) \cong$ $\left(U_{L}^{(i)} / U_{L}^{(i+1)}, \cdot\right)$.
Finally, the $A_{L} / \mathcal{P}$-modules $\mathcal{P}^{i} / \mathcal{P}^{i+1}$ and $A_{L} / \mathcal{P}$ are isomorphic and hence they are isomorphic as $\bar{L}$-vector spaces. It follows that $\mathcal{P}^{i} / \mathcal{P}^{i+1}$ has dimension 1. Indeed

$$
\begin{aligned}
A_{L} & \xrightarrow{\psi} \mathcal{P}^{i} / \mathcal{P}^{i+1} \\
x & \mapsto \pi^{i} x+\mathcal{P}^{i+1}
\end{aligned}
$$

is an epimorphism and ker $\psi=\mathcal{P}$.
Proposition 5.9.15. $\sigma \in G_{i}$ if and only if $\sigma(\pi) / \pi \in U_{L}^{(i)}$.
Proof. By substituting $G$ by $G_{0}$ and $K$ by $K^{G_{0}}$ if necessary, we may assume that $L / K$ is totally ramified. In this case $A_{K}[\pi]=A_{L}$ (Proposition 5.5.11).

By Proposition 5.9.3, it follows that

$$
\begin{aligned}
\sigma \in G_{i} & \Longleftrightarrow v_{\mathcal{P}}(\sigma(\pi)-\pi)=1+v_{\mathcal{P}}\left(\frac{\sigma(\pi)}{\pi}-1\right) \geq i+1 \\
& \Longleftrightarrow v_{\mathcal{P}}\left(\frac{\sigma(\pi)}{\pi}-1\right) \geq i \\
& \Longleftrightarrow \frac{\sigma(\pi)}{\pi}=1+t, \quad t \in \mathcal{P}^{i} \Longleftrightarrow \frac{\sigma(\pi)}{\pi} \in 1+\mathcal{P}^{i}=U_{L}^{(i)}
\end{aligned}
$$

Theorem 5.9.16. The function that to each $\sigma \in G_{i}$ assigns $\frac{\sigma(\pi)}{\pi}$ induces, by taking quotients, a monomorphism of $G_{i} / G_{i+1}$ into a subgroup of $U_{L}^{(i)} / U_{L}^{(i+1)}$. Furthermore, this monomorphism is independent of the prime element $\pi$ chosen.

Proof. If $\pi^{\prime}$ is any other prime element, then $\pi^{\prime}=\pi u$ with $u \in U_{L}$. Therefore $\frac{\sigma\left(\pi^{\prime}\right)}{\pi^{\prime}}=$ $\frac{\sigma(\pi)}{\pi} \frac{\sigma(u)}{u}$. If $\sigma \in G_{i}$ we have $\sigma(u) \equiv u \bmod \mathcal{P}^{i+1}$. Thus

$$
\frac{\sigma(u)}{u} \equiv 1 \bmod U_{L}^{(i+1)}, \quad \text { so } \quad \frac{\sigma\left(\pi^{\prime}\right)}{\pi^{\prime}} \equiv \frac{\sigma(\pi)}{\pi} \bmod U_{L}^{(i+1)}
$$

Hence the function $\theta: G_{i} \longrightarrow U_{L}^{(i)} / U_{L}^{(i+1)}$, defined by $\theta(\sigma)=\frac{\sigma(\pi)}{\pi} \bmod U_{L}^{(i+1)}$, does not depend on the prime element.

If $\sigma, \phi \in G_{i}$ we have

$$
\frac{(\sigma \phi)(\pi)}{\pi}=\frac{(\sigma \phi)(\pi)}{\phi \pi} \frac{\phi \pi}{\pi}=\frac{\sigma(\pi)}{\pi} \frac{\phi(\pi)}{\pi} \frac{\sigma(v)}{v}
$$

with $v=\frac{\phi(\pi)}{\pi}$. Since $\phi(\pi) \equiv \pi \bmod \mathcal{P}^{i+1}$, it follows that $v \in U_{L}, \frac{\sigma v}{v} \equiv 1 \bmod$ $U_{L}^{(i+1)}$. Therefore $\theta$ is a homomorphism, and clearly

$$
\operatorname{ker} \theta=\left\{\sigma \left\lvert\, \frac{\sigma(\pi)}{\pi} \equiv 1 \bmod U_{L}^{(i+1)}\right.\right\}=G_{i+1}
$$

Corollary 5.9.17. $G_{0} / G_{1}$ is a cyclic group whose order is relatively prime to the characteristic of $\ell(\mathcal{P})$.

Proof. We have $G_{0} / G_{1} \subseteq U_{L}^{(0)} / U_{L}^{(1)} \cong \ell(\mathcal{P})^{*}$. Thus $G_{0} / G_{1}$ is a finite subgroup of the group of units of $\bar{L}^{*}$. Therefore it is a cyclic group whose order is relatively prime to the characteristic of $\ell(\mathcal{P})$.

Corollary 5.9.18. If $\wp$ is tamely ramified, then $G_{0}$ is a cyclic group.
Proof. In this case $G_{1}$ is trivial.

Corollary 5.9.19. If the characteristic of $\ell(\mathcal{P})$ is $p>0$, then the quotients $G_{i} / G_{i+1}$ ( $i \geq 1$ ) are elementary abelian p-groups, i.e., $G_{i} / G_{i+1} \cong(\mathbb{Z} / p \mathbb{Z})^{\alpha}$ for some $\alpha$. Also, $G_{1}$ is a p-group.

Proof. For $i \geq 1, U_{L}^{(i)} / U_{L}^{(i+1)}$ is isomorphic to $\ell(\mathcal{P})$. Therefore it is an abelian group such that $p\left(U_{L}^{(i)} / U_{L}^{(i+1)}\right)=0$. It follows that $G_{i} / G_{i+1}$ is an elementary abelian $p$-group.

Since $\left|G_{1}\right|=\prod_{i=1}^{\infty}\left|G_{i} / G_{i+1}\right|$, each $G_{i} / G_{i+1}$ is of order $p^{r_{i}}$ for some $r_{i} \geq 0$. Furthermore, for $i$ large enough we have $\left|G_{i} / G_{i+1}\right|=1$. Hence $G_{1}$ is a $p$-group.

Corollary 5.9.20. $G_{0}$ is a solvable group.
Proof. This follows from the facts that $G_{0} / G_{1}$ is a cyclic group, in particular solvable, and that $G_{1}$ is a $p$-group.

### 5.10 Exercises

Exercise 5.10.1. Let $K / k$ be a function field and let $x, y \in K \backslash k$ be such that [ $K$ : $k(x)]$ and $[K: k(y)]$ are relatively prime. Prove that $K=k(x, y)$.

Exercise 5.10.2. Give an explicit example of an extension of function fields $L / K$ and a valuation $v$ on $L$ such that $\left.v\right|_{K}: K^{*} \rightarrow \mathbb{Z}$ is not surjective.

Exercise 5.10.3. Let $X, T$ be two variables over the field of two elements $k=\mathbb{F}_{2}$. Let $K=k\left(T, X^{4}+T X^{2}+1\right)$ and $L=k(T, X)$. Prove that $L_{s}=k\left(T, X^{2}\right)$, and that $L_{i}=K$. In particular, we have $L_{i} L_{s} \neq L$.

Exercise 5.10.4. Let $L / K$ be a finite extension of fields. Prove that $L=L_{s} L_{i}$ if and only if $L / L_{i}$ is a separable extension.

Exercise 5.10.5. With the notation of Exercise 5.10.4, prove that if $L / K$ is a normal extension, then $L=L_{s} L_{i}$.

Exercise 5.10.6. Prove or give a counterexample: Let $L / \ell$ be an arbitrary extension of $K / k$. Then no place of $L$ is variable over $K$. (See Proposition 5.1.12).

Exercise 5.10.7. Give an example of a function field extension $L / K$, and places $\mathfrak{P}$ of $L$ and $\mathfrak{p}$ of $K$, such that:
(i) $e_{L / K}(\mathfrak{P} \mid \mathfrak{p})>1$.
(ii) $d_{L / K}(\mathfrak{P} \mid \mathfrak{p})>1$.

Exercise 5.10.8. Let $L / \ell$ be an extension of $K / k$. Show that the following conditions are equivalent:
(i) $\ell$ is an algebraic extension of $k$.
(ii) $L$ is an algebraic extension of $K$.
(iii) If $\mathfrak{P}$ is a prime divisor of $L$ above the place $\mathfrak{p}$ of $K$, then $\ell(\mathfrak{P})$ is an algebraic extension of $k(\mathfrak{p})$.

Exercise 5.10.9. Let $L / E$ be a finite normal field extension and let $G:=\operatorname{Aut}(L / E)$.
Let $v$ be a valuation of $E$. If $w$ is an extension of $v$ to $L$ and $\sigma \in G$, we define $(\sigma w)(x)=w\left(\sigma^{-1} x\right)$ for $x \in L$. Equivalently, $(\sigma w)(\sigma y)=w(y)$.

Assume that there exist two extensions $w$ and $w^{\prime}$ of $v$ such that $\sigma w \neq w^{\prime}$ for all $\sigma \in G$.

Then by the approximation theorem there exists $x \in L$ such that $w^{\prime}(x)>0$, $\left(\sigma^{-1} w\right)(x)=0$, and $\sigma^{-1} w^{\prime}(x) \geq 0$ for all $\sigma \in G$.

Consider $y=N_{L / E} x$.
Prove that the above implies $v(y)>0$ and $v(y)=0$.
This contradiction shows that given two arbitrary extensions $w, w^{\prime}$ of $v$, there exists $\sigma \in G$ such that $\sigma w=w^{\prime}$. That is, $G$ acts transitively over the extensions $w$ of $v$.

Exercise 5.10.10. Let $k$ be an algebraically closed field and let $K / k$ be a function field. Let $L / K$ be a finite Galois extension, $\mathfrak{p}$ be a prime divisor of $K$, and $\mathfrak{P}$ a prime divisor of $L$ such that $\mathfrak{P} \mid \mathfrak{p}$. We have $\left.\mathfrak{P}\right|_{K}=\mathfrak{p}$. Prove that $D(\mathfrak{P} \mid \mathfrak{p})=I(\mathfrak{P} \mid \mathfrak{p})$.

Exercise 5.10.11. With the hypotheses of Exercise 5.10.10, assume that $k$ is a finite field. Prove that $\frac{D(\mathfrak{P} \mid \mathfrak{p})}{I(\mathfrak{P} \mid \mathfrak{p})}$ is a cyclic group.
Exercise 5.10.12. Let $L / K$ be a finite Galois extension of function fields and let $F / K$ be an arbitrary extension such that $L \cap F=K$. Let $E=L F$. The function $\varphi: \operatorname{Gal}(E / F) \rightarrow \operatorname{Gal}(L / K)$ defined by $\varphi(\sigma)=\left.\sigma\right|_{L}$ is an isomorphism.

Let $\mathfrak{P}$ be a prime divisor of $F$ and $\mathfrak{Q}$ be a prime divisor of $E$ over $\mathfrak{P}$. Put $\mathfrak{p}=\left.\mathfrak{P}\right|_{K}$ and let $\wp=\left.\mathfrak{Q}\right|_{L}$. Prove that:
(i) $\left.D(\mathfrak{Q} \mid \mathfrak{P})\right|_{L} \subseteq D(\wp \mid \mathfrak{p})$;
(ii) $\left.I(\mathfrak{Q} \mid \mathfrak{P})\right|_{L} \subseteq I(\wp \mid \mathfrak{p})$;

Deduce that if $\mathfrak{P}$ is ramified in $E / F$ and the field of constants $\ell$ of $L$ is perfect, then $\mathfrak{p}$ is ramified in $L / K$.

Note that if $\ell$ is not perfect, then $\mathfrak{p}$ may be unramified. In this case $\mathfrak{p}$ is inseparable. See Exercise 5.10.18.

Exercise 5.10.13. Let $L / K$ be a finite separable extension and let $\tilde{L}$ be the Galois closure of $L / K$. We have

$$
\tilde{L}=\prod_{\sigma \in H} L^{\sigma}, H=\left\{\sigma: L \rightarrow \bar{K}|\sigma|_{K}=\mathrm{Id}\right\}
$$

where $\bar{K}$ denotes the algebraic closure of $K$. Assume that the field of constants $k$ of $K$ is a perfect field.

Let $\mathfrak{p}$ be a prime divisor of $K$ such that $\mathfrak{p}$ is nonramified in $L$. Prove that $\mathfrak{p}$ is nonramified in $\tilde{L} / K$.

Hint: Let $I(\mathfrak{P} \mid \mathfrak{p})$ be the inertia group of $\mathfrak{P} \mid \mathfrak{p}$ in $\tilde{L} / K$. Let $F=L^{I(\mathfrak{P} \mid \mathfrak{p})}$ be the fixed field. Prove that $L^{\sigma} \subseteq F$ for all $\sigma \in H$.

Exercise 5.10.14. Let $k$ be an algebraically closed field and $K=k(x)$. Let $\mathfrak{p}_{1}, \mathfrak{p}_{2}, \mathfrak{p}_{3}$ be three distinct prime divisors of $K$ and let $\sigma \in \operatorname{Aut}_{k} k(x)$ be such that $\mathfrak{p}_{i}^{\sigma}=\mathfrak{p}_{i}$ for $i=1,2,3$.

Prove that $\sigma=\mathrm{Id}_{K}$.
Is the same result true in the case that $k$ is not algebraically closed?
Exercise 5.10.15. Let $k$ be a finite field and let $K$ be a function field over $k$. Suppose $L$ and $E$ are two distinct Galois extensions of $K$ of degree $p$, where $p$ is a prime number, such that $L \cap E=K$.

Let $\mathfrak{P}_{K}$ be a prime divisor of $K$. Let $\mathfrak{P}_{L}$ and $\mathfrak{P}_{E}$ be places of $L$ and $E$ respectively such that $\mathfrak{P}_{K}=\mathfrak{P}_{L}^{p}, \mathfrak{P}_{K}=\mathfrak{P}_{E}^{p}$ in $L / K$ and $E / K$ respectively. In other words, we are assuming that $\mathfrak{P}_{K}$ is ramified in $L / K$ as well as in $E / K$.

Set $F=L E$ and let $\mathfrak{P}_{F}$ be a place of $F$ such that $\mathfrak{P}_{F} \mid \mathfrak{P}_{K}$. If $p$ is different from the characteristic of $k$, the inertia group $I\left(\mathfrak{P}_{F} \mid \mathfrak{P}_{K}\right)$ is a cyclic group.

Using this fact, prove that there exists a unique field $M$ satisfying $K \varsubsetneqq M \varsubsetneqq F$ (that is, $[M: K]=p$ ) such that $\mathfrak{P}_{K}$ is not ramified in $M / K$.

Exercise 5.10.16. Prove that $\ell=k\left(u^{1 / p}, v^{1 / p}\right)$ in Example 5.2.31.
Exercise 5.10.17. Let $K \subseteq M \subseteq L$ be any tower of function fields. Prove that $\lambda_{L / K}=$ $\lambda_{L / M} \lambda_{M / K}$ (see Theorem 5.3.4).
Exercise 5.10.18. Let $L=k(x, y)$ be given by $y^{p}-y=a x^{p}$, where $k$ is an imperfect field of characteristic $p$ and $a \in k \backslash k^{p}$. Then $L / k(x)$ is a separable extension and the field of constants of $L$ is $k$. Show that if $\mathfrak{p}_{\infty}$ is the infinite prime in $k(x)$ and $\mathfrak{q}$ is a place in $L$ above $\mathfrak{p}_{\infty}$, then $\mathfrak{q} \mid \mathfrak{p}_{\infty}$ is purely inseparable. In particular, Theorem 5.2.21 is no longer true if $k$ is not a perfect field.

Exercise 5.10.19. Let $k$ be any field of characteristic $p$ and let $K / k$ be a function field over $k$. If $L / K$ is a cyclic extension of degree $p$ such that $L=K(y)$ with $y^{p}-y=\alpha$ and $v_{\mathfrak{p}}(\alpha) \geq 0$ for a place $\mathfrak{p}$ of $K$, prove that $\mathfrak{p}$ is unramified.

Exercise 5.10.20. Prove that if $L / K$ is a normal extension of function fields then $\ell / k$ is a normal extension, where $\ell$ and $k$ are the fields of constants of $L$ and $K$ respectively.

Exercise 5.10.21. Give an example in which $\overline{\operatorname{con}}: C_{K} \rightarrow C_{L}$ and $\overline{\operatorname{con}}: C_{0, K} \rightarrow C_{0, L}$ are not injective (see Exercise 8.7.20).

Exercise 5.10.22. Let $L / \ell$ be a finite extension of $K / k$. Is it true that $[\ell: k] \leq[L$ : $K]$ ?

Exercise 5.10.23. Let $A$ be a Dedekind domain with only a finite number of prime ideals. Prove that $A$ is a principal ideal domain.

Exercise 5.10.24. Let $A$ be a Dedekind domain and let $S$ be a multiplicative subset of $A$. Prove that $S^{-1} A$ is a Dedekind domain.

Exercise 5.10.25. Let $K$ be a function field and let $T=\left\{\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}\right\}, r \geq 1$, be a finite set of prime divisors of $K$. Let $L / K$ be a finite separable extension and let $T^{*}=\left\{\mathfrak{P} \mid \mathfrak{P}\right.$ is a place of $L, \mathfrak{P} \mid \mathfrak{p}_{i}$ for some $\left.1 \leq i \leq r\right\}$. Let $\vartheta_{K}:=\bigcap_{\mathfrak{p} \in T} \vartheta_{\mathfrak{p}}$ and $\vartheta_{L}:=\bigcap_{\mathfrak{P} \in T^{*}} \vartheta_{\mathfrak{P}}$. Prove that $\vartheta_{K}$ is the integral closure of $\vartheta_{K}$ in $L$.

Exercise 5.10.26. If $A$ is a Dedekind domain, $K:=$ quot $A, L / K$ is a finite separable extension, and $B$ is the integral closure of $A$ in $L$, prove that $S^{-1} B$ is the integral closure of $S^{-1} A$ in $L$, where $S \subseteq K$ is a multiplicative subset of $K$.

Exercise 5.10.27. Prove the claim that we may assume that the element $\alpha$ found in the proof of Theorem 5.7.21 belongs to $B$.

Exercise 5.10.28. Prove Theorem 5.7.23.
Exercise 5.10.29. Let $L / K$ be the extension given in Exercise 5.10.18, and suppose $a \in k \backslash k^{p}$. Prove that $L / K$ is an unramified extension, i.e., every place of $k(x)$ is unramified in $L$.

Exercise 5.10.30. Let $L / K$ be a cyclic extension of function fields of degree $p^{n}$, where $p$ is a prime number and $n \geq 1$. Assume that the field of constants of $K$ is perfect. Let $\mathfrak{p}$ be a prime divisor of $K$. Let $K_{0}=K \subseteq K_{1} \subseteq \cdots \subseteq K_{n}=L$ be such that $\left[K_{i}: K_{0}\right]=p^{i}$.

Assume that $\mathfrak{p}$ is unramified in $K_{i} / K_{0}$ but ramified in $K_{i+1} / K_{0}$. Prove that any prime divisor $\mathfrak{P}$ of $K_{i}$ that lies above $\mathfrak{p}$ is fully ramified in $L / K_{i}$. Deduce that $e(\mathfrak{B} \mid \mathfrak{p})=e(\mathfrak{B} \mid \mathfrak{P})=p^{n-i}$, where $\mathfrak{B}$ is a prime divisor in $L$ above $\mathfrak{p}$. In other words, if a prime divisor in this kind of extension starts ramifying at some point, it keeps ramifying all the way.

Exercise 5.10.31. Prove Proposition 5.9.1.

Exercise 5.10.32. Prove Proposition 5.9.3.
Exercise 5.10.33. Give an example of a constant function field extension such that there exist ramified prime divisors and unramified prime divisors. That is, if the field of constants is not perfect, then Corollary 5.2.26 and Theorem 5.2.32 are no longer true.

Exercise 5.10.34. Let $A$ be a Dedekind domain, and let $\mathfrak{a}, \mathfrak{b}$ be nonzero integral ideals such that $\mathfrak{a} \subseteq \mathfrak{b}$. Show that there exists $d \in A \backslash\{0\}$ such that $(\mathfrak{a},(d))=\mathfrak{a}+(d)=\mathfrak{b}$.

Exercise 5.10.35. Let $A$ be a Dedekind domain and $\mathfrak{a}, \mathfrak{b}, \mathfrak{c}$ nonzero integral ideals such that $\mathfrak{a} \subseteq \mathfrak{b}$. Show that the $A$-modules $\frac{\mathfrak{b c}}{\mathfrak{a} \mathfrak{c}}$ and $\frac{\mathfrak{b}}{\mathfrak{a}}$ are isomorphic.

Exercise 5.10.36. Let $A$ be a Dedekind domain, and $\mathfrak{a}, \mathfrak{b}$ nonzero integral ideals of $A$. Prove that there exists an integral ideal $\mathfrak{c}$ such that $\mathfrak{a c}$ is principal and $\mathfrak{b}+\mathfrak{c}=(\mathfrak{b}, \mathfrak{c})=$ (1) $=A$.

### 6.3 Zeta Functins and $L$-Series

Definitin 6.3.1. For a prime divisor $\wp$ of $K$, the cardinality of $k(\wp)$ is called the norm of $\wp$ and it will be denoted by $N(\wp)$.

Observe that if $f_{\wp}=[k(\wp): k]=d_{K}(\wp)$ and $|k|=q$, then $N(\wp)=|k(\wp)|=$ $q^{d_{K}(\wp)}$.

Definition 6.3.1 can be extended to arbitrary integral divisors

$$
\mathfrak{A}=\wp_{\wp \in \mathbb{P}_{K}} \wp^{v_{\wp}(\mathfrak{A})}
$$

as follows:

$$
N(\mathfrak{A})=\underbrace{}_{\wp \in \mathbb{P}_{K}} N(\wp)^{v_{\wp}(\mathfrak{A})}=q_{\wp \in \mathbb{P}_{K}}^{d_{K}(\wp) v_{\wp}(\mathfrak{A})}=q^{\sum_{\wp} d_{K}(\wp) v_{\wp}(\mathfrak{A l})}=q^{d_{K}(\mathfrak{A})} .
$$

Clearly we have $N(\mathfrak{A} \mathfrak{B})=N(\mathfrak{A}) N(\mathfrak{B})$ for $\mathfrak{A}, \mathfrak{B} \in D_{K}$.
Definitin 6.3.2. We define the zeta function of $K$ as

$$
\zeta_{K}(s)=\sum_{\mathfrak{A} \text { integral }} \frac{1}{(N(\mathfrak{A}))^{s}}=\sum_{\mathfrak{A} \text { integral }} q^{-d_{K}(\mathfrak{A}) s}
$$

Thenem 6.3.3. The series $\zeta_{K}(s)$ converges absolutely and uniformly in compact subsets of $\{s \in \mathbb{C} \mid \mathbb{R e} s>1\}$.
Proof. Let $t=\frac{2 g-2}{\varrho}$. We have

$$
\begin{aligned}
\zeta_{K}(s)= & \sum_{\mathfrak{A} \text { integral }} \frac{1}{(N(\mathfrak{A}))^{s}}=\sum_{\mathfrak{A} \text { integral }} \frac{1}{q^{d_{K}(\mathfrak{A}) s}}=\sum_{n=0}^{\infty} A_{\varrho n} q^{-n \varrho s} \\
& =\sum_{n=0}^{t} A_{\varrho n} q^{-n \varrho s}+\sum_{n=t+1}^{\infty} A_{\varrho n} q^{-n \varrho s} .
\end{aligned}
$$

By Theorem 6.2.6,

$$
\sum_{n=t+1}^{\infty} A_{\varrho n} q^{-n \varrho s}=\frac{h}{q-1} \sum_{n=t+1}^{\infty}\left(q^{n \varrho-g+1}-1\right) q^{-n \varrho s}
$$

Now

$$
\begin{aligned}
\sum_{n=t+1}^{\infty}\left|\left(q^{n \varrho-g+1}-1\right) q^{-n \varrho s}\right| & =\sum_{n=t+1}^{\infty}\left(q^{n \varrho-g+1}-1\right) q^{-n \varrho \mathbb{R e} s} \\
& =\frac{1}{q^{g-1}} \sum_{n=t+1}^{\infty}\left(q^{1-\mathbb{R e} s}\right)^{n \varrho}-\sum_{n=t+1}^{\infty}\left(q^{-\mathbb{R e} s}\right)^{n \varrho}
\end{aligned}
$$

from which the result follows.
We make the substitution $u=q^{-\varrho s}, B_{n}=A_{\varrho n}$. Then $Z_{K}(u)=\zeta_{K}(s)=$ $\sum_{n=0}^{\infty} B_{n} u^{n}$.

The canonical class $W$ is of degree $2 g-2$; there are $(h-1)$ classes $C$ of degree $2 g-2$ that are different from the class $W$, and we have

$$
N(W)=g, \quad \text { and } \quad N(C)=(2 g-2)-g+1=g-1
$$

for $C \neq W$, and $d(C)=2 g-2$ (Corollaries 3.5.5 and 3.5.6).
Therefore $A_{2 g-2}=\frac{q^{g}-1}{q-1}+(h-1) \frac{q^{g-1}-1}{q-1}$ and $A_{\varrho n}=h\left(\frac{q^{\varrho n-g+1}-1}{q-1}\right)$ for $n>\frac{2 g-2}{\varrho}$.
Prpsitin 6.3.4. Let $t=\frac{2 g-2}{\varrho}$. Then

$$
B_{j}-\left(q^{\varrho}+1\right) B_{j-1}+q^{\varrho} B_{j-2}=0 \text { for } j>t+2
$$

and

$$
B_{t+2}-\left(q^{\varrho}+1\right) B_{t+1}+q^{\varrho} B_{t}=q^{g+\varrho-1}
$$

Proof. For $j>t+2$, we have

$$
\begin{aligned}
j \varrho & >(t+2) \varrho \\
(j-1) \varrho & >(t+1) \varrho=t \varrho+2 \varrho=2 g-2+2 \varrho \geq 2 g, \\
(j-2) \varrho & >t \varrho=2 g-2 .
\end{aligned}
$$

It follows that $B_{j}-\left(q^{\varrho}+1\right) B_{j-1}+q^{\varrho} B_{j-2}=0$.
On the other hand, $B_{t+2}-\left(q^{\varrho}+1\right) B_{t+1}+q^{\varrho} B_{t}=q^{\varrho+g-1}$.
Now we consider

$$
\begin{aligned}
&(1-u)\left(1-q^{\varrho} u\right) Z_{K}(u) \\
&=\left(1-\left(1+q^{\varrho}\right) u+q^{\varrho} u^{2}\right) Z_{K}(u) \\
&=\sum_{n=0}^{\infty} B_{n} u^{n}-\sum_{n=0}^{\infty}\left(1+q^{\varrho}\right) B_{n} u^{n+1}+\sum_{n=0}^{\infty} q^{\varrho} B_{n} u^{n+2} \\
&\left.=\sum_{n=0}^{\infty}\left(B_{n}-\left(1+q^{\varrho}\right) B_{n-1}+q^{\varrho} B_{n-2}\right) u^{n} \quad \text { (with } B_{-1}=B_{-2}=0\right) \\
&=\sum_{n=0}^{t+2}\left(B_{n}-\left(1+q^{\varrho}\right) B_{n-1}+q^{\varrho} B_{n-2}\right) u^{n} \quad \text { (Proposition 6.3.4, with } \\
&=1+\left(B_{1}-\left(q^{\varrho}+1\right)\right) u+\sum_{n=2}^{t+2}\left(B_{n}-\left(1+q^{\varrho}\right) B_{n-1}+q^{\varrho} B_{n-2}\right) u^{n} .
\end{aligned}
$$

Thus the element $(1-u)\left(1-q^{\varrho} u\right) Z_{K}(u)=P_{K}(u)$ of $\mathbb{Z}[u]$ is a polynomial.
Let $P_{K}(u)=a_{0}+a_{1} u+a_{2} u^{2}+\cdots+a_{t+2} u^{t+2}, a_{0}=1, a_{1}=B_{1}-\left(q^{\varrho}+1\right)$, and $a_{t+2}=q^{g+\varrho-1}$ (Proposition 6.3.4).

Themem 6.3.5. The function $Z_{K}(u)$ is a rational function and satisfies

$$
Z_{K}(u)=\frac{P_{K}(u)}{(1-u)\left(1-q^{\varrho} u\right)}
$$

where $P_{K}(u) \in \mathbb{Z}[u]$ is a polynomial of degree $t+2=\frac{2 g-2}{\varrho}+2$.
Furthermore, $P_{K}(1)=h \frac{q^{\varrho}-1}{q-1}=\lim _{u \rightarrow 1}(1-u)\left(1-q^{\varrho} u\right) Z_{K}(u)$.
Proof. Setting $B_{-1}=B_{-2}=0$, we have

$$
\begin{aligned}
P_{K}(1) & =\sum_{n=0}^{t+2}\left(B_{n}-\left(1+q^{\varrho}\right) B_{n-1}+q^{\varrho} B_{n-2}\right) \\
& =\sum_{n=0}^{t+2}\left(B_{n}-B_{n-1}-q^{\varrho} B_{n-1}+q^{\varrho} B_{n-2}\right) \\
& =B_{t+2}-B_{-1}-q^{\varrho}\left(B_{t+1}-B_{-2}\right) \\
& =A_{t \varrho+2 \varrho}-q^{\varrho} A_{t \varrho+\varrho} \\
& =A_{2 g-2+2 \varrho}-q^{\varrho} A_{2 g-2+\varrho} \\
& =h \frac{q^{2 g-2+2 \varrho-g+1}-1}{q-1}-q^{\varrho} h \frac{q^{2 g-2+\varrho-g+1}-1}{q-1} \\
& =\frac{h}{q-1}\left(q^{g+2 \varrho-1}-1-q^{g+2 \varrho-1}+q^{\varrho}\right) \\
& =\frac{q^{\varrho}-1}{q-1} h .
\end{aligned}
$$

Codary 6.3.6. $\quad Z_{K}(u)$ has a simple pole for $u=1$.
In order to prove the equality $\varrho=1$, we need another expression for $\zeta_{K}(s)$.
Theoem 6.3.7 (Prduct Fomula).

$$
\zeta_{K}(s)=\wp_{\wp \in \mathbb{P}_{K}}\left(1-N(\wp)^{-s}\right)^{-1} \quad \text { with } \quad \mathbb{R e} s>1
$$

Proof. Let $\wp$ be a prime divisor, and $d(\wp)=n$. Then

$$
a_{\wp}=\left(1-N(\wp)^{-s}\right)^{-1}-1=\frac{1}{1-q^{-n s}}-1=\frac{q^{-n s}}{1-q^{-n s}}=\frac{1}{q^{n s}-1}
$$

We have $\left|q^{n s}-1\right| \geq\left|q^{n s}\right|-1=q^{n \alpha}-1$, with $\alpha=\mathbb{R e} s>1$. Therefore $\left|a_{\wp}\right| \leq$ $\frac{1}{q^{n \alpha}-1} \leq \frac{2}{q^{n \alpha}}$ for $n$ sufficiently large.

$$
|\{\wp \mid d(\wp)=n\}| \leq A_{n}=h\left(\frac{q^{n-g+1}-1}{q-1}\right), \quad \text { with } \quad n>2 g-2
$$

Therefore we have

$$
\sum_{n \gg 0}\left|a_{\wp}\right| \leq \frac{h}{q-1} q^{-g+1} \sum_{n=0}^{\infty} \frac{2}{q^{n(\alpha-1)}}-\frac{h}{q-1} \sum_{n=0}^{\infty} \frac{2}{q^{n \alpha}}<\infty
$$

and hence $\wp \in \mathbb{P}_{K}\left(1-N(\wp)^{-s}\right)^{-1}$ is absolutely convergent. Rearranging the terms of the product, we obtain

$$
\begin{aligned}
\wp \in \mathbb{P}_{K}\left(1-N(\wp)^{-s}\right)^{-1} & =\varliminf_{\wp \in \mathbb{P}_{K}}\left(\frac{1}{1-N(\wp)^{-s}}\right) \\
& ={ }_{\wp \in \mathbb{P}_{K}}\left(\sum_{n_{\wp}=0}^{\infty}\left(N(\wp)^{-n_{\wp} s}\right)\right)=\sum N\left(\wp \wp_{1}^{\alpha_{1}} \cdots \wp_{r}^{\alpha_{r}}\right)^{-s},
\end{aligned}
$$

where the sum is taken over all powers of the divisors $\wp_{1}, \ldots, \wp_{r}$ and $\alpha_{i} \geq 0$ for $i=1, \ldots, r$. Therefore

$$
\begin{aligned}
\wp_{\wp \in \mathbb{P}_{K}}\left(1-N(\wp)^{-s}\right)^{-1} & =\sum_{\substack{\wp_{1}, \ldots, \wp_{r} \in \mathbb{P}_{K} \\
\alpha_{i} \geq 0}} N\left(\wp_{1}^{\alpha_{1}} \cdots \wp_{r}^{\alpha_{r}}\right)^{-s} \\
& =\sum_{\mathfrak{A} \in D_{K} \text { integral }} \frac{1}{(N(\mathfrak{A}))^{s}}=\zeta_{K}(s) .
\end{aligned}
$$

Let $|k|=q, \ell=\mathbb{F}_{q^{f}}$, and let $L=K \ell$ be the extension of constants. We wish to compare $\zeta_{L}(s)$ with $\zeta_{K}(s)$ when $f=\varrho$. For a place $\wp$ of $K, \varrho$ divides $d_{K}(\wp)$, and if $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$ are the prime divisors of $L$ over $\wp$, by Theorem 6.2 .1 we have $r=\left(d_{K}(\wp), \varrho\right)=\varrho$, whence there always exist $\varrho$ factors in $L$ over any given prime divisor of $K$. Furthermore, we have

$$
d_{L}\left(\mathcal{P}_{i}\right)=\frac{d_{K}(\wp)}{\left(d_{K}(\wp), \varrho\right)}=\frac{d_{K}(\wp)}{\varrho}
$$

On the other hand, $N\left(\mathcal{P}_{i}\right)=\left(q^{\varrho}\right)^{d_{L}\left(\mathcal{P}_{i}\right)}=q^{\varrho d_{K}(\wp) / \varrho}=q^{d_{K}(\wp)}=N(\wp)$.
Therefore

$$
\begin{aligned}
& \zeta_{L}(s)={ }_{\mathcal{P} \in \mathbb{P}_{L}}\left(1-\frac{1}{N(\mathcal{P})^{s}}\right)^{-1}=\wp_{\wp \in \mathbb{P}_{K}}(\mathcal{P} \mid \wp> \\
&={ }_{\wp \in \mathbb{P}_{K}}\left(1-\frac{1}{N(\mathcal{P})^{s}}\right)^{-1} \\
&\left.N^{-\varrho}\right)^{-\varrho}={ }_{\wp \in \mathbb{P}_{K}}\left(1-\frac{1}{N(\wp)^{s}}\right)^{-\varrho}=\zeta_{K}(s)^{\varrho}
\end{aligned}
$$

Thus $\zeta_{L}(s)=\zeta_{K}(s)^{\varrho}$. On the one hand, by Corollary 6.3.6, both $\zeta_{L}(s)$ and $\zeta_{K}(s)$ have a pole of order 1 at $s=0$ (or at $u=1$ with the change of variables $u=q^{-\varrho s}$ ). On the other hand, $\zeta_{K}(s)^{\varrho}$ has a pole of order $\varrho$ at $s=0$. It follows that $\varrho=1$.

We have obtained the following theorem:

Themem 6.3.8 (F.K. Schmidt). Let $K / k$ be any congruence function field and set

$$
\varrho=\min \left\{n \in \mathbb{N} \mid \text { there exists } \mathfrak{A} \in D_{K}, d(\mathfrak{A})=n\right\}
$$

Then $\varrho=1$.
Codary 6.3.9. $\quad Z_{K}(u)=\frac{P_{K}(u)}{(1-u)(1-q u)}$, where $u=q^{-s}, P_{K}(u) \in \mathbb{Z}[u]$ is of degree $2 g, P_{K}(u)=1+\left(A_{1}-(q+1)\right) u+\cdots+q^{g} u^{2 g}$, and $P_{K}(1)=h$ is the class number of $K$.

Proof. In Proposition 6.3.4 we wrote $t=\frac{2 g-2}{\varrho}$, so that $B_{n}=A_{\varrho n}=A_{n}, t=2 g-2$, $\frac{q^{\varrho}-1}{q-1}=1$, etc. Substituting these expressions in Theorem 6.3 .5 we obtain the result. $\square$

Colary 6.3.10. If $K$ is a congruence function field of genus 0 , then $Z_{K}(u)=$ $\frac{1}{(1-u)(1-q u)}$.

Now we will study the $L$-series of a congruence function field.
Definitin 6.3.11. A character $\chi$ of finite order of the group of classes $C_{K}$ is a homomorphism $\chi: C_{K} \longrightarrow \mathbb{C}^{*}$ defined so that there exists $n \in \mathbb{N}$ satisfying $\chi^{n}=1$. In other words, $\chi\left(C_{K}\right) \subseteq\left\{\xi \in \mathbb{C} \mid \xi^{n}=1\right.$ for some $\left.n \in \mathbb{N}\right\}$.

A character $\chi$ can be extended to the group of divisors $\chi: D_{K} \rightarrow \mathbb{C}^{*}$, by setting $\chi(\mathfrak{A})=\chi\left(\mathfrak{A} P_{K}\right)$, where $P_{K}$ is the principal class. Note that $|\chi(\mathfrak{A})|=1$.

Definitin 6.3.12. Given a character $\chi$ of finite order over $D_{K}$, we define the $L$-series associated to $\chi$ by

$$
L(s, \chi, K)=\sum_{\mathfrak{A} \text { integral }} \chi(\mathfrak{A}) \frac{1}{(N(\mathfrak{A}))^{s}}, \quad \text { where } \quad s \in \mathbb{C} \quad \text { and } \quad \mathbb{R e} s>1 .
$$

Thenem 6.3.13. The series $\sum_{\mathfrak{A} \text { integral }} \chi(\mathfrak{A}) \frac{1}{(N(\mathfrak{A}))^{s}}$ converges absolutely and uniformly in compact subsets of $\{s \in \mathbb{C} \mid \mathbb{R e} s>1\}$.

Proof. This follows from Theorem 6.3.3 and from the fact that $|\chi(\mathfrak{A})|=1$ for all $\mathfrak{A} \in D_{K}$.

We have the following product formula, which is an immediate consequence of Theorem 6.3.7:
Themem 6.3.14. $L(s, \chi, K)=\wp \in \mathbb{P}_{K}\left(1-\frac{\chi(\wp)}{N(\wp)^{s}}\right)^{-1}$ for all $s$ such that $\mathbb{R e} s>1$.

### 6.4 Functinal Equatins

In this section, we consider the case $g=g_{K}=0$, which implies that

$$
Z_{K}(u)=\frac{1}{(1-u)(1-q u)} \quad \text { or } \quad \zeta_{K}(s)=\frac{1}{\left(1-q^{-s}\right)\left(1-q^{1-s}\right)}
$$

We have

$$
\begin{aligned}
q^{-s} \zeta_{K}(s) & =\frac{1}{\left(1-q^{-s}\right)\left(q^{s}-q\right)}=\frac{1}{q^{-s}\left(q^{s}-1\right) q\left(q^{s-1}-1\right)} \\
& =q^{s-1} \frac{1}{\left(1-q^{s}\right)\left(1-q^{s-1}\right)}=q^{s-1} \zeta_{K}(1-s)
\end{aligned}
$$

Therefore, $q^{-s} \zeta_{K}(s)=q^{s-1} \zeta_{K}(1-s)$ and $g=0$.
For $g>0$, consider $u=q^{-s}$ and $Z_{K}(u)=\zeta_{K}(s)$. Then

$$
\begin{aligned}
Z_{K}(u) & =\frac{P_{K}(u)}{(1-u)(1-q u)}, \\
P_{K}(u) & =a_{0}+a_{1} u+\cdots+a_{2 g} u^{2 g}, \quad a_{0}=1, \quad \text { and } \quad a_{2 g}=q^{g} .
\end{aligned}
$$

Themem 6.4.1. For $0 \leq i \leq 2 g$, we have $a_{2 g-i}=a_{i} q^{g-i}$.
Proof. For $i=0$, we have $a_{2 g}=a_{2 g-0}=q^{g}=a_{0} q^{g-0}$. In general, $a_{i}=A_{i}-$ $(q+1) A_{i-1}+q A_{i-2}$, where $A_{i}$ is the number of integral divisors of degree $i$ (see the argument preceding Theorem 6.3.5). We obtain $A_{i}=\sum_{\substack{C \in C_{K} \\ d(C)=i}} \frac{q^{N(C)}-1}{q-1}$.

By the Riemann-Roch theorem, we have

$$
N(C)=d(C)-g+1+N\left(W C^{-1}\right)=i-g+1+N\left(W C^{-1}\right)
$$

Now, $d\left(W C^{-1}\right)=2 g-2-i$, and when $C$ runs through all classes of degree $i, W C^{-1}$ runs trough all classes of degree $2 g-2-i$.

Since there are $h$ classes of each degree, where $h$ is the class number of $K$, we have

$$
(q-1) A_{i}=\sum_{d(C)=i} q^{N(C)}-\sum_{d(C)=i} 1=\sum_{d(C)=i} q^{N(C)}-h .
$$

Hence,

$$
\begin{aligned}
(q-1) A_{i}+h & =\sum_{d(C)=i} q^{N(C)}=\sum_{d(C)=i} q^{i-g+1+N\left(W C^{-1}\right)} \\
& =q^{i-g+1} \sum_{d(C)=i} q^{N\left(W C^{-1}\right)}=q^{i-g+1} \sum_{d(C)=2 g-2-i} q^{N(C)} \\
& =q^{i-g+1}\left((q-1) A_{2 g-2-i}+h\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& (q-1) A_{2 g-2-i}=\frac{(q-1) A_{i}+h}{q^{i-g+1}}-h \\
& (q-1) A_{2 g-1-i}=(q-1) A_{2 g-2-(i-1)}=\frac{(q-1) A_{i-1}+h}{q^{i-g}}-h \\
& \quad(q-1) A_{2 g-i}=(q-1) A_{2 g-2-(i-2)}=\frac{(q-1) A_{i-2}+h}{q^{i-g-1}}-h
\end{aligned}
$$

It follows that $a_{2 g-i}=q^{g-i} a_{i}$.
Codary 6.4.2. We have

$$
P_{K}\left(\frac{1}{q u}\right)=q^{-g} u^{-2 g} P_{K}(u) \quad \text { and } \quad u^{1-g} Z_{K}(u)=(q u)^{g-1} Z_{K}\left(\frac{1}{q u}\right)
$$

Proof. Notice that

$$
\begin{aligned}
P_{K}\left(\frac{1}{q u}\right) & =a_{0}+a_{1}\left(\frac{1}{q u}\right)+\cdots+a_{2 g}\left(\frac{1}{q u}\right)^{2 g}=\frac{1}{(q u)^{2 g}} \sum_{i=0}^{2 g} a_{i}(q u)^{2 g-i} \\
& =q^{-g} u^{-2 g} \sum_{i=0}^{2 g} a_{i} q^{g-i} u^{2 g-i}=q^{-g} u^{-2 g} \sum_{i=0}^{2 g} a_{2 g-i} u^{2 g-i} \\
& =q^{-g} u^{-2 g} P_{K}(u)
\end{aligned}
$$

Also,

$$
\begin{aligned}
Z_{K}\left(\frac{1}{q u}\right) & =\frac{P_{K}\left(\frac{1}{q u}\right)}{\left(1-\frac{1}{q u}\right)\left(1-\frac{q}{q u}\right)}=\frac{q^{-g} u^{-2 g} P_{K}(u)}{(q u-1)(u-1)} q u^{2} \\
& =q^{1-g} u^{2(1-g)} \frac{P_{K}(u)}{(1-u)(1-q u)}=q^{1-g} u^{2(1-g)} Z_{K}(u)
\end{aligned}
$$

Corollary 6.4.2 is the functional equation of the zeta function in terms of the variable $u=q^{-s}$. Since $\zeta_{K}(s)=Z_{K}\left(q^{-s}\right)$, we obtain, in terms of the variable $s$, the following result:

Thenem 6.4.3 (Functinal Equatin fo the Zeta Functin). We have

$$
q^{s(g-1)} \zeta_{K}(s)=q^{(1-s)(g-1)} \zeta_{K}(1-s) \quad \text { for all } \quad s \in \mathbb{C} .
$$

In particular, $\zeta_{K}(s)$ is a meromorphic function in the whole complex plane $\mathbb{C}$ with simple poles in

$$
s\left|q^{-s}=u \in \quad 1, \frac{1}{q}=a+\frac{2 k \pi i}{\ln q}\right| k \in \mathbb{Z}, a=0,1
$$

Proof. Setting $u=q^{-s}$, we obtain

$$
\begin{aligned}
q^{s(g-1)} \zeta_{K}(s) & =u^{1-g} Z_{K}(u)=(q u)^{g-1} Z_{K}\left(\frac{1}{q u}\right) \\
& =q^{(1-s)(g-1)} Z_{K}\left(q^{s-1}\right)=q^{(1-s)(g-1)} \zeta_{K}(1-s)
\end{aligned}
$$

In the expression $Z_{K}(u)=\frac{P_{K}(u)}{(1-u)(1-q u)}$, the denominator is equal to zero for $u=1$ and $u=\frac{1}{q}$. On the other hand, $P_{K}(1)=h \neq 0$ (Corollary 6.3.9) and $P_{K}\left(\frac{1}{q}\right)=$ $q^{-g} P_{K}(1)=q^{-g} h \neq 0$ (Corollary 6.4.2). Therefore $u=1$ and $u=q^{-1}$ are the only poles of $Z_{K}(u)$ and they are simple.

In terms of the variable $s$ we have the following equivalences:

$$
\begin{gathered}
u=q^{-s}=1 \Leftrightarrow q^{s}=e^{s \ln q}=1 \Leftrightarrow s \ln q=2 \pi j i, j \in \mathbb{Z} \Leftrightarrow s=\frac{2 \pi j i}{\ln q}, j \in \mathbb{Z} \\
u=q^{-s}=q^{-1} \Leftrightarrow q^{s}=q \Leftrightarrow q^{s-1}=1 \Leftrightarrow s=1+\frac{2 \pi j i}{\ln q}, j \in \mathbb{Z}
\end{gathered}
$$

Coming back to the series $L$, let $\chi$ be a character of finite order.
Prpsitin 6.4.4. If $\chi\left(C_{K, 0}\right)=1$, then

$$
L(s, \chi, K)=\zeta_{K}\left(s-\frac{2 \pi i \alpha}{\ln q}\right)
$$

where $\chi\left(C_{0}\right)=e^{2 \pi i \alpha}$ and $C_{0}$ is a class of degree 1. Equivalently,

$$
L(s, \chi, K)=Z_{K}\left(e^{2 \pi i \alpha} u\right)
$$

Proof. $C_{K}$ is isomorphic to $C_{K, 0} \oplus\left\langle C_{0}\right\rangle$ under the following identification: if $C$ is an arbitrary class of degree $n, C=C C_{0}^{-n} C_{0}^{n}$. Then

$$
\chi(C)=\chi\left(C C_{0}^{-n}\right) \chi\left(C_{0}^{n}\right)=\chi\left(C_{0}\right)^{n}=e^{2 \pi i \alpha n}
$$

We have

$$
\begin{aligned}
L(s, \chi, K) & =\sum_{\mathfrak{A} \text { integral }} \frac{\chi(\mathfrak{A})}{(N(\mathfrak{A}))^{s}}=\sum_{C^{\prime} \in C_{K, 0}} \sum_{\substack{\mathfrak{A} \in C^{\prime} C_{0}^{n} \\
\mathfrak{A} \text { integral }}} \sum_{n=0}^{\infty} \frac{\chi(\mathfrak{A})}{(N(\mathfrak{A}))^{s}} \\
& =\sum_{C^{\prime} \in C_{K, 0}} \sum_{\substack{\mathfrak{A} \in C^{\prime} C_{0}^{n} \\
\mathfrak{A} \text { integral }}} \sum_{n=0}^{\infty} e^{2 \pi i \alpha n} q^{-n s} \\
& =\sum_{C^{\prime} \in C_{K, 0}} \sum_{\substack{\mathfrak{A} \in C^{\prime} C_{0}^{n} \\
\mathfrak{A} \text { integral }}} \sum_{n=0}^{\infty} q^{\left(\frac{2 \pi i \alpha}{\ln q}-s\right) n} \\
& =\sum_{\mathfrak{A} \text { integral }}(N(\mathfrak{A}))^{-\left(s-\frac{2 \pi i \alpha}{\ln q)}\right.}=\zeta_{K}\left(s-\frac{2 \pi i \alpha}{\ln q}\right) .
\end{aligned}
$$

Also, $\zeta_{K}\left(s-\frac{2 \pi i \alpha}{\ln q}\right)=Z_{K}\left(q^{-s} q^{2 \pi i \alpha / \ln q}\right)=Z_{K}\left(e^{2 \pi i \alpha} u\right)$.
Codary 6.4.5. If $\chi\left(C_{K, 0}\right)=1$, then the series $L$ satisfies the functional equation

$$
q^{s(g-1)} L(s, \chi, K)=\chi(W) q^{(1-s)(g-1)} L(1-s, \bar{\chi}, K)
$$

where $W$ is the canonical class and $\bar{\chi}$ is the conjugate of $\chi$, i.e., $\bar{\chi}(\mathfrak{A}):=\overline{\chi(\mathfrak{A})}=$ $\chi\left(\mathfrak{A}^{-1}\right)$.

Proof. Using the functional equation of Corollary 6.4.2 and setting $u^{\prime}=e^{2 \pi i \alpha} u$, we obtain

$$
\begin{aligned}
q^{s(g-1)} L(s, \chi, K) & =q^{s(g-1)} Z_{K}\left(u^{\prime}\right)=q^{s(g-1)}\left(q u^{\prime}\right)^{g-1}\left(u^{\prime}\right)^{g-1} Z_{K}\left(\frac{1}{q u^{\prime}}\right) \\
& =q^{(s+1)(g-1)} q^{-s(2 g-2)}\left(e^{2 \pi i \alpha}\right)^{2 g-2} Z_{K}\left(\frac{1}{q u} e^{-2 \pi i \alpha}\right) \\
& =q^{(1-s)(g-1)}\left(e^{2 \pi i \alpha}\right)^{2 g-2} Z_{K}\left(\frac{e^{-2 \pi i \alpha}}{q u}\right)
\end{aligned}
$$

Since $d(W)=2 g-2, \chi(W)=\left(e^{2 \pi i \alpha}\right)^{(2 g-2)}$, and $\bar{\chi}\left(C_{0}\right)=e^{-2 \pi i \alpha}$, it follows that

$$
\begin{aligned}
q^{s(g-1)} L(s, \chi, K) & =q^{(1-s)(g-1)} \chi(W) Z_{K}\left(q^{s-1-\frac{2 \pi i \alpha}{\ln q}}\right) \\
& =q^{(1-s)(g-1)} \chi(W) \zeta_{K}\left(1-s+\frac{2 \pi i \alpha}{\ln q}\right)
\end{aligned}
$$

and

$$
L(1-s, \bar{\chi}, K)=\zeta_{K}\left(1-s-\left(-\frac{2 \pi i \alpha}{\ln q}\right)\right)=\zeta_{K}\left(1-s+\frac{2 \pi i \alpha}{\ln q}\right)
$$

Therefore

$$
q^{s(g-1)} L(s, \chi, K)=q^{(1-s)(g-1)} \chi(W) L(1-s, \bar{\chi}, K)
$$

The functional equation given by Corollary 6.4 .5 is satisfied for any character of finite order. However, we need to provide a different proof from the one given in the case $\chi\left(C_{K, 0}\right)=1$.

Let $\chi$ be such that $\chi\left(C_{K, 0}\right) \neq 1$. Then $C_{K, 0} \neq 1$ and $g>0$ (Proposition 4.1.5). Let $C_{0}^{\prime}$ be a class of degree 0 such that $\chi\left(C_{0}^{\prime}\right) \neq 1$. We have

$$
\chi\left(C_{0}^{\prime}\right) \sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right)=\sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}^{\prime} C_{0}\right)=\sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right),
$$

that is,

$$
\left(\chi\left(C_{0}^{\prime}\right)-1\right) \sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right)=0 .
$$

Since $\chi\left(C_{0}^{\prime}\right) \neq 1$, it follows that $\sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right)=0$.
Let $C_{1}$ be a class of degree 1 . We have

$$
\begin{aligned}
(q-1) L(s, \chi, K)= & (q-1) \sum_{\mathfrak{A} \text { integral }} \chi(\mathfrak{A}) \frac{1}{(N(\mathfrak{A}))^{s}} \\
= & \sum_{d(C)=0}^{\infty}(q-1)\left\{\frac{q^{N(C)}-1}{q-1} \chi(C) q^{-d(C) s}\right\} \\
= & \sum_{n=0}^{\infty} \sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0} C_{1}^{n}\right) q^{-n s}\left(q^{N\left(C_{0} C_{1}^{n}\right)}-1\right) \\
= & \sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right) \sum_{n=0}^{\infty} \chi\left(C_{1}\right)^{n}\left(q^{N\left(C_{0} C_{1}^{n}\right)}-1\right) q^{-n s} \\
= & \sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right) \sum_{n=0}^{2 g-2} \chi\left(C_{1}\right)^{n}\left(q^{N\left(C_{0} C_{1}^{n}\right)}-1\right) q^{-n s} \\
& +\sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right) \sum_{n=2 g-1}^{\infty} \chi\left(C_{1}\right)^{n}\left(q^{n-g+1}-1\right) q^{-n s} .
\end{aligned}
$$

The second sum is equal to 0 since $\sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right)=0$. Therefore

$$
\begin{aligned}
(q-1) L(s, \chi, K)= & \sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right) \sum_{n=0}^{2 g-2} \chi\left(C_{1}\right)^{n} q^{N\left(C_{0} C_{1}^{n}\right)} q^{-n s} \\
& -\sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right) \sum_{n=0}^{2 g-2} \chi\left(C_{1}\right)^{n} q^{-n s}
\end{aligned}
$$

Again using the fact that $\sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right)=0$, we obtain

$$
(q-1) L(s, \chi, K)=\sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right) \sum_{n=0}^{2 g-2} \chi\left(C_{1}\right)^{n} q^{N\left(C_{0} C_{1}^{n}\right)} q^{-n s}
$$

Writing $u=q^{-s}$, we have $(q-1) L(s, \chi, K)=\sum_{d(C)=0}^{2 g-2} \chi(C) q^{N(C)} u^{d(C)}$, which is a polynomial in $u$ of degree at most $2 g-2$.

The coefficient of $u^{2 g-2}$ is

$$
a=\sum_{d(C)=2 g-2} \chi(C) q^{N(C)}=\sum_{C_{0} \in C_{K, 0}} \chi\left(W C_{0}\right) q^{N\left(W C_{0}\right)} .
$$

From the Riemann-Roch theorem we obtain

$$
\begin{aligned}
& N\left(W C_{0}\right)=d\left(W C_{0}\right)-g+1+N\left(C_{0}^{-1}\right) \\
& N\left(C_{0}^{-1}\right)=0 \quad \text { if } \quad C_{0} \neq P_{K}, \quad \text { and } \quad N\left(P_{K}\right)=1
\end{aligned}
$$

Thus

$$
N\left(W C_{0}\right)=2 g-2-g+1=g-1 \text { if } C_{0} \neq P_{K} \text { and } N(W)=g
$$

and

$$
\begin{aligned}
a & =\sum_{\substack{C_{0} \in C_{K, 0} \\
C_{0} \neq P_{K}}} \chi(W) \chi\left(C_{0}\right) q^{g-1}+\chi(W) q^{g} \\
& =\chi(W) \sum_{C_{0} \in C_{K, 0}} \chi\left(C_{0}\right) q^{g-1}+\chi(W)\left(q^{g}-q^{g-1}\right) \\
& =\left(q^{g-1}\right)(q-1) \chi(W) \neq 0 .
\end{aligned}
$$

Therefore $(q-1) L(s, \chi, K)$ is a polynomial of degree $2 g-2$ and its coefficient of highest degree is $(q-1) \chi(W) q^{g-1}$.

Applying again the Riemann-Roch theorem we obtain

$$
\begin{aligned}
& (q-1) L(s, \chi, K)=\sum_{d(C)=0}^{2 g-2} \chi(C) q^{N(C)} u^{d(C)} \\
= & \sum_{d(C)=0}^{2 g-2} \chi(C) q^{d(C)-g+1+N\left(W C^{-1}\right)} u^{d(C)} \\
= & q^{g-1} u^{2 g-2} \chi(W) \sum_{d(C)=0}^{2 g-2} \chi\left(C W^{-1}\right) q^{-2 g+2+d(C)+N\left(W C^{-1}\right)} u^{d(C)-2 g+2} \\
= & q^{g-1} u^{2 g-2} \chi(W) \sum_{d(C)=0}^{2 g-2} \overline{\chi\left(C^{-1} W\right)} q^{d\left(W^{-1} C\right)+N\left(W C^{-1}\right)} u^{d\left(W^{-1} C\right)} \\
= & q^{g-1} u^{2 g-2} \chi(W) \sum_{d(C)=0)}^{2 g-2} \overline{\chi\left(W C^{-1}\right)} q^{N\left(W C^{-1}\right)}\left(\frac{1}{q u}\right)^{d\left(W C^{-1}\right)} \\
= & q^{g-1} u^{2 g-2} \chi(W) \sum_{d(C)=0}^{2 g-2} \bar{\chi}(C) q^{N(C)}\left(\frac{1}{q u}\right)^{d(C)} \\
= & q^{g-1} u^{2 g-2} \chi(W)(q-1) L(1-s, \bar{\chi}, K) \\
= & q^{g-1} q^{-2 s(g-1)}(q-1) \chi(W) L(1-s, \bar{\chi}, K) .
\end{aligned}
$$

Therefore $L(s, \chi, K)=q^{(g-1)(1-2 s)} \chi(W) L(1-s, \bar{\chi}, K)$, or in other words,

$$
q^{s(g-1)} L(s, \chi, K)=q^{(1-s)(g-1)} \chi(W) L(1-s, \bar{\chi}, K)
$$

In short, we have the following theorem:
Thenem 6.4.6 (Functinal Equatin fo $\quad L$-Series ). Let $K / k$ be a congruence function field with $|k|=q$, let $W$ be the canonical class, and let $\chi$ be a character of finite order. Then

$$
q^{s(g-1)} L(s, \chi, K)=\chi(W) q^{(1-s)(g-1)} L(1-s, \bar{\chi}, K)
$$

We end this chapter with a result that relates $L$ series to the zeta function of an extension of constants.

Let $K / k$ be a congruence function field with $k=\mathbb{F}_{q}, \ell=\mathbb{F}_{q^{r}}$, and $L=K \ell$. Let $\chi_{j}$ be the character of $K$ that satisfies $\chi_{j}(C)=e^{\frac{2 \pi i j}{r}}$ in every class of degree 1 . Then $\chi_{j}\left(C_{K, 0}\right)=1$ for $j=1, \ldots, r$, and we have the following result:

## Thenem 6.4.7.

$$
\zeta_{L}(s)={ }_{j=1}^{r} L\left(s, \chi_{j}, K\right)
$$

Proof. First, notice that if $a, b \in \mathbb{N}$,

$$
{ }_{n=1}^{a}\left(1-e^{\frac{2 \pi i n}{a} b} z\right)=\left(1-z^{\frac{a}{(a, b)}}\right)^{(a, b)}
$$

Now

$$
\begin{aligned}
\zeta_{L}(s) & ={\mathcal{P} \in \mathbb{P}_{L}}\left(1-\frac{1}{N(\mathcal{P})^{s}}\right)^{-1}=\underbrace{}_{\wp \in \mathbb{P}_{K} \mathcal{P} \mid \wp \wp}\left(1-q^{-s r d_{L}(\mathcal{P})}\right)^{-1} \\
& ={ }_{\wp \in \mathbb{P}_{K} \mathcal{P} \mid \wp}\left(1-q^{-s \frac{r d_{K}(\wp)}{\left(d_{L / K}(\mathcal{P} \mid \wp), r\right)}}\right)^{-1} \quad \text { (Theore }
\end{aligned}
$$

(Theorem 6.2.1).

There are $\left(r, d_{K}(\wp)\right)$ factors of the form $\mathcal{P} \mid \wp$. Therefore

$$
\begin{array}{rlr}
\zeta_{L}(s) & ={ }_{\wp \in \mathbb{P}_{K}}\left\{1-\left(N_{K}(\wp)\right)^{-s} \frac{r}{\left(r, d_{K}(\wp)\right)}\right. \\
& ={ }_{\wp \in \mathbb{P}_{K} n=1}^{r}\left(1-\frac{1}{N(\wp)^{s}} e^{\frac{2 \pi i n}{r} d_{K}(\wp)}\right)^{-1} \quad\left(a=r, b=d_{K}(\wp)\right) \\
& ={ }_{n=1}^{r} \zeta_{K}\left(s-\frac{2 \pi i n}{r \ln q}\right) & \\
& ={ }_{r}^{r} L\left(s, \chi_{n}, K\right) & \text { (Proposition 6.4.4). }
\end{array}
$$

### 6.5 Exercises

Exercise 6.5.1. Let $k$ be a finite field with $|k|=q$. Let $K$ be an elliptic function field over $k$ with class number $h$. Find $\zeta_{K}(s)$ explicitly.

Exercise 6.5.2. Let $k$ be a finite field with $|k|=q$, and $K=k(x, y)$ with $y^{m}=x$, $m \in \mathbb{N}$. Find $\zeta_{K}(s)$ explicitly.

Exercise 6.5.3. Let $K / \mathbb{F}_{q}$ be a hyperelliptic function field of genus 2. Find $\zeta_{K}(s)$ explicitly (see Exercise 10.9.4).

## The Riemann Hypothesis

In Chapter 6 we defined the zeta function of a congruence function field. This definition arises from the natural extension of the usual Riemann zeta function $\zeta(s)=$ $\sum_{n=1}^{\infty} \frac{1}{n^{s}}$. It is known that $\zeta(s)$ has a meromorphic extension to the complex plane, with a unique pole at $s=1$. This pole is simple with residue 1 . Furthermore, $\zeta(s)$ has zeros at $s=-2 n(n \in \mathbb{N})$ and these are called the trivial zeros of $\zeta(s)$. On the other hand, $\zeta(s)$ has no zeros different from the trivial ones in $\mathbb{C} \backslash\{s \mid 0 \leq \mathbb{R e} s \leq 1\}$. Finally, the Riemann hypothesis states that the zeros of $\zeta(s)$ other than the trivial ones lie on the line of equation $\mathbb{R e} s=\frac{1}{2}$.

The latter is still an open problem. However, for function fields the answer is known and is positive. This was proved by André Weil in 1940-1941 [158, 159] and the main goal of this chapter is to give a proof of the Riemann hypothesis as well as some applications.

In particular, when considering extensions of constants whose degree is a power of a prime number, we find that the analogue of Iwasawa's invariant $\mu$ for number fields is 0 in our case. We end the chapter with the presentation of the analogue of the Brauer-Siegel theorem on number fields.

### 7.1 The Number of Prime Divisors of Degree 1

Let $k=\mathbb{F}_{q}$ be a finite field and $k_{r}=\mathbb{F}_{q^{r}}$ the extension of degree $r \geq 1$ of $k$. One of our goals is to estimate the number of prime divisors of degree $n$ in $K / k$. For this purpose we will frequently use the Möbius function $\mu$ and the Newton identities. We now state the definitions and then will prove their main properties.

Definition 7.1.1. An arithmetic function in $\mathbb{Q}$ is any function $f: \mathbb{N} \longrightarrow \mathbb{Q}$. The Möbius function is the function $\mu: \mathbb{N} \longrightarrow \mathbb{Q}$ defined as follows. If $n \in \mathbb{N}$ and $\prod_{i=1}^{r} p_{i}^{a_{i}}$ is its decomposition into prime divisors, then

$$
\mu(n)= \begin{cases}1 & \text { if } n=1 \\ (-1)^{r} & \text { if } a_{1}=\cdots=a_{r}=1 \\ 0 & \text { in any other case }\end{cases}
$$

Lemma 7.1.2. We have

$$
\sum_{d \mid n} \mu(d)=\varepsilon(n)=\left\{\begin{array}{l}
1 \text { if } n=1 \\
0 \text { if } n>1
\end{array}\right.
$$

Proof. We leave the proof to the reader (Exercise 7.7.1).
Theorem 7.1.3 (Inversion Formula of Möbius). If $f, g$ are two arithmetic functions such that

$$
g(n)=\sum_{d \mid n} f(d)
$$

for all $n \in \mathbb{N}$, then

$$
f(n)=\sum_{d \mid n} g(d) \mu\left(\frac{n}{d}\right)=\sum_{d \mid n} g\left(\frac{n}{d}\right) \mu(d)
$$

Proof. For any two arithmetic functions $h$ and $k$ we define the product $h * k$ by

$$
(h * k)(n)=\sum_{d \mid n} h\left(\frac{n}{d}\right) k(d)=\sum_{d \mid n} h(d) k\left(\frac{n}{d}\right)
$$

This product is called the convolution product. The set of arithmetic functions together with $*$ is a commutative ring with unit element $\varepsilon$, where

$$
\varepsilon(n)=\left\{\begin{array}{l}
1 \text { if } n=1 \\
0 \text { if } n>1
\end{array}\right.
$$

Furthermore, if we denote by 1 the function with constant value 1, then by Lemma $7.1 .2, \mu * 1=\varepsilon$. Thus $\mu=1^{-1}$.

Now, we have $g(n)=\sum_{d \mid n} f(d)$, that is, $g=f * 1$. Therefore $f=g * 1^{-1}=g * \mu$, and hence $f(n)=\sum_{d \mid n} g(d) \mu\left(\frac{n}{d}\right)$.

Now let $k$ be any field, $K=k\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ the field of rational functions in $n$ variables, and let $f(T)=\prod_{i=1}^{n}\left(T-X_{i}\right) \in K[T]$. Then

$$
f(T)=T^{n}-\sigma_{1} T^{n-1}+\sigma_{2} T^{n-2}-\cdots+(-1)^{s} \sigma_{s} T^{n-s}+\cdots+(-1)^{n} \sigma_{n}
$$

where $\sigma_{s}$ is the $s$-symmetric elementary function in $X_{1}, X_{2}, \ldots, X_{n}$, i.e.,

$$
\begin{aligned}
\sigma_{0} & =1 \\
\sigma_{1} & =\sum_{i=1}^{n} X_{i} \\
\sigma_{2} & =\sum_{i<j} X_{i} X_{j}, \\
\cdots & \cdots \\
\sigma_{s} & =\sum_{i_{1}<\cdots<i_{s}} X_{i_{1}} \cdots X_{i_{s}} \\
\cdots & \cdots \\
\sigma_{n} & =X_{1} \cdots X_{n}
\end{aligned}
$$

Let $\varrho_{m}=X_{1}^{m}+\cdots+X_{n}^{m}, m \geq 1$ and $\varrho_{0}=n$.
Theorem 7.1.4 (Newton identities). We have

$$
\varrho_{m}-\varrho_{m-1} \sigma_{1}+\cdots+(-1)^{m-1} \varrho_{1} \sigma_{m-1}+(-1)^{m} \sigma_{m} m=0 \text { for } 1 \leq m \leq n-1,
$$

and

$$
\varrho_{m}-\varrho_{m-1} \sigma_{1}+\cdots+(-1)^{n} \varrho_{n-m} \sigma_{n}=0 \quad \text { for } \quad m \geq n
$$

Proof. Consider the series $T^{1-n} f^{\prime}(T)$ in the field of Laurent series $K((T)$ ) ( $K$ any field of characteristic 0). We have

$$
\begin{align*}
T^{1-n} f^{\prime}(T) & =T^{1-n} f(T) \frac{f^{\prime}(T)}{f(T)}=T^{1-n}\left(\sum_{i=0}^{n}(-1)^{i} \sigma_{i} T^{n-i}\right)\left(\sum_{i=1}^{n} \frac{1}{T-X_{i}}\right) \\
& =T\left(\sum_{i=0}^{n}(-1)^{i} \sigma_{i} T^{-i}\right)\left(\sum_{i=1}^{n} \sum_{m=0}^{\infty} X_{i}^{m} T^{-m-1}\right) \\
& =\left(\sum_{i=0}^{n}(-1)^{i} \sigma_{i} T^{-i}\right)\left(\sum_{m=0}^{\infty} \varrho_{m} T^{-m}\right)  \tag{7.1}\\
& =\sum_{m=0}^{\infty}\left(\sum_{s=0}^{m}(-1)^{s} \sigma_{s} \varrho_{m-s}\right) T^{-m}
\end{align*}
$$

where $\sigma_{j}=0$ for $j>n$.
On the other hand,

$$
\begin{align*}
T^{1-n} f^{\prime}(T) & =T^{1-n}\left(\sum_{m=0}^{n-1}(n-m)(-1)^{m} \sigma_{m} T^{n-m-1}\right) \\
& =\sum_{m=0}^{n-1}(n-m)(-1)^{m} \sigma_{m} T^{-m} \tag{7.2}
\end{align*}
$$

Equating coefficients in (7.1) and (7.2) we obtain the Newton identities.
Proposition 7.1.5. Let $\psi(d)$ be the number of monic irreducible polynomials of degree $d$ in $\mathbb{F}_{q}[T]$. Then $\psi(n)=\frac{1}{n} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) q^{d}$.

Proof. Exercise 7.7.2.
If $K$ is a function field with field of constants $k, K_{r}$ will denote the extension of constants $K k_{r}=K_{r}$; the field of constants of $K_{r}$ is $k_{r}$ (Theorem 6.1.2). Let $Z_{K}(u)=$ $\zeta_{K}(s)$ be the zeta function of $K$, where $u=q^{-s}$, and let $Z_{r}(v)=\zeta_{K_{r}}(s)$ be the zeta function of $K_{r}$, where $v=\left(q^{r}\right)^{-s}=q^{-r s}=u^{r}$. Then $Z_{r}(v)=Z_{r}\left(u^{r}\right)$.

Theorem 6.4.7 demonstrates that $\zeta_{K_{r}}(s)=\prod_{j=1}^{r} L\left(s, \chi_{j}, K\right)$, where $\chi_{j}$ is the character satisfying $\chi_{j}(C)=\xi_{r}^{j}$ in every class of degree 1 , and $\xi_{r}=e^{\frac{2 \pi i}{r}}$ for $j=$ $1, \ldots, r$.

By Proposition 6.4.4, $L\left(s, \chi_{j}, K\right)=\zeta_{K}\left(s-\frac{2 \pi i j}{r \ln q}\right)$.
We have

$$
\zeta_{K}\left(s-\frac{2 \pi i j}{r \ln q}\right)=Z_{K}\left(q^{-s} q^{\frac{2 \pi i j}{r \ln q}}\right) .
$$



$$
Z_{r}\left(u^{r}\right)=Z_{r}(v)=\zeta_{K_{r}}(s)=\prod_{j=1}^{r} L\left(s, \chi_{j}, K\right)=\prod_{j=1}^{r} Z_{K}\left(\xi_{r}^{j} u\right)
$$

Thus Theorem 6.4.7 yields the following:
Theorem 7.1.6. If $K_{r}$ is the extension of constants of degree $r$ of the field $K$, we have $Z_{K_{r}}\left(u^{r}\right)=\prod_{j=1}^{r} Z_{K}\left(\xi_{r}^{j} u\right)$, where $u=q^{-s}$ and $\xi_{r}=e^{\frac{2 \pi i}{r}}$.

If $K_{0}=\mathbb{F}_{q}(x)$, we have $Z_{K_{0}}(u)=Z_{0}(u)=\frac{1}{(1-u)(1-q u)}$ by Corollary 6.3.10 and $Z_{K}(u)=\frac{P_{K}(u)}{(1-u)(1-q u)}=Z_{0}(u) P_{K}(u), P_{K}(u)=\frac{Z_{K}(u)}{Z_{0}(u)}$.

Now $P_{K}(u)=\sum_{i=0}^{2 g} a_{i} u^{i}$ with $a_{2 g-i}=a_{i} q^{g-i}$ for $0 \leq i \leq 2 g$ (Theorem 6.4.1). We have $a_{0}=1, a_{2 g}=q^{g}$, and $a_{1}=A_{1}-(q+1)$, where $A_{1}$ is the number of integral divisors of degree 1 and is equal to the number of places of degree 1 (Corollary 6.3.9). We have deg $\left(P_{K}(u)\right)=2 g$ and if $\omega_{1}^{-1}, \ldots, \omega_{2 g}^{-1}$ are the roots of $P_{K}(u)$, then $P_{K}(u)=\prod_{i=1}^{2 g}\left(1-\omega_{i} u\right)$.

Proposition 7.1.7. We have $q^{g}=\prod_{i=1}^{2 g} \omega_{i}$ and $N-(q+1)=-\sum_{i=1}^{2 g} \omega_{i}$, where $N$ is the number of prime divisors of degree 1. Furthermore, $P_{K}\left(\omega_{i}^{-1}\right)=0$ if and only if $P_{K}\left(\frac{\omega_{i}}{q}\right)=0$.

Proof. From $P_{K}(u)=\sum_{i=0}^{2 g} a_{i} u^{i}=\prod_{i=1}^{2 g}\left(1-\omega_{i} u\right)$, it follows that

$$
a_{2 g}=q^{g}=\prod_{i=1}^{2 g}\left(-\omega_{i}\right)=\prod_{i=1}^{2 g} \omega_{i} ; \quad a_{1}=N-(q+1)=-\sum_{i=1}^{2 g} \omega_{i}
$$

On the other hand, the functional equation of $P_{K}(u)$ (Corollary 6.4.2) establishes that $P_{K}\left(\frac{1}{q u}\right)=q^{-g} u^{-2 g} P_{K}(u)$. Therefore $P_{K}\left(\omega_{i}^{-1}\right)=0$ if and only if $P_{K}\left(\frac{1}{q \omega_{i}^{-1}}\right)=P_{K}\left(\frac{\omega_{i}}{q}\right)=0$.

We have

$$
\frac{1}{\omega_{i}}=\frac{\omega_{i}}{q} \Longleftrightarrow \omega_{i}^{2}=q \Longleftrightarrow \omega_{i}= \pm \sqrt{q}
$$

Therefore we may rearrange the inverses of the roots of $P_{K}(u)$ to obtain the sequence

$$
\omega_{1}, \omega_{1}^{\prime}, \ldots, \omega_{f}, \omega_{f}^{\prime}, \sqrt{q}, \ldots, \sqrt{q},-\sqrt{q}, \ldots,-\sqrt{q}
$$

with

$$
f \leq g, \quad \omega_{i} \neq \omega_{i}^{\prime}, \quad \text { and } \quad \omega_{i} \omega_{i}^{\prime}=q, \quad i=1, \ldots, f
$$

Let $t$ be the number of times that $\sqrt{q}$ appears and let $s$ be the number of times that $-\sqrt{q}$ appears. Thus $2 f+t+s=2 g$. Since $q^{g}=\prod_{i=1}^{2 g} \omega_{i}$, we have $q^{g}=$ $q^{f} q^{t / 2}(-1)^{s} q^{s / 2}$. It follows that $s$ is even and so is $t$. In particular, we may take $f=g$, that is, $\omega_{1}, \omega_{1}^{\prime}, \ldots, \omega_{g}, \omega_{g}^{\prime}, \omega_{i} \omega_{i}^{\prime}=q$ for all $1 \leq i \leq g$.

Thus we obtain $P_{K}(u)=\prod_{i=1}^{g}\left(1-\omega_{i} u\right)\left(1-\omega_{i}^{\prime} u\right)$.
Theorem 7.1.8. The following conditions are equivalent:
(i) The zeros of the zeta function $\zeta_{K}(s)$ lie on the line of equation $\mathbb{R e} s=\frac{1}{2}$,
(ii) The zeros of the function $Z_{K}(u)$ lie on the circle of equation $|u|=q^{-1 / 2}$,
(iii) If $\omega_{1}, \ldots, \omega_{2 g}$ are the inverses of the roots of $P_{K}(u)$, then $\left|\omega_{i}\right|=\sqrt{q}$ for $i=1, \ldots, 2 g$.

Proof.
(i) $\Longleftrightarrow$ (ii): This equivalence follows from the facts that $u=q^{-s},|u|=q^{-\mathbb{R e} s}$, and $Z_{K}(u)=\zeta_{K}(s)$. Therefore $Z_{K}(u)=Z_{K}\left(q^{-s}\right)=\zeta_{K}(s)$.
(ii) $\Longleftrightarrow$ (iii): This follows from $Z_{K}(u)=\frac{P_{K}(u)}{(1-u)(1-q u)}, P_{K}(1)=h_{K} \neq 0$, and $P_{K}\left(\frac{1}{q}\right)=q^{-g} P_{K}(1) \neq 0$. Therefore the roots of $Z_{K}(u)$ are the roots of $P_{K}(u)$, which are the $\omega_{i}^{-1}$,s. Hence (ii) is equivalent to $\left|\omega_{i}^{-1}\right|=\left|\omega_{i}\right|^{-1}=q^{-1 / 2}$, that is, $\left|\omega_{i}\right|=\sqrt{q}$.

Our goal is to prove the following analogue of the classical Riemann hypothesis:
Riemann hypothesis: The conditions in Theorem 7.1.8 hold for any congruence function field.

The proof will be done in several steps.
Proposition 7.1.9. Let $N$ be the number of prime divisors of degree 1 in $K$. If the Riemann hypothesis holds, then $|N-(q+1)| \leq 2 g \sqrt{q}$.

Proof. We have

$$
N-(q+1)=-\sum_{i=1}^{2 g} \omega_{i}, \quad \text { so } \quad|N-(q+1)| \leq \sum_{i=1}^{2 g}\left|\omega_{i}\right|=2 g \sqrt{q}
$$

Proposition 7.1.10. The Riemann hypothesis holds for the field $K$ if and only if it holds for the field $K_{r}$.

Proof. By Theorem 7.1.6, we have (with the natural notation)

$$
\begin{aligned}
P_{K_{r}}\left(u^{r}\right) & =\frac{Z_{K_{r}}\left(u^{r}\right)}{Z_{0, r}\left(u^{r}\right)}=\prod_{j=1}^{r} \frac{Z_{K}\left(\xi_{r}^{j} u\right)}{Z_{0}\left(\xi_{r}^{j} u\right)}=\prod_{j=1}^{r} P_{K}\left(\xi_{r}^{j} u\right) \\
& =\prod_{j=1}^{r} \prod_{i=1}^{2 g}\left(1-\omega_{i} \xi_{r}^{j} u\right)=\prod_{i=1}^{2 g}\left(1-\omega_{i}^{r} u^{r}\right) .
\end{aligned}
$$

Hence, $P_{K_{r}}\left(u^{r}\right)=\prod_{i=1}^{2 g}\left(1-\omega_{i}^{r} u^{r}\right)$. Therefore $\omega_{1}^{r}, \ldots, \omega_{2 g}^{r}$ are the inverses of the zeros of $P_{K_{r}}$, whence $\left|\omega_{i}\right|=\sqrt{q}$ if and only if $\left|\omega_{i}^{r}\right|=\sqrt{q^{r}}, q^{r}=\left|\mathbb{F}_{q^{r}}\right|$, and $\mathbb{F}_{q^{r}}$ is the field of constants of $K_{r}$.

Let $N_{r}$ be the number of prime divisors of degree 1 in $K_{r}$.
Proposition 7.1.11. If there exists $c>0$ such that $\left|N_{r}-\left(q^{r}+1\right)\right| \leq c q^{r / 2}$ for all $r$, then the Riemann hypothesis holds for $K$.
Proof. Applying the operator $D=-u \frac{d}{d u} \ln$ to both sides of the equality $P_{K}(u)=$ $\prod_{i=1}^{2 g}\left(1-\omega_{i} u\right)$, we obtain

$$
\begin{aligned}
D\left(P_{K}(u)\right) & =-u \frac{d}{d u} \ln \left(\prod_{i=1}^{2 g}\left(1-\omega_{i} u\right)\right)=-u\left(\sum_{i=1}^{2 g} \frac{d}{d u} \ln \left(1-\omega_{i} u\right)\right) \\
& =\sum_{i=1}^{2 g} \frac{\omega_{i} u}{1-\omega_{i} u}=\sum_{i=1}^{2 g} \sum_{n=1}^{\infty} \omega_{i}^{n} u^{n}=\sum_{n=1}^{\infty}\left(\sum_{i=1}^{2 g} \omega_{i}^{n}\right) u^{n} .
\end{aligned}
$$

We have $-\sum_{i=1}^{2 g} \omega_{i}^{n}=N_{n}-\left(q^{n}+1\right)$. Our hypothesis implies that

$$
\left|N_{n}-\left(q^{n}+1\right)\right|=\left|\sum_{i=1}^{2 g} \omega_{i}^{n}\right| \leq c q^{n / 2}
$$

Therefore, if $R$ is the radius of convergence of the series, we have

$$
R=\limsup _{n \rightarrow \infty}\left(\left|\sum_{i=1}^{2 g} \omega_{i}^{n}\right|\right)^{-1 / n} \geq \limsup _{n \rightarrow \infty}\left(c q^{n / 2}\right)^{-1 / n}=q^{-1 / 2}
$$

and hence $R \geq \frac{1}{\sqrt{q}}$.
On the other hand, $D\left(P_{K}(u)\right)=\sum_{i=1}^{2 g} \frac{\omega_{i} u}{1-\omega_{i} u}$ implies that the only singularities are $u=\omega_{i}^{-1}, 1 \leq i \leq 2 g$, so that

$$
R=\min _{1 \leq i \leq 2 g}\left|\omega_{i}^{-1}\right| \geq q^{-1 / 2} . \quad \text { Thus } \quad\left|\omega_{i}\right| \leq \sqrt{q} \quad \text { for } \quad 1 \leq i \leq 2 g
$$

Finally, by Proposition 7.1.7, $q^{g}=\prod_{i=1}^{2 g}\left|\omega_{i}\right| \leq \prod_{i=1}^{2 g} \sqrt{q}=q^{g}$, which implies that $\left|\omega_{i}\right|=\sqrt{q}, 1 \leq i \leq 2 g$.

### 7.2 Proof of the Riemann hypothesis

The purpose of this section is to prove that the conditions of Theorem 7.1.8 hold for any congruence function field $K$. Let $k=\mathbb{F}_{q}$ be the field of constants of $K$.

We first note that in order to prove the Riemann hypothesis, by Proposition 7.1.10 we may assume, extending the field of constants if necessary, that:
(i) $q=a^{2}$ is a square,
(ii) $q>(g+1)^{4}$, where $g$ is the genus of $K$,
(iii) $K$ contains a prime divisor of degree 1 .

Indeed, $K_{2}=K \mathbb{F}_{q^{2}}$ has as field of constants $\mathbb{F}_{q^{2}}$ and $q^{2}$ is a square. Since $q^{2}>1$, there exists $n$ such that $q^{2 n}=\left(q^{n}\right)^{2}>(g+1)^{4}$, so that $K_{2 n}=\mathbb{F}_{q^{2 n}} K$ has as field of constants $\mathbb{F}_{q^{2 n}}$, the genus of $K_{2 n}$ is equal to $g$ (Theorem 6.1.3), and $q^{2 n}>(g+1)^{4}$. Finally, if $\wp$ is a prime divisor of degree $m$ in $K$, then if $\mathcal{P}$ is above $\wp$ in $K_{2 n m}=$ $\mathbb{F}_{q^{2 n m}} K$, we have, by Theorem 6.2.1, $d_{L}(\mathcal{P})=\frac{m}{(m, 2 n m)}=\frac{m}{m}=1$. Then $K_{2 n m}$ satisfies (i), (ii), and (iii)

By the above, we may assume that $K$ satisfies (i), (ii), and (iii). Let $N$ be the number of prime divisors of degree 1 in $K$. If $\sigma \in \operatorname{Aut}\left(K / \mathbb{F}_{q}\right)$, then for each place $\wp$, $\wp^{\sigma}$ is a place of $K$ and the respective valuations satisfy $v_{\wp} \sigma(x)=v_{\wp}\left(\sigma^{-1} x\right)$.

Let $\tilde{\mathbb{F}}_{q}$ be an algebraic closure of $k:=\mathbb{F}_{q}$ and let $\tilde{K}$ be an algebraic closure of $K$. Consider the Frobenius automorphism

$$
\varrho: \tilde{K} \rightarrow \tilde{K}, \quad \text { defined by } \quad \varrho(x)=x^{q}, \quad \varrho \in \operatorname{Aut}(\tilde{K} / k) .
$$

Let $\wp$ be a prime divisor of $K$. For any $\sigma \in \operatorname{Aut}(K / k)$, consider the corresponding prime divisor $\wp^{\sigma}$. Explicitly, if $\varphi_{\wp}$ is the place associated to $\wp$, then $\varphi_{\wp} \sigma$ is the place $\sigma \varphi_{\wp}$ given by

$$
\varphi_{\wp^{\sigma}}(\alpha)=\sigma \varphi_{\wp}(\alpha)=\varphi_{\wp}\left(\sigma^{-1} \alpha\right) .
$$

Define $\wp^{q}$ as the prime divisor given by the Frobenius automorphism, that is,

$$
\varphi_{\wp}(\alpha):=\varrho \varphi_{\wp}(\alpha)=\varphi_{\wp}\left(\varrho^{-1} \alpha\right)=\varphi_{\wp}\left(\alpha^{1 / q}\right)=\varphi_{\wp}(\alpha)^{1 / q} .
$$

Notice that $\wp^{q}$ is not the $q$ th power of $\wp$. Now the respective valuation rings of $\wp$ and $\wp^{q}$ are given by

$$
\vartheta_{\wp}=\left\{\alpha \in K \mid \varphi_{\wp}(\alpha) \neq \infty\right\} \text { and } \vartheta_{\wp q}=\left\{\alpha \in K \mid \varphi_{\wp}(x)=\varphi_{\wp}(x)^{1 / q} \neq \infty\right\} .
$$

Thus $\vartheta_{\wp}=\vartheta_{\wp q}$. Therefore $\varphi_{\wp}$ and $\varphi_{\wp q}$ are equivalent (Proposition 2.2.13). We will use the notation $\wp=\wp^{q}$ to mean that $\varphi_{\wp}=\varphi_{\wp} q$ instead of the usual meaning.

Proposition 7.2.1. We have $\wp=\wp^{q}$ if and only if $d_{K}(\wp)=1$.

Proof. Clearly, $d_{K}(\wp)=\left[\vartheta_{\wp} / \wp: k\right]$. Consider $\varphi_{\wp}: K \rightarrow\left(\vartheta_{\wp} / \wp\right) \cup\{\infty\}$ and $\varphi_{\wp^{q}}: K \rightarrow\left(\vartheta_{\wp} q / \wp^{q}\right) \cup\{\infty\}$. The following equivalences hold:

$$
\begin{gathered}
\varrho \varphi_{\wp}(y)=\varphi_{\wp}(y)^{1 / q}=\varphi_{\wp}(y) \text { for all } y \in K \\
\Longleftrightarrow \varphi_{\wp}(y)=\varphi_{\wp}(y)^{q} \text { for all } y \in K \Longleftrightarrow \varphi_{\wp}(\alpha)=\infty \text { or } \varphi_{\wp}(y) \in \mathbb{F}_{q} \\
\Longleftrightarrow \vartheta_{\wp} / \wp=\vartheta_{\wp q} / \wp^{q}=\mathbb{F}_{q} \Longleftrightarrow d_{K}(\wp)=d_{K}\left(\wp^{q}\right)=1 .
\end{gathered}
$$

Proposition 7.2.1 is one of the main results we will be using in the proof of the Riemann hypothesis. Actually, the $N_{1}=N$ prime divisors of degree 1 in $K / k$ are precisely those such that $\wp=\wp^{q}$. The Riemann hypothesis is equivalent to $\mid N-(q+$ $1) \mid \leq 2 g \sqrt{q}$ (Propositions 7.1.9, 7.1.10, and 7.1.11). Therefore it suffices to show that for $r$ large enough and for $K_{r}:=K \mathbb{F}_{q^{r}}$, if $N_{r}$ denotes the number of places $\mathfrak{P}$ such that $\mathfrak{P}^{q^{r}}=\mathfrak{P}$, then $N_{r}$ satisfies $\left|N_{r}-\left(q^{r}+1\right)\right| \leq 2 g q^{r / 2}$.

The proof of the Riemann hypothesis presented here is essentially due to Bombieri [7] (see also [38, 148]). The idea is to construct a function $u$ on $K$ such that every prime divisor of degree 1 but one is a zero of $u$, and on the other hand, the degree of $u$ is not very large.

We have $q=a^{2}$. Set $m=a-1, n=a+2 g$, and $r=m+a n$. Then the inequality

$$
N-(q+1)<(2 g+1) \sqrt{q}
$$

becomes

$$
\begin{aligned}
N-1 & <q+(2 g) \sqrt{q}+\sqrt{q}=a^{2}+(2 g) a+a \\
& =a(a+2 g)+a=a n+m+1=r+1
\end{aligned}
$$

Thus $N-1 \leq r$.
Let $\mathfrak{S}$ be a divisor of degree 1 in $K / k$. We have

$$
L\left(\mathfrak{S}^{-1}\right) \subseteq L\left(\mathfrak{S}^{-2}\right) \subseteq \cdots \subseteq L\left(\mathfrak{S}^{-n}\right) \subseteq \cdots
$$

Furthermore, since $\mathfrak{S}^{-n} \mid \mathfrak{S}^{-(n-1)}$, then by Theorem 3.1.11,

$$
\ell\left(\mathfrak{S}^{-n}\right)+d\left(\mathfrak{S}^{-n}\right) \leq \ell\left(\mathfrak{S}^{-(n-1)}\right)+d\left(\mathfrak{S}^{-(n-1)}\right)
$$

Therefore

$$
0 \leq \ell\left(\mathfrak{S}^{-n}\right)-\ell\left(\mathfrak{S}^{-(n-1)}\right) \leq d\left(\mathfrak{S}^{n}\right)+d\left(\mathfrak{S}^{-n+1}\right)=n-(n-1)=1
$$

Let $t \in \mathbb{N}$ and let $I_{t}$ be the set of numbers $i(1 \leq i \leq t)$ such that $\ell\left(\mathfrak{S}^{-i}\right)-$ $\ell\left(\mathfrak{S}^{-(i-1)}\right)=1$. For each $i \in I_{t}$, let $u_{i} \in L\left(\mathfrak{S}^{-i}\right) \backslash L\left(\mathfrak{S}^{-(i-1)}\right)$. The pole divisor of $u_{i}$ is $\mathfrak{N}_{u_{i}}=\mathfrak{S}^{i}$.

Proposition 7.2.2. The system $\left\{u_{i} \mid i \in I_{t}\right\}$ is a $k$-base of $L\left(\mathfrak{S}^{-t}\right)$.

Proof. If $\sum_{i \in I_{t}} a_{i} u_{i}=0$ with $a_{i} \in k$ and $a_{i} \neq 0$ for some $i$, then $v_{\mathfrak{S}}\left(a_{i} u_{i}\right)=-i$, so the valuations of the nonzero terms in the sum are all distinct. Therefore $a_{i}=0$ for all $i \in I_{t}$, and the system $\left\{u_{i} \mid i \in I_{t}\right\}$ is linearly independent.

On the other hand,

$$
\ell\left(\mathfrak{S}^{-t}\right)=\sum_{i=1}^{t} \operatorname{dim}_{k} \frac{L\left(\mathfrak{S}^{-i}\right)}{L\left(\mathfrak{S}^{-(i-1)}\right)}=\sum_{i=1}^{t} \delta_{i} \quad \text { with } \quad \delta_{i}=\left\{\begin{array}{l}
0 \text { if } i \notin I_{t} \\
1 \text { if } i \in I_{t}
\end{array}\right.
$$

so $\ell\left(\mathfrak{S}^{-t}\right)=\left|I_{t}\right|=\left|\left\{u_{i} \mid i \in I_{t}\right\}\right|$. Therefore $\left\{u_{i} \mid i \in I_{t}\right\}$ is a basis of $L\left(\mathfrak{S}^{-t}\right)$.
As a particular case of Proposition 7.2.2, we take $t=m=a-1=\sqrt{q}-1$, where $a$ is a power of the characteristic and $n=a+2 g$. The set

$$
L\left(\mathfrak{S}^{-n}\right)^{a}=\left\{y^{a} \mid y \in L\left(\mathfrak{S}^{-n}\right)\right\} \subseteq K^{a}
$$

is a $k$-vector space of the same dimension as that of $L\left(\mathfrak{S}^{-n}\right)$.
The space $M=\left\{\sum_{i \in I_{m}} u_{i} y_{i}^{a} \mid y_{i} \in L\left(\mathfrak{S}^{-n}\right)\right\}$ is a $k$-vector space generated by $U=\left\{u_{i} u_{j}^{a} \mid i \in I_{m}, j \in I_{n}\right\}$. Note that since $a=\sqrt{q}$ is a power of the characteristic, $K^{a}$ is a field.

Proposition 7.2.3. The set $U$ is linearly independent over $k$.
Proof. Since $u_{j}^{a} \in K^{a}$ and $k \subseteq K^{a}$, it suffices to prove that $\left\{u_{i} \mid i \in I_{m}\right\}$ is linearly independent over $K^{a}$.

Let $\sum_{i \in I_{m}} u_{i} y_{i}^{a}=0$ with some $y_{i} \neq 0$. This implies that two elements have the same valuation (Proposition 2.2.3 (vi)). Thus there exist $y_{i} \neq 0, y_{j} \neq 0$, with $i \neq j$ and $v_{\mathfrak{S}}\left(u_{i} y_{i}^{a}\right)=v_{\mathfrak{S}}\left(u_{j} y_{j}^{a}\right)$. Hence,

$$
-i+a v_{\mathfrak{S}}\left(y_{i}\right)=-j+a v_{\mathfrak{S}}\left(y_{j}\right) \quad \text { or } \quad i \equiv j \bmod a
$$

Since $i, j \in I_{m}$ for $1 \leq i, j \leq m=a-1<a$, the latter congruence is impossible.
As a consequence of Proposition 7.2 .3 we obtain $\operatorname{dim}_{k} M=|U|=\left|I_{m}\right|\left|I_{n}\right|=$ $\ell\left(\mathfrak{S}^{-m}\right) \ell\left(\mathfrak{S}^{-n}\right)$. By the Riemann-Roch theorem we have the inequality

$$
\begin{aligned}
\operatorname{dim}_{k} M & =\ell\left(\mathfrak{S}^{-m}\right) \ell\left(\mathfrak{S}^{-n}\right) \geq(m-g+1)(n-g+1) \\
& =(a-g)(a+g+1)=a^{2}+a-g(g+1)=q+\sqrt{q}-g(g+1)
\end{aligned}
$$

Now consider the $k$-vector space

$$
M^{\prime}=\left\{\sum_{i \in I_{m}} u_{i}^{a} y_{i} \mid y_{i} \in L\left(\mathfrak{S}^{-n}\right)\right\}
$$

For $i \in I_{m}$, we have $u_{i}^{a} y_{i} \in L\left(\mathfrak{S}^{-a m} \mathfrak{S}^{-n}\right)$.
Again, from the Riemann-Roch theorem and the equality

$$
d_{K}\left(\mathfrak{S}^{a m} \mathfrak{S}^{n}\right)=m a+n=a^{2}-a+a+2 g=q+2 g>2 g-2
$$

we obtain

$$
\operatorname{dim}_{k} M^{\prime} \leq \ell\left(\mathfrak{S}^{-a m} \mathfrak{S}^{-n}\right)=(q+2 g)-g+1=q+g+1
$$

Now, because of our choice of $q>(g+1)^{4}$, we have

$$
\sqrt{q}-g(g+1)>(g+1)^{2}-g(g+1)=g+1 .
$$

Thus

$$
\operatorname{dim}_{k} M \geq q+\sqrt{q}-g(g+1)>q+g+1 \geq \operatorname{dim}_{k} M^{\prime}
$$

Let

$$
\theta: M \longrightarrow M^{\prime} \quad \text { be defined by } \quad \theta\left(\sum_{i \in I_{m}} u_{i} y_{i}^{a}\right)=\sum_{i \in I_{m}} u_{i}^{a} y_{i}
$$

Since $k^{q}=k, \theta$ is $k$-linear. Moreover, $\operatorname{dim}_{k} M>\operatorname{dim}_{k} M^{\prime}$ implies that $\operatorname{ker} \theta \neq\{0\}$. Hence, there exist $y_{i} \in L\left(\mathfrak{S}^{-n}\right)\left(i \in I_{m}\right)$, such that $\sum_{i \in I_{m}} u_{i}^{a} y_{i}=0$ and not all $y_{i}$ are zero. Thus

$$
u=\sum_{i \in I_{m}} u_{i} y_{i}^{a} \in L\left(\mathfrak{S}^{-r}\right) \backslash\{0\} \quad \text { and } \quad u \in \operatorname{ker} \theta
$$

If $\wp$ is any place of $K / k$ distinct from $\mathfrak{S}$, then $\varphi_{\wp}\left(y_{i}\right) \neq \infty$ and $\varphi_{\wp}\left(u_{i}\right) \neq \infty$ for all $i \in I_{m}$.

Furthermore, if $\wp$ satisfies $\wp=\wp^{q}$, then for all $\alpha \in K$, we have $\varphi_{\wp}(\alpha)=$ $\varphi_{\wp}{ }^{q}(\alpha)=\varphi(\alpha)^{1 / q}$ or $\varphi_{\wp}(\alpha)=\varphi(\alpha)^{q}$, so $\varphi_{\wp}(\alpha) \in \mathbb{F}_{q}$. This implies that for $a=\sqrt{q}=p^{u}, \varphi_{\wp}(\alpha)^{a}=\varphi_{\wp}(\alpha)$. From $\sum_{i \in I_{m}} u_{i}^{a} y_{i}=0$ we obtain

$$
\varphi_{\wp}(u)=\sum_{i \in I_{m}} \varphi_{\wp}\left(u_{i}\right) \varphi_{\wp}\left(y_{i}\right)^{a}=\sum_{i \in I_{m}} \varphi_{\wp}\left(u_{i}\right)^{a} \varphi_{\wp}\left(y_{i}\right)=0 .
$$

Thus $\wp$ belongs to the support of the divisor of zeros of $u, \mathfrak{Z}_{u}$. Therefore $\prod_{\wp \neq \wp^{q}} \wp=\prod_{\substack{\wp \neq \mathfrak{S}_{K} \\ \wp=1}} \wp \mid \mathfrak{Z}_{u}$, and

$$
d_{K}\left(\prod_{\substack{\wp \neq \mathfrak{S} \\ \wp^{\theta}=\wp^{q}}} \wp\right)=N-1 \leq d_{K}\left(\mathfrak{Z}_{u}\right)=d_{K}\left(\mathfrak{N}_{u}\right) \leq d_{K}\left(\mathfrak{S}^{r}\right)=r .
$$

This is what we wanted to prove.
Theorem 7.2.4. We have $N-(q+1)<(2 g+1) \sqrt{q}$.

To finish the proof of the Riemann hypothesis we must now find a lower bound for $N-(q+1)$. The upper bound we have obtained is not good enough to obtain the Riemann hypothesis. For example, if $K$ is of genus one and $\omega_{1}$ and $\omega_{2}$ are the inverses of the roots of $P_{K}(u)$, then $\omega_{1}=q$ and $w_{2}=1$ satisfy $N=q+1-\sum_{i=1}^{2 g} \omega_{i}=$ $q+1-q-1=0, \omega_{1} \omega_{2}=q$, but $\left|\omega_{i}\right| \neq \sqrt{q}$.

In order to obtain a lower bound, we consider an automorphism $\theta \in \operatorname{Aut}(K / k)$ and an algebraic closure $\tilde{k}$ of $k$. Let $\tilde{K}=K \tilde{k}$. We extend $\theta$ to $\tilde{\theta} \in \operatorname{Aut}(\tilde{K} / k)$ by defining $\tilde{\theta}(\alpha)=\alpha^{q}$ for every $\alpha \in \tilde{k}$. Let $\wp$ be any prime divisor of $K / k$ of degree $d$ and $K_{d}=K \mathbb{F}_{q^{d}}$. Then by Theorem 6.2.1, $\wp$ decomposes into $d$ prime divisors $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{d}$ of degree one in $K_{d}$. Let $\varphi_{\wp}, \varphi_{\wp q}, \varphi_{\wp^{\theta}}, \varphi_{\mathfrak{P}_{i}}, \varphi_{\mathfrak{P}_{i}^{q}}, \varphi_{\mathfrak{P}_{i}^{\tilde{\theta}}}$ be the places associated to $\wp, \wp^{q}, \wp^{\theta}, \mathfrak{P}_{i}, \mathfrak{P}_{i}^{q}$, and $\mathfrak{P}_{i}^{\tilde{\theta}}(1 \leq i \leq d)$ respectively.

We have $\varphi_{\wp^{\theta}}(x)=\varphi\left(\theta^{-1} x\right)$ and $\varphi_{\wp^{q}}(x)=\varphi_{\wp}\left(x^{1 / q}\right)=\varphi_{\wp}(x)^{1 / q}$. For $x \in K$ we have

$$
\varphi_{\mathfrak{P}_{i}^{\tilde{\theta}}}(x)=\varphi_{\mathfrak{P}_{i}}\left(\tilde{\theta}^{-1} x\right)=\varphi_{\wp}\left(\theta^{-1} x\right)=\varphi_{\wp_{\theta}}(x)
$$

and

$$
\varphi_{\mathfrak{P}_{i}^{q}}(x)=\varphi_{\mathfrak{P}_{i}}(x)^{1 / q}=\varphi_{\wp}(x)^{1 / q} .
$$

For $\alpha \in \mathbb{F}_{q^{d}}$,

$$
\varphi_{\mathfrak{P}_{i}^{\tilde{\theta}}}(\alpha)=\varphi_{\mathfrak{P}_{i}}\left(\tilde{\theta}^{-1} \alpha\right)=\varphi_{\mathfrak{P}_{i}}\left(\alpha^{1 / q}\right)=\varphi_{\mathfrak{P}_{i}^{q}}(\alpha) .
$$

Therefore $\wp^{q}=\wp^{\theta}$ if and only if $\mathfrak{P}_{i}^{q}=\mathfrak{P}_{i}^{\tilde{\theta}}$ for all $1 \leq i \leq d$.
We define $N^{(\theta)}:=\sum_{\wp^{\theta}=\wp^{q}} d_{K}(\wp)$. By the above, $N^{(\theta)}$ is the number of prime divisors $\mathfrak{P}$ of $K \tilde{k} / \tilde{k}$ for which $\mathfrak{P}^{\tilde{\theta}}=\mathfrak{P}^{q}$. Furthermore, Theorem 7.2.4 can be extended to $N^{(\theta)}$ (see Exercise 7.7.3).

Proposition 7.2.5. Let $K$ be a function field over $k$. Let $L$ be a geometric Galois extension of $K$ with Galois group $G$. If $\theta \in \operatorname{Aut}(L / k)$ is such that $\theta(K)=K$, then

$$
N^{(\theta)}(K)=[L: K]^{-1} \sum_{g \in G} N^{(\theta g)}(L)
$$

Proof. Let $\mathcal{P}$ be a prime divisor of $L / k$ and let $\wp=\left.\mathcal{P}\right|_{K}$. The places of $L$ over $\wp^{\theta}$ are the places $\left(\mathcal{P}^{\theta}\right)^{g}$ for $g \in G$, and the one over $\wp^{q}$ is $\mathcal{P}^{q}$. Thus

$$
\begin{equation*}
\wp^{\theta}=\wp^{q} \Longleftrightarrow \text { there exists } g \in G \text { such that }\left(\mathcal{P}^{\theta}\right)^{g}=\left(\mathcal{P}^{\theta g}\right)=\mathcal{P}^{q} \tag{7.3}
\end{equation*}
$$

Now assume that $\mathcal{P}, \mathcal{P}_{1}, \mathcal{P}_{2}$ are prime divisors in $L$ over a prime divisor $\wp$ of $K$. Since $G$ acts transitively in $\left\{\mathcal{P} \in \mathbb{P}_{L}|\mathcal{P}| \wp\right\}$, then if $\varphi_{\mathcal{P}_{1}}$ and $\varphi_{\mathcal{P}_{2}}$ denote the places corresponding to $\mathcal{P}_{1}, \mathcal{P}_{2}$ respectively, we have

$$
\left|\left\{\sigma \in G \mid \varphi_{\sigma \mathcal{P}_{1}}=\varphi_{\mathcal{P}_{2}}\right\}\right|=\left|\left\{\sigma \in G \mid \varphi_{\sigma \mathcal{P}}=\varphi_{\mathcal{P}}\right\}\right|
$$

The following equivalences hold:

$$
\begin{gather*}
\varphi_{\sigma \mathcal{P}}=\varphi_{\mathcal{P}} \Longleftrightarrow \varphi_{\sigma \mathcal{P}}(x)=\varphi_{\mathcal{P}}\left(\sigma^{-1} x\right)=\varphi_{\mathcal{P}}(x) \quad \text { for all } \quad x \in \vartheta_{\mathcal{P}} \\
\Longleftrightarrow \sigma^{-1} x-x \in \operatorname{ker} \varphi_{\mathcal{P}}=\mathcal{P} \Longleftrightarrow \sigma^{-1} x \equiv x \bmod \mathcal{P} \quad \text { for all } \quad x \in \vartheta_{\mathcal{P}} \\
\Longleftrightarrow \sigma^{-1} \in I_{L / K}(\mathcal{P} \mid \wp) \Longleftrightarrow \sigma \in I_{L / K}(\mathcal{P} \mid \wp) . \tag{7.4}
\end{gather*}
$$

Therefore, $\left|\left\{\sigma \in G \mid \varphi_{\sigma} \mathcal{P}_{1}=\varphi_{\mathcal{P}_{2}}\right\}\right|=e_{L / K}(\mathcal{P} \mid \wp)$. Let $I=I_{L / K}\left(\mathcal{P}^{\theta} \mid \wp^{\theta}\right)$. We have

$$
\begin{aligned}
\sum_{g \in G} N^{(\theta g)}(L) & =\sum_{g \in G} \sum_{\mathcal{P}^{\theta g}=\mathcal{P}^{q}} d_{L}(\mathcal{P})=\sum_{\bar{\sigma} \in G / I} \sum_{g \in I} \sum_{\mathcal{P}^{\theta \sigma g}=\mathcal{P}^{\mathcal{P}}} d_{L}(\mathcal{P}) \\
& =\sum_{\bar{\sigma} \in G / I} \sum_{\mathcal{P}^{\theta \sigma}=\mathcal{P}^{q}} e_{L / K}\left(\mathcal{P}^{\theta} \mid \wp^{\theta}\right) d_{L}(\mathcal{P}) \\
& =\sum_{\wp^{\theta}=\wp^{q}} \sum_{\mathcal{P} \mid \wp \sim} e_{L / K}(\mathcal{P} \mid \wp) d_{L / K}(\mathcal{P} \mid \wp) d_{K}(\wp)
\end{aligned}
$$

(Proposition 5.1.11 and (7.3))

$$
\begin{equation*}
=[L: K] \sum_{\wp^{\theta}=\wp^{q}} d_{K}(\wp) \tag{Theorem5.1.14}
\end{equation*}
$$

$$
=[L: K] N^{(\theta)}(K)
$$

Let $\theta \in \operatorname{Aut}(K / k)$ be an automorphism of finite order and let $E=K^{(\theta)}$ be the fixed field. Then $K / E$ is a cyclic extension with Galois group $\langle\theta\rangle$.

Proposition 7.2.6. There exists an element $x \in E \backslash k$ such that $E / k(x)$ is separable.
Proof. Since there exists a divisor of degree 1 (Theorem 6.3.8), there exists a prime divisor $\wp$ of $E$ of degree $t$ with $(t, p)=1$ and $p=\operatorname{char} k$. Let $m \in \mathbb{N}$ be such that $m>2 g-1$ and $(m, p)=1$. Then by the Riemann-Roch theorem (Corollary 3.5.8), there exists an element $x$ in $E$ such that $\mathfrak{N}_{x}=\mathcal{P}^{m}$. Therefore $[E: k(x)]=m t$ and $(m t, p)=1$ with $p=$ char $E$, which implies that $E / k(x)$ is separable.

|  | $x \in E \backslash k$ enjoy the property of Proposition 7.2.6. |
| :---: | :---: |
|  | Let $\hat{K}$ be the Galois closure of $K / k(x)$ and $\hat{k}$ be the field of constants of $\hat{K}$. Then both $\hat{K}$ and $K \hat{k}$ admit $\hat{k}$ as field of con- |
| $k(x)$ | stants. Also, $\theta$ is extendable to an element of $\operatorname{Aut}(\hat{K} / \hat{k}(x))$. |



Extending constants of $\hat{K}$ if necessary, we may assume that if $|\hat{k}|=\hat{q}$, then $\hat{q}=a^{2}$ is a square, $\hat{q}>\left(g_{\hat{K}}+1\right)^{4}, \hat{q}>\left(g_{K \hat{k}}+1\right)^{4}=\left(g_{K}+1\right)^{4}$, and $\hat{K}$ has a prime divisor of degree 1 .

Whence, we may assume that $K / k$ satisfies the following conditions:
(1) $K / k$ contains an element $x \in K \backslash k$ such that $K / k(x)$ is separable, and the Galois closure $\hat{K}$ of $K / k(x)$ has as field of constants $k$,
(2) $|k|=q=a^{2}$ is a square and $q>(\hat{g}+1)^{4}, \hat{g}=g_{\hat{K}}$,
(3) $\hat{K} / k$ contains a prime divisor of degree 1 .

Proposition 7.2.7. Let $m=[\hat{K}: K]$, $n=[\hat{K}: k(x)]$, and $\theta \in \operatorname{Aut}(K / k)$. Then $N^{(\theta)}-(q+1) \geq-\frac{n-m}{m}(2 \hat{g}+1) \sqrt{q}$.

Proof. Let $H=\operatorname{Gal}(\hat{K} / K)$ and $G=\operatorname{Gal}(\hat{K} / k(x))$. We have $\theta \in G$ and $m=|H|$, $n=|G|$. By Proposition 7.2.5,

$$
\begin{gathered}
N^{(\theta)}(K)=\frac{1}{m} \sum_{h \in H} N^{(\theta h)}(\hat{K}) \text { and } q+1=N(k(x))=\frac{1}{n} \sum_{g \in G} N^{(g)}(\hat{K}) . \\
k(x)
\end{gathered}
$$

It follows by Theorem 7.2.4 and Exercise 7.7.3 that

$$
\begin{aligned}
\sum_{g \in G} N^{(g)}(\hat{K}) & =\sum_{h \in H} N^{(\theta h)}(\hat{K})+\sum_{g \in G \backslash \theta H} N^{(g)}(\hat{K}) \\
& \leq \sum_{h \in H} N^{(\theta h)}(\hat{K})+\sum_{g \in G \backslash \theta H}((q+1)+(2 \hat{g}+1) \sqrt{q}) \\
& =\sum_{h \in H} N^{(\theta h)}(\hat{K})+(n-m)(q+1+(2 \hat{g}+1) \sqrt{q}) .
\end{aligned}
$$

Since $\sum_{g \in G} N^{(g)}(\hat{K})=n N^{(\mathrm{Id})}(k(x))=n(q+1)$ (Proposition 7.2.5), we have

$$
\begin{aligned}
\sum_{h \in H} N^{(\theta h)}(\hat{K}) & \geq n(q+1)-(n-m)(q+1+(2 \hat{g}+1) \sqrt{q}) \\
& =m(q+1)-(n-m)(2 \hat{g}+1) \sqrt{q}
\end{aligned}
$$

Finally, by Proposition 7.2.5, we have $\sum_{h \in H} N^{(\theta h)}(\hat{K})=m N^{(\theta)}(K)$, so

$$
N^{(\theta)}(K) \geq(q+1)-\frac{(n-m)}{m}(2 \hat{g}+1) \sqrt{q}
$$

Corollary 7.2.8. Let $K / k$ be a congruence function field and consider an element $\theta \in \operatorname{Aut}(K / k)$ of finite order. Then there exists a finite extension $k^{\prime}$ of $k$ with $q^{\prime}$ elements and a constant $c>0$ such that for all $r \geq 1$ the extension $k_{r}^{\prime}$ of degree $r$ of $k^{\prime}$ satisfies $\left|N^{(\theta)}\left(K_{r}^{\prime}\right)-\left(\left(q^{\prime}\right)^{r}+1\right)\right| \leq c\left(q^{\prime}\right)^{r / 2}$, where $K_{r}^{\prime}=K k_{r}^{\prime}$.

Proof. Let $k^{\prime}$ be the extension of $k$ satisfying Proposition 7.2.7 and Theorem 7.2.4. The numbers $n, m, \hat{g}$ given in Proposition 7.2 .7 are the same for extensions of constants (Theorem 6.1.3). Therefore, for all $r \geq 1$, we have $\left|k_{r}^{\prime}\right|=\left(q^{\prime}\right)^{r}$ and

$$
-\frac{(n-m)}{m}(2 \hat{g}+1)\left(q^{\prime}\right)^{r / 2} \leq N^{(\theta)}\left(K_{r}^{\prime}\right)-\left(\left(q^{\prime}\right)^{r}+1\right) \leq(2 \hat{g}+1)\left(q^{\prime}\right)^{r / 2}
$$

With $c=\max \left\{\frac{(n-m)}{m}(2 \hat{g}+1), 2 \hat{g}+1\right\}$ we obtain the result.
Finally we have the following theorem:
Theorem 7.2.9 (Riemann hypothesis). Let $K / k$ be a congruence function field, where $|k|=q$. Then:
(i) The zeros of the zeta function $\zeta_{K}(s)$ belong to the line of equation $\mathbb{R e} s=\frac{1}{2}$.
(ii) The zeros of the function $Z_{K}(u)$ belong to the circle of equation $|u|=q^{-1 / 2}$.
(iii) If $\omega_{1}, \ldots, \omega_{2 g}$ are the inverses of the roots of $P_{K}(u)$, then $\left|\omega_{i}\right|=\sqrt{q}$, for $i=$ $1, \ldots, 2 g$.
(iv) If $N_{1}$ denotes the number of prime divisors of degree 1 in $K$, then $\left|N_{1}-(q+1)\right| \leq$ $2 g \sqrt{q}$.

Proof. The statements follow from Theorem 7.1.8, Propositions 7.1.9, 7.1.10, 7.1.11, and Corollary 7.2.8.

### 7.3 Consequences of the Riemann Hypothesis

An immediate consequence of the Riemann hypothesis is the following:
Theorem 7.3.1. Let $K / k$ be a congruence function field of genus 0 . Then $K$ is a field of rational functions.

Proof. If $N$ is the number of prime divisors of degree 1 in $K$, then by applying Proposition 7.1.9 we get $|N-(q+1)| \leq 2 g \sqrt{q}=0$. Thus $N=q+1$, so $K$ contains prime divisors of degree 1. The result follows by Theorem 4.1.7.

Our goal is to estimate the number of prime divisors of degree $n$ in $K / k$.
Theorem 7.3.2. If $K=\mathbb{F}_{q}(x)$ is a rational function field over $\mathbb{F}_{q}$ and if $n_{i}$ is the number of prime divisors of degree $i$ in $K$, then $n_{1}=q+1$ and $n_{i}=\frac{1}{i} \sum_{d \mid i} \mu\left(\frac{i}{d}\right) q^{d}$ for $i>1$.

Proof. The prime divisors different from $\wp \infty$ are in bijective correspondence with the monic irreducible polynomials (Theorem 2.4.1). Since $\wp_{\infty}$ is of degree 1, the result follows by Proposition 7.1.5.

We will generalize the preceding method in order to estimate the number of prime divisors of degree $m$ in any function field $K$ over $k=\mathbb{F}_{q}$.

Let $K / k$ be a function field and let $x \in K \backslash k$ be such that $[K: k(x)]<\infty$. Let $\zeta_{0}(s)$ be the zeta function of $k(x)$ and let $\zeta(s)$ be the zeta function of $K$. Denote by $N_{m}$ the number of prime divisors of degree $m$ in $K$. We have, by Theorem 6.3.7,

$$
\zeta(s)=\prod_{\mathcal{P} \in \mathbb{P}_{K}}\left(1-\frac{1}{(N \mathcal{P})^{s}}\right)^{-1}=\prod_{m=1}^{\infty}\left(1-\frac{1}{q^{m s}}\right)^{-N_{m}} \quad \text { whenever } \quad \mathbb{R e} s>1
$$

Then

$$
\frac{\zeta^{\prime}(s)}{\zeta(s)}=[\ln \zeta(s)]^{\prime}=\left[\sum_{m=1}^{\infty}-N_{m}\left(\ln \left(1-\frac{1}{q^{m s}}\right)\right)\right]^{\prime}=-\ln q\left(\sum_{t=1}^{\infty} \frac{c_{t}}{q^{t s}}\right)
$$

where $c_{t}=\sum_{m} m N_{m}$ and where $m$ runs though the natural numbers such that there exists $r \in \mathbb{N}$ with $r m=t$. That is, $c_{t}=\sum_{m \mid t} m N_{m}$.

Therefore we have

$$
\frac{\zeta^{\prime}(s)}{\zeta(s)}=-\ln q \sum_{t=1}^{\infty}\left(\sum_{m \mid t} m N_{m}\right) \frac{1}{q^{t s}} \quad \text { whenever } \quad \mathbb{R e} s>1
$$

In particular, for $K=k(x)$ we have

$$
\frac{\zeta_{0}^{\prime}(s)}{\zeta_{0}(s)}=-\ln q \sum_{t=1}^{\infty}\left(\sum_{m \mid t} m n_{m}\right) \frac{1}{q^{t s}} \quad \text { whenever } \quad \mathbb{R e} s>1
$$

On the other hand, $\zeta_{0}(s)=\frac{1}{\left(1-q^{1-s}\right)\left(1-q^{-s}\right)}$, so

$$
\frac{\zeta_{0}^{\prime}(s)}{\zeta_{0}(s)}=\left(\ln \zeta_{0}(s)\right)^{\prime}=-\ln q\left(\sum_{n=1}^{\infty} \frac{q^{n}+1}{q^{n s}}\right)
$$

In particular, equating coefficients we obtain $\sum_{m \mid t} m n_{m}=q^{t}+1$, and this formula is equivalent to that of Theorem 7.3.2.

Notation 7.3.3. For two real functions $f(x), g(x)$ with $g(x) \geq 0$, we write $f=O(g)$ if there exists a constant $c>0$ such that $|f(x)| \leq c|g(x)|$ for $x$ large enough.

Theorem 7.3.4.

$$
\frac{\zeta^{\prime}(s)}{\zeta(s)}=-\ln q \sum_{t=1}^{\infty}\left(\sum_{m \mid t} m N_{m}\right) \frac{1}{q^{t s}}, \quad \mathbb{R e} s>1 \text { and } n_{m}=\frac{q^{m}}{m}+O\left(\frac{q^{m / 2}}{m}\right)
$$

Proof. The first part was already proved in the course of the previous argument. Since

$$
n_{m}=\frac{1}{m} \sum_{i \mid m} q^{i} \mu\left(\frac{m}{i}\right)=\frac{q^{m}}{m}+\frac{1}{m} \sum_{\substack{i \mid m \\ i \neq m}} q^{i} \mu\left(\frac{m}{i}\right)
$$

it follows that

$$
\left|n_{m}-\frac{q^{m}}{m}\right| \leq \frac{1}{m} \sum_{i \leq \frac{m}{2}} q^{i}=\frac{q^{m / 2}}{m}\left(\sum_{i \leq \frac{m}{2}} q^{i-m / 2}\right) \leq \frac{q^{m / 2}}{m} \sum_{r=0}^{\infty} \frac{1}{q^{r}}=\frac{q^{m / 2}}{m} \frac{1}{1-1 / q}
$$

On the one hand, we have

$$
\frac{\zeta^{\prime}(s)}{\zeta(s)}=-\ln q \sum_{t=1}^{\infty}\left(\sum_{m \mid t} m N_{m}\right) \frac{1}{q^{t s}}
$$

and on the other hand

$$
\frac{\zeta(s)}{\zeta_{0}(s)}=P_{K}(s)=\prod_{i=1}^{2 g}\left(1-\frac{\omega_{i}}{q^{s}}\right)
$$

where $\omega_{1}, \ldots, \omega_{2 g}$ are the inverses of the roots of $P_{K}(u), u=q^{-s}$, where $\left|\omega_{i}\right|=\sqrt{q}$ from the Riemann hypothesis.

Now

$$
\begin{aligned}
\left(\ln \frac{\zeta(s)}{\zeta_{0}(s)}\right)^{\prime} & =\frac{\zeta^{\prime}(s)}{\zeta(s)}-\frac{\zeta_{0}^{\prime}(s)}{\zeta_{0}(s)}=\frac{P_{K}^{\prime}(s)}{P_{K}(s)}=\left(\sum_{i=1}^{2 g} \ln q \frac{\omega_{i} q^{-s}}{1-\omega_{i} q^{-s}}\right) \\
& =\ln q \sum_{i=1}^{2 g} \frac{\omega_{i} q^{-s}}{1-\omega_{i} q^{-s}}=\ln q \sum_{i=1}^{2 g} \sum_{n=1}^{\infty} \omega_{i}^{n} q^{-n s}=\ln q \sum_{n=1}^{\infty} \frac{s_{n}}{q^{n s}}
\end{aligned}
$$

where $s_{n}=\sum_{i=1}^{2 g} \omega_{i}^{n}$.
We also have

$$
\frac{\zeta^{\prime}(s)}{\zeta(s)}-\frac{\zeta_{0}^{\prime}(s)}{\zeta_{0}(s)}=-\ln q \sum_{t=0}^{\infty}\left(\sum_{m \mid t} m\left(N_{m}-n_{m}\right)\right) \frac{1}{q^{t s}}
$$

Therefore we obtain $\sum_{m \mid t} m\left(N_{m}-n_{m}\right)=-s_{t}$.
From the Möbius inversion formula, we obtain

$$
t\left(N_{t}-n_{t}\right)=-\sum_{m \mid t} \mu\left(\frac{t}{m}\right) s_{m},
$$

and hence

$$
N_{t}=n_{t}-\frac{1}{t} \sum_{m \mid t} \mu\left(\frac{t}{m}\right) s_{m}
$$

with $s_{m}=\sum_{i=1}^{2 g} \omega_{i}^{m}$.
Since $\left|\omega_{i}\right|=q^{1 / 2}$, we deduce

$$
t\left|N_{t}-n_{t}\right| \leq \sum_{m=1}^{t}\left|s_{m}\right| \leq \sum_{m=1}^{t} \sum_{i=1}^{2 g}\left|\omega_{i}\right|^{m}=\sum_{m=1}^{t} 2 g q^{m / 2}=2 g q^{1 / 2} \frac{q^{t / 2}-1}{q^{1 / 2}-1}
$$

Therefore, $N_{t}=n_{t}+O\left(\frac{q^{t / 2}}{t}\right)$.
In short we have the following theorem:
Theorem 7.3.5. Let $K / k$ be a congruence function field with $k=\mathbb{F}_{q}$. If $n_{m}$ and $N_{m}$ denote the prime divisors of degree $m$ in $k(x)$ and $K$ respectively, then

$$
\begin{aligned}
& n_{m}=\frac{1}{m} \sum_{d \mid m} \mu\left(\frac{m}{d}\right) q^{d} \text { for } m>1 \text { and } n_{1}=q+1, \\
& N_{m}=n_{m}+O\left(\frac{q^{m / 2}}{m}\right) \\
& n_{m}=\frac{q^{m}}{m}+O\left(\frac{q^{m / 2}}{m}\right)
\end{aligned}
$$

Furthermore,

$$
\sum_{d \mid m} d\left(N_{d}-n_{d}\right)=-s_{m}
$$

and

$$
m\left(N_{m}-n_{m}\right)=-\sum_{d \mid m} \mu\left(\frac{m}{d}\right) s_{d}
$$

where $s_{d}=\sum_{i=1}^{2 g} \omega_{i}^{d}$ and $\mu$ is the Möbius function.
We end this section by relating the number of integral divisors to the number of prime divisors and comparing the number of prime divisors in extensions of constants.

Proposition 7.3.6. Let $K / k$ be a congruence function field with $k=\mathbb{F}_{q}$ and for each $n \in \mathbb{N}$, let $K_{n}$ be the extension of constants of $K$ of degree $n$. That is, $K_{n}=K \mathbb{F}_{q^{n}}$. Let $N_{j}$ be the number of prime divisors of degree $j$ in $K$ and let $N_{1}^{(n)}$ be the number of divisors of degree 1 in $K_{n}$. Then

$$
N_{1}^{(n)}=\sum_{d \mid n} d N_{d} \quad \text { and } \quad N_{n}=\frac{1}{n} \sum_{d \mid n} \mu\left(\frac{n}{d}\right) N_{1}^{(d)}
$$

Proof. By Theorem 6.2.1, if $d$ divides $n$ and $\wp$ is a prime divisor of degree $d$ in $K$, then $\wp$ decomposes into $(d, n)=d$ prime divisors of degree $\frac{d}{(d, n)}=1$ in $K_{n}$. Therefore for each prime divisor of degree $d$ in $K$ we obtain $d$ prime divisors of degree 1 . Conversely, if $\mathcal{P}$ is a prime divisor of degree 1 in $K_{n}$ and $\wp=\left.\mathcal{P}\right|_{K}$, then by Proposition 5.1.11 we have $1 \cdot n=d_{K}(\wp) d_{K_{n} / K}(\mathcal{P} \mid \wp)$. Thus $d_{K}(\wp)$ divides $n$ and $N_{1}^{(n)}=$ $\sum_{d \mid n} d N_{d}$. By the Möbius inversion formula we obtain $n N_{n}=\sum_{d \mid n} \mu\left(\frac{n}{d}\right) N_{1}^{(d)}$.

Now as in Chapter 6 we denote by $A_{n}$ the number of integral divisors of degree $n$. Recall that $A_{n}=\sum_{d(C)=n} \frac{q^{N(C)}-1}{q-1}$ and $A_{n}=h\left(\frac{q^{n-g+1}-1}{q-1}\right)$ for $n>2 g_{K}-2$, where $h$ is the class number of $K$.

Theorem 7.3.7. We have

$$
A_{n}=\sum_{\substack{k_{1}+2 k_{2}+\ldots+n k_{n}=n \\ k_{i} \geq 0}} \prod_{i=1}^{n}\binom{k_{i}+N_{i}-1}{k_{i}}
$$

where the sum runs through all partitions of $n$, i.e., the $n$-arrays $\left(k_{1}, \ldots, k_{n}\right)$ with $k_{i} \geq 0$ and $\sum_{i=0}^{n} i k_{i}=n$.

Proof. We provide two proofs, the first one analytic and the second of combinatorial nature. First recall that $f(x)=\frac{1}{1-x}=\sum_{n=0}^{\infty} x^{n}$ for $|x|<1$. Therefore by taking the derivative of both sides $p-1$ times we obtain

$$
\frac{1}{(1-x)^{p}}=\sum_{n=0}^{\infty}\binom{n+p-1}{p-1} x^{n} \quad \text { for }|x|<1
$$

Now, the zeta function is $Z_{K}(u)=\sum_{i=0}^{\infty} A_{n} u^{n}$ for $u=q^{-s}$.
Thus

$$
\begin{aligned}
\zeta_{K}(s) & =\prod_{\mathcal{P} \in \mathbb{P}_{K}}\left(1-\frac{1}{(N \mathcal{P})^{s}}\right)^{-1}=\prod_{n=1}^{\infty}\left(1-\frac{1}{q^{n s}}\right)^{-N_{n}} \\
& =\prod_{n=1}^{\infty}\left(\frac{1}{1-u^{n}}\right)^{N_{n}}=\prod_{n=1}^{\infty}\left(\sum_{k_{n}=0}^{\infty}\binom{k_{n}+N_{n}-1}{N_{n}-1} u^{n k_{n}}\right) \\
& =Z_{K}(u)=1+\sum_{t=0}^{\infty}\left(\sum_{\substack{ \\
k_{1}+2 k_{2}+\cdots+t k_{t}=t \\
k_{i} \geq 0}} \prod_{i=1}^{t}\binom{k_{i}+N_{i}-1}{N_{i}-1}\right) u^{t} .
\end{aligned}
$$

Since $\binom{k_{i}+N_{i}-1}{N_{i}-1}=\binom{k_{i}+N_{i}-1}{k_{i}}$ the equality follows by equating coefficients.
Now we give the combinatorial proof. Let $g\left(k_{1}, \ldots, k_{n}\right)$ be the number of distinct products of $k_{1}$ prime divisors of degree $1, k_{2}$ prime divisors of degree $2, \ldots, k_{n}$ prime divisors of degree $n$.

We have $g\left(k_{1}, \ldots, k_{n}\right)=\prod_{i=1}^{n} f_{i}\left(k_{i}\right)$, where $f_{i}\left(k_{i}\right)$ is the number of products of $k_{i}$ prime divisors of degree $i$.

In general, if $\mathcal{P}_{1}, \ldots, \mathcal{P}_{N_{i}}$ are all prime divisors of degree $i$, a product of $k_{i}$ of them has the general form $\mathcal{P}_{1}^{a_{1}} \cdots \mathcal{P}_{N_{i}}^{a_{N_{i}}}$ with $a_{1}+\cdots+a_{N_{i}}=k_{i}$. These products correspond bijectively to the choices of $N_{i}-1$ elements from a set of $k_{i}+N_{i}-1$, namely the elements $a_{1}+1, a_{1}+a_{2}+2, \ldots, a_{1}+\cdots+a_{N_{i}}+\left(N_{i}-1\right)$, as indicated in the following diagram:

$$
\begin{array}{ccccccc}
\mathcal{P}_{1} \cdots \mathcal{P}_{1} & \sqcup & \mathcal{P}_{2} \cdots \mathcal{P}_{2} & \sqcup & \cdots & \sqcup & \mathcal{P}_{N_{i}} \cdots \mathcal{P}_{N_{i}} \\
\leftrightarrow & \uparrow & \leftrightarrow & \uparrow & & \uparrow & \leftrightarrow \\
a_{1} & a_{1}+1 & a_{2} & a_{1}+a_{2}+2 & & a_{1}+\cdots+a_{N_{i}-1}+\left(N_{i}-1\right) & a_{N_{i}}
\end{array}
$$

Therefore $f_{i}\left(k_{i}\right)=\binom{k_{i}+N_{i}-1}{N_{i}-1}$.
It follows that

$$
\begin{aligned}
A_{n} & =\sum_{k_{1}+2 k_{2}+\ldots+n k_{n}=n} g\left(k_{1}, \ldots, k_{n}\right)=\sum_{k_{1}+2 k_{2}+\ldots+n k_{n}=n} \prod_{i=1}^{n} f_{i}\left(k_{i}\right) \\
& =\sum_{k_{1}+2 k_{2}+\ldots+n k_{n}=n} \prod_{i=1}^{n}\binom{k_{i}+N_{i}-1}{N_{i}-1} .
\end{aligned}
$$

### 7.4 Function Fields with Small Class Number

We saw in Chapter 6 that if $P_{K}(u)$ is the numerator of the zeta function of a congruence function field, then $P_{K}(u)=a_{0}+a_{1} u+\cdots+a_{2 g} u^{2 g}, u=q^{-s}, a_{2 g-i}=a_{i} q^{g-i}$, and $a_{0}=1, a_{2 g}=q^{g}$. Furthermore, $a_{i}=A_{i}-(q+1) A_{i-1}+q A_{i-2}$.

On the other hand, $P_{K}(u)=\prod_{i=1}^{2 g}\left(1-\omega_{i} u\right),\left|\omega_{i}\right|=q^{1 / 2}$ for $1 \leq i \leq 2 g$.
Finally, $h=P_{K}(1)=\sum_{i=0}^{2 g} a_{i}=\sum_{i=0}^{g-1} a_{i}\left(1+q^{g-i}\right)+a_{g}=\prod_{i=1}^{2 g}\left(1-\omega_{i}\right)$.
Proposition 7.4.1. Let $g=g_{K}$ be the genus of a function field $K$ over $k=\mathbb{F}_{q}$, and let $h_{K}=h$ be the class number. Let

$$
S(q, g, r)=(q-1)\left[q^{2 g-1}+1-2 g q^{(2 g-1) / 2}\right]-r(2 g-1)\left(q^{g}-1\right)
$$

Then if $S(q, g, r)>0$, we have $h>r$.
Proof. Let $K_{2 g-1}$ be the constant extension of degree $2 g-1$ of $K$. By the Riemann hypothesis applied to $K_{2 g-1}$ with field of constants $\mathbb{F}_{q^{2 g-1}}\left(K_{2 g-1}\right.$ is also of genus $\left.g\right)$, if $N_{1}^{\prime}$ is the number of prime divisors of degree 1 in $K_{2 g-1}$, then

$$
\left|N_{1}^{\prime}-\left(q^{2 g-1}+1\right)\right| \leq 2 g q^{(2 g-1) / 2}, \quad \text { so } \quad N_{1}^{\prime} \geq q^{2 g-1}+1-2 g q^{(2 g-1) / 2}
$$

Now if $d$ divides $2 g-1$, a prime divisor of degree $d$ in $K$ splits into $(d, 2 g-1)=d$ prime divisors of degree $\frac{d}{(d, 2 g-1)}=1$ in $K_{2 g-1}$ (Theorem 6.2.1). On the other hand, if a prime divisor of degree 1 in $K_{2 g-1}$ restricts to a prime divisor of degree $d$, then by Proposition 5.1.11, $d$ divides $2 g-1$.

Also, at most $2 g-1$ places of degree 1 in $K_{2 g-1}$ can restrict to the same place in $K$. If $\mathcal{P}_{1}, \ldots, \mathcal{P}_{s}$ are prime divisors of degree 1 that restrict to the same prime $\wp$ in $K$ with $s \leq 2 g-1$, then $\wp^{(2 g-1) / d_{K}(\wp)}$ is an integral divisor of degree $2 g-1$ in $K$. Hence, with at most $2 g-1$ divisors of degree one in $K_{2 g-1}$, we obtain an integral divisor of degree $2 g-1$ in $K$. Since there are $N_{1}^{\prime}$ places of degree 1 in $K_{2 g-1}$, there exist at least

$$
\frac{N_{1}^{\prime}}{2 g-1} \geq \frac{q^{2 g-1}+1-2 g q^{(2 g-1) / 2}}{2 g-1}
$$

integral divisors of degree $2 g-1$ in $K$.
We have

$$
A_{2 g-1}=h \frac{q^{g}-1}{q-1} \geq \frac{q^{2 g-1}+1-2 g q^{(2 g-1) / 2}}{2 g-1}
$$

Therefore

$$
h \geq \frac{\left(q^{2 g-1}+1-2 g q^{(2 g-1) / 2}\right)(q-1)}{(2 g-1)\left(q^{g}-1\right)}=R
$$

If $S(q, g, r)>0$, then $R>r$, which implies that $h>r$.
As an exercise of basic calculus, it can be verified that $S(q, g, 1)$ is increasing as a function of $g$ for $q=4, g \geq 2$ or $q=3, g \geq 3$ or $q=2, g \geq 5$.

On the other hand,

$$
\begin{aligned}
& S(4,2,1)=3(50-32)=54>0 \\
& S(3,3,1)=2(179-54 \sqrt{3})>0 \\
& S(2,5,1)=2(117-80 \sqrt{2})>0
\end{aligned}
$$

Hence, we obtain the following result:
Theorem 7.4.2. We have $h_{K}>1$ whenever $q=4$ and $g \geq 2, q=3$ and $g \geq 3$, or $q=2$ and $g \geq 5$.
On the other hand, we have the following:
Theorem 7.4.3. If $g \geq 1$, then $h_{K}>1$ whenever $q \geq 5$.
Proof. Let $P_{K}(u)=\prod_{i=1}^{2 g}\left(1-\omega_{i} u\right)$ be the numerator of the zeta function of $K$. Then by the Riemann hypothesis we have

$$
\begin{aligned}
h & =P_{K}(1)=\prod_{i=1}^{2 g}\left(1-\omega_{i}\right)=\left|\prod_{i=1}^{2 g}\left(1-\omega_{i}\right)\right|=\prod_{i=1}^{2 g}\left|1-\omega_{i}\right| \\
& \geq \prod_{i=1}^{2 g}\left(\left|\omega_{i}\right|-1\right)=\prod_{i=1}^{2 g}(\sqrt{q}-1)=(\sqrt{q}-1)^{2 g} \geq(\sqrt{q}-1)^{2} \geq(\sqrt{5}-1)^{2}>1
\end{aligned}
$$

Thus $h>1$.

Thus we see that the number of possibilities for a field $K$ to have class number 1 is very limited. If $g=0$ then $h=1$, but if $g \geq 1, h=1$ can hold only in the cases $q=4, g=1 ; q=3, g=1,2 ; q=2, g=1,2,3,4$.

We can study the function $S(q, g, r)$ for several values of $r$ and give criteria in order to have $h>r$. Here we present only the results for $2 \leq r \leq 10$ enumerating the possibilities for $g$ and $q$. This procedure by no means implies that given $(q, g, r)$ such that $S(q, g, r)<0$, there necessarily exists a field of genus $g$ with field of constants $\mathbb{F}_{q}$ and class number $h=r$.

Theorem 7.4.4. Let $K$ be a congruence function field with field of constants $k=\mathbb{F}_{q}$, genus $g \geq 1$, and class number $h$ satisfying $2 \leq h \leq 10$. Then we necessarily have
(i) If $h=2$, then $q=2,3,4 \quad$ and
if $\quad q=4, \quad$ then $\quad g=1$,
if $\quad q=3$, then $g \in\{1,2\}$,
if $\quad q=2$, then $g \leq 5$.
(ii) If $h=3$, then $q \leq 7$ and $g \leq 6$.
(iii) If $h=4, \quad$ then $q \leq 8$ and $g \leq 6$.
(iv) If $h=5$, then $q \leq 9$ and $g \leq 7$.
(v) If $h=6$, then $q \leq 11$ and $g \leq 7$.
(vi) If $h=7$, then $q \leq 13$ and $g \leq 7$.
(vii) If $h=8, \quad$ then $q \leq 13$ and $g \leq 8$.
(viii) If $h=9$, then $q \leq 16$ and $g \leq 8$.
(ix) If $h=10$, then $q \leq 17$ and $g \leq 8$.

Remark 7.4.5. Theorem 7.4.4 can be improved by fixing first $h$, then $g$, and finally the possible $q$. For instance, if $h=10$, and $g=6$, then $q$ is 2 necessarily, whereas the theorem states only that $q \leq 17$.

Now we state the result that describes all possible fields $K$ with class number 1 (of genus at least 1). The proof is based on a detailed analysis of the function $P_{K}(u)$.

Theorem 7.4.6 (Leitzel, Madan, Queen [94, 95]). There exist, up to isomorphism, exactly 7 congruence function fields $K / \mathbb{F}_{q}$ with class number 1 and genus $g \neq 0$. If $K=\mathbb{F}_{q}(X, Y)$ is such a field, then the 7 fields are given as follows:
(i) $q=2, g=1, Y^{2}+Y=X^{3}+X+1$
(ii) $q=2, g=2, Y^{2}+Y=X^{5}+X^{3}+1$,
(iii) $q=2, g=2, Y^{2}+Y=\left(X^{3}+X^{2}+1\right)\left(X^{3}+X+1\right)^{-1}$,
(iv) $q=2, g=3, Y^{4}+X Y^{3}+\left(X^{2}+X\right) Y^{2}+\left(X^{3}+1\right) Y$

$$
+\left(X^{4}+X+1\right)=0
$$

(v) $q=2, g=3, Y^{4}+\left(X^{3}+X+1\right) Y+\left(X^{4}+X+1\right)=0$,
(vi) $q=3, g=1, Y^{2}=X^{3}+2 X+2$,
(vii) $q=4, g=1, Y^{2}+Y=X^{3}+\alpha, \alpha \in \mathbb{F}_{4} \backslash\{0,1\}$.

Now we detail one of the techniques used to prove this kind of result.

Let $1=h=P_{K}(1)=\sum_{i=0}^{2 g} a_{i}=\sum_{i=0}^{g-1}\left(q^{g-i}+1\right) a_{i}+a_{g}$. Let $S_{n}=$ $\sum_{i=1}^{2 g} \omega_{i}^{n}$, where $P_{K}(u)=\prod_{i=1}^{2 g}\left(1-\omega_{i} u\right)$. Then by Theorem 7.3.5, we have $-S_{n}=$ $\sum_{d \mid n} d\left(N_{d}-n_{d}\right)$.

Now,

$$
u^{-2 g} P_{K}(u)=\prod_{i=1}^{2 g}\left(u^{-1}-\omega_{i}\right)=a_{0} u^{-2 g}+a_{1} u^{-2 g+1}+\cdots+a_{2 g}
$$

that is, $\omega_{1}, \ldots, \omega_{2 g}$ are the roots of $u^{-2 g} P_{K}(u)=P_{K}^{\prime}(v)$, with $v=u^{-1}$. Thus

$$
P_{K}^{\prime}(v)=b_{0}+b_{1} v+\cdots+b_{2 g} v^{2 g}=\prod_{i=1}^{2 g}\left(v-\omega_{i}\right)
$$

with $b_{i}=a_{2 g-i}=q^{g-i} a_{i}$ and $b_{2 g}=a_{0}=1$.
We have

$$
b_{2 g-i}=a_{i}=(-1)^{2 g-i} \sigma_{i}=(-1)^{i} \sigma_{i}
$$

where $\sigma_{i}$ is the $i$ th elementary symmetric function in $\left\{\omega_{1}, \ldots, \omega_{2 g}\right\}$, so that by Newton's identities (Theorem 7.1.4)

$$
S_{m}+S_{m-1} a_{1}+\cdots+S_{1} a_{m-1}+m a_{m}=0 \quad \text { for } \quad 0 \leq m \leq 2 g-1
$$

Hence

$$
\begin{aligned}
S_{1}+a_{1} & =0, \quad a_{1}=-S_{1} \\
S_{2}+S_{1} a_{1}+2 a_{2} & =0, \quad a_{2}=\frac{S_{1}^{2}-S_{2}}{2} \\
a_{3} & =-\frac{S_{1}^{3}-3 S_{1} S_{2}+2 S_{3}}{6} \\
a_{4} & =\frac{S_{1}^{4}-6 S_{1}^{2} S_{2}+8 S_{1} S_{2}+3 S_{2}^{2}-6 S_{4}}{24}, \quad \text { etc. }
\end{aligned}
$$

On the other hand, since

$$
n_{d}= \begin{cases}q+1, & d=1 \\ \frac{1}{d} \sum_{f \mid d} \mu\left(\frac{d}{f}\right) q^{f}, & d>1\end{cases}
$$

and $S_{n}=-\sum_{d \mid n} d\left(N_{d}-n_{d}\right)$, we obtain, after making all necessary substitutions,

$$
\begin{aligned}
a_{1}= & N_{1}-(q+1) \\
2 a_{2}= & N_{1}^{2}-(2 q+1) N_{1}+2 N_{2}+2 q, \\
6 a_{3}= & N_{1}^{3}-3 q N_{1}^{2}+(3 q-1) N_{1}-6(q+1) N_{2}+6 N_{1} N_{2}+6 N_{3}, \\
24 a_{4}= & (4 q-2) N_{1}-N_{1}^{2}+(2-4 q) N_{1}^{3}+(12+24 q) N_{2} \\
& \quad+12 N_{2}^{2}+N_{1}^{4}-(12+24 q) N_{1} N_{2}+12 N_{1}^{2} N_{2} \\
& \quad-24(q+1) N_{3}+24 N_{1} N_{3}+24 N_{4} .
\end{aligned}
$$

For $g \geq 1$, we have $N_{1} \leq 1$. Indeed, if there exist two prime divisors of degree 1 , say $\mathcal{P}_{1}, \mathcal{P}_{2}$, then since $h=1, \frac{\mathcal{P}_{1}}{\mathcal{P}_{2}}=(x)$ is a principal divisor. Thus $[K: k(x)]=$ $\operatorname{deg}\left(\mathfrak{N}_{x}\right)=\operatorname{deg}\left(\mathcal{P}_{2}\right)=1$ (Theorem 3.2.7), so $g=0$, which is absurd. Therefore $N_{1} \leq 1$.

Now if $q=3, g=2$, we obtain

$$
\begin{aligned}
P_{K}(1) & =h=\left(q^{2}+1\right) a_{0}+(q+1) a_{1}+a_{2} \\
& =10+4 a_{1}+a_{2}=\frac{-6+N_{1}+N_{1}^{2}+2 N_{2}}{2}
\end{aligned}
$$

It follows that $h=1$ if and only if $N_{1}^{2}+N_{1}+2 N_{2}=8$.
On the other hand, by the Riemann hypothesis, the inverses of the roots of $P_{K}(u)$ are $\sqrt{3} e^{ \pm i \theta_{1}}, \sqrt{3} e^{ \pm i \theta_{2}}$, so

$$
\begin{aligned}
P_{K}(u) & =\left(1-\sqrt{3} e^{i \theta_{1}} u\right)\left(1-\sqrt{3} e^{-i \theta_{1}} u\right)\left(1-\sqrt{3} e^{i \theta_{2}} u\right)\left(1-\sqrt{3} e^{-i \theta_{2}} u\right) \\
& =\left(1-2 \sqrt{3} \cos \theta_{1} u+3 u^{2}\right)\left(1-2 \sqrt{3} \cos \theta_{2} u+3 u^{2}\right) .
\end{aligned}
$$

Comparing coefficients we obtain

$$
\cos \theta_{1}+\cos \theta_{2}=\frac{\left(4-N_{1}\right) \sqrt{3}}{6}
$$

and

$$
\cos \theta_{1} \cos \theta_{2}=\frac{N_{1}^{2}-7 N_{1}+2 N_{2}-6}{24}
$$

Since $N_{1}^{2}+N_{1}+2 N_{2}=8$, we get $\cos \theta_{1} \cos \theta_{2}=\frac{-7 N_{1}+8-N_{1}-6}{24}=\frac{1-4 N_{1}}{12}$.
Let $f(x)=\left(x-\cos \theta_{1}\right)\left(x-\cos \theta_{2}\right)=x^{2}+\frac{\left(N_{1}-4\right) \sqrt{3}}{6} x+\frac{1-4 N_{1}}{12}$. Then $\cos \theta_{1}$ and $\cos \theta_{2}$ are roots of $f(x)$. Notice that

$$
0 \leq\left(1-\cos \theta_{1}\right)\left(1-\cos \theta_{2}\right)=f(1)=\frac{(12+1-8 \sqrt{3})+N_{1}(2 \sqrt{3}-4)}{12}<0
$$

which is absurd. Therefore, if $q=3$ and $g=2$, then we must have $h>1$.

### 7.5 The Class Numbers of Congruence Function Fields

Let $K / \mathbb{F}_{q}$ be a congruence function field. Its zeta function is given by

$$
Z_{K}(u)=\frac{P_{K}(u)}{(1-u)(1-q u)}
$$

where
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$$
P_{K}(u)=\sum_{i=0}^{2 g} a_{i} u^{i}, \quad a_{2 g-i}=a_{i} q^{g-i} \quad \text { for } \quad 0 \leq i \leq 2 g
$$

and $g=g_{K}$ is the genus of $K$ (Theorem 6.4.1). Then $P_{K}(1)=h_{K}$ is the class number of $K$ (Corollary 6.3.9).

Let $K_{n}:=K \mathbb{F}_{q^{\ell^{n}}}$ be the constant extension of degree $\ell^{n}$, where $\ell$ is a rational prime $\left(q=p^{u}, \ell=p\right.$ or $\left.\ell \neq p\right)$. Then

$$
Z_{K_{n}}\left(u^{\ell^{n}}\right)=\prod_{j=1}^{\ell^{n}} Z_{K}\left(\zeta_{\ell^{n}}^{j} u\right)
$$

where $\zeta_{\ell^{n}}$ is any $\ell^{n}$ th primitive root of 1 in $\mathbb{C}^{*}$ (Theorem 7.1.6).
We have

$$
P_{K}(u)=\prod_{i=1}^{2 g}\left(1-\alpha_{i}^{-1} u\right),
$$

where $\alpha_{1}, \ldots, \alpha_{2 g}$ are the roots of $P_{K}(u)$. Thus

$$
P_{K_{n}}\left(u^{\ell^{n}}\right)=\prod_{i=1}^{2 g}\left(1-\alpha_{i}^{-\ell^{n}} u^{\ell^{n}}\right)
$$

Therefore, if $h_{n}$ is the class number of $K_{n}$, we have

$$
\begin{aligned}
\frac{h_{n}}{h} & =\frac{P_{K_{n}}(1)}{P_{K}(1)}=\frac{\prod_{i=1}^{2 g}\left(1-\alpha_{i}^{-\ell^{n}}\right)}{\prod_{i=1}^{2 g}\left(1-\alpha_{i}^{-1}\right)} \\
& =\frac{\prod_{i=1}^{2 g} \prod_{j=1}^{\ell^{n}}\left(1-\zeta_{\ell^{n}}^{j} \alpha_{i}^{-1}\right)}{\prod_{i=1}^{2 g}\left(1-\alpha_{i}^{-1}\right)}=\prod_{i=1}^{2 g} \prod_{j=1}^{\ell^{n}-1}\left(1-\zeta_{\ell^{n}}^{j} \alpha_{i}^{-1}\right)
\end{aligned}
$$

Theorem 7.5.1. With the above notation, let $\ell^{e_{n}}$ be the exact power of $\ell$ dividing $h_{n}$. Then

$$
e_{n}=\lambda n+\gamma
$$

for $n$ sufficiently large, with $0 \leq \lambda \leq 2 g$ and $\gamma \in \mathbb{Z}$.
Proof. We have

$$
\frac{h_{n}}{h}=\prod_{j=1}^{\ell^{n}-1} \prod_{i=1}^{2 g}\left(1-\zeta_{\ell^{n}}^{j} \alpha_{i}^{-1}\right)=\prod_{j=1}^{\ell^{n}-1} P_{K}\left(\zeta_{\ell^{n}}^{j}\right)
$$

Now, $P_{K}(T) \in \mathbb{Z}[T]$, so $P_{K}(T)$ has the form $P_{K}(T)=1+a_{1} T+\cdots+q^{g} T^{2 g}$. Let

$$
\begin{aligned}
R_{K}(T) & =P_{K}(T+1)=1+a_{1}(T+1)+\cdots+q^{g}(T+1)^{2 g} \\
& =b_{0}+b_{1} T+\cdots+b_{2 g} T^{2 g} .
\end{aligned}
$$

We have

$$
\begin{equation*}
P_{K}\left(\zeta_{\ell^{n}}^{j}\right)=R_{K}\left(\zeta_{\ell^{n}}^{j}-1\right)=b_{0}+b_{1}\left(\zeta_{\ell^{n}}^{j}-1\right)+\cdots+b_{2 g}\left(\zeta_{\ell^{n}}^{j}-1\right)^{2 g} \tag{7.5}
\end{equation*}
$$

Note that $R_{K}(-1)=P_{K}(0)=a_{0}=1$. Therefore there exists $0 \leq \lambda \leq 2 g$ such that $\ell \nmid b_{\lambda}$. Choose $\lambda$ to be minimal with this property.

In the cyclotomic number field $\mathbb{Q}\left(\zeta_{\ell^{n}}\right) / \mathbb{Q}, \ell$ is fully ramified and $(\ell)=(1-$ $\left.\zeta_{\ell^{n}}\right)^{\phi\left(\ell^{n}\right)}=\left(1-\zeta_{\ell^{n}}^{j}\right)^{\phi\left(\ell^{n}\right)}$ for all $(j, n)=1$ and $\phi$ is the Euler $\phi$-function ([156, Proposition 2.1, p. 9]). Let $\mathfrak{L}=\left(1-\zeta_{\ell^{n}}\right)$ be the prime ideal of $\mathbb{Q}\left(\zeta_{\ell^{n}}\right)$ above $\ell$, i.e., $v_{\mathfrak{L}}\left(1-\zeta_{\ell^{n}}\right)=1$. Clearly, if $j=\ell^{m} j_{1}, m<n,\left(j_{1}, \ell\right)=1$, then

$$
1-\zeta_{\ell^{n}}^{j}=1-\zeta_{\ell^{n-m}}^{j_{1}}=\left(1-\zeta_{\ell^{n}}\right)^{\ell^{m}} u
$$

with $u$ a unit in $\mathbb{Q}\left(\zeta_{\ell^{n}}\right)$. Hence $v_{\mathfrak{L}}\left(1-\zeta_{\ell^{n}}^{j}\right)=\ell^{m}=v_{\ell}(j)$. Therefore, in (7.5) we obtain

$$
v_{\mathfrak{L}}\left(b_{i}\left(\zeta_{\ell^{n}}^{j}-1\right)^{i}\right)=v_{\mathfrak{L}}\left(b_{i}\right)+i v_{\mathfrak{L}}\left(\zeta_{\ell^{n}}^{j}-1\right)=v_{\ell}\left(b_{i}\right) \phi\left(\ell^{n}\right)+i v_{\ell}(j)
$$

Let $\zeta$ be a primitive $\ell^{n}$ th root of unity. Then, for $0 \leq i \leq \lambda-1$,

$$
v_{\mathfrak{L}}\left(b_{i}(\zeta-1)^{i}\right) \geq \phi\left(\ell^{n}\right)+i>\lambda=v_{\mathfrak{L}}\left(b_{\lambda}(\zeta-1)^{\lambda}\right)
$$

for $n$ such that $\phi\left(\ell^{n}\right)>\lambda-i$.
For $\lambda<i \leq 2 g$,

$$
v_{\mathfrak{L}}\left(b_{i}(\zeta-1)^{i}\right) \geq i>\lambda=v_{\mathfrak{L}}\left(b_{\lambda}(\zeta-1)^{\lambda}\right)
$$

Therefore, for a primitive $\ell^{n}$ th root $\zeta$ of 1 with $\phi\left(\ell^{n}\right)>\lambda$,

$$
\begin{equation*}
v_{\mathfrak{L}}\left(P_{K}(\zeta)\right)=v_{\mathfrak{L}}\left(R_{T}(\zeta-1)\right)=\lambda \tag{7.6}
\end{equation*}
$$

Let $n_{0} \in \mathbb{N}$ be such that $\phi\left(\ell^{n_{0}}\right)>\lambda$. For $n-1>\lambda$ we have

$$
\frac{h_{n}}{h_{n-1}}=\frac{h_{n}}{h} \frac{1}{\left(\frac{h_{n-1}}{h}\right)}=\frac{\prod_{j=1}^{\ell^{n}-1} P_{K}\left(\zeta_{\ell^{n}}^{j}\right)}{\prod_{j=1}^{\ell^{n-1}-1} P_{K}\left(\zeta_{\ell^{n-1}}^{j}\right)}=\prod_{\zeta} P_{K}(\zeta)
$$

where the latter product runs through all the primitive $\ell^{n}$ th roots of unity. Using (7.6) and the fact that there are $\phi\left(\ell^{n}\right)$ primitive roots of unity, we obtain

$$
\begin{aligned}
v_{\ell}\left(h_{n}\right) & =v_{\ell}\left(h_{n-1}\right)+v_{\ell}\left(\prod_{\zeta} P_{K}(\zeta)\right)=v_{\ell}\left(h_{n-1}\right)+\frac{1}{\phi\left(\ell^{n}\right)} v_{\mathfrak{L}}\left(\prod_{\zeta} P_{K}(\zeta)\right) \\
& =v_{\ell}\left(h_{n-1}\right)+\frac{1}{\phi\left(\ell^{n}\right)} \phi\left(\ell^{n}\right) \lambda=v_{\ell}\left(h_{n-1}\right)+\lambda
\end{aligned}
$$

Therefore

$$
v_{\ell}\left(h_{n}\right)=\lambda\left(n-n_{0}\right)+v_{\ell}\left(h_{n_{0}}\right)=\lambda n+\left(v_{\ell}\left(h_{n_{0}}\right)-n_{0} \lambda\right)=\lambda n+\gamma
$$

Remark 7.5.2. Theorem 7.5.1 states that the Iwasawa $\mu$ invariant for congruence function fields is 0 (see [156, Chapter 7]).

### 7.6 The Analogue of the Brauer-Siegel Theorem

The Brauer-Siegel theorem is a theorem in number fields, that is, finite extensions of $\mathbb{Q}$. For a number field $F$, let $d$ be its discriminant, $R$ its regulator, and $h$ its class number.

Theorem 7.6.1 (Brauer-Siegel). We have $\lim _{|d| \rightarrow \infty} \frac{\ln (h R)}{\ln \sqrt{|d|}}=1$.

The goal of this section is to present an analogue of the theorem of Brauer and Siegel. Let $K / k$ be a congruence function field with $k=\mathbb{F}_{q}$. All extensions of $K$ considered in this section have $k$ as their exact field of constants.

If $n_{m}$ and $N_{m}$ denote the number of divisors of degree $m$ in the rational function field $k(x)$ and in $K$ respectively, then (Theorem 7.3.5)

$$
\begin{aligned}
&\left|n_{m}-\frac{q^{m}}{m}\right|=\mid \sum_{d \mid m}^{d<m} \\
& d<\left(\frac{m}{d}\right) q^{d} \left\lvert\, \leq \sum_{d=1}^{[m / 2]} q^{d}=q \frac{q^{[m / 2]}-1}{q-1}\right. \\
& \leq 2\left(q^{[m / 2]}-1\right)<2 q^{m / 2} \\
&\left|N_{m}-n_{m}\right|=\frac{1}{m}\left|\sum_{d \mid m} \mu\left(\frac{m}{d}\right) s_{d}\right| \leq \frac{1}{m}\left(\sum_{d=1}^{m}\left|\sum_{i=1}^{2 g} \omega_{i}^{d}\right|\right) \\
& \leq \frac{2 g}{m} \sum_{d=1}^{m} q^{d / 2}=\frac{2 g}{m} q^{1 / 2} \frac{q^{m / 2}-1}{q^{1 / 2}-1} \leq 4 g q^{m / 2}
\end{aligned}
$$

Now, the number of integral divisors of degree $2 g$ is $A_{2 g}=h \frac{q^{g+1}-1}{q-1}$, and we have $N_{2 g} \geq n_{2 g}-4 g q^{g}>\frac{q^{2 g}}{2 g}-2 q^{g}-4 g q^{g}=\frac{q^{2 g}}{2 g}-(4 g+2) q^{g}$.

Thus

$$
h \frac{q^{g+1}-1}{q-1}=A_{2 g} \geq N_{2 g}>\frac{q^{2 g}}{2 g}-(4 g+2) q^{g}
$$

Therefore

$$
h>\frac{(q-1)}{\left(q^{g+1}-1\right)}\left(\frac{q^{2 g}}{2 g}-(4 g+2) q^{g}\right)
$$


Proof. We have $h \geq q^{g-1} \frac{C}{2 g}$, where $C$ is a constant and $g$ is large enough. Therefore

$$
\ln h \geq(g-1) \ln q+\ln C-\ln 2 g, \quad \frac{\ln h}{g \ln q} \geq 1-\frac{1}{g}+\frac{\ln C}{g \ln q}-\frac{\ln 2 g}{g \ln q}
$$

and the right-hand side goes to 1 when $g$ goes to $\infty$, which implies the result.
In order to obtain an analogue to the Brauer-Siegel theorem, we must prove that $\limsup _{g \rightarrow \infty} \frac{\ln h}{g \ln q} \leq 1$. This remains an open problem. We will prove that the result holds with a restriction, namely that for $K$, there exist $x \in K \backslash k$ and $m$ such that $[K: k(x)] \leq m$ with $\frac{m}{g} \rightarrow 0$.

Theorem 7.6.3. We have $\lim _{\frac{m}{g} \rightarrow 0} \frac{\ln h}{g \ln q}=1$, where $g$ is the genus of $K, h$ is the class number of $K$, and $m$ is the minimum integer such that there exists $x \in K \backslash k$ with $[K: k(x)]=m$.

Proof. For an integral divisor $\mathfrak{A}$, it follows from the Riemann-Roch theorem that $\ell\left(\mathfrak{A}^{-1}\right) \geq d(\mathfrak{A})-g+1$, so that $A_{n} \geq h \frac{q^{n-g+1}-1}{q-1}$. Therefore if $\zeta_{K}(s)$ is the zeta function for $s \in \mathbb{R}$ such that $s>1$, then

$$
\begin{aligned}
\zeta_{K}(s) & =\sum_{n=0}^{\infty} A_{n} q^{-n s} \geq \sum_{n=g}^{\infty} A_{n} q^{-n s} \geq \sum_{n=g}^{\infty} h \frac{q^{n-g+1}-1}{q-1} \frac{1}{q^{n s}} \\
& =\frac{h}{q^{g s}} \sum_{n=g}^{\infty} \frac{q^{n-g+1}-1}{q-1} \frac{1}{q^{(n-g) s}}=\frac{h}{q^{g s}} \sum_{n=0}^{\infty} \frac{q^{n+1}-1}{q-1} \frac{1}{q^{n s}}=\frac{h}{q^{g s}} \zeta_{0}(s),
\end{aligned}
$$

where $\zeta_{0}(s)$ is the zeta function of $k(x)$.
Hence $\zeta_{K}(s) \geq \frac{h}{q^{g s}} \zeta_{0}(s)$ for $s \in \mathbb{R}, s>1$.
On the other hand, $\zeta_{K}(s)=\prod_{\mathcal{P} \in \mathbb{P}_{K}}\left(1-\frac{1}{N(\mathcal{P})^{s}}\right)^{-1}$.
Let $\mathcal{P}$ be a divisor of $K$ of relative degree $t$ and $\wp=\left.\mathcal{P}\right|_{k(x)}$. Then

$$
\operatorname{deg}(\wp) t=d(\mathcal{P}), \quad N \mathcal{P}=q^{d(\mathcal{P})}=q^{t \operatorname{deg} \wp}
$$

and

$$
1-\frac{1}{N(\mathcal{P})^{s}}=1-\frac{1}{q^{d(\mathcal{P}) s}}=1-\frac{1}{q^{(\operatorname{deg} \wp) t s}} \geq\left(1-\frac{1}{q^{d(\wp) s}}\right)^{t}
$$

Therefore if $\mathcal{P}_{1}, \ldots, \mathcal{P}_{r}$ are the prime divisors of $K$ over $\wp$ in $k(x), r \leq m=[K$ : $k(x)]$, and each relative degree is $t_{i}$, then

$$
\prod_{i=1}^{r}\left(1-\frac{1}{N\left(\mathcal{P}_{i}\right)^{s}}\right) \geq \prod_{i=1}^{r}\left(1-\frac{1}{N(\wp)^{s}}\right)^{t_{i}} \geq\left(1-\frac{1}{N(\wp)^{s}}\right)^{m}
$$

Thus

$$
\zeta_{K}(s)=\prod_{\mathcal{P} \in \mathbb{P}_{K}}\left(1-\frac{1}{N(\mathcal{P})^{s}}\right)^{-1} \leq \prod_{\wp \in \mathbb{P}_{k(x)}}\left(1-\frac{1}{N(\wp)^{s}}\right)^{-m}=\zeta_{0}(s)^{m}
$$

It follows that

$$
\zeta_{0}(s)^{m} \geq \zeta_{K}(s) \geq \frac{h}{q^{g s}} \zeta_{0}(s), \quad \text { that is }, \quad \zeta_{0}(s)^{m-1} \geq \frac{h}{q^{g s}}
$$

Taking logarithms, we obtain

$$
(m-1) \ln \zeta_{0}(s) \geq \ln h-g s \ln q .
$$

Therefore

$$
s \geq \frac{\ln h}{g \ln q}-\frac{(m-1) \ln \zeta_{0}(s)}{g \ln q}
$$

Let $\varepsilon>0$ be fixed and let $s=1+\varepsilon$. If $\frac{m}{g} \rightarrow 0$, then taking $g$ large enough, we have $1+\varepsilon \geq \frac{\ln h}{g \ln q}-\varepsilon$, so $\lim \sup _{\frac{m}{g} \rightarrow \infty} \frac{\ln h}{g \ln q} \leq 1$.

The result follows by the above and Theorem 7.6.2.
An interesting problem that remains open is to determine whether a complete analogue of the Brauer-Siegel theorem holds, that is, $\lim _{g \rightarrow \infty} \frac{\ln h}{g \ln q}=1$ without any restriction. To finish this chapter we present some approximations to this result.

Theorem 7.6.4. We have $(\sqrt{q}-1)^{2 g} \leq h \leq(\sqrt{q}+1)^{2 g}$.
Proof. We have $h=P_{K}(1)=\left|P_{K}(1)\right|=\prod_{i=1}^{2 g}\left|1-\omega_{i}\right|$, where $\left|\omega_{i}\right|=\sqrt{q}$. Therefore $\sqrt{q}-1 \leq\left|1-\omega_{i}\right| \leq \sqrt{q}+1$, from which the result follows.

Corollary 7.6.5. We have

$$
\frac{2 \ln (\sqrt{q}-1)}{\ln q} \leq \frac{\ln h}{g \ln q} \leq \frac{2 \ln (\sqrt{q}+1)}{\ln q}
$$

Now for $n>2 g-2$, then $A_{n}=h\left(\frac{q^{n-g+1}-1}{q-1}\right)$ by Theorem 6.2.6.
On the other hand, $A_{n}=\sum_{p(n)} \prod_{i=1}^{n}\binom{k_{i}+N_{i}-1}{k_{i}}$, where $p(n)$ is the set of partitions of $n$ (Theorem 7.3.7).

Taking $n=2 g-1$, we obtain the equality

$$
h\left(\frac{q^{g}-1}{q-1}\right)=\sum_{p(2 g-1)} \prod_{i=1}^{2 g-1}\binom{k_{i}+N_{i}-1}{k_{i}}
$$

Let $M=\max _{p(2 g-1)} \prod_{i=1}^{2 g-1}\binom{k_{i}+N_{i}-1}{k_{i}}$.
Then $M \leq h\left(\frac{q^{g}-1}{q-1}\right) \leq|p(2 g-1)| M$.
Furthermore, it is well known that $|p(2 g-1)|<e^{T \sqrt{2 g-1}}$, where $T=\pi\left(\frac{2}{3}\right)^{1 / 2}$. Therefore $M \leq h\left(\frac{q^{g}-1}{q-1}\right) \leq e^{T \sqrt{2 g-1}} M$, whence

$$
\frac{\ln M}{g \ln q} \leq \frac{\ln h}{g \ln q}+\frac{\ln \left(q^{g}-1\right)-\ln (q-1)}{g \ln q} \leq \frac{T \sqrt{2 g-1}}{g \ln q}+\frac{\ln M}{g \ln q}
$$

Now,

$$
\lim _{g \rightarrow \infty} \frac{\ln \left(q^{g}-1\right)-\ln (q-1)}{g \ln q}=1 \quad \text { and } \quad \lim _{g \rightarrow \infty} \frac{T \sqrt{2 g-1}}{g \ln q}=0
$$

from which we obtain that

$$
\lim _{g \rightarrow \infty} \frac{\ln h}{g \ln q} \quad \text { exists } \quad \text { if and only if } \quad \lim _{g \rightarrow \infty} \frac{M}{g \ln q} \quad \text { exists. }
$$

Furthermore,

$$
\lim _{g \rightarrow \infty} \frac{\ln h}{g \ln q}=\limsup _{g \rightarrow \infty} \frac{M}{g \ln q}-1
$$

Therefore, proving the analogue of the Brauer-Siegel theorem is equivalent to proving that $\lim \sup _{g \rightarrow \infty} \frac{M}{g \ln q} \leq 2$.

### 7.7 Exercises

Exercise 7.7.1. Prove Lemma 7.1.2.
Exercise 7.7.2. Prove Proposition 7.1.5
Exercise 7.7.3. Prove Theorem 7.2.4 for any $\theta \in \operatorname{Aut}(K / k)$, i.e.,

$$
N^{(\theta)}-(q+1)<(2 g+1) \sqrt{q} .
$$

## Constant and Separable Extensions

We have seen (Remark 5.2.30 and Example 5.2.31) that the field of constants of a constant extension $K \ell$ can contain $\ell$ properly. On the other hand, if $\ell$ is a finite field, the constant field of $K \ell$ is $\ell$ (Theorem 6.1.2).

Our goal in this chapter is to give a full account on the constant extension $K \ell$. Our main reference is Deuring's monograph [28].

In particular, we shall study the change of genus in extensions of constants; as we shall see, in this case the genus does not increase (Theorem 8.5.3), in contrast to the geometric separable case, in which the genus does not decrease.

At the end of the chapter we present a few results on inseparable extensions.

### 8.1 Linearly Disjoint Extensions

Definition 8.1.1. Let $F$ and $M$ be two extensions of a field $E$ that are contained in an algebraic closed field $\Omega$. Then $F$ is said to be linearly disjoint from $M$ over $E$ if every finite set of elements of $F$ that is linearly independent over $E$ is also linearly independent over $M$.

We can see right away that the relation defined above is symmetric. $E-M$
Proposition 8.1.2. Let $F$ be linearly disjoint from $M$ over $E$. Then $M$ is linearly disjoint from $F$ over $E$.

Proof. Let $\alpha_{1}, \ldots, \alpha_{n}$ be elements of $M$ that are linearly independent over $E$. Assume that there exists a nontrivial linear combination

$$
\begin{equation*}
a_{1} \alpha_{1}+\cdots+a_{m} \alpha_{m}=0 \tag{8.1}
\end{equation*}
$$

where the elements $a_{1}, \ldots, a_{m}$ of $F$ are not all zero.
Suppose that the elements $a_{1}, \ldots, a_{s}(s \geq 1)$ are linearly independent over $E$ and $a_{s+1}, \ldots, a_{m}$ are linear combinations

$$
a_{i}=\sum_{j=1}^{s} \beta_{i j} a_{j}, \quad \beta_{i j} \in E, \quad i=s+1, \ldots, m
$$

Then (8.1) can be written as

$$
\begin{equation*}
\sum_{\ell=1}^{s} a_{\ell} \alpha_{\ell}+\sum_{i=s+1}^{m}\left(\sum_{j=1}^{s} \beta_{i j} a_{j}\right) \alpha_{i}=0 \tag{8.2}
\end{equation*}
$$

The coefficient of $a_{\ell}(1 \leq \ell \leq s)$ in (8.2) is $\left(\alpha_{\ell}+\sum_{i=s+1}^{m} \beta_{i \ell} \alpha_{i}\right)$.
Therefore

$$
\sum_{\ell=1}^{s}\left(\alpha_{\ell}+\sum_{i=s+1}^{m} \beta_{i \ell} \alpha_{i}\right) a_{\ell}=0
$$

Since $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ is linearly independent over $E$, it follows that

$$
\begin{equation*}
\alpha_{\ell}+\sum_{i=s+1}^{m} \beta_{i \ell} \alpha_{i} \neq 0 \quad \text { for } \quad 1 \leq \ell \leq s \tag{8.3}
\end{equation*}
$$

But (8.3) contradicts the linear independence of $\left\{a_{1}, \ldots, a_{s}\right\}$ over $E$.
Example 8.1.3. We have that $\mathbb{Q}(\sqrt{2})$ and $\mathbb{Q}(\sqrt{3})$ are linearly disjoint over $\mathbb{Q}$.
Example 8.1.4. The fields $\mathbb{Q}\left(\zeta_{3} \sqrt[3]{2}\right)$ and $\mathbb{Q}(\sqrt[3]{2})$ are not linearly disjoint over $\mathbb{Q}$.
Our next result shows that the relation of being linearly disjoint is transitive. More precisely:

Proposition 8.1.5. Let $E \subseteq F$ and $E \subseteq M$ be two field extensions and let $N$ be an intermediate field, i.e., $E \subseteq N \subseteq M$. Then $F$ and $M$ are linearly disjoint over $E$ if and only if
(i) $F$ and $N$ are linearly disjoint over $E$ and
(ii) $F N$ and $M$ are linearly disjoint over $N$.

Proof. Assume that $F$ and $M$ are linearly disjoint over $E$. If $\mathcal{A} \subseteq F$ is any finite set that is linearly independent over $E$, then it is linearly independent over $M$. In particular, $\mathcal{A}$ is linearly independent over $N$. Therefore $F$ and $N$ are linearly disjoint over $E$.

Now let $\mathcal{A}=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\} \subseteq M$ be linearly independent over $N$. Let $\beta_{1}, \ldots, \beta_{n} \in$ $F N$ be such that

$$
\begin{equation*}
\sum_{i=1}^{n} \beta_{i} \alpha_{i}=0 \tag{8.4}
\end{equation*}
$$

Each $\beta_{i}$ is a quotient of elements of the form $\sum_{j} a_{j} b_{j}$ with $a_{j} \in F$ and $b_{j} \in N$. Clearing denominators we may assume that $\beta_{i}=\sum_{j=1}^{m_{i}} a_{i j} b_{i j}$, with $a_{i j} \in F$ and $b_{i j} \in$ $N$. Furthermore, since we are dealing with a finite number of elements $\left\{b_{i j}\right\}_{1 \leq i \leq n}^{1 \leq j \leq m_{i}}$ in $N$, we may choose a finite set $\left\{d_{1}, \ldots, d_{n}\right\} \subseteq N$ that is linearly independent over $E$ and such that $\beta_{i}=\sum_{j=1}^{m} c_{i j} d_{j}$ for all $1 \leq i \leq n, c_{i j} \in F$.

Therefore (8.4) becomes

$$
\sum_{j=1}^{m} \sum_{i=1}^{n} c_{i j} d_{j} \alpha_{i}=0
$$

Since $\left\{d_{j} \alpha_{i}\right\}_{1 \leq i \leq j \leq m}^{1 \leq i \leq n} \subseteq M$ is linearly independent over $E$ and $M$ and $F$ are linearly disjoint over $E$, it follows that $c_{i j}=0$ for all $1 \leq i \leq n, 1 \leq j \leq m$. Therefore $\beta_{i}=0$ for $1 \leq i \leq n$.

Hence $M$ and $F N$ are linearly disjoint over $N$.
Conversely, assume that $N$ and $F$ are linearly disjoint over $E$, and $M$ and $F N$ are linearly disjoint over $N$.

Let $\left\{\alpha_{i}\right\}_{i \in I}$ and $\left\{\beta_{j}\right\}_{j \in J}$ be bases of $N$ over $E$ and of $M$ over $N$ respectively. Then $\left\{\alpha_{i} \beta_{j}\right\}_{(i, j) \in I \times J}$ is a basis of $M / E$.

Let $\left\{\delta_{k}\right\}_{k \in K}$ be a basis of $F$ over $E$. Suppose that we have a relation

$$
\begin{equation*}
\sum_{i \in I, j \in J}\left(\sum_{k \in K} a_{k i j} \delta_{k}\right)\left(\alpha_{i} \beta_{j}\right)=0 \tag{8.5}
\end{equation*}
$$

where only finitely many $a_{k i j}$ 's in $E$ may be nonzero.
Then

$$
\begin{equation*}
\sum_{j \in J}\left(\sum_{\substack{k \in K \\ i \in I}} a_{k i j} \delta_{k} \alpha_{i}\right) \beta_{j}=0 \tag{8.6}
\end{equation*}
$$

Since $\left\{\beta_{j}\right\}_{j \in J}$ is a basis of $M$ over $N, M$ and $F N$ are linearly disjoint over $N$, and $\sum_{i \in I, k \in K} a_{k i j} \delta_{k} \alpha_{i} \in F N$, it follows that $\sum_{i \in I, k \in K} a_{k i j} \delta_{k} \alpha_{i}=0$ for all $j$.

Thus $\sum_{i \in I}\left(\sum_{k \in K} a_{k i j} \delta_{k}\right) \alpha_{i}=0$ for all $j \in J$. Since $\left\{\alpha_{i}\right\}_{i \in I}$ is a basis of $N$ over $E$, and $N$ and $F$ are linearly disjoint over $E$, it follows that $\sum_{k \in K} a_{k i j} \delta_{k}=0$ for all $i \in I$ and $j \in J$.

Finally, since $\left\{\delta_{k}\right\}_{k \in K}$ is a basis of $F$ over $E$, we have $a_{k, i, j}=0$ for all $i \in I$, $j \in J$, and $k \in K$. Hence $M$ and $F$ are linearly disjoint over $E$.

For the basic properties we use for tensor products we refer to [89], [69], and [4].
Proposition 8.1.6. Let $F / E$ and $M / E$ be two field extensions and $\Omega$ be an algebraically closed field such that $F, M \subseteq \Omega$. Let $F \otimes_{E} M$ denote the tensor product of $F$ and $M$ over $E$. The natural map $\varphi: F \otimes_{E} M \rightarrow F M$ satisfies $\operatorname{im} \varphi=F[M]=$ $\left\{\sum_{i=1}^{n} \alpha_{i} \beta_{i} \mid n \in \mathbb{N}, \alpha_{i} \in F, \beta_{i} \in M\right\}$. Then $F$ and $M$ are linearly disjoint over $E$ if and only if $\varphi$ is a monomorphism.

Proof. Let $\left\{\beta_{i}\right\}_{i \in I}$ be a basis of $M$ over $E$. Every element of $F \otimes_{E} M$ can be written as $\sum_{i \in I} \alpha_{i} \otimes_{E} \beta_{i}$ with $\alpha_{i}=0$ for almost all $i$. Since tensor product commutes with direct sum and $A \otimes_{R} R \cong A$ for any $R$-module $A$ and $R$ a commutative ring, we have that if $\left\{\beta_{i}\right\}_{i \in I}$ is a basis of $M$ over $E$, then $\left\{1 \otimes_{E} \beta_{i}\right\}_{i \in I}$ is a basis of $F \otimes_{E} M$ over $F$ (with the extension of scalars: $\left.\lambda\left(a \otimes_{E} b\right)=\lambda a \otimes_{E} b, \lambda \in F\right)$. From this we obtain that $\sum_{i \in I} \alpha_{i} \otimes \beta_{i}=0$ if and only if $\alpha_{i}=0$ for all $i$.

Since $\varphi\left(\sum_{i \in I} \alpha_{i} \otimes \beta_{i}\right)=\sum_{i \in I} \alpha_{i} \beta_{i}$, the result follows.
We now introduce the concept of a free or algebraically disjoint set.
Definition 8.1.7. Let $F$ and $M$ be two extensions of a field $E$. We say that $F$ is free or algebraically disjoint from $M$ over $E$ if every finite subset of $F$ that is algebraically independent over $E$ remains algebraically independent over $M$.

Like linear disjointness, freeness is defined in an asymmetric way. However, as we did for linear disjointness, we shall prove that the relation is in fact symmetric.

Proposition 8.1.8. If $F$ is free from $M$ over $E$, then $M$ is free from $F$ over $E$.
Proof. Let $y_{1}, \ldots, y_{n}$ be elements of $M$ that are algebraically independent over $E$. If $y_{1}, \ldots, y_{n}$ are dependent over $F$, then they are so in a subfield $K$ of $F$ that is finitely generated over $E$. Let $\operatorname{tr} K / E=r$. Since $F$ is free from $M$ over $E$, then $\operatorname{tr}\left(K\left(y_{1}, \ldots, y_{n}\right) / E\left(y_{1}, \ldots, y_{n}\right)\right)=r$.


We have, on the one hand,

$$
\begin{aligned}
& \operatorname{tr}\left(K\left(y_{1}, \ldots, y_{n}\right) / E\right) \\
& \quad=\operatorname{tr}\left(K\left(y_{1}, \ldots, y_{n}\right) / E\left(y_{1}, \ldots, y_{n}\right)\right)+\operatorname{tr}\left(E\left(y_{1}, \ldots, y_{n}\right) / E\right)=r+n
\end{aligned}
$$

on the other hand,

$$
\operatorname{tr}\left(K\left(y_{1}, \ldots, y_{n}\right) / E\right)=\operatorname{tr}\left(K\left(y_{1}, \ldots, y_{n}\right) / K\right)+\operatorname{tr}(K / E)<n+r
$$

This contradiction shows that $M$ is free from $F$ over $E$.
The next proposition proves that linear disjointness implies algebraic disjointness.

Proposition 8.1.9. If $F$ and $M$ are linearly disjoint over $E$, then they are algebraically disjoint over $E$.

Proof. Let $y_{1}, \ldots, y_{n}$ be elements of $F$ that are algebraically independent over $E$. If $y_{1}, \ldots, y_{n}$ are algebraically dependent over $M$, then there exists a relation of the type

$$
p\left(y_{1}, \ldots, y_{n}\right)=0=\sum_{\left(i_{1}, \ldots, i_{n}\right) \in I} a_{i_{1} \ldots i_{n}} y^{i_{1}} \cdots y_{n}^{i_{n}}, \quad a_{i_{1} \ldots i_{n}} \in M,
$$

where $p\left(T_{1}, \ldots, T_{n}\right) \in M\left[T_{1}, \ldots, T_{n}\right]$ is a nonzero polynomial.
Therefore $\left\{y_{1}^{i_{1}} \cdots y_{n}^{i_{n}}\right\}_{\left(i_{1}, \ldots, i_{n}\right) \in I}$ is linearly dependent over $M$. On the other hand, since $\left\{y_{1}^{i_{1}} \cdots y_{n}^{i_{n}}\right\}_{\left(i_{1}, \ldots, i_{n}\right) \in I}$ is linearly independent over $E$ this contradicts the linear disjointness of $F$ and $M$ over $E$.

An important result that we will need later, when we study the general constant extensions of function fields, is the following:

Proposition 8.1.10. Let $F$ be a field extension of $E$ and let $\mathcal{A}$ be a set of elements that are algebraically independent over $F$. Then $E(\mathcal{A})$ is linearly disjoint from $F$ over $E$.

Proof. Let $f_{1}, \ldots, f_{r} \in E(\mathcal{A})$ be linearly independent over $E$. Then there exists a finite set $\left\{y_{1}, \ldots, y_{n}\right\} \subseteq \mathcal{A}$ such that $f_{i}=\frac{a_{i}}{b_{i}}$, with $a_{i}, b_{i} \in E\left[y_{1}, \ldots, y_{n}\right]$. Let $b=\prod_{i=1}^{r} b_{i}$. If $\alpha_{1}, \ldots, \alpha_{r} \in F$ are such that $\sum_{i=1}^{r} \alpha_{i} f_{i}=0$ then $\sum_{i=1}^{r} \alpha_{i}\left(b f_{i}\right)=\sum_{i=1}^{r} \alpha_{i} g_{i}=$ 0 with $g_{i}=b f_{i} \in E\left[y_{1}, \ldots, y_{n}\right]$, and $\left\{g_{1}, \ldots, g_{r}\right\}$ is linearly independent over $E$.

Now if some $\alpha_{i}$ is nonzero there is a nontrivial algebraic relation of $\left\{y_{1}, \ldots, y_{n}\right\}$ over $F$. This is impossible since $\left\{y_{1}, \ldots, y_{n}\right\}$ is algebraically independent over $F$. Therefore $\left\{f_{1}, \ldots, f_{r}\right\}$ is linearly independent over $F$, and $F$ and $E(\mathcal{A})$ are linearly disjoint over $E$.

An observation we shall be using frequently is the following:
Remark 8.1.11. When we need to test whether two fields are either linearly or algebraically disjoint, it suffices to assume that these fields are finitely generated over the base field since in either case the definitions involve only a finite number of elements at a time.

Corollary 8.1.12. Let $F$ be any purely transcendental extension of $E$, and let $M$ be any extension of $E$. If $F$ is algebraically disjoint from $M$ over $E$, then $F$ is linearly disjoint from $M$ over $E$.


Proof. Let $F=E(\mathcal{A})$, where $\mathcal{A}$ is a transcendence base. Then $\mathcal{A}$ is algebraically independent over $M$. The result follows immediately by Proposition 8.1.10.

Corollary 8.1.13. If $F$ is an algebraic extension of $E$, and $M$ is a purely transcendental extension of $E$, then $F$ and $M$ are linearly disjoint over $E$.

Proof. Exercise 8.7.7.

### 8.2 Separable and Separably Generated Extensions

Definition 8.2.1. A field extension $F / E$ is called separably generated if there exists a transcendence basis $\left\{\alpha_{i}\right\}_{i \in I}$ of $F$ over $E$ such that $F / E\left(\{\alpha\}_{i \in I}\right)$ is algebraic and separable. Such a basis $\left\{\alpha_{i}\right\}_{i \in I}$ is called a separating transcendence basis for $F$ over $E$.

Definition 8.2.2. A field extension $F / E$ is called separable if for any subfield $E \subseteq$ $M \subseteq F$ with $M / E$ finitely generated, $M / E$ is separably generated.

Proposition 8.2.3. If $E$ is a field of characteristic 0 , any field extension $F / E$ is both separable and separably generated.

Proof: Let $F / E$ be any field and let $\mathfrak{A}=\left\{\alpha_{i}\right\}_{i \in J}$ be any transcendence basis of $F / E$. Then $F / E(\mathcal{A})$ is algebraic and therefore separable. Thus $F / E$ is separably generated. Also, if $E \subseteq M \subseteq F$ is any intermediate field with $M / E$ finitely generated, then as before, $M / E$ is separably generated. Hence $F / E$ is separable.

Remark 8.2.4. We will prove in Theorem 8.2.8 that a separably generated extension is separable. The converse is not true in general (Example 8.2.10). The general definition of separability is compatible with the definition for algebraic extensions. Since every field extension of characteristic 0 is separable and separably generated, in the rest of this section we shall consider fields of characteristic $p>0$.

Let $E$ be a field of characteristic $p>0$ and let $F / E$ be an extension. Let $\bar{F}$ be an algebraic closure of $F, n \in \mathbb{N}$, and

$$
\begin{equation*}
E^{1 / p^{n}}:=\left\{\alpha \in \bar{F} \mid \alpha^{p^{n}} \in E\right\} . \tag{8.7}
\end{equation*}
$$

Then $E^{1 / p^{n}}$ is a field and $E \subseteq E^{1 / p^{n}} \subseteq \bar{E} \subseteq \bar{F}$. Set

$$
\begin{equation*}
E^{1 / p^{\infty}}:=\bigcup_{n \geq 0}^{\infty} E^{1 / p^{n}} \tag{8.8}
\end{equation*}
$$

Then $E^{1 / p^{\infty}}$ is also a field.
For algebraic extensions, we have the following proposition:

Proposition 8.2.5. Let $F / E$ be an algebraic extension of fields of characteristic $p>0$. Then $F / E$ is separable if and only if $F$ and $E^{1 / p}$ are linearly disjoint.
Proof.
$(\Rightarrow)$ Let $M=F^{p} E \subseteq F$. Since $F / E$ is separable, $F / M$ is separable too. If $\alpha \in F$, then $\alpha^{p} \in F^{p} \subseteq F^{p} E$. Therefore $F / E F^{p}$ is purely inseparable, and $F=E F^{p}$.

Now let $a_{1}, \ldots, a_{n} \in F$ be elements that are linearly independent over $E$. Let $K=E\left(a_{1}, \ldots, a_{n}\right)$. We have $n \leq m=[K: E]<\infty$. We complete $\left\{a_{1}, \ldots, a_{n}\right\}$ to a basis $\left\{a_{1}, \ldots, a_{n}, a_{n+1}, \ldots, a_{m}\right\}$ of $K / E$.

Clearly, $K=E\left(a_{1}, \ldots, a_{n}\right)=\sum_{i=1}^{m} E a_{i}=\bigoplus_{i=1}^{m} E a_{i}$.
Since $K / E$ is separable, we have $K=E K^{p}=E\left(a_{1}^{p}, \ldots, a_{m}^{p}\right)=\sum_{i=1}^{m} E a_{i}^{p}$.
It follows from $[K: E]=m$ that $\left\{a_{1}^{p}, \ldots, a_{m}^{p}\right\}$ is a basis of $K / E$. In particular, $\left\{a_{1}^{p}, \ldots, a_{n}^{p}\right\}$ is linearly independent over $E$.

Let $b_{1}, \ldots, b_{n} \in E^{1 / p}$ be such that $\sum_{i=1}^{n} b_{i} a_{i}=0$. Hence $\sum_{i=1}^{n} b_{i}^{p} a_{i}^{p}=0$ with $b_{i}^{p} \in E$. We have $b_{i}^{p}=0(1 \leq i \leq n)$, so $b_{i}=0(1 \leq i \leq n)$. It follows that $F$ and $E^{1 / p}$ are linearly disjoint over $E$.
$(\Leftarrow)$ Let $F$ and $E^{1 / p}$ be linearly disjoint over $E$. Let $\alpha \in F$ and $h(x)=\operatorname{Irr}(\alpha, x, E)$ with $\operatorname{deg} h(x)=n$. We will show that $h(x)$ is separable. It suffices to see that $h(x) \notin$ $E\left[x^{p}\right]$.

The elements $1, \alpha, \ldots, \alpha^{n-1}$ are linearly independent over $E$. Therefore $1, \alpha, \ldots$, $\alpha^{n-1}$ are linearly independent over $E^{1 / p}$. This is equivalent to saying that $1, \alpha^{p}, \alpha^{2 p}$, $\ldots, \alpha^{(n-1) p}$ are linearly independent over $E$. If $h(x)=g\left(x^{p}\right)$, then $\operatorname{Irr}\left(\alpha^{p}, x, E\right) \mid$ $g(x)$ and $\left[E\left(\alpha^{p}\right): E\right] \leq \operatorname{deg} g=\frac{\operatorname{deg} h}{p}$. This contradicts the independence of $\left\{1, \alpha^{p}, \ldots, \alpha^{(n-1) p}\right\}$.

Now we are ready to prove the following result:
Theorem 8.2.6 (MacLane). Let $F / E$ be a field extension of characteristic $p>0$. Then the following conditions are equivalent:
(1) $F / E$ is separable.
(2) $F$ and $E^{1 / p^{n}}$ are linearly disjoint over $E$ for some $n \in \mathbb{N}$.
(3) $F$ and $E^{1 / p^{\infty}}$ are linearly disjoint over $E$.

Proof.
$(1) \Rightarrow(3)$ : By Remark 8.1 .11 we may assume that $F / E$ is finitely generated. Let $\left\{y_{1}, \ldots, y_{m}\right\}$ be a transcendence base of $F$ over $E$ such that $F / E\left(y_{1}, \ldots, y_{m}\right)$ is algebraically separable.


Clearly the set $\left\{y_{1}, \ldots, y_{m}\right\}$ is algebraically independent over $E^{1 / p^{\infty}}$. By Proposition 8.1.10, $E\left(y_{1}, \ldots, y_{m}\right)$ and $E^{1 / p^{\infty}}$ are linearly disjoint over $E$. The composite
field $E^{1 / p^{\infty}} E\left(y_{1}, \ldots, y_{m}\right)=E^{1 / p^{\infty}}\left(y_{1}, \ldots, y_{m}\right)=K$ is purely inseparable over $E\left(y_{1}, \ldots, y_{m}\right)$.

We have the following diagram:

$$
E\left(y_{1}, \ldots, y_{m}\right) \frac{\text { purely }}{{ }^{\text {separable }}} \begin{aligned}
& \text { inseparable }
\end{aligned}
$$

Let $L=E\left(y_{1}, \ldots, y_{m}\right)$. If $\alpha \in F$, then $\alpha$ is algebraically separable over $L$. Hence $K(\alpha) / K$ is separable. Let $h(x)=\operatorname{Irr}(\alpha, x, K) \in K^{\prime}[x]$, where $K^{\prime} / L$ is a finite purely inseparable extension with $K^{\prime} \subseteq K$.


It is easy to see that $\left[K^{\prime}(\alpha): L\right]_{s}=[L(\alpha): L]=\left[K^{\prime}(\alpha): K^{\prime}\right]$. It follows that $F$ and $K=E^{1 / p^{\infty}}\left(y_{1}, \ldots, y_{m}\right)$ are linearly disjoint over $L=E\left(y_{1}, \ldots, y_{m}\right)$. The result follows from Proposition 8.1.5.

(3) $\Rightarrow$ (2) This implication follows from the fact that $E^{1 / p^{n}} \subseteq E^{1 / p^{\infty}}$.
$(2) \Rightarrow$ (1) By Remark 8.1.11, we may assume that $F$ is finitely generated over $E$.
Let $F=E\left(y_{1}, \ldots, y_{m}\right)$ and let $r$ be the transcendence degree of $F$ over $E$. If $r=m$, the result follows. Otherwise, let $\left\{y_{1}, \ldots, y_{r}\right\}$ be a transcendence base. Then $y_{r+1}$ is algebraic over $E\left(y_{1}, \ldots, y_{r}\right)$.

Let $p\left(T_{1}, \ldots, T_{r}, T_{r+1}\right) \in E\left[T_{1}, \ldots, T_{r}, T_{r+1}\right]$ be a polynomial of minimum degree such that $p\left(y_{1}, \ldots, y_{r}, y_{r+1}\right)=0$.

Clearly, $p\left(T_{1}, \ldots, T_{r}, T_{r+1}\right)$ is irreducible. We shall prove that not all $T_{i}, 1 \leq i \leq$ $r+1$, appear to the $p$ th power throughout. Indeed, assume for the sake of contradiction that

$$
\begin{equation*}
p\left(T_{1}, \ldots, T_{r+1}\right)=\sum a_{\left(i_{1}, \ldots, i_{r+1}\right)} S_{\left(i_{1}, \ldots, i_{r+1}\right)}\left(T_{1}, \ldots, T_{r+1}\right)^{p}, \tag{8.9}
\end{equation*}
$$

where the $S_{\left(i_{1}, \ldots, i_{r+1}\right)}$ 's are monomials and $a_{\left(i_{1}, \ldots, i_{r+1}\right)} \in E$.
Taking the $p$ th roots in (8.9), we see that the $S_{\left(i_{1}, \ldots, i_{r+1}\right)}\left(y_{1}, \ldots, y_{r+1}\right)$ are linearly dependent over $E^{1 / p}$. Since $p\left(T_{1}, \ldots, T_{r}, T_{r+1}\right)$ is of minimum degree possible, it follows that $\left\{S_{\left(i_{1}, \ldots, i_{r+1}\right)}\left(y_{1}, \ldots, y_{r+1}\right)\right\}$ is linearly independent over $E$. This contradicts the linear disjointness of $E^{1 / p}$ and $E\left(y_{1}, \ldots, y_{m}\right)$.

Say that $T_{1}$ does not appear as a $p$ th root throughout but appears in $p\left(T_{1}, \ldots, T_{r+1}\right)$. Since $p\left(T_{1}, \ldots, T_{r+1}\right)$ is irreducible in $E\left[T_{1}, \ldots, T_{r+1}\right]$ it follows that the equation $p\left(T_{1}, \ldots, T_{r+1}\right)=0$ is separable for $y_{1}$ over $E\left(y_{2}, \ldots, y_{r+1}\right)$. Hence $y_{1}$ is separable and algebraic over $E\left(y_{2}, \ldots, y_{r+1}\right)$ and over $E\left(y_{2}, \ldots, y_{m}\right)$.

If $\left\{y_{2}, \ldots, y_{m}\right\}$ is a transcendence base, the proof follows immediately. Otherwise, proceeding as before we can show that one $y_{i}$, say $y_{2}$, is separable and algebraic over $E\left(y_{3}, \ldots, y_{n}\right)$. Therefore $F$ is separable over $E\left(y_{3}, \ldots, y_{m}\right)$.

It is easy to see that we can go on with this process until we find a transcendence base. This proves that $(2) \Rightarrow(1)$.

Remark 8.2.7. The proof of $(2) \Rightarrow(1)$ in Theorem 8.2 .6 shows that a separating transcendence base for $E\left(y_{1}, \ldots, y_{m}\right)$ over $E$ can be selected from a given set of generators $\left\{y_{1}, \ldots, y_{m}\right\}$.

Theorem 8.2.8. Let $F / E$ be an extension of fields of characteristic $p$.
(1) If $F / E$ is separably generated, then $F / E$ is separable.
(2) If $F / E$ is separable and finitely generated, then $F / E$ is separably generated.

Proof.
(1) Let $\mathcal{A}$ be a transcendence base of $F / E$ such that $F / E(\mathcal{A})$ is an algebraic separable extension.
It is clear that $\mathcal{A}$ is algebraically independent over $E^{1 / p}$. Hence, by Proposition 8.1.10, $E^{1 / p}$ and $E(\mathcal{A})$ are linearly disjoint.


Now, $F / E(\mathcal{A})$ is algebraic and separable and $E^{1 / p}(\mathcal{A}) / E(\mathcal{A})$ is algebraic and purely inseparable. It follows that $F$ and $E^{1 / p}(\mathcal{A})$ are linearly disjoint over $E(\mathcal{A})$ (see the proof of (1) $\Rightarrow$ (3) in Theorem 8.2.6). Thus, by Proposition 8.1.5, $E^{1 / p}$ and $F$ are linearly disjoint over $E$. Using MacLane's criterion (Theorem 8.2.6) we obtain that $F / E$ is separable.
(2) Let $F / E$ be a finitely generated separable extension, say $F=E\left(y_{1}, \ldots, y_{m}\right)$. By Remark 8.2 .7 we may choose a subset of the set $\left\{y_{1}, \ldots, y_{m}\right\}$ that is a separating transcendence base for $F$ over $E$. In particular, $F / E$ is separably generated.

Remark 8.2.9. The hypothesis that $F / E$ is a finitely generated extension cannot be dropped. Indeed, there exists an extension $F / E$ that is separable but not separably generated.
Example 8.2.10. Let $E$ be a perfect field of characteristic $p>0$. Then $E^{1 / p}=E$. In particular, $E^{1 / p}$ and $F$ are linearly disjoint over $E$ and $F / E$ is separable for any extension $F$.

Let $x$ be a transcendental element over $E$. Let $F=E\left(\left\{x^{1 / p^{m}}\right\}_{m=0}^{\infty}\right)$. Then $F / E$ is separable and $\operatorname{tr} F / E=1$ (actually $\left(x^{1 / p^{m}}\right)^{p^{m}}=x \in E(x)$; thus $F / E(x)$ is algebraic). Let $\{y\}$ be any transcendence base of $F / E$. There exist $n \in \mathbb{N}$ and a rational function

$$
f\left(T_{1}, \ldots, T_{n}\right) \in E\left(T_{1}, \ldots, T_{n}\right)
$$

such that $y=f\left(x, x^{1 / p}, \ldots, x^{1 / p^{n-1}}\right)$. Then $E(y) \neq F$ since $x^{1 / p^{n}} \notin E(y)$ and $F / E(y)$ is purely inseparable. Therefore $F / E(y)$ is not separable and $F / E$ is not separably generated.

Corollary 8.2.11. If $E$ is a perfect field, any extension $F$ of $E$ is separable over $E$.
Proof. Exercise 8.7.8.
As a consequence of MacLane's criterion we obtain the following corollaries.
Corollary 8.2.12. If $F$ is separable over $E$ and $E \subseteq M \subseteq F$, then $M$ in separable over E.

Proof. Exercise 8.7.9.
Corollary 8.2.13. If $M / E$ and $F / M$ are separable field extensions, then $F / E$ is separable.

Proof. Exercise 8.7.10.
Proposition 8.2.14. Let $F$ be a separable extension of $E$ and assume that $F$ is algebraically disjoint from $L$ over $E$ with $E \subseteq L$. Then $F L$ is a separable extension of $L$.
Proof. The elements of $F L$ are of the form $\frac{\sum_{i=1}^{n} a_{j} b_{i}}{\sum_{j=1}^{m} c_{j} d_{j}} \quad F \longrightarrow F L$ with $a_{i}, c_{j} \in F$ and $b_{i}, d_{j} \in L$. In particular, any finitely generated subfield of $F L$ is contained in a composite $M L$, where $M$ is a subfield of $F$ that is
 finitely generated over $E$. If for any such $M$ we can prove that $M L$ is a separable extension of $L$, the separability of $F L$ over $L$ will follow by Corollary 8.2.12 and Theorem 8.2.8 (2).

Therefore we may assume that $F$ is finitely generated over $E$. Let $\left\{y_{1}, \ldots, y_{m}\right\}$ be a transcendence base of $F$ over $E$. Since $F$ and $L$ are algebraically disjoint over
$E$, it follows that $\left\{y_{1}, \ldots, y_{m}\right\}$ is a transcendence base of $F L$ over $L$. Every element of $F$ is separable and algebraic over $E\left(y_{1}, \ldots, y_{m}\right)$, so it is also separable over $L\left(y_{1}, \ldots, y_{m}\right)$. Thus $F L$ is separably generated over $L$. The result follows by Theorem 8.2.8.

Corollary 8.2.15. Let $F$ and $L$ be two separable extensions of $E$. If $F$ and $L$ are algebraically disjoint over $E$, then $F L$ is separable over $E$.

Proof. Exercise 8.7.11.
Proposition 8.2.16. If $F$ and $L$ are two extensions that are linearly disjoint over $E$, then $F$ is separable over $E$ if and only if $F L$ is separable over $L$.

Proof.
$(\Rightarrow)$ Proposition 8.2.14 and Proposition 8.1.9.
$(\Leftarrow)$ If $F$ is not separable over $E$, then by MacLane's criterion, $F$ is not linearly disjoint from $E^{1 / p}$ over $E$. Hence $F$ is not linearly disjoint from $L E^{1 / p}$ over $E$ (Proposition 8.1.5).


Using MacLane's criterion we obtain that $F L$ is not linearly disjoint from $L E^{1 / p}$ over $L$. Therefore $F L$ and $L^{1 / p}$ are not linearly disjoint over $L$. By Theorem 8.2.6, $F L$ is not separable over $L$.

We are now ready to characterize separably algebraic finitely generated extensions.
Proposition 8.2.17. Let $F$ be a finitely generated extension of $E$. If $F^{p^{m}} E=F$ for some $m \in \mathbb{N}$, then $F$ is separably algebraic over $E$ and $F^{p^{n}} E=F$ for all $n \in \mathbb{N}$. Conversely, if $F$ is separably algebraic over $E$, then $F^{P^{m}} E=F$ for all $m \in \mathbb{N}$.

Proof. If $F^{p^{m}} E=F$ for some $m$, then $F$ is an algebraic extension of $E$ (see Exercise 8.7.16). Now $F=F^{p^{m}} E \subseteq F^{p} E \subseteq F$. Therefore $F=F^{p} E$. Furthermore, for all $n \geq 1, F^{p^{n}} E=\left(F^{p}\right)^{p^{n-1}} E=\left(F^{p} E\right)^{p^{n-1}} E=F^{p^{n-1}} E$. Thus $F^{p^{n}} E=F$ for all $n \in \mathbb{N}$.

Let $T$ be the separable closure of $E$ in $F$. Then $F$ is a purely inseparable extension of $T$. Since $F$ is algebraic and finitely generated over $E, F$ is a finite extension of $E$. In particular, there exists $n \in \mathbb{N}$ such that $F^{p^{n}} \subseteq T$. It follows that $F=F^{p^{n}} E \subseteq T \subseteq F$.

Conversely, let $F$ be a separably algebraic extension of $E$. We have $E \subseteq F^{p} E \subseteq$ $F$ and $F$ is a purely inseparable extension of $F^{p} E$. Hence $F=F^{p} E$. As before, it follows that $F=F^{p^{m}} E$ for all $m \in \mathbb{N}$.

### 8.3 Regular Extensions

We now study the class of extensions that we will be dealing with when we consider extensions of function fields.

Proposition 8.3.1. Let $k$ be algebraically closed in an extension $K$. Let $x$ be an element of the algebraic closure $\bar{k}$ of $k$. Then $k(x)$ and $K$ are linearly disjoint over $k$ and $[k(x): k]=[K(x): K]$.


Proof. Let $p(T)=\operatorname{Irr}(x, T, k) \in k[T]$. If $q(T) \in K[T]$ is a nonconstant factor of $p(T)$, then the coefficients of $q(T)$ are algebraic over $k$. Since $k$ is algebraically closed in $K$, we have $q(T) \in k[T]$. Hence $p(T)$ is irreducible in $K[T]$. It follows that $[k(x): k]=[K(x): K]$ and that $k(x)$ and $K$ are linearly disjoint over $k$.

Theorem 8.3.2. Let $K / k$ be a field extension, and let $\bar{k}$ be an algebraic closure of $k$. Then the following conditions are equivalent:
(1) $k$ is algebraically closed in $K$ and $K$ is separable over $k$.
(2) $K$ and $\bar{k}$ are linearly disjoint over $k$.

Proof.
$(1) \Rightarrow(2)$ By Remark 8.1 .11 we may assume that $K$ is finitely generated over $k$, and it suffices to show that $K$ and $L$ are linearly disjoint over $k$, where $L$ is any finite algebraic extension of $k$. In this situation, if $L$ is separable over $k$, then $L$ is of the form $L=k(\alpha)$, with $\alpha$ algebraic over $k$. The result follows by Proposition 8.3.1.

In general, if $L_{s}$ is the maximum separable extension of $k$ in $L$, then $L_{s}$ and $K$

| $K-K L_{s}$ | are linearly disjoint over $k$. By Proposition 8.1 .5 , it suf- <br> fices to show that $L$ and $K L_{s}$ are linearly disjoint over $L_{s}$. <br> Let $\left\{y_{1}, \ldots, y_{m}\right\}$ be a separating transcendence base for $K$ |
| :--- | :--- |
| $k-L$ | over $k$. Then $K$ is separably algebraic over $k\left(y_{1}, \ldots, y_{m}\right)$. |



Since $k\left(y_{1}, \ldots, y_{m}\right)$ and $L_{s}$ are linearly disjoint over $k$ (Proposition 8.1.10), $\left\{y_{1}, \ldots, y_{m}\right\}$ is also a separating transcendence basis of $K L_{s}$ over $L_{s}$, and $K L_{s}$ is separably algebraic over $L_{s}\left(y_{1}, \ldots, y_{m}\right)$. Thus $K L_{s}$ is separable over $L_{s}$. Since $L / L_{s}$ is a purely inseparable extension, it follows that $K L_{s}$ and $L$ are linearly disjoint over $L_{s}$.
(2) $\Rightarrow$ (1) We have $k^{1 / p} \subseteq \bar{k}$, so $k^{1 / p}$ and $K$ are linearly disjoint over $k$. By Theorem 8.2.6, $K / k$ is separable. If $\alpha \in \bar{k} \cap K$, then since $K$ and $k(\alpha)$ are linearly disjoint, it follows that $[k(\alpha): k]=[K(\alpha): K]=1$. Hence $\alpha \in k$ and $k$ is algebraically closed in $K$.

Definition 8.3.3. An extension $K$ of $k$ is called regular if $k$ is algebraically closed in $K$ and $K / k$ is separable, or equivalently, if $K$ is linearly disjoint from $\bar{k}$ over $k$.

Remark 8.3.4. In the case of function fields $K / k$, we are assuming that $k$ is algebraically closed in $K$. Therefore $K / k$ is regular iff there exists $x \in K$ such that $K / k(x)$ is a finite separable extension.

Proposition 8.3.5. Let $K$ be a regular extension of $k$. If $k \subseteq K^{\prime} \subseteq K$, then $K^{\prime}$ is a regular extension of $k$.

Proof. Since $K^{\prime} \subseteq K, K^{\prime}$ is linearly disjoint from $\bar{k}$ over $k$.

Proposition 8.3.6. Regularity is transitive, that is, if $K$ is a regular extension of $k$ and $L$ is a regular extension of $K$, then $L$ is a regular extension of $k$.

Proof. $k$ is algebraically closed in $K$ and $K$ is algebraically closed in $L$. Therefore $k$ is algebraically closed in $L$. The fact that $L$ is separable over $k$ follows from Corollary 8.2.13.

Proposition 8.3.7. If $k$ is algebraically closed, then every extension of $k$ is regular.
Proof. We have $\bar{k}=k$. If $K$ is any extension of $k$, then $K$ is linearly disjoint from $\bar{k}=k$ over $k$. The fact that $K$ is separable over $k$ follows from Corollary 8.2.11 since $k$ is a perfect field.

The converse of Proposition 8.1.9 holds for regular extensions:
Theorem 8.3.8. Let $F$ and $L$ be two extensions of a field $E$ such that $F$ and $L$ are contained in some field $\Omega$. If $F$ is a regular extension of $E$, and $F$ and $L$ are algebraically independent over $E$, then $F$ and $L$ are linearly disjoint over $E$.

Proof. By Remark 8.1 .11 we may assume that $F$ is finitely generated over $E$. Let $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ be elements of $F$ that are linearly independent over $E$. If $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ are not linearly independent over $L$, let $\beta_{1}, \ldots, \beta_{m} \in L$ be such that

$$
\begin{equation*}
\beta_{1} \alpha_{1}+\cdots+\beta_{m} \alpha_{m}=0 \tag{8.10}
\end{equation*}
$$

and at least one of the $\beta_{i}$ 's is nonzero.
Removing the elements that are equal to 0 , we may assume that $\beta_{i} \neq 0$ for all $1 \leq i \leq m$.

Let $\varphi: L \rightarrow \bar{E} \cup\{\infty\}$ be a place of $L$ such that $\left.\varphi\right|_{E}=\operatorname{Id}_{E}$. Let $\left\{y_{1}, \ldots, y_{n}\right\}$ be a transcendence base of $F$ over $E$. Then $\left\{y_{1}, \ldots, y_{n}\right\}$ is algebraically independent
over $L$. We can extend $\varphi$ to a place $\widetilde{\varphi}: L F \rightarrow \bar{F} \cup\{\infty\}$ such that $\left.\widetilde{\varphi}\right|_{E\left(y_{1}, \ldots, y_{n}\right)}=$ $\operatorname{Id}_{E\left(y_{1}, \ldots, y_{n}\right)}$. Set $\Psi=\left.\widetilde{\varphi}\right|_{F}$. If $\xi \in F^{*}$, then $\xi$ is algebraic over $E\left(y_{1}, \ldots, y_{m}\right)=M$. Hence there exists a relation

$$
\xi^{t}+a_{t-1} \xi^{t-1}+\cdots+a_{1} \xi+a_{0}=0
$$

with $a_{0}, a_{1}, \ldots, a_{t-1} \in M$, and $a_{0} \neq 0$.
Since $a_{0} \neq 0$ it follows that $\varphi(\xi) \neq 0$. Similarly, $\varphi\left(\frac{1}{\xi}\right) \neq 0$. Now $1=\Psi(1)=$ $\Psi\left(\xi \frac{1}{\xi}\right)=\Psi(\xi) \Psi\left(\frac{1}{\xi}\right)$, so $\varphi(\xi) \neq \infty$. Hence $\Psi$ is a field homomorphism and $\varphi(F)=\Psi(F) \cong F$.

By Exercise 8.7.12, there exists an index $j_{0}\left(\right.$ say $\left.j_{0}=m\right)$ such that $\varphi\left(\beta_{i} / \beta_{m}\right) \neq \infty$ for all $i$.

Dividing (8.10) by $\beta_{m}$, we obtain

$$
\begin{equation*}
\frac{\beta_{1}}{\beta_{m}} \alpha_{1}+\frac{\beta_{2}}{\beta_{m}} \alpha_{2}+\cdots+\alpha_{m}=0 \tag{8.11}
\end{equation*}
$$

and hence

$$
\sum_{i=1}^{m} \varphi\left(\frac{\beta_{i}}{\beta_{m}}\right) \varphi\left(\alpha_{i}\right)=0
$$

where $\varphi\left(\frac{\beta_{i}}{\beta_{m}}\right) \in \bar{E}$. Consequently $\left\{\varphi\left(\alpha_{1}\right), \ldots, \varphi\left(\alpha_{m}\right)\right\}$ are linearly dependent over $\bar{E}$. Since $\varphi$ is an isomorphism of $F$ onto $\varphi(F)$, it follows that $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ is linearly dependent over $\bar{E}$. This contradicts the regularity of $F$. Therefore $F$ and $L$ are linearly disjoint over $E$.

Theorem 8.3.9. Let $K$ be a regular extension of $k$ such that $K$ and $L$ are algebraically disjoint over $k$. Then $K L$ is a regular extension of $L$.

Proof. Let $y_{1}, \ldots, y_{m}$ be elements of $K$ that are algebraically independent over $k$. Then $\left\{y_{1}, \ldots, y_{m}\right\}$ is algebraically independent over $L$.

Therefore $m=\operatorname{tr} \bar{L}\left(y_{1}, \ldots, y_{m}\right) / L=\operatorname{tr} \bar{L}\left(y_{1}, \ldots, y_{m}\right) / \bar{L}+\operatorname{tr} \bar{L} / L$ (Proposition 1.1.12). Since $\operatorname{tr} \bar{L} / L=0$, it follows that $\left\{y_{1}, \ldots, y_{m}\right\}$ is algebraically independent over $\bar{L}$. In particular, $K$ is algebraically disjoint from $\bar{L}$ over $k$.

By Theorem 8.3.8, $K$ is linearly disjoint from $\bar{L}$ over $k$. Using Proposition 8.1.5 we deduce that $K L$ is linearly disjoint from $\bar{L}$ over $L$. Hence $K L$ is regular over $L$.

Corollary 8.3.10. Let $K$ and $L$ be regular extensions of $k$. If $K$ and $L$ are algebraically independent over $k$, then $K L$ is a regular extension of $k$.

Proof. Exercise 8.7.13.

### 8.4 Constant Extensions

Let $K / k$ be an algebraic function field. Given any extension $\ell^{\prime}$ of $k$ we wish to obtain the constant extension $K \ell^{\prime}$. In order to be able to construct $K \ell^{\prime}$, we need two conditions, first that $K$ and $\ell^{\prime}$ be contained in a larger field (see Section 5.4), and second that $K \cap \ell^{\prime}=k$ (see Definition 5.1.1). Given $K$ and $\ell^{\prime}$, both conditions are not always satisfied. However, we can construct a function field $L$ over a constant field $\ell$ such that $\ell$ contains a subfield that is $k$-isomorphic to $\ell^{\prime}$.

Proposition 8.4.1. If a field $k$ is algebraically closed in $K$ and $\left\{X_{i}\right\}_{i \in \mathcal{A}}$ is an algebraically independent set over $K$, then $k\left(\left\{X_{i}\right\}_{i \in \mathcal{A}}\right)$ is algebraically closed in $K\left(\left\{X_{i}\right\}_{i \in \mathcal{A}}\right)$.

Proof. Let $\alpha \in K\left(\left\{X_{i}\right\}_{i \in \mathcal{A}}\right)$ be algebraic over $k\left(\left\{X_{i}\right\}_{i \in \mathcal{A}}\right)$. There exists a relation

$$
\begin{equation*}
\alpha^{r}+f_{r-1} \alpha^{r-1}+\cdots+f_{1} \alpha+f_{0}=0 \tag{8.12}
\end{equation*}
$$

with $f_{0}, \ldots, f_{r-1} \in k\left(\left\{X_{i}\right\}_{i \in \mathcal{A}}\right)$.
Since only finitely many $X_{i}$ 's appear in (8.12), we may assume that $\mathcal{A}$ is a finite set, say $\mathcal{A}=\left\{X_{1}, \ldots, X_{n}\right\}$.

We will prove the result by induction on $n$.
Assume that $n=1$ and $X_{1}=x$. Let $\alpha \in K(x)$ be a nonzero algebraic element over $k(x)$. We may write $\alpha=A \frac{h(x)}{g(x)}$, where $h(x), g(x) \in K[x],(h(x), g(x))=1, A$ is a nonzero element of $K$, and $h(x), g(x)$ are monic.


There exist $f_{0}, \ldots, f_{r-1}, f_{r} \in k[x]$ such that $\left(f_{0}, \ldots, f_{r}\right)=1$ and

$$
\begin{equation*}
f_{r}(x) \alpha^{r}+\cdots+f_{1}(x) \alpha+f_{0}(x) \alpha=0 \tag{8.13}
\end{equation*}
$$

Clearing denominators in (8.13) we obtain

$$
\begin{align*}
f_{r}(x) A^{r} h(x)^{r} & +f_{r-1}(x) A^{r-1} h(x)^{r-1} g(x)+\cdots  \tag{8.14}\\
& +f_{1}(x) A h(x) g^{r-1}(x)+f_{0}(x) g^{r}(x)=0
\end{align*}
$$

Let $a$ be a root of $h(x) \in K[x]$. By means of the substitution $x=a$ in (8.14) we obtain

$$
f_{0}(a) g^{r}(a)=0
$$

Then $g(a) \neq 0$, since $h$ and $g$ are relatively prime. It follows that $f_{0}(a)=0$.
Thus every root of $h$ is algebraic over $k$. Because $h(x)$ is monic, the coefficients of $h$ are algebraic over $k$. Since $k$ is algebraically closed, it follows that $h(x) \in k[x]$. Similarly, $g(x) \in k[x]$.

Now let $a$ be a root of $h(x)-g(x)$. The equality $0=h(a)-g(a)$ and the fact that $h$ and $g$ are relatively prime imply $h(a)=g(a) \neq 0$.

Substituting $x$ by $a$ in (8.14) we obtain

$$
f_{r}(a) h(a)^{r} A^{r}+\cdots+f_{1}(a) h(a) g^{r-1}(a) A+f_{0}(a) g^{r}(a)=0
$$

Now, $f_{r}, \ldots, f_{1}, f_{0}$ are relatively prime, so there exists $i$ such that $f_{i}(a) \neq 0$. It follows that $A$ is algebraic over $k$. Since $k$ is algebraically closed in $K$, we have $A \in k$.

Therefore $\alpha=A \frac{h(x)}{g(x)} \in k(x)$ and $k(x)$ is algebraically closed in $K(x)$.
Now assume that the result holds for $n-1$. For $n$, let $\alpha \in K\left(X_{1}, \ldots, X_{n-1}, X_{n}\right)$. Let $E=k\left(X_{1}, \ldots, X_{n-1}\right)$ and $F=K\left(X_{1}, \ldots, X_{n-1}\right)$. By the induction hypothesis $E$ is algebraically closed in $F$. Since $X_{n}$ is transcendent over $F$, it follows from the case $n=1$ that $E\left(X_{n}\right)$ is algebraically closed in $F\left(X_{n}\right)$. Thus if $\alpha \in K\left(X_{1}, \ldots, X_{n}\right)$ is algebraic over $k\left(X_{1}, \ldots, X_{n}\right)$, then $\alpha \in E\left(X_{n}\right)=k\left(X_{1}, \ldots, X_{n}\right)$.

Theorem 8.4.2. Let $K / k$ be an algebraic function field and let $k^{\prime}$ be any extension of $k$. Then there exists a function field $L / \ell$ that is an extension of $K / k$ such that:
(1) There exist a subfield $\ell^{\prime}$ such that $k \subseteq \ell^{\prime} \subseteq \ell$ and a $k$-isomorphism $\lambda: \ell^{\prime} \rightarrow k^{\prime}$. (2) $L=K \ell^{\prime}$.

Moreover, if $M / m$ is another extension such that there exist a subfield $m^{\prime}$ of $m$ and a k-isomorphism $\mu: m^{\prime} \rightarrow k^{\prime}$ satisfying (1) and (2), then there exists a $K$ isomorphism $\varrho: M \rightarrow L$ such that $\left.\varrho\right|_{m^{\prime}}=\lambda^{-1} \circ \mu: m^{\prime} \rightarrow \ell^{\prime}$.

Finally, $\ell$ is a purely inseparable finite extension of $\ell^{\prime}$.
Proof. First we construct a composite field $L=K \ell^{\prime}$. Let $\left\{y_{\alpha}\right\}_{\alpha \in \mathcal{A}}$ be a transcendence base of $k^{\prime}$ over $k$.

Let $\left\{X_{\alpha}\right\}_{\alpha \in \mathcal{A}}$ be an algebraically independent set over $K$. Then the cardinality of $\left\{X_{\alpha}\right\}_{\alpha \in \mathcal{A}}$ is the same as the cardinality of the transcendence degree of $k^{\prime}$ over $k$. Let $\Omega$ be an algebraic closure of $K\left(\left\{X_{\alpha}\right\}_{\alpha \in \mathcal{A}}\right)$.

There exists a $k$-isomorphism $\lambda_{1}$ from $k\left(\left\{y_{\alpha}\right\}_{\alpha \in \mathcal{A}}\right)$ to $k\left(\left\{X_{\alpha}\right\}_{\alpha \in \mathcal{A}}\right)$ such that $\left.k^{\prime} \quad \xrightarrow{\lambda_{2}} \quad \Omega \quad \lambda\right|_{k}=\operatorname{Id}_{k}$ and $\lambda\left(y_{\alpha}\right)=X_{\alpha}$. Since $k^{\prime}$ is algebraic over $k\left(\left\{y_{\alpha}\right\}_{\alpha \in \mathcal{A}}\right), \lambda_{1}$ can be extended to an isomorphism of $k^{\prime}$ onto a subfield $\lambda_{2}\left(k^{\prime}\right)=: \ell^{\prime}$ of $\Omega$.
$k\left(\left\{y_{\alpha}\right\}_{\alpha \in \mathcal{A}}\right) \xrightarrow[\lambda_{1}]{ } k\left(\left\{X_{\alpha}\right\}_{\alpha \in \mathcal{A}}\right)$
Then $\Omega$ contains both $K$ and $\ell^{\prime} \cong k^{\prime}$. Therefore we may take the composite field $K \ell^{\prime}$ in $\Omega$ (see Remark 5.4.2).

Let $T \in K \backslash k$ be transcendental over $k$. If $T$ is not transcendental over $\ell^{\prime}$, there exists a finite subset $\left\{X_{1}, \ldots, X_{m}\right\}$ of the transcendence base $\left\{X_{\alpha}\right\}_{\alpha \in \mathcal{A}}$ such that $T$ is algebraic over $k\left(X_{1}, \ldots, X_{m}\right)$. Therefore there is a relation $\sum_{i=0}^{r} f_{i} T^{i}=0$ where $f_{i} \in$ $k\left[X_{1}, \ldots, X_{m}\right]$ and at least one of the $f_{i}$ 's is a nonconstant polynomial. This implies that $\left\{X_{1}, \ldots, X_{m}\right\}$
 is not algebraically independent over $K$. Hence $T$ is transcendental over $\ell^{\prime}$. In particular, we have $\ell^{\prime} \cap K=k$.

Now let $L=K \ell^{\prime}$. Then $\ell^{\prime} \supseteq k$ and $\left[L: \ell^{\prime}(T)\right] \leq[K: k(T)]<\infty$.


Therefore $L / \ell^{\prime}$ is a function field. Let $\ell$ be the field of constants of $L$. The field $L / \ell$ satisfies conditions (1) and (2) of the theorem and $\left[\ell: \ell^{\prime}\right]=\left[\ell(T): \ell^{\prime}(T)\right] \leq[L:$ $\left.\ell^{\prime}(T)\right]<\infty$.

Next, consider another extension $M / m$ of $K / k$ satisfying (1) and (2). We need to find an isomorphism $\varrho: M \rightarrow L$ such that $\left.\varrho\right|_{K}=\operatorname{Id}_{K}$ and $\left.\varrho\right|_{m^{\prime}}=\lambda^{-1} \circ \mu:=\theta$, where $\mu: m^{\prime} \rightarrow k^{\prime}$ is the $k$-isomorphism of $m^{\prime} \subseteq m$ onto $k^{\prime}$.

Now each element of $M=K m^{\prime}$ can be written in the form $\frac{\sum_{i=1}^{n} a_{i} b_{i}}{\sum_{j=1}^{n} c_{j} d_{j}}$ with $a_{i}, c_{j} \in$ $K$ and $b_{i}, d_{j} \in m^{\prime}$. Therefore $\varrho$ must satisfy

$$
\begin{equation*}
\varrho\left(\frac{\sum_{i=1}^{n} a_{i} b_{i}}{\sum_{j=1}^{m} c_{j} d_{j}}\right)=\frac{\sum_{i=1}^{n} a_{i} \theta\left(b_{i}\right)}{\sum_{j=1}^{m} c_{j} \theta\left(d_{j}\right)} \tag{8.15}
\end{equation*}
$$

Let $\varrho: M \rightarrow L$ be given by (8.15). To prove that $\varrho$ is well defined, we have to verify that if

$$
0=\sum_{i=1}^{n} a_{i} b_{i}, \quad \text { then } \quad 0=\sum_{i=1}^{n} a_{i} \theta\left(b_{i}\right)
$$

We need to prove that $\varrho$ is an isomorphism and also that if the denominator $\sum_{j=1}^{m} c_{j} d_{j}$ is nonzero in (8.15) then $\varrho\left(\sum_{j=1}^{n} c_{j} d_{j}\right)$ is nonzero. Thus we have to show that

$$
\sum_{j=1}^{m} c_{j} \theta\left(d_{j}\right)=0 \quad \text { implies } \quad \sum_{j=1}^{m} c_{j} d_{j}=0
$$

It will suffice to establish that for $\alpha_{i} \in k, \beta_{i} \in m^{\prime}$,

$$
\begin{equation*}
\sum_{i=1}^{n} \alpha_{i} \beta_{i}=0 \quad \text { if and only if } \quad \sum_{i=1}^{n} \alpha_{i} \theta\left(\beta_{i}\right)=0 \tag{8.16}
\end{equation*}
$$

Since the expressions in (8.16) involve a finite number of elements, we may assume that $\ell^{\prime}$ is finitely generated over $k$.

Assume $\ell^{\prime}$ is a purely transcendental field extension of $k$, say $\ell^{\prime}=k\left(y_{1}, \ldots, y_{n}\right)$. Thus $m^{\prime}=k\left(z_{1}, \ldots, z_{n}\right)$ with $z_{i}=\theta^{-1}\left(y_{i}\right)$. If $X \in K$ is transcendental over $k$, then $X$ is transcendental over $\ell^{\prime}$. Hence

$$
\begin{aligned}
& \operatorname{tr} K\left(y_{1}, \ldots, y_{n}\right) / k=\operatorname{tr} K\left(y_{1}, \ldots, y_{n}\right) / k\left(y_{1}, \ldots, y_{n}\right)+\operatorname{tr} k\left(y_{1}, \ldots, y_{n}\right) / k \\
& \quad=1+n=\operatorname{tr} K / k+\operatorname{tr} K\left(y_{1}, \ldots, y_{n}\right) / K=1+\operatorname{tr}\left(K\left(y_{1}, \ldots, y_{n}\right) / K\right)
\end{aligned}
$$

Therefore $\operatorname{tr} K\left(y_{1}, \ldots, y_{n}\right) / K=n$. It follows that $y_{1}, \ldots, y_{n}$ are algebraically independent over $K$, and so are $z_{1}, \ldots, z_{n}$. Thus $M=K m^{\prime}=K\left(z_{1}, \ldots, z_{n}\right)$, $L=K \ell^{\prime}=K\left(y_{1}, \ldots, y_{n}\right)$ and hence the map $\varrho: M \rightarrow L$, such that $\varrho\left(z_{i}\right)=y_{i}$ for $1 \leq i \leq n$, is the required isomorphism.

Further, in this case, $L=K \ell^{\prime}=K\left(y_{1}, \ldots, y_{n}\right)$ satisfies that the field $\ell^{\prime}=$ $k\left(y_{1}, \ldots, y_{n}\right)$ is algebraically closed in $L$ (Proposition 8.4.1) so that the field of constants of $L$ is $\ell=\ell^{\prime}$.

Also, to prove the pure inseparability of $\ell / \ell^{\prime}$ and $m / m^{\prime}$, it suffices to assume that $\ell^{\prime} / k$ and $m^{\prime} / k$ are finitely generated. Therefore, to prove the general case we may assume that $\ell^{\prime} / k$ and $m^{\prime} / k$ are finitely generated.


Suppose $\ell^{\prime}$ is finitely generated and let $\left\{y_{1}, \ldots, y_{n}\right\}$ be a transcendence base of $\ell^{\prime}$ over $k$. Consider $\ell^{\prime \prime}=k\left(y_{1}, \ldots, y_{n}\right)$. Then $\ell^{\prime} / \ell^{\prime \prime}$ is a finite extension and similarly for $M / m^{\prime}$.

Let $\varrho$ be the isomorphism

$$
\begin{aligned}
\varrho: K m^{\prime \prime} & \longrightarrow K \ell^{\prime \prime} \\
z_{i} & \longmapsto y_{i} \quad(1 \leq i \leq n) .
\end{aligned}
$$

In order to find an isomorphism $\varrho_{1}: M \rightarrow L$ such that $\left.\varrho_{1}\right|_{K m^{\prime \prime}}=\varrho$ will follow from the fact that $M / K m^{\prime}$ is a finite extension. Thus we may assume that $\ell^{\prime} / k$ is a finite extension.


Let $\ell=k\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, where $\alpha_{i}$ algebraic over $k$ for $1 \leq i \leq n$. Assume that the result holds for $n-1$ and let $\ell_{1}=k\left(\alpha_{1}, \ldots, \alpha_{n-1}\right)$. We have $L_{1}=K \ell_{1}=$ $K\left(\alpha_{1}, \ldots, \alpha_{n-1}\right)$. Let $\beta_{i}=\theta^{-1}\left(\alpha_{i}\right)(1 \leq i \leq n-1), m_{1}=k\left(\beta_{1}, \ldots, \beta_{n-1}\right)$, and $M_{1}=K m_{1}=K\left(\beta_{1}, \ldots, \beta_{n-1}\right)$. Set $m^{\prime}=m_{1}\left(\beta_{n}\right)$ and let $\ell_{2}$ and $m_{2}$ be the algebraic closures of $\ell_{1}$ and $m_{1}$ in $L_{1}$ and $M_{1}$ respectively.


By the induction hypothesis, there exists an isomorphism $\varrho_{1}: M_{1} \rightarrow L_{1}$ such that $\left.\varrho_{1}\right|_{m_{1}}=\theta: m_{1} \xrightarrow{\cong} \ell_{1}$ and $\left.\varrho_{1}\right|_{K}=\operatorname{Id}_{K}$. Also, $\ell_{2} / \ell_{1}$ and $m_{2} / m_{1}$ are purely inseparable.

Let $\alpha_{n}=\alpha$ and $\beta=\theta^{-1}(\alpha)$. Then $L=L_{1}(\alpha)$ and $M=M_{1}(\beta)$.
It suffices to extend $\varrho_{1}$ to an isomorphism $\varrho: M \rightarrow L$ such that $\varrho(\beta)=\alpha$ and that the constant field $\ell$ of $L$ is purely inseparable over $\ell_{2}$ (and hence over $\ell^{\prime}$ ).

In other words, $\varrho_{1}$ can be extended to $\varrho$ if

$$
\varrho_{1}\left(\operatorname{Irr}\left(\beta, X, M_{1}\right)\right)=\operatorname{Irr}\left(\alpha, X, L_{1}\right)
$$

Let $p(X)=\operatorname{Irr}\left(\beta, X, M_{1}\right) \in M_{1}[X]$. Since $\beta$ in algebraic over $k$, the coefficients of $p(X)$ are algebraic over $k$. Hence $p(X) \in m_{2}[X]$. Now, since $m_{2} / m_{1}$ is purely inseparable, it follows that $\operatorname{Irr}\left(\beta, X, m_{1}\right)=\operatorname{Irr}\left(\beta, X, M_{1}\right)^{p^{t}}$ for some $t \geq 0$ (where $p$ is the characteristic).

Since $\theta$ is an isomorphism of $m^{\prime}=m_{1}(\beta)$ onto $\ell^{\prime}=\ell_{1}(\alpha)$ with $\theta(\beta)=\alpha$, we obtain that $\theta\left(\operatorname{Irr}\left(\beta, X, M_{1}\right)^{p^{t}}\right)=\varrho_{1}\left(\operatorname{Irr}\left(\beta, X, M_{1}\right)\right)^{p^{t}}=\operatorname{Irr}\left(\alpha, X, \ell_{1}\right)$. Since $\varrho_{1}\left(m_{1}\right)=\ell_{1}$, we have $\varrho_{1}\left(m_{2}\right)=\ell_{2}$. Hence $\varrho_{1}\left(\operatorname{Irr}\left(\beta, X, M_{1}\right)\right)=\operatorname{Irr}\left(\alpha, X, L_{1}\right)$ because $\varrho_{1}\left(\operatorname{Irr}\left(\beta, X, M_{1}\right)\right)$ is the only irreducible factor of $\varrho_{1}\left(\operatorname{Irr}\left(\beta, X, M_{1}\right)\right)^{p^{t}}$ over $\ell_{2}$.

This shows that $\varrho_{1}$ can be extended to an isomorphism with the required properties.
It remains to prove that the field of constants $\ell$ of $L$ is purely inseparable over $\ell^{\prime}$. Now since $\ell_{2}$ is purely inseparable over $\ell_{1}, \ell_{2}(\alpha)$ is purely inseparable over $\ell_{1}(\alpha)=$ $\ell^{\prime}$. Hence it suffices to prove that $\ell$ is purely inseparable over $\ell_{2}(\alpha)$.


Since $\ell_{2}$ is algebraically closed in $L_{1}$, we have $\operatorname{Irr}\left(\alpha, X, L_{1}\right)=\operatorname{Irr}\left(\alpha, X, \ell_{2}\right)$, so

$$
\begin{equation*}
\left[L_{1}(\alpha): L_{1}\right]=\left[\ell_{2}(\alpha): \ell_{2}\right] \tag{8.17}
\end{equation*}
$$

If $x \in L$ is transcendental over $\ell^{\prime}$, we have

$$
\begin{equation*}
\left[\ell_{2}(\alpha, x): \ell_{2}(x)\right]=\left[\ell_{2}(\alpha): \ell_{2}\right] \tag{8.18}
\end{equation*}
$$

(Proposition 2.1.6).

Now

$$
\begin{equation*}
\left[L_{1}(\alpha): \ell_{2}(x)\right]=\left[L_{1}(\alpha): L_{1}\right]\left[L_{1}: \ell_{2}(x)\right]=\left[L_{1}(\alpha): \ell_{2}(\alpha, x)\right]\left[\ell_{2}(\alpha, x): \ell_{2}(x)\right] \tag{8.19}
\end{equation*}
$$

From (8.17), (8.18) and (8.19) we obtain

$$
\begin{align*}
{\left[L_{1}: \ell_{2}(x)\right] } & =\frac{\left[L_{1}(\alpha): \ell_{2}(\alpha, x)\right]\left[\ell_{2}(\alpha, x): \ell_{2}(x)\right]}{\left[L_{1}(\alpha): L_{1}\right]}  \tag{8.20}\\
& =\frac{\left[L_{1}(\alpha): \ell_{2}(\alpha, x)\right]\left[\ell_{2}(\alpha): \ell_{2}\right]}{\left[\ell_{2}(\alpha): \ell_{2}\right]}=\left[L_{1}(\alpha): \ell_{2}(\alpha, x)\right]
\end{align*}
$$

Let $\delta$ be a constant of $L_{1}(\alpha)$, that is, $\delta \in \ell$. There exists $t \in \mathbb{N}$ such that $\delta p^{t}$ is separably algebraic over $\ell_{2}(\alpha)$. Being $\delta^{p^{t}}$ separable over $\ell_{2}(\alpha), \ell_{2}\left(\alpha, \delta p^{t}\right)$ is a simple extension $\ell_{2}(\gamma)$ of $\ell_{2}$. We have, by (8.20),

$$
\begin{equation*}
\left[L_{1}(\alpha): \ell_{2}\left(\alpha, \delta^{p^{t}}, x\right)\right]=\left[L_{1}(\gamma): \ell_{2}(\gamma, x)\right]=\left[L_{1}: \ell_{2}(x)\right] . \tag{8.21}
\end{equation*}
$$

Using (8.21) with $L_{1}(\alpha)$ and $\ell_{1}(\alpha)$, we obtain

$$
\left[L_{1}(\alpha): \ell_{2}\left(\alpha, \delta^{p^{t}}, x\right)\right]=\left[L_{1}(\alpha): \ell_{2}(\alpha, x)\right]
$$

Hence $\ell_{2}\left(\alpha, \delta^{p^{t}}, x\right)=\ell_{2}(\alpha, x)$ and $\delta^{p^{t}} \in \ell_{2}(\alpha, x)$.
Since $\delta^{p^{t}}$ is algebraic over $\ell_{2}(\alpha)$ and $\ell_{2}(\alpha)$ is algebraically closed in $\ell_{2}(\alpha, x)$, it follows that $\delta^{p^{t}} \in \ell_{2}(\alpha)$ and $\delta$ is purely inseparable over $\ell_{2}(\alpha)$.

This completes the proof of the theorem.

Remark 8.4.3. Example 5.2 .31 shows that the field of constants of $K \ell^{\prime}$ can contain $\ell^{\prime}$ properly.

Our next result characterizes when the field of constants $K \ell^{\prime}$ is $\ell^{\prime}$.
Theorem 8.4.4. Let $L=K \ell^{\prime}$ be a constant field extension of $K$ such that the field of constants $\ell$ contains $\ell^{\prime}$. Then the following conditions are equivalent:
(i) $K$ and $\ell$ are linearly disjoint over $k$.
(ii) For every finitely generated field $\ell_{0}$ over $k$ such that $\ell_{0} \subseteq \ell^{\prime}$, the constant field of $L_{0}:=K \ell_{0}$ is $\ell_{0}$.

If these conditions are fulfilled, then for any extension $\ell_{0}$ over $k$ such that $\ell_{0} \subseteq \ell^{\prime}$ (not necessarily finitely generated), the constant field of $L_{0}:=K \ell_{0}$ is $\ell_{0}$. In particular, the field of constants of $L=K \ell^{\prime}$ is $\ell^{\prime}$.

Proof.
(i) $\Rightarrow$ (ii) Let $k \subseteq \ell_{0} \subseteq \ell^{\prime}$. Let $\ell_{0}^{\prime}$ be the field of constants of $L_{0}=L \ell_{0}$, and we have $\ell_{0} \subseteq \ell_{0}^{\prime} \subseteq \ell$. It follows from (i) and Proposition 8.1.5 that $\ell_{0}^{\prime}$ and $K$ are linearly disjoint.


Let $x \in K \backslash k$. By Proposition 8.1.5, $k(x)$ and $\ell_{0}^{\prime}$ are linearly disjoint over $k$, and $K$ and $\ell_{0}^{\prime} k(x)=\ell_{0}^{\prime}(x)$ are linearly disjoint over $k(x)$.

Since $\ell_{0}(x) \subseteq \ell_{0}^{\prime}(x)$ and $L_{0}=K \ell_{0}(x)=K \ell_{0}^{\prime}(x)$, we have

$$
\begin{equation*}
\left[L_{0}: \ell_{0}^{\prime}(x)\right] \leq\left[L_{0}: \ell_{0}(x)\right] \leq[K: k(x)] \tag{8.22}
\end{equation*}
$$

On the other hand, since $K$ and $\ell_{0}^{\prime}(x)$ are linearly disjoint over $k(x)$, we obtain

$$
\begin{equation*}
\left[L_{0}: \ell_{0}^{\prime}(x)\right]=[K: k(x)] \tag{8.23}
\end{equation*}
$$

From (8.22) and (8.23), it follows that $\ell_{0}(x)=\ell_{0}^{\prime}(x)$.
Since $x$ is a transcendental element over $\ell_{0}^{\prime}$, using Proposition 2.1.6 we deduce $\ell_{0}=\ell_{0}^{\prime}$.
(ii) $\Rightarrow$ (i) To prove that $K$ and $\ell$ are linearly disjoint over $k$, it is enough to prove that any finitely generated subfield of $\ell$ over $k$ is linearly disjoint from $K$ over $k$ (Remark 8.1.11).

Let $\ell_{0}$ be a finitely generated subfield of $\ell$. We have $\ell_{0} \subseteq L=K \ell^{\prime}=$ $\bigcup_{\ell_{0}^{\prime} \text { finitely generated over } k} K \ell_{0}$. Therefore $\ell_{0} \subseteq K \ell_{0}^{\prime}$ for some finitely generated ex$k \subseteq \ell_{0}^{\prime} \subseteq \ell^{\prime}$
tension $\ell_{0}^{\prime}$ of $k$ contained in $\ell^{\prime}$. Since the field of constants of $K \ell_{0}^{\prime}$ is $\ell_{0}^{\prime}$, we have $\ell_{0} \subseteq \ell_{0}^{\prime} \subseteq \ell^{\prime}$.

Therefore it is enough to prove that any finitely generated subfield $\ell_{0}$ of $\ell^{\prime}$ over $k$ is linearly disjoint from $K$ over $k$.

Let $\ell_{0}=k\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ with $k_{i}=k\left(\alpha_{1}, \ldots, \alpha_{i}\right)$ and $K_{i}=K k_{i}$ for $i=$ $1, \ldots, m$.


By Proposition 8.1.5, it suffices to show that $k_{i}$ and $K_{i-1}$ are linearly disjoint over $k_{i-1}$ for $1 \leq i \leq m$.

By hypothesis the field of constants of each $K_{i}$ is $k_{i}$, so that $k_{i}$ is algebraically closed in $K_{i}$ for $0 \leq i \leq m$. Since $k_{i}=k_{i-1}\left(\alpha_{i}\right)$, by Proposition 8.3.1 $k_{i}$ and $K_{i-1}$ are linearly disjoint over $k_{i-1}$. This proves (i).

Notice that the proof of (i) $\Rightarrow$ (ii) actually shows a stronger statement, namely that if $K$ and $\ell^{\prime}$ are linearly disjoint, then the field of constants of $K \ell_{0}$ is $\ell_{0}$ for any $k \subseteq \ell_{0} \subseteq \ell^{\prime}$. This finishes the proof of the theorem.

Remark 8.4.5. The conclusion of Theorem 8.4.4 would not hold under the mere hypothesis that $K$ and $\ell^{\prime}$ are linearly disjoint over $k$.

Example 8.4.6. Let $k_{0}, \ell_{0}, u, v, k$, and $K$ be as in Example 5.2.31. Since $k$ is algebraically closed in $K$ and $\ell_{0}=k\left(v^{1 / p}\right)$ with $v^{1 / p}$ algebraic over $k$, it follows by Proposition 8.3.1 that $K$ and $\ell_{0}$ are linearly disjoint over $k$. However, the field of constants of $K$ is $\ell=k\left(u^{1 / p}, v^{1 / p}\right) \supsetneqq \ell_{0}$.

Corollary 8.4.7. If either $K$ or $\ell^{\prime}$ is separable over $k$, then the field of constant of $L=K \ell^{\prime}$ is $\ell=\ell^{\prime}$.

Proof. By Theorem 8.4.4, we may assume that $\ell^{\prime}$ is finitely generated over $k$. If $\ell^{\prime}$ is purely transcendental, the field of constants of $K \ell^{\prime}$ is $\ell^{\prime}=\ell$ (Proposition 8.4.1). Therefore we may assume that $\ell^{\prime} / k$ is a finite extension.

If $\ell^{\prime} / k$ is separable, then $\ell^{\prime}=k(\alpha)$, where $\alpha$ algebraic and separable over $k$. Since $\operatorname{Irr}(\alpha, T, K)$ divides $\operatorname{Irr}(\alpha, T, k)$, it follows that $L=K(\alpha)$ is a separable extension of $K$.


Now if $\beta \in \ell$, we have $\operatorname{Irr}(\beta, T, K) \in k[T]$. Hence $\beta$ is separable and $\ell / \ell^{\prime}$ is separable. Since by Theorem 8.4.2 $\ell / \ell^{\prime}$ is a purely inseparable extension, it follows that $\ell=\ell^{\prime}$. Next, assume that $K / k$ is separable. Let $x \in K \backslash k$ be such that $K / k(x)$ is a finite separable extension. Then $L$ is a finite separable extension of $\ell^{\prime}(x)$, and hence $\ell(x) / \ell^{\prime}(x)$ is a finite separable extension. Therefore $\ell / \ell^{\prime}$ is separable (Proposition 5.2.20). Again we obtain $\ell=\ell^{\prime}$.

Corollary 8.4.8. If either $K$ or $\ell^{\prime}$ is separably generated over $k$, then the field of constants of $K \ell^{\prime}$ is $\ell=\ell^{\prime}$.

Proof. Since a separably generated extension is separable (Theorem 8.2.8), the result follows by Corollary 8.4.7.

Remark 8.4.9. If $k$ is a perfect field (for example $k$ algebraically closed, of characteristic 0 , finite), then any function field $K / k$ is separable (Corollary 8.2.11). Thus for any extension $\ell$ of $k$, the field of constants of the constant extension $L=K \ell$ is $\ell$. Hence, Theorem 6.1.2 is a particular case of Corollary 8.4.7

Now we study the constant $\lambda_{L / K}$ introduced in Theorem 5.3.4, that is, if $L / K$ is any function field extension, there exists $\lambda_{L / K} \in \mathbb{Q}^{+}$such that $d_{K}(\mathfrak{A})=\lambda_{L / K} d_{L}(\mathfrak{A})$ for any divisor $\mathfrak{A} \in D_{K}$.

Theorem 8.4.10. Let $L=K \ell^{\prime}$ be a constant field extension. If the characteristic of $k$ is 0 , then $\lambda_{L / K}=1$, and if char $k=p>0$, then $\lambda_{L / K}=p^{t}$ for some $t \in \mathbb{N} \cup\{0\}$. Furthermore, if $\ell$ is the field of constants of $L, \lambda_{L / K}=1$ if and only if $K$ and $\ell$ are linearly disjoint over $k$.

Proof. Let $x \in K \backslash k$ and $\mathfrak{A}=\mathfrak{Z}_{x}$. By Theorem 3.2.7 we have

$$
\begin{equation*}
d_{K}(\mathfrak{A})=[K: k(x)] \quad \text { and } \quad d_{L}(\mathfrak{A})=[L: \ell(x)] . \tag{8.24}
\end{equation*}
$$

Hence $\lambda_{L / K}=1 \Longleftrightarrow d_{K}(\mathfrak{A})=d_{L}(\mathfrak{A}) \Longleftrightarrow[K: k(x)]=[L: \ell(x)]$.
Now $[K: k(x)]=[L: \ell(x)]$ if and only if $K$ and $\ell(x)$ are linearly disjoint over $k(x)$. Since the field of constants of $\ell(x)=k(x) \ell$ is $\ell$, it follows that $k(x)$ and $\ell$ are linearly disjoint over $k$ (see the proof of Theorem 8.4.4). Therefore $\lambda_{L / K}=1$ if and only if $K$ and $\ell$ are linearly disjoint over $k$.


If char $k=0$, then $K / k$ is separable, and by Corollary 8.4.7, $K$ and $\ell$ are linearly disjoint and $\lambda_{L / K}=1$. Let char $k=p>0$ and let $K_{0}$ be the separable closure of $k(x)$ in $K$. Set $L_{0}=K_{0} \ell^{\prime}$. Since $K_{0} / k$ is separable, it follows that $K_{0}$ and $\ell^{\prime}$ are linearly disjoint over $k$. Thus $\left[K_{0}: k(x)\right]=\left[L_{0}: \ell^{\prime}(x)\right]$.


Also, $K / K_{0}$ is a purely inseparable extension, say of degree $p^{s}$ with $s \geq 0$. Hence $L / L_{0}$ is a purely inseparable extension, say of degree $p^{s_{0}}$ with $s_{0} \leq s$. We have

$$
\begin{aligned}
\lambda_{L / K} & =\frac{[K: k(x)]}{[L: \ell(x)]}=\frac{[K: k(x)]\left[\ell(x): \ell^{\prime}(x)\right]}{\left[L: \ell^{\prime}(x)\right]} \\
& =\frac{\left[K: K_{0}\right]\left[K_{0}: k(x)\right]}{\left[L: L_{0}\right]\left[L_{0}: \ell^{\prime}(x)\right]}\left[\ell: \ell^{\prime}\right]=p^{s-s_{0}}\left[\ell: \ell^{\prime}\right] .
\end{aligned}
$$

Since $\ell / \ell^{\prime}$ is a finite purely inseparable extension, then $\lambda_{L / K}=p^{t}$ for some $t \geq 0$.

Assume that $k$ is a finite field, $K / k$ a function field, and $L=K \ell$ a constant extension. If $\mathfrak{P}$ is a place of $L$ and $\mathfrak{p}$ its restriction to $K$, then the residue fields satisfy $k(\mathfrak{p}) \ell=\ell(\mathfrak{P})$ (Theorem 6.1.4). We study this property for arbitrary constant extensions.

Theorem 8.4.11. Let $K / k$ be a function field and let $L=K \ell$ be an extension of constants. Let $\mathfrak{P}$ be a prime divisor of Llying over the prime divisor $\mathfrak{p}$ of $K$. If $\ell$ is a separably generated extension of $k$, then the residue fields satisfy

$$
\ell(\mathfrak{P})=k(\mathfrak{p}) \ell .
$$

Proof. By Proposition 8.2.16 and Corollary 8.4.7, $L$ is a separably generated extension of $K$. First we assume that $\ell$ is purely transcendental over $k$. Since $k(\mathfrak{p})$ is an algebraic extension of $k$, then $k(\mathfrak{p})$ and $\ell$ are linearly disjoint over $k$ (Corollary 8.1.13). For any $y \in \vartheta_{\mathfrak{P}}$, put $\bar{y}=y \bmod \mathfrak{P} \in \ell(\mathfrak{P})=\vartheta_{\mathfrak{P}} / \mathfrak{P}$.

Let $y \in \vartheta_{\mathfrak{P}} \subseteq L, y \neq 0$. Then $y$ can be written in the form

$$
\begin{equation*}
y=\frac{\sum_{i=1}^{n} a_{i} b_{i}}{\sum_{j=1}^{m} a_{j}^{\prime} b_{j}^{\prime}} \quad \text { for some } \quad a_{i}, a_{j}^{\prime} \in K \quad \text { and } \quad b_{i}, b_{j}^{\prime} \in \ell \tag{8.25}
\end{equation*}
$$

where $\left\{b_{i}\right\}_{i=1}^{n}$ and $\left\{b_{j}^{\prime}\right\}_{j=1}^{m}$ are chosen to be linearly independent over $k$.
Let $\alpha, \beta \in K$ be such that

$$
\begin{equation*}
v_{\mathfrak{p}}(\alpha)=-\min _{1 \leq i \leq n} v_{\mathfrak{p}}\left(a_{i}\right) \quad \text { and } \quad v_{\mathfrak{p}}(\beta)=-\min _{1 \leq j \leq m} v_{\mathfrak{p}}\left(a_{j}^{\prime}\right) \tag{8.26}
\end{equation*}
$$

We have $v_{\mathfrak{p}}\left(\alpha a_{i}\right)=v_{\mathfrak{p}}(\alpha)+v_{\mathfrak{p}}\left(a_{i}\right) \geq v_{\mathfrak{p}}(\alpha)+\min _{1 \leq i \leq n} v_{\mathfrak{p}}\left(a_{i}\right)=0$, so $\alpha a_{i} \in \vartheta_{\mathfrak{p}}$.
Similarly, $v_{\mathfrak{p}}\left(\beta a_{j}^{\prime}\right) \geq 0$ for $1 \leq j \leq m$. Also, there exist indices $i_{0}, j_{0}$ such that $1 \leq i_{0} \leq n$ and $1 \leq j_{0} \leq m, v_{\mathfrak{p}}\left(\alpha a_{i_{0}}\right)=0$, and $v_{\mathfrak{p}}\left(\beta a_{j_{0}}^{\prime}\right)=0$. Thus $\overline{\alpha a_{i_{0}}} \neq 0$ and $\overline{\beta a_{j_{0}}^{\prime}} \neq 0$ in $k(\mathfrak{p})$.

It follows that $\sum_{i=1}^{n} \alpha a_{i} b_{i} \in \vartheta_{\mathfrak{P}}$ and $\sum_{j=1}^{m} \beta a_{j}^{\prime} b_{j}^{\prime} \in \vartheta_{\mathfrak{P}}$.
We also have $\overline{\sum_{i=1}^{n} \alpha a_{i} b_{i}}=\sum_{i=1}^{n} \overline{\left(\alpha a_{i}\right)} b_{i} \neq 0$ and $\overline{\sum_{j=1}^{m} \beta a_{j}^{\prime} b_{j}^{\prime}}=$ $\sum_{j=1}^{m} \overline{\left(\beta a_{j}^{\prime}\right)} b_{j}^{\prime} \neq 0$ since $\left\{b_{i}\right\}_{i=1}^{n}$ and $\left\{b_{j}^{\prime}\right\}_{j=1}^{m}$ are linearly independent over $k$, $\overline{\beta a_{j_{0}}^{\prime}} \neq 0$, and $\ell$ and $k(\mathfrak{p})$ are linearly disjoint. In particular,

$$
v_{\mathfrak{P}}\left(\sum_{i=1}^{n} \alpha a_{i} \beta_{i}\right)=0 \quad \text { and } \quad v_{\mathfrak{P}}\left(\sum_{j=1}^{m} \beta a_{j}^{\prime} b_{j}^{\prime}\right)=0 .
$$

Now

$$
\begin{aligned}
v_{\mathfrak{P}}\left(\frac{\alpha}{\beta} y\right) & =v_{\mathfrak{P}}(\alpha)+v_{\mathfrak{P}}\left(\sum_{i=1}^{n} a_{i} b_{i}\right)-v_{\mathfrak{P}}\left(\sum_{j=1}^{m} \beta a_{j}^{\prime} b_{j}^{\prime}\right) \\
& =v_{\mathfrak{P}}(\alpha)+v_{\mathfrak{P}}\left(\sum_{i=1}^{n} a_{i} b_{i}\right) \geq v_{\mathfrak{P}}(\alpha)+\min _{1 \leq i \leq n}\left\{v_{\mathfrak{P}}\left(a_{i}\right)+v_{\mathfrak{P}}\left(b_{i}\right)\right\} \\
& =v_{\mathfrak{P}}(\alpha)+\min _{1 \leq i \leq n}\left\{v_{\mathfrak{P}}\left(a_{i}\right)+0\right\}=0 .
\end{aligned}
$$

Hence $\frac{\alpha}{\beta} y \in \vartheta_{\mathfrak{P}}$,

$$
\overline{\left(\frac{\alpha}{\beta} y\right)}=\frac{\sum_{i=1}^{n} \overline{\left(\alpha a_{i}\right)} b_{i}}{\sum_{j=1}^{m} \overline{\left(\beta a_{j}^{\prime}\right) b_{j}^{\prime}},}
$$

and $\sum_{i=1}^{n} \overline{\left(\alpha a_{i}\right)} b_{i} \neq 0, \sum_{j=1}^{m} \overline{\left(\beta a_{j}^{\prime}\right)} b_{j}^{\prime} \neq 0$. Therefore $\bar{\beta} y \neq 0$ in $k(\mathfrak{p}) \ell$.
Since $y \in \vartheta_{\mathfrak{P}}$, we have $\frac{\beta}{\alpha} \in \vartheta_{\mathfrak{p}}$ and $\bar{y}=\overline{\left(\frac{\beta}{\alpha}\right)\left(\frac{\alpha y}{\beta}\right)} \in k(\mathfrak{p}) \ell$.
This shows that $\ell(\mathfrak{P}) \subseteq k(\mathfrak{p}) \ell \subseteq \ell(\mathfrak{P})$ or $\ell(\mathfrak{P})=k(\mathfrak{p}) \ell$ when $\ell$ is a purely transcendental extension of $k$.

Now assume that $\ell$ is separably algebraic over $k$. Any element $\alpha \in \ell(\mathfrak{P})=\vartheta_{\mathfrak{P}} / \mathfrak{P}$ is the image $\alpha=\bar{y}$ of an element $y \in K \ell^{\prime}$, where $\ell^{\prime}$ a finite extension of $k$. Therefore, if we prove the theorem for finite separable extensions, it will follow that $\alpha \in k(\mathfrak{p}) \ell^{\prime} \subseteq$ $k(\mathfrak{p}) \ell$ and thus $\ell(\mathfrak{P}) \subseteq k(\mathfrak{p}) \ell$, so the theorem will be established for any algebraic separable extension of $k$.

Suppose that $\ell$ is a finite separable extension of $k$. Then $\ell$ is a simple extension of $k: \ell=k(\alpha)$ satisfying $[\ell: k]=n$. Let $\mathfrak{P}=\mathfrak{P}_{1, \ldots,}, \mathfrak{P}_{h}$ be all prime divisors of $L$ lying over $\mathfrak{p}$. Let $L^{\prime}$ be the Galois closure of $L / K$ and let $\mathfrak{B}$ be a prime divisor of $L^{\prime}$ lying over $\mathfrak{P}$. For any $\sigma \in \operatorname{Gal}\left(L^{\prime} / K\right)$, we have $\left.\sigma \mathfrak{B}\right|_{L}=\mathfrak{P}_{j}$ for some $j$.

Pick $\bar{y} \in \ell(\mathfrak{P})$. By the approximation theorem (Theorem 2.5.3) there exists an element $\xi \in L$ such that

$$
v_{\mathfrak{P}}(\xi-y)>0 \quad \text { and } \quad v_{\mathfrak{P} j}(\xi) \geq 0 \quad \text { for } \quad 2 \leq j \leq h .
$$

In particular, $\bar{\xi}=\bar{y}$. By Theorems 5.3.4, 8.4.4, and 8.4.10 and Corollary 8.4.8, we have $\xi \in L=K \ell=K k(\alpha)=K(\alpha)$ and $\lambda_{L / K}=\frac{[\ell:: k]}{[L: K]}=1$.

Thus

$$
[K(\alpha): K]=[L: K]=[\ell: k]=[k(\alpha): k] .
$$

It follows that $\xi$ can be written uniquely in the form

$$
\begin{equation*}
\xi=a_{0}+a_{1} \alpha+\cdots+a_{n-1} \alpha^{n-1} \quad \text { with } \quad a_{i} \in K, i=0, \ldots, n-1 . \tag{8.27}
\end{equation*}
$$

Taking a conjugate for $\xi$ in (8.27), we have

$$
\begin{equation*}
\xi^{(i)}=a_{0}+a_{1} \alpha^{(i)}+\cdots+a_{n-1}\left(\alpha^{(i)}\right)^{n-1} \quad \text { for } \quad 1 \leq i \leq n \tag{8.28}
\end{equation*}
$$

Since $\alpha$ is separable of degree $n$ over $K$, the Vandermonde determinant

$$
\operatorname{det}\left[\begin{array}{cccc}
1 & \alpha^{(1)} & \cdots & \left(\alpha^{(1)}\right)^{n-1} \\
\vdots & \vdots & \vdots \\
1 & \alpha^{(n)} & \cdots & \left(\alpha^{(n)}\right)^{n-1}
\end{array}\right]=\prod_{i>j}\left(\alpha^{(i)}-\alpha^{(j)}\right)
$$

is nonzero, so (8.28) has a unique solution $\left(a_{0}, \ldots, a_{n-1}\right)$ in $K^{n}$, where for $t=$ $0, \ldots, n-1$,

Now

$$
\begin{equation*}
v_{\mathfrak{B}}\left(\xi^{(i)}\right)=v_{\sigma^{-1}} \mathfrak{B}(\xi)=e_{L^{\prime} / L}\left(\sigma^{-1} \mathfrak{B}^{\mid} \mid \mathfrak{P}_{j}\right) v_{\mathfrak{P}_{j}}(\xi) \geq 0 \tag{8.29}
\end{equation*}
$$

where $\sigma \in \operatorname{Gal}\left(L^{\prime} / L\right)$ is such that $\sigma \xi=\xi^{(i)}$ and $\mathfrak{P}_{j}=\left.\sigma^{-1} \mathfrak{B}\right|_{L}$.
From (8.29) we obtain that

$$
v_{\mathfrak{B}}\left(a_{t}\right) \geq 0, \quad v_{\mathfrak{P}}\left(a_{t}\right) \geq 0, \quad \text { and } \quad v_{\mathfrak{p}}\left(a_{t}\right) \geq 0
$$

Thus $a_{k} \in \vartheta_{\mathfrak{p}}$ and

$$
\bar{y}=\bar{\xi}=\bar{a}_{0}+\bar{a}_{1} \alpha+\cdots+\overline{a_{n-1}} \alpha^{n-1} \in k(\mathfrak{p}) \ell
$$

It follows that $\ell(\mathfrak{P})=k(\mathfrak{p}) \ell$ when $\ell$ is separably algebraic over $k$.
The general case follows immediately since $\ell / k$ is separably generated.
In the process of proving Theorem 8.4.11, we have obtained the following:
Proposition 8.4.12. Let $K / k$ be a function field and $\ell$ a purely transcendental extension of $k$. Let $L=K \ell, \mathfrak{P}$ a prime divisor of $L$, and $\mathfrak{p}=\left.\mathfrak{P}\right|_{K}$. Let $\left\{b_{1}, \ldots, b_{n}\right\} \subseteq \ell$ be a system that is linearly independent over $k$. Then for $a_{1}, \ldots, a_{n} \in K$, we have

$$
\begin{equation*}
v_{\mathfrak{P}}\left(\sum_{i=1}^{n} a_{i} b_{i}\right)=\min _{1 \leq i \leq n} v_{\mathfrak{p}}\left(a_{i}\right) \tag{8.30}
\end{equation*}
$$

Proof. Let $a_{1}, \ldots, a_{n} \in K$ with $a_{i} \neq 0$ for some index $i$ and set $\alpha=-\min _{1 \leq i \leq n} v_{\mathfrak{p}}\left(a_{i}\right)$. Then as in the proof of Theorem 8.4.11, we have $v_{\mathfrak{p}}\left(\alpha a_{i}\right) \geq 0$ and there exists an index $i_{0}$ such that $1 \leq i_{0} \leq n$ and $v_{\mathfrak{p}}\left(\alpha a_{i_{0}}\right)=0$ and $\overline{\alpha a_{i_{0}}} \neq 0$ in $k(\mathfrak{p})$.

It follows that $\overline{\sum_{i=1}^{n} \alpha a_{i} b_{i}}=\sum_{i=1}^{n} \overline{\left(\alpha a_{i}\right)} b_{i}$, and hence $v_{\mathfrak{P}}\left(\sum_{i=1}^{n} \alpha a_{i} b_{i}\right) \geq 0$. Now $\ell$ and $k(\mathfrak{p})$ are linearly disjoint over $k,\left\{b_{1}, \ldots, b_{n}\right\} \subseteq \ell$ is linearly independent over $k$, and hence $\left\{b_{1}, \ldots, b_{n}\right\}$ is linearly independent over $k(\mathfrak{p})$ and $\overline{\alpha a_{i_{0}}} \neq 0$, so $\sum_{i=1}^{n} \overline{\left(\alpha a_{i}\right)} b_{i} \neq 0$. Therefore

$$
\begin{aligned}
v_{\mathfrak{P}}(\alpha)+v_{\mathfrak{P}}\left(\sum_{i=1}^{n} a_{i} b_{i}\right) & =v_{\mathfrak{P}}\left(\sum_{i=1}^{n} \alpha a_{i} b_{i}\right)=0=\min _{1 \leq i \leq n} v_{\mathfrak{P}}\left(\alpha a_{i}\right) \\
& =v_{\mathfrak{P}}(\alpha)+\min _{1 \leq i \leq n} v_{\mathfrak{P}}\left(a_{i}\right)
\end{aligned}
$$

We also have the following result:
Proposition 8.4.13. With the hypotheses of Proposition 8.4.12, for each prime divisor $\mathfrak{p}$ there exists a unique prime divisor $\mathfrak{P}$ in Llying over $\mathfrak{p}$.

Proof. Since $\ell(\mathfrak{P}) / \ell$ and $k(\mathfrak{p}) / k$ are finite extensions, it follows that $\ell(\mathfrak{P})$ is a purely transcendental extension of $k(\mathfrak{p})$ and any transcendence base of $\ell$ over $k$ is also a transcendence base of $\ell(\mathfrak{P})$ over $k(\mathfrak{p})$. Also, $\ell$ and $k(\mathfrak{p})$ are linearly disjoint and the structure of $\ell(\mathfrak{P})$ is uniquely determined; namely, for any transcendence basis $\left\{\alpha_{i}\right\}_{i \in I}$ of $\ell$ over $k$ and basis $\left\{\beta_{j}\right\}_{j=1}^{m}$ of $k(\mathfrak{p})$ over $k$, we have $\ell(\mathfrak{P})=k\left(\left\{\alpha_{i}\right\}_{i \in I}\right)\left(\left\{\beta_{j}\right\}_{j=1}^{m}\right)$.

Given any two prime divisors $\mathfrak{P}, \mathfrak{P}^{\prime}$ of $L$ lying over $\mathfrak{p}$ and using the notation of the proof of Theorem 8.4.11, we have $\bar{Y}=\overline{\left(\frac{\beta}{\alpha}\right)\left(\frac{\alpha Y}{\beta}\right)}$ for any $Y \in \vartheta_{\mathfrak{P}}$, where $\alpha, \beta \in K$, $\frac{\beta}{\alpha} \in \vartheta_{\mathfrak{p}}=K \cap \vartheta_{\mathfrak{P}}=K \cap \vartheta_{\mathfrak{P}}$, and the definition of $\bar{Y}$ depends only on $K$, $\mathfrak{p}$, and $\ell$ and not on $\mathfrak{P}$ and $\mathfrak{P}^{\prime}$. It follows that $\vartheta_{\mathfrak{P}}=\vartheta_{\mathfrak{P}}$ and hence $\mathfrak{P}=\mathfrak{P}^{\prime}$.

### 8.5 Genus Change in Constant Extensions

The genus of a geometric extension $L / K$ has been studied in previous chapters, for example in Section 4.3. In Chapter 9 we will examine the general case of the genus of a separable extension $L$ of $K$ (Theorem 9.4.2).

In this section we consider the case of a constant extension $L=K \ell^{\prime}$ of $K$, where $\ell \supseteq \ell^{\prime}$ is the field of constants of $L$.

Proposition 8.5.1. If $\lambda_{L / K}=1$, that is, $K$ and $\ell$ are linearly disjoint over $k$, then $g_{L} \leq g_{K}$. For any divisor $\mathfrak{q} \in D_{K}$, any basis of $L_{K}(\mathfrak{q})$ is a subset of a basis of $L_{L}(\mathfrak{q})$. In particular, $\ell_{K}(\mathfrak{q}) \leq \ell_{L}(\mathfrak{q})$.

Proof. We have $L_{K}(\mathfrak{q}) \subseteq L_{L}(\mathfrak{q})$. If $\alpha_{1}, \ldots, \alpha_{n} \in L_{K}(\mathfrak{q})$ are linearly independent (over $k$ ), then $\alpha_{1}, \ldots, \alpha_{n}$ are linearly independent over $\ell$ since $K$ and $\ell$ are linearly disjoint. Hence $\ell_{K}(\mathfrak{q}) \leq \ell_{L}(\mathfrak{q})$.

Now choose $\mathfrak{q} \in D_{K}$ such that $d_{K}(\mathfrak{q})>2 g_{K}-2$ and $d_{L}(\mathfrak{q})>2 g_{L}-2$. By Corollary 3.5.6 we have

$$
\ell_{K}\left(\mathfrak{q}^{-1}\right)=d_{K}(\mathfrak{q})-g_{K}+1
$$

and

$$
\begin{equation*}
\ell_{L}\left(\mathfrak{q}^{-1}\right)=d_{L}(\mathfrak{q})-g_{L}+1 \tag{8.31}
\end{equation*}
$$

Since $\lambda_{L / K}=1$, it follows that $d_{K}(\mathfrak{q})=d_{L}(\mathfrak{q})$. Also, $\ell_{K}\left(\mathfrak{q}^{-1}\right) \leq \ell_{L}\left(\mathfrak{q}^{-1}\right)$. From (8.31) we obtain

$$
-g_{K}+1 \leq-g_{L}+1
$$

Theorem 8.5.2. If $\ell^{\prime}$ is separably generated over $k$, then $g_{L}=g_{K}$ and any basis of $L_{K}(\mathfrak{q})$ is also a basis of $L_{L}(\mathfrak{q})$ for any $\mathfrak{q} \in D_{K}$. Hence $\ell_{K}(\mathfrak{q})=\ell_{L}(\mathfrak{q})$.

Proof. Suppose the result has been proved for $\ell^{\prime}=k(y)$ with $y$ transcendental and for $\ell^{\prime}=k(\alpha)$, where $\alpha$ is a separable algebraic element. For $\ell^{\prime}$ separably generated over $k$, let $z \in L_{L}(\mathfrak{q})$. Then $z$ belongs to a field $L_{0}=K \ell_{0}$, where $\ell_{0}$ is a finitely separably generated extension of $k$, so $z \in L_{L_{0}}(\mathfrak{q})$. By induction on the transcendence degree of $\ell_{0}$ over $k$, and using the finite separable case, we obtain $L_{L_{0}}(\mathfrak{q})=L_{K}(\mathfrak{q}) \ell_{0}$. It follows that $L_{L}(\mathfrak{q})=L_{K}(\mathfrak{q}) \ell$ and $\ell_{L}(\mathfrak{q})=\ell_{K}(\mathfrak{q})$. The proof of the equality $g_{K}=g_{L}$ proceeds along the same lines as that of Proposition 8.5.1.

Therefore we assume first that $\ell^{\prime}=k(y)$ with $y$ transcendental over $k$. Let $\xi \in$ $L_{L}(\mathfrak{q})$. Then $\xi$ can be written uniquely as

$$
\begin{equation*}
\xi=\frac{f(y)}{g(y)}=\frac{\sum_{i=0}^{n} a_{i} y^{i}}{\sum_{j=0}^{m} b_{j} y^{j}} \tag{8.32}
\end{equation*}
$$

with $f(y), g(y) \in k[y],(f, g)=1$, and $b_{m}=1$.
Let $\mathfrak{P}$ be a prime divisor of $L$ lying over an arbitrary prime divisor of $K$. Using Proposition 8.4.12 we obtain

$$
\begin{equation*}
v_{\mathfrak{P}}(g(y))=v_{\mathfrak{P}}\left(\sum_{j=0}^{m} b_{j} y^{j}\right)=\min _{0 \leq j \leq m}\left\{v_{\mathfrak{P}}\left(b_{j}\right)\right\}=\min _{0 \leq j \leq m-1}\left\{0, v_{\mathfrak{P}}\left(b_{j}\right)\right\} \leq 0 . \tag{8.33}
\end{equation*}
$$

Statement (8.33) implies that $v_{\mathfrak{P}}\left(\mathfrak{Z}_{(g(y))}\right)=0$ for any place of $L$ that is not variable over $K$; thus the only possible prime divisors that occur in the zero divisor of $g(y)$ are those that are variable over $K$.

Now $\xi \in L_{L}(\mathfrak{q})$, so

$$
(\xi)_{L} \mathfrak{q}^{-1}=\frac{\mathfrak{Z}_{(f(y))} \mathfrak{N}_{(g(y))}}{\mathfrak{N}_{(f(y))} \mathfrak{Z}_{(g(y))} \mathfrak{q}}
$$

is an integral divisor in $L$. Since $\left(\mathfrak{Z}_{(g(y))}, \mathfrak{N}_{(g(y))}\right)=1$, any prime divisor dividing $\mathfrak{Z}_{(g(y))}$ must divide $\mathfrak{Z}_{(f(y))}$. Moreover, $f$ and $g$ are relatively prime, so

$$
\begin{equation*}
\alpha(y) f(y)+\beta(y) g(y)=1 \tag{8.34}
\end{equation*}
$$

for some $\alpha(y), \beta(y) \in k[y]$.
If $\mathfrak{Q}$ is any prime divisor of $L$ that is variable over $K$, then if $\alpha(y)=\sum_{\ell=0}^{s} c_{\ell} y^{\ell}$, then $v_{\mathfrak{Q}}\left(c_{\ell}\right)=0$ for $c_{\ell} \neq 0$ and $v_{\mathfrak{Q}}(y)=0$. Therefore

$$
\begin{equation*}
v_{\mathfrak{Q}}(\alpha(y)) \geq \min _{0 \leq \ell \leq s} v_{\mathfrak{Q}}\left(c_{\ell} y^{\ell}\right)=\min _{0 \leq \ell \leq s}\left(v_{\mathfrak{Q}}\left(c_{\ell}\right)+\ell v_{\mathfrak{Q}}(y)\right)=0 \tag{8.35}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
v_{\mathfrak{Q}}(\beta(y)) \geq 0 . \tag{8.36}
\end{equation*}
$$

From (8.34), (8.35), and (8.36) we obtain

$$
\begin{aligned}
0 & =v_{\mathfrak{Q}}(1) \geq \min \left\{v_{\mathfrak{Q}}(\alpha(y))+v_{\mathfrak{Q}}(f(y)), v_{\mathfrak{Q}}(\beta(y))+v_{\mathfrak{Q}}(g(y))\right\} \\
& \geq \min \left\{v_{\mathfrak{Q}}(f(y)), v_{\mathfrak{Q}}(g(y))\right\} .
\end{aligned}
$$

It follows that $\mathfrak{Z}_{(f(y))}$ and $\mathfrak{Z}_{(g(y))}$ cannot have a common prime divisor. Thus $\mathfrak{Z}_{(g(y))}=\mathfrak{N}$ and $g(y)=1$.

Using (8.32) and Proposition 8.4.12 we obtain that for any prime divisor $\mathfrak{p}$ of $K$,

$$
\begin{equation*}
v_{\mathfrak{p}}(\xi)=v_{\mathfrak{p}}\left(f(y)=\min _{0 \leq i \leq n}\left\{v_{\mathfrak{p}}\left(a_{i}\right)\right\} \geq v_{\mathfrak{p}}(\mathfrak{q})\right. \tag{8.37}
\end{equation*}
$$

Thus $a_{i} \in L_{K}(\mathfrak{q})$. It follows that $L_{L}(\mathfrak{q})$ is the vector space generated over $\ell=\ell^{\prime}$ by $L_{L}(\mathfrak{q})$ or, equivalently, $L_{K}(\mathfrak{q}) \ell=L_{L}(\mathfrak{q})$.

Since $K$ and $\ell$ are linearly disjoint, we get $\ell_{K}(\mathfrak{q})=\ell_{L}(\mathfrak{q})$. This proves the theorem in the case $\ell^{\prime}=k(y)$, where $y$ is a transcendental element over $k$.

Now we consider the case $\ell^{\prime}=k(\alpha)$ where $\alpha$ is a finite separable element over $k$. Let $\xi \in L_{L}(\mathfrak{q})$. Then $\xi$ can be written uniquely in the form

$$
\begin{equation*}
\xi=c_{0}+c_{1} \alpha+\cdots+c_{n-1} \alpha^{n-1} \quad \text { where } \quad c_{i} \in K(i=0, \ldots, n-1) \tag{8.38}
\end{equation*}
$$

and $n=\operatorname{deg} \operatorname{Irr}(\alpha, x, k)=\operatorname{deg} \operatorname{Irr}(\alpha, x, K)$.
Let $L_{1}$ be the Galois closure of $L / K$. By changing each side in (8.38) into its conjugate, we obtain

$$
\begin{equation*}
\xi^{(i)}=c_{0}+c_{1} \alpha^{(i)}+\cdots+c_{n-1}\left(\alpha^{(i)}\right)^{n-1} \quad \text { for } \quad 1 \leq i \leq n \tag{8.39}
\end{equation*}
$$

Since $\alpha$ is a separable element, we have

$$
\Delta=\operatorname{det}\left[\begin{array}{cccc}
1 \alpha^{(1)} & \cdots & \left(\alpha^{(1)}\right)^{n-1} \\
\vdots & \vdots & & \\
1 \alpha^{(n)} & \cdots & \left(\alpha^{(n)}\right)^{n-1}
\end{array}\right]=\prod_{i>j}\left(\alpha^{(i)}-\alpha^{(j)}\right) \neq 0,
$$

where $\Delta \in \ell$.
Therefore there exists a unique solution to the system of linear equations (8.39), namely

$$
\begin{align*}
& a_{t}=\frac{\left|\begin{array}{cccccc}
1 \alpha^{(1)} & \cdots & \left(\alpha^{(1)}\right)^{t-1} & \xi^{(1)} & \left(\alpha^{(1)}\right)^{t+1} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \\
1 \alpha^{(n)} & \cdots & \left(\alpha^{(n)}\right)^{n-1} \\
)^{t-1} & \xi^{(n)} & \left(\alpha^{(n)}\right)^{t+1} & \cdots & \vdots \\
\Delta & \left(\alpha^{(n)}\right)^{n-1}
\end{array}\right|}{\Delta} \\
& =\frac{b_{t}}{\Delta} \quad \text { for } \quad 0 \leq t \leq n-1 . \tag{8.40}
\end{align*}
$$

Each $b_{t}$ is a linear combination of $\xi^{(i)}$ with coefficients in $\ell^{\prime}=\ell$. Since $\mathfrak{q} \in D_{K}$ and $\xi \in L_{L_{1}}(\mathfrak{q})$, it follows that $\xi^{(i)}=\xi^{\sigma} \in L_{L_{1}}\left(\mathfrak{q}^{\sigma}\right)=L_{L_{1}}(\mathfrak{q})$ for some $\sigma: L \rightarrow L_{1}$ whose restriction to $K$ is the identity. Thus $a_{t} \in L_{L_{1}}(\mathfrak{q}) \cap K$ and $a_{t} \in L_{K}(\mathfrak{q})$.

Therefore $L_{L}(\mathfrak{q})=L_{K}(\mathfrak{q}) \ell$ and the equality $\ell_{L}(\mathfrak{q})=\ell_{K}(\mathfrak{q})$ follows from the linear disjointness of $K$ and $\ell$ over $k$.

In Proposition 8.5 .1 we obtained $g_{L} \leq g_{K}$ when $\lambda_{L / K}=1$. This inequality is true for any constant extension. Actually, the following general result holds:

Theorem 8.5.3. For any constant field extension of function fields $L$ of $K$, we have

$$
\lambda_{L / K} g_{L} \leq g_{K}
$$

In particular, $g_{L} \leq g_{K}$.
Proof. Let $L=K \ell^{\prime}$ and let $\mathcal{A}$ be a transcendence base of $\ell^{\prime} / k$. Set $\ell_{0}=k(\mathcal{A})$ and $L_{0}=K \ell_{0}$. By Corollary 8.4.8 and Theorem 8.4.10, we have proved $\lambda_{L_{0} / K}=$ 1. Hence $g_{L_{0}} \leq g_{K}$ (Proposition 8.5.1). Since $\lambda_{L / K}=\lambda_{L / L_{0}} \lambda_{L_{0} / K}$, if we prove $\lambda_{L / L_{0}} g_{L} \leq g_{L_{0}}$, it will follow that

$$
\lambda_{L / K} g_{L}=\lambda_{L / L_{0}} g_{L} \leq g_{L_{0}}=\lambda_{L_{0} / K} g_{L_{0}} \leq g_{K}
$$

Therefore we may assume that $\ell^{\prime} / k$ is an algebraic extension. First consider the case that $\ell^{\prime}$ is a finite extension of $k$. Then $[L: K]=m \leq n=\left[\ell^{\prime}: k\right]$. We can take a subset $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ of a basis $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ of $\ell^{\prime}$ over $k$ that is a basis
 of $L$ over $K$. Let $\mathfrak{X}_{K}^{\prime}$ be the vector subspace over $k$ of the repartitions of $K$ such that if $\xi \in \mathfrak{X}_{K}^{\prime}$ and $\mathfrak{p} \in \mathbb{P}_{K}$, then $\xi(\mathfrak{p}) \in K \subseteq K_{\mathfrak{p}}$. Similarly, define $\mathfrak{X}_{L}^{\prime}$ over $\ell$.

Let $\varphi: \prod_{i=1}^{m} \mathfrak{X}_{K}^{\prime} \rightarrow \mathfrak{X}_{L}^{\prime}$ be defined by

$$
\varphi\left(\xi_{1}, \ldots, \xi_{m}\right)=\theta
$$

where for any place $\mathfrak{P}$ of $L$,

$$
\theta(\mathfrak{P})=\sum_{i=1}^{m} \xi_{i}(\mathfrak{p}) \alpha_{i} \in L \subseteq L_{\mathfrak{P}}
$$

and $\left.\mathfrak{P}\right|_{K}=\mathfrak{p}$ is the prime divisor in $K$.
Then $\theta$ belongs to $\mathfrak{X}_{L}$ because $\xi_{i}(\mathfrak{p}) \in \vartheta_{\mathfrak{p}}$ for almost all $\mathfrak{p} \in \mathbb{P}_{K}$. Furthermore, since $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ is a basis of $L / K$ it follows that $\varphi$ is a $k$-monomorphism.

Let $\mathfrak{X}_{L}^{0}=\varphi\left(\prod_{i=1}^{m} \mathfrak{X}_{K}^{\prime}\right) \subseteq \mathfrak{X}_{L}^{\prime}$. Then $\mathfrak{X}_{L}^{0}$ is a vector subspace of $\mathfrak{X}_{L}^{\prime}$ (over $k$ ).
If $X_{1}, \ldots, X_{m} \in K$ and the $\xi_{X_{i}}=\left(X_{i}\right)_{\mathfrak{p} \in \mathbb{P}_{K}}$ are the principal repartitions, then $\varphi\left(\xi_{X_{1}}, \ldots, \xi_{X_{m}}\right)=\xi_{y}$ whenever $y=\sum_{i=1}^{m} \alpha_{i} X_{i} \in L$.

It follows that $L \subseteq \mathfrak{X}_{L}^{0}$. Let $\mathfrak{q}$ be any divisor of $K$. Then if $\mathfrak{X}_{L}^{\prime}(\mathfrak{q}):=\mathfrak{X}_{L}(\mathfrak{q}) \cap \mathfrak{X}_{L}^{\prime}$, we have

$$
\begin{equation*}
\mathfrak{X}_{L}^{0}+\mathfrak{X}_{L}^{\prime}(\mathfrak{q}) \subseteq \mathfrak{X}_{L}^{\prime} \tag{8.41}
\end{equation*}
$$

Let $\theta \in \mathfrak{X}_{L}^{\prime}$ and $\mathfrak{p} \in \mathbb{P}_{K}$. Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{h}$ be the prime divisors of $L$ lying over $\mathfrak{p}$. By the approximation theorem (Theorem 2.5.3), there exists $y_{\mathfrak{p}} \in L$ such that

$$
\begin{equation*}
v_{\mathfrak{P}_{i}}\left(y_{\mathfrak{p}}-\theta\left(\mathfrak{P}_{i}\right)\right) \geq v_{\mathfrak{P}_{i}}(\mathfrak{q}) \quad \text { for } \quad 1 \leq i \leq h . \tag{8.42}
\end{equation*}
$$

Let $\delta \in \mathfrak{X}_{L}^{\prime}$ be defined by

$$
\delta(\mathfrak{P})= \begin{cases}y_{\mathfrak{p}} & \text { if } \mathfrak{P} \mid \mathfrak{p} \text { and } v_{\mathfrak{P}}(\mathfrak{q}) \neq 0,  \tag{8.43}\\ y_{\mathfrak{p}} & \text { if } \mathfrak{P} \mid \mathfrak{p} \text { and } v_{\mathfrak{P}^{\prime}}\left(\theta\left(\mathfrak{P}^{\prime}\right)\right)<0 \text { for some } \mathfrak{P}^{\prime} \mid \mathfrak{p}, \\ 0 & \text { otherwise. }\end{cases}
$$

Let $\mathfrak{P} \in \mathbb{P}_{L}$ and $\mathfrak{p}=\left.\mathfrak{P}\right|_{K}$. If $v_{\mathfrak{P}}(\mathfrak{q}) \neq 0$ or $v_{\mathfrak{P}^{\prime}}\left(\vartheta\left(\mathfrak{P}^{\prime}\right)\right)<0$ for some $\mathfrak{P}^{\prime}$ dividing $\mathfrak{p}$, then $\delta(\mathfrak{P})=y_{\mathfrak{p}}$, so

$$
v_{\mathfrak{P}}(\theta-\delta)(\mathfrak{P})=v_{\mathfrak{P}}\left(\theta(\mathfrak{P})-y_{\mathfrak{p}}\right) \geq v_{\mathfrak{P}}(\mathfrak{q})
$$

Now if $v_{\mathfrak{P}}(\mathfrak{q})=0$ and $v_{\mathfrak{P}^{\prime}}\left(\theta\left(\mathfrak{P}^{\prime}\right)\right) \geq 0$ for every $\mathfrak{P}^{\prime} \mid \mathfrak{p}$, then

$$
v_{\mathfrak{P}}((\theta-\delta)(\mathfrak{P}))=v_{\mathfrak{P}}(\theta(\mathfrak{P})) \geq 0=v_{\mathfrak{P}}(\mathfrak{q}) .
$$

It follows that $\theta-\delta \in \mathfrak{X}_{L}^{\prime}(\mathfrak{q})$.
For any $\mathfrak{p} \in \mathbb{P}_{K}$, let $y_{\mathfrak{p}} \in L$ be defined as in (8.42).
Let $y_{\mathfrak{p}}=\sum_{i=1}^{m} \alpha_{i} X_{i \mathfrak{p}}, X_{i \mathfrak{p}} \in K$ and $\delta_{i}^{\prime} \in \mathfrak{X}_{K}^{\prime}$ be given by

$$
\delta_{i}^{\prime}(\mathfrak{p})= \begin{cases}X_{i \mathfrak{p}} & \text { if } v_{\mathfrak{p}}(\mathfrak{q}) \neq 0 \text { or } v_{\mathfrak{P}}(\mathfrak{q})<0 \text { for some } \mathfrak{P} \mid \mathfrak{p} \\ 0 & \text { otherwise }\end{cases}
$$

Then $\varphi\left(\delta_{1}^{\prime}, \ldots, \delta_{m}^{\prime}\right)(\mathfrak{P})=\sum_{i=1}^{m} \alpha_{i} \delta_{i}^{\prime}(\mathfrak{p})=\delta(\mathfrak{P})$. Thus $\delta \in \mathfrak{X}_{L}^{0}$, and $\theta=(\theta-\delta)+\delta \in$ $\mathfrak{X}_{L}^{\prime}(\mathfrak{q})+\mathfrak{X}_{L}^{0}$. It follows that

$$
\begin{equation*}
\mathfrak{X}_{L}^{\prime} \subseteq \mathfrak{X}_{L}^{0}+\mathfrak{X}_{L}^{\prime}(\mathfrak{q}) . \tag{8.44}
\end{equation*}
$$

Using (8.41) and (8.44) we obtain

$$
\begin{equation*}
\mathfrak{X}_{L}^{\prime}=\mathfrak{X}_{L}^{0}+\mathfrak{X}_{L}^{\prime}(\mathfrak{q}) . \tag{8.45}
\end{equation*}
$$

By Exercise 3.6.16 and Corollary 3.4.6 we have

$$
\begin{equation*}
\operatorname{dim}_{k} \frac{\mathfrak{X}_{K}^{\prime}}{\mathfrak{X}_{K}^{\prime}(\mathfrak{N})+K}=g_{K} \tag{8.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{dim}_{\ell} \frac{\mathfrak{X}_{L}^{\prime}}{\mathfrak{X}_{L}^{\prime}(\mathfrak{N})+K}=g_{L} . \tag{8.47}
\end{equation*}
$$

Using (8.46) we obtain

$$
m g_{K}=\operatorname{dim}_{k} \prod_{i=1}^{m}\left(\frac{\mathfrak{X}_{K}^{\prime}}{\mathfrak{X}_{K}^{\prime}(\mathfrak{N})+K}\right)=\operatorname{dim}_{k} \frac{\prod_{i=1}^{m} \mathfrak{X}_{K}^{\prime}}{\prod_{i=1}^{m}\left(\mathfrak{X}_{K}^{\prime}(\mathfrak{N})+K\right)} .
$$

Applying the $k$-monomorphism $\theta$, we get

$$
m g_{K}=\operatorname{dim}_{k} \frac{\mathfrak{X}_{L}^{0}}{\mathfrak{X}_{L}^{0}(\mathfrak{N})+L}
$$

where $\mathfrak{X}_{L}^{0}(\mathfrak{q}):=\varphi\left(\prod_{i=1}^{m} \mathfrak{X}_{K}^{\prime}(\mathfrak{q})\right) \subseteq \mathfrak{X}_{L}^{\prime}$ for any $\mathfrak{q} \in D_{K}$.
On the other hand, by (8.45),

$$
\begin{aligned}
n g_{L} & =n \operatorname{dim}_{\ell} \frac{\mathfrak{X}_{L}^{\prime}}{\mathfrak{X}_{L}^{\prime}(\mathfrak{N})+L}=\operatorname{dim}_{k} \frac{\mathfrak{X}_{L}^{\prime}}{\mathfrak{X}_{L}^{\prime}(\mathfrak{N})+L} \\
& =\operatorname{dim}_{k} \frac{\mathfrak{X}_{L}^{0}+\mathfrak{X}_{L}^{\prime}(\mathfrak{N})+L}{\mathfrak{X}_{L}^{\prime}(\mathfrak{N})+L}=\operatorname{dim}_{k} \frac{\mathfrak{X}_{L}^{0}}{\mathfrak{X}_{L}^{0} \cap\left(\mathfrak{X}_{L}^{\prime}(\mathfrak{N})+L\right)} .
\end{aligned}
$$

Now $\mathfrak{X}_{L}^{0}(\mathfrak{N})+L \subseteq \mathfrak{X}_{L}^{0} \cap\left(\mathfrak{X}_{K}^{\prime}(\mathfrak{N})+L\right)$, so

$$
\begin{aligned}
n g_{L} & =\operatorname{dim}_{k} \frac{\mathfrak{X}_{L}^{0}}{\mathfrak{X}_{L}^{0} \cap\left(\mathfrak{X}_{L}^{\prime}(\mathfrak{N})+L\right)} \\
& =\operatorname{dim}_{k} \frac{\mathfrak{X}_{L}^{0}}{\mathfrak{X}_{L}^{0}(\mathfrak{N})+L}-\operatorname{dim}_{k} \frac{\mathfrak{X}_{L}^{0} \cap\left(\mathfrak{X}_{L}^{\prime}(\mathfrak{N})+L\right)}{\mathfrak{X}_{L}^{0}(\mathfrak{N})+L} \\
& =m g_{K}-\operatorname{dim}_{k} \frac{\mathfrak{X}_{L}^{0} \cap\left(\mathfrak{X}_{L}^{\prime}(\mathfrak{N})+L\right)}{\mathfrak{X}_{L}^{0}(\mathfrak{N})+L} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
n g_{L} \leq m g_{K} \tag{8.48}
\end{equation*}
$$

By Theorem 5.3.4, we obtain

$$
\begin{equation*}
\lambda_{L / K}=\frac{[\ell: k]}{[L: K]}=\frac{n}{m} \tag{8.49}
\end{equation*}
$$

Therefore it follows from (8.48) and (8.49) that

$$
\lambda_{L / K} g_{L}=\frac{n}{m} g_{L} \leq g_{K}
$$

Next, consider $\ell^{\prime}$ to be an arbitrary algebraic extension of $k$. Let $x \in K \backslash k$ and set

$$
r:=d_{K}\left(\mathfrak{N}_{x}\right)=[K: k(x)] \quad \text { and } \quad s:=d_{L}\left(\mathfrak{N}_{x}\right)=[L: \ell(x)]
$$

Any basis $\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ of $K$ over $k(x)$ spans $L$ over $\ell(x)$. Thus we obtain $r-s$ relations

$$
\sum_{i=1}^{r} \alpha_{i} c_{i j}=0 \quad(j=1,2, \ldots, r-s)
$$

with coefficients $c_{i j} \in \ell(x)$ and such that the $r-s$ vectors $\left(c_{1 j}, \ldots, c_{n j}\right)$ are linearly independent over $\ell(x)$.

Notice that $c_{i j} \in \ell(x)$, so the coefficients of $c_{i j}$ belong to a finitely generated (and thus finite) extension $\ell_{0}^{\prime}$ of $k$, with $\ell_{0}^{\prime} \subseteq \ell$. Clearly, $L_{0}=L \ell_{0}^{\prime}$ is spanned by $\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ over $\ell_{0}^{\prime}(x)$ and $c_{i j} \in \ell_{0}^{\prime}(x)$. Therefore if $\ell_{0}$ is the field of constants of $L_{0}$, we obtain

$$
d_{L_{0}}\left(\mathfrak{N}_{x}\right)=\left[L_{0}: \ell_{0}(x)\right] \leq\left[L_{0}: \ell_{0}^{\prime}(x)\right] \leq s=d_{L}\left(\mathfrak{N}_{x}\right)
$$

It follows that

$$
1 \leq \lambda_{L / L_{0}}=\frac{d_{L_{0}}\left(\mathfrak{N}_{x}\right)}{d_{L}\left(\mathfrak{N}_{x}\right)} \leq 1
$$

and hence $\lambda_{L / L_{0}}=1$. Using the case of a finite extension and Proposition 8.5.1, we deduce that

$$
\lambda_{L / K} g_{L}=\lambda_{L_{0} / K} \lambda_{L / L_{0}} g_{L} \leq \lambda_{L_{0} / K} g_{L_{0}} \leq g_{K}
$$

Corollary 8.5.4. With the hypotheses of Theorem 8.5.3, if $\lambda_{L / K}>2$, then

$$
\lambda_{L / K} g_{L}<g_{K}
$$

Proof: Suppose $\lambda_{L / K} g_{L}=g_{K}$. Let $\omega$ be a nonzero differential of $K$.
We have

$$
d_{L}((\omega))=\frac{d_{K}((\omega))}{\lambda_{L / K}}=\frac{2 g_{K}-2}{\lambda_{L / K}}
$$

Thus $\lambda_{L / K} \mid 2 g_{K}-2$. Now $\lambda_{L / K} g_{L}=g_{K}$ implies that $\lambda_{L / K}$ divides $g_{K}$ and therefore $\lambda_{L / K}$ divides 2 .

Remark 8.5.5. If $\lambda_{L / K}=2$, it is possible to have

$$
\lambda_{L / K} g_{L}=2 g_{L}=g_{K}
$$

Example 8.5.6. Let $k$ be a field of characteristic 2 and let $\alpha_{0}, \alpha_{1}$ be elements of $k$ satisfying $\left[k\left(\alpha_{0}^{1 / 2}, \alpha_{1}^{1 / 2}\right): k\right]=4$ (see Example 5.2.31). Let $x$ be a transcendental element over $k$ and let $y$ be such that

$$
\begin{equation*}
y^{2}=\alpha_{0}+\alpha_{1} x^{2} \tag{8.50}
\end{equation*}
$$

By Example 5.2.31 (with $p=2$ ), if $K=k(x, y)$, then

$$
\begin{equation*}
[K: k(x)]=2=d\left(\mathfrak{N}_{x}\right) \tag{8.51}
\end{equation*}
$$

and the field of constants of $K$ is $k$.
If $\mathfrak{P}$ is any place of $K$ such that $v_{\mathfrak{P}}(y)<0$, we have

$$
\begin{aligned}
2 v_{\mathfrak{P}}(y) & =v_{\mathfrak{P}}\left(y^{2}\right)=v_{\mathfrak{P}}\left(\alpha_{0}+\alpha_{1} x^{2}\right) \\
& =\min \left\{v_{\mathfrak{P}}\left(\alpha_{0}\right), v_{\mathfrak{P}}\left(\alpha_{1}\right)+2 v_{\mathfrak{P}}(x)\right\}=2 v_{\mathfrak{P}}(x)
\end{aligned}
$$

Similarly, if $v_{\mathfrak{P}}(x)<0$ then $v_{\mathfrak{P}}(x)=v_{\mathfrak{P}}(y)$. It follows that $\mathfrak{N}_{y}=\mathfrak{N}_{x}$. Thus $1, x, x^{2}, \ldots, x^{n}, y, y x, \ldots, y x^{n-1} \in L\left(\mathfrak{N}_{x}^{-n}\right)$ and these elements are linearly independent. In particular,

$$
\begin{equation*}
\ell\left(\mathfrak{N}_{x}^{-n}\right) \geq 2 n+1 \tag{8.52}
\end{equation*}
$$

Using the Riemann-Roch theorem (Corollary 3.5.6), (8.51), and (8.52), we obtain for $n$ large enough

$$
2 n+1 \leq \ell\left(\mathfrak{N}_{x}^{-n}\right)=d\left(\mathfrak{N}_{x}^{n}\right)-g_{K}+1=2 n-g_{K}+1 .
$$

Hence $g_{K}=0$.
Now set $\ell^{\prime}=k\left(\alpha_{0}^{1 / 2}\right)$. We have $\left[\ell_{0}^{\prime}\left(\alpha_{1}^{1 / 2}\right): \ell_{0}^{\prime}\right]=2$. Put $L=K \ell^{\prime}$. Since $\lambda_{L / K} g_{L} \leq g_{K}=0$, it follows that $g_{L}=0$.

By Exercise 5.10.17, the constant field of $L$ is $\ell=k\left(\alpha_{0}^{1 / 2}, \alpha_{1}^{1 / 2}\right)$ and $L=$ $\ell^{\prime}(x, y)=k\left(\alpha_{0}^{1 / 2}, \alpha_{1}^{1 / 2}\right)(x, y)$.

Now $y^{2}=\alpha_{0}+\alpha_{1} x^{2}$, so $y=\alpha_{0}^{1 / 2}+\alpha_{1}^{1 / 2} x \in k\left(\alpha_{0}^{1 / 2}, \alpha_{1}^{1 / 2}\right)(x)$. Consequently $L=k\left(\alpha_{0}^{1 / 2}, \alpha_{1}^{1 / 2}\right)(x)=\ell(x)$ and $d_{L}\left(\mathfrak{N}_{x}\right)=1$. Therefore

$$
\lambda_{L / K}=\frac{d_{K}\left(\mathfrak{N}_{x}\right)}{d_{L}\left(\mathfrak{N}_{x}\right)}=\frac{2}{1}=2
$$

An interesting remark is that this example covers the general case:
Proposition 8.5.7. Let $L=K \ell^{\prime}$ be a constant extension such that $g_{L}=g_{K}$ and $\lambda_{L / K}>1$. Then $g_{L}=g_{K}=0, \lambda_{L / K}=2, K=k(x, y)$ with $y^{2}=\alpha+\beta x^{2}, \alpha, \beta \in k$ such that $\left[k\left(\alpha^{1 / 2}, \beta^{1 / 2}\right): k\right]=4$, and $\left[\ell^{\prime}\left(\alpha^{1 / 2}, \beta^{1 / 2}\right): \ell^{\prime}\right]<4$.

Proof. If $g_{L} \neq 0$, then $g_{L}<\lambda_{L / K} g_{L} \leq g_{K}=g_{L}$. Therefore $g_{K}=g_{L}=0$. By Corollary 8.5.4, we obtain $\lambda_{L / K}=2$.

Let $W$ be the canonical class of $K$. By Corollaries 3.5.5 and 3.5.6, we have

$$
d_{K}\left(W^{-1}\right)=2 \quad \text { and } \quad N_{K}\left(W^{-1}\right)=3
$$

Let $\mathfrak{q}$ be a integral divisor in $W^{-1}$ with $d_{K}(\mathfrak{q})=2$ and $\ell_{K}\left(\mathfrak{q}^{-1}\right)=3$. Let $\{1, x, y\}$ be a basis of $L_{K}\left(\mathfrak{q}^{-1}\right)$. Now $x \notin k$ and $x \in L_{K}\left(\mathfrak{q}^{-1}\right)$, so $\mathfrak{q}^{-1}$ divides $(x), \mathfrak{N}_{x}$ divides $\mathfrak{q}$ and $d_{L}(\mathfrak{q})=2$. It follows that $d_{K}\left(\mathfrak{N}_{x}\right)$ is 1 or 2 . If $d_{K}\left(\mathfrak{N}_{x}\right)=1$, then $K=k(x)$ (Theorem 3.2.7). Thus $L=K \ell^{\prime}=\ell^{\prime}(x)$ and $d_{L}\left(\mathfrak{N}_{x}\right)=1$. This is impossible because $\lambda_{L / K}=\frac{d_{K}\left(\mathfrak{N}_{x}\right)}{d_{L}\left(\mathfrak{N}_{x}\right)}>1$.

Therefore we have $d_{K}\left(\mathfrak{N}_{x}\right)=2, \mathfrak{N}_{x}=\mathfrak{q}$, and

$$
\begin{equation*}
[K: k(x)]=d_{K}\left(\mathfrak{N}_{x}\right)=2 \tag{8.53}
\end{equation*}
$$

Now consider $y$. If $y \in k(x)$, we have $y=\frac{f(x)}{g(x)}$ with $f(x), g(x) \in k[x]$ and $(f, g)=$ 1. It follows that

$$
(y)_{K}=\frac{\mathfrak{Z}_{(f)}}{\mathfrak{Z}_{(g)}} \mathfrak{N}_{x}^{\operatorname{deg} g-\operatorname{deg} f}
$$

Since $y \in L_{K}\left(\mathfrak{q}^{-1}\right)=L_{K}\left(\mathfrak{N}_{x}^{-1}\right),(y)_{K} \mathfrak{N}_{x}$ is an integral divisor and $(y)_{K}=$ $\frac{\mathfrak{B}}{\mathfrak{N}_{x}}$, where $\mathfrak{B}$ is an integral divisor. Therefore $\mathfrak{Z}_{(g)}=\mathfrak{N}, g(x)$ is constant, and $\operatorname{deg} f(x)=1$.

This is a contradiction to the fact that $1, x$, and $y$ are linearly independent over $k$. Therefore $y \notin k(x)$ and by (8.53) it follows that $K=k(x, y)$.

Now since $\lambda_{L / K} \neq 1$, using Theorem 8.4.10 and Corollary 8.4.7 we deduce that $y$ is purely inseparable over $k(x)$. Thus

$$
y^{2}=\frac{h(x)}{m(x)}
$$

with $h(x), m(x) \in k[x]$, and $(h(x), m(x))=1$. Therefore

$$
\left(y^{2}\right)_{K}=(y)_{K}^{2}=\frac{\mathfrak{Z}_{(h)}}{\mathfrak{Z}_{(m)}} \mathfrak{N}_{x}^{\operatorname{deg} m-\operatorname{deg} h}
$$

Since $(y)_{K} \mathfrak{N}_{x}$ is integral and $(y)_{K}^{2}=\frac{\mathfrak{B}^{2}}{\mathfrak{N}_{x}^{2}}$, it follows that $\mathfrak{Z}_{(m)}=\mathfrak{N}, m(x)$ is constant, and $\operatorname{deg} h(x)=2$ and $\mathfrak{Z}_{(h)}=\mathfrak{B}^{2}$. Thus

$$
h(x)=\alpha+\beta x^{2}=y^{2}
$$

Now $\left[k\left(\alpha^{1 / 2}, \beta^{1 / 2}\right): k\right]$ divides 4 , so $\left[k\left(\alpha^{1 / 2}, \beta^{1 / 2}\right): k\right]$ is 1,2 , or 4. Assume $\left[k\left(\alpha^{1 / 2}, \beta^{1 / 2}\right): k\right] \neq 4$. Then $1, \alpha^{1 / 2}, \beta^{1 / 2}$ cannot be linearly independent over $k$ and there exist $a, b, c \in k$, not all zero, such that

$$
a \alpha^{1 / 2}+b \beta^{1 / 2}=c
$$

Say $a \neq 0$. Then $\alpha^{1 / 2}=\frac{c-b \beta^{1 / 2}}{a}$. Since $y=\alpha^{1 / 2}+\beta^{1 / 2} x \in K$, it follows that

$$
y=\frac{c}{a}-\beta^{1 / 2}\left(\frac{b}{a}+x\right), \quad \beta^{1 / 2}=\frac{\frac{c}{a}-y}{\frac{b}{a}+x} \in K, \quad \text { and } \quad \alpha^{1 / 2}=\frac{c}{a}-\frac{b}{a} \beta^{1 / 2} \in K
$$

Thus $\alpha^{1 / 2}, \beta^{1 / 2} \in k$ and $y \in k(x)$, which is absurd, whence $\left[k\left(\alpha^{1 / 2}, \beta^{1 / 2}\right): k\right]=4$.
Let $\ell$ be the field of constants of $L=K \ell^{\prime}$. Since $\lambda_{L / K}=2$, it follows that $d_{L}\left(\mathfrak{N}_{x}\right)=1$ and $L=\ell(x)=\ell^{\prime}(x, y)$. Hence $\alpha^{1 / 2}, \beta^{1 / 2} \in \ell$.


Therefore

$$
\left[\ell^{\prime}\left(\alpha^{1 / 2}, \beta^{1 / 2}\right): \ell^{\prime}\right] \leq\left[\ell: \ell^{\prime}\right]=\left[\ell(x): \ell^{\prime}(x)\right]=\left[L: \ell^{\prime}(x)\right] \leq[K: k(x)]=2
$$

Corollary 8.5.8. If $g_{L}=g_{K}>0$, then $\lambda_{L / K}=1$.
Proof: We have $0 \neq g_{L} \leq \lambda_{L / K} g_{L} \leq g_{K}=g_{L}$.
We establish the following generalization of Theorem 8.5.2.
Theorem 8.5.9. Let $L=K \ell$ be a constant extension of $K$. Then $L_{L}(\mathfrak{q})=L_{K}(\mathfrak{q}) \ell$ for any $\mathfrak{q} \in D_{K}$ if and only if $g_{L}=g_{K}$ and $\lambda_{L / K}=1$.

If these conditions hold, we have in particular $\ell_{K}(\mathfrak{q})=\ell_{L}(\mathfrak{q})$.
Proof:
$(\Rightarrow)$ We have $\ell_{L}(\mathfrak{q})=\ell_{K}(\mathfrak{q})$ for all $\mathfrak{q} \in D_{K}$. Let $\mathfrak{q} \in D_{K}$ be such that $-d_{K}(\mathfrak{q})>$ $2 g_{K}-2$ and $-d_{L}(\mathfrak{q})>2 g_{L}-2$.

By the Riemann-Roch theorem (Corollary 3.5.6) we have

$$
\ell_{K}(\mathfrak{q})+d_{K}(\mathfrak{q})=1-g_{K} \quad \text { and } \quad \ell_{L}(\mathfrak{q})+d_{L}(\mathfrak{q})=1-g_{L}
$$

Thus

$$
\lambda_{L / K}=\frac{d_{K}(\mathfrak{q})}{d_{L}(\mathfrak{q})}=\frac{1-g_{K}-\ell_{K}(\mathfrak{q})}{1-g_{L}-\ell_{L}(\mathfrak{q})} \xrightarrow[d_{K}(\mathfrak{q}) \rightarrow-\infty]{ } 1
$$

Therefore $\lambda_{L / K}=1, d_{K}(\mathfrak{q})=d_{L}(\mathfrak{q})$ for any $\mathfrak{q} \in D_{K}$ and $g_{L}=g_{K}$.
$(\Leftarrow)$ We have $\ell L_{K}(\mathfrak{q}) \subseteq L_{L}(\mathfrak{q})$. Since $\lambda_{L / K}=1$, it follows by Theorem 8.4.10 that $\ell$ and $K$ are linearly disjoint over $k$. Thus

$$
\begin{equation*}
\ell_{K}(\mathfrak{q})=\operatorname{dim}_{\ell} \ell L_{K}(\mathfrak{q}) \leq \operatorname{dim}_{\ell} L_{L}(\mathfrak{q})=\ell_{L}(\mathfrak{q}) . \tag{8.54}
\end{equation*}
$$

Let $\mathfrak{q} \in D_{K}$ be such that $-d_{K}(\mathfrak{q})=-d_{L}(\mathfrak{q})>2 g_{K}-2$.
Using Corollary 3.5.6 we obtain

$$
\ell_{K}(\mathfrak{q})+d_{K}(\mathfrak{q})=1-g_{K} \quad \text { and } \quad \ell_{L}(\mathfrak{q})+d_{L}(\mathfrak{q})=1-g_{L}
$$

Since $g_{K}=g_{L}$ and $d_{K}(\mathfrak{q})=d_{L}(\mathfrak{q})$, it follows that

$$
\ell_{K}(\mathfrak{q})=\ell_{L}(\mathfrak{q}), \quad \ell L_{K}(\mathfrak{q})=L_{L}(\mathfrak{q})
$$

Therefore the result holds for any divisor $\mathfrak{q} \in D_{K}$ satisfying $-d_{K}(\mathfrak{q})>2 g_{K}-2$ or $d_{K}(\mathfrak{q})<2-2 g_{K}$.

Let $\mathfrak{q} \in D_{K}$ be an arbitrary divisor and let $\mathfrak{p}_{1}, \mathfrak{p}_{2}$ be two prime divisors of $K$ such that $v_{\mathfrak{p}_{1}}(\mathfrak{q})=v_{\mathfrak{p}_{2}}(\mathfrak{q})=0$. Let $n, m \in \mathbb{N}$ be large enough so that if $\mathfrak{B}=\mathfrak{p}_{1}^{-n} \mathfrak{q}$, $\mathfrak{L}=\mathfrak{p}_{2}^{-m} \mathfrak{q}$, then $d_{K}(\mathfrak{B})<2-2 g_{K}$ and $d_{K}(\mathfrak{L})<2-2 g_{L}$. The least common multiple of $\mathfrak{B}$ and $\mathfrak{L}$ is $\mathfrak{q}$ and therefore

$$
L_{K}(\mathfrak{B}) \cap L_{K}(\mathfrak{L})=L_{K}(\mathfrak{q}) \quad \text { and } \quad L_{L}(\mathfrak{B}) \cap L_{L}(\mathfrak{L})=L_{L}(\mathfrak{q})
$$

Let $\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ be a basis of $L_{K}(\mathfrak{q})$. We complete this basis to a basis $\left\{\beta_{1}, \ldots, \beta_{s}\right.$, $\left.\alpha_{1}, \ldots, \alpha_{r}\right\}$ of $L_{K}(\mathfrak{B})$ and to a basis $\left\{\gamma_{1}, \ldots, \gamma_{t}, \alpha_{1}, \ldots, \alpha_{r}\right\}$ of $L_{K}(\mathfrak{L})$.

Now we will prove that $\left\{\alpha_{1}, \ldots, \alpha_{r}, \beta_{1}, \ldots, \beta_{s}, \gamma_{1}, \ldots, \gamma_{t}\right\}$ is linearly independent over $k$. Assume

$$
\sum_{i=1}^{r} a_{i} \alpha_{i}+\sum_{j=1}^{s} b_{j} \beta_{j}+\sum_{u=1}^{t} c_{u} \gamma_{u}=0, \quad \text { with } \quad a_{i}, b_{i}, c_{u} \in k
$$

Notice that $\sum_{i=1}^{r} a_{i} \alpha_{i}+\sum_{j=1}^{s} b_{j} \beta_{j} \in L_{K}(\mathfrak{B})$ and $-\sum_{u=1}^{t} c_{u} \gamma_{u} \in L_{K}(\mathfrak{L})$, so $\sum_{u=1}^{t} c_{u} \gamma_{u} \in L_{K}(\mathfrak{B}) \cap L_{K}(\mathfrak{L})=L_{K}(\mathfrak{q})$. Therefore $c_{1}=\cdots=c_{t}=0$. Similarly, $b_{1}=\cdots=b_{s}=0$. It follows that $a_{1}=\cdots=a_{r}=0$.

Since $\ell$ and $K$ are linearly disjoint over $k$, the set

$$
\left\{\alpha_{1}, \ldots, \alpha_{r}, \beta_{1}, \ldots, \beta_{s}, \gamma_{1}, \ldots, \gamma_{t}\right\}
$$

is linearly independent over $\ell$.
Let $y \in L_{L}(\mathfrak{q})=L_{L}(\mathfrak{B}) \cap L_{L}(\mathfrak{L})$. Since $y \in L_{L}(\mathfrak{B})$, we have

$$
\begin{equation*}
y=\sum_{i=1}^{r} a_{i} \alpha_{i}+\sum_{j=1}^{s} b_{j} \beta_{j}, \quad \text { with } \quad a_{i}, b_{j} \in \ell \tag{8.55}
\end{equation*}
$$

Moreover, $y \in L_{L}(\mathfrak{L})$ implies that

$$
\begin{equation*}
y=\sum_{i=1}^{r} a_{i}^{\prime} \alpha_{i}+\sum_{u=1}^{t} c_{u} \gamma_{u} \quad \text { with all } a_{i}^{\prime}, c_{u} \text { in } \ell . \tag{8.56}
\end{equation*}
$$

It follows from relations (8.55) and (8.56) and the linear independence of the set $\left\{\alpha_{1}, \ldots, \alpha_{r}, \beta_{1}, \ldots, \beta_{s}, \gamma_{1}, \ldots, \gamma_{t}\right\}$ that

$$
a_{i}=a_{i}^{\prime} \quad(1 \leq i \leq r), \quad \text { and } \quad b_{j}=c_{u}=0 \quad(1 \leq j \leq s, \quad 1 \leq u \leq t)
$$

Therefore $y \in \ell L_{K}(\mathfrak{q})$ and $L_{L}(\mathfrak{q})=\ell L_{K}(\mathfrak{q})$. By the linear disjointness of $\ell$ and $K$ over $k$, we obtain $\ell_{K}(\mathfrak{q})=\ell_{L}(\mathfrak{q})$.

A very important corollary is the following:
Corollary 8.5.10. If $g_{K}=g_{L}$ and $\lambda_{L / K}=1$, the natural homomorphism $\varphi$ of the class group $C_{K}$ of $K$ into the class group $C_{L}$ of $L$ is a monomorphism. We also have $\varphi\left(W_{K}\right)=W_{L}$.

Proof. Let $\overline{\mathfrak{q}} \in \operatorname{ker} \varphi$, that is, $\mathfrak{q} \in D_{K}$ and $\mathfrak{q}$ is principal when considered in $L$. Then $d_{L}(\mathfrak{q})=0$ and $\ell_{L}(\mathfrak{q})=1$. Using Theorem 8.5.9, we obtain $d_{K}(\mathfrak{q})=0$ and $\ell_{K}(\mathfrak{q})=1$. Therefore $\mathfrak{q} \in P_{K}$ and $\varphi$ is an injective homomorphism.

Now $d_{L}\left(W_{K}\right)=d_{K}\left(W_{K}\right)=2 g_{K}-2=2 g_{L}-2$ and $\ell_{L}\left(W_{K}^{-1}\right)=\ell_{K}\left(W_{K}^{-1}\right)=$ $g_{K}=g_{L}$. Therefore $\varphi\left(W_{K}\right)=W_{L}$ (Exercise 3.6.23).

### 8.6 Inseparable Function Fields

In this section we recall some of the properties of inseparable function field extensions. In Theorem 5.2.24 we proved that if $L / \ell$ is a finite purely inseparable extension of $K / k$, then for each place $\mathfrak{p}$ of $K$ there exists a unique place $\mathfrak{P}$ of $L$ such that $\mathfrak{P} \cap K=$ $\mathfrak{p}$. Furthermore, if $k$ is a perfect field every place of $K$ is fully ramified in $L$ (Corollary 5.2.26).

Now let $K / k$ be a function field of characteristic $p>0$.
Proposition 8.6.1 (Stichtenoth). The following conditions are equivalent.
(i) $K / k$ is inseparable.
(ii) $\left[K: K^{p} k\right] \geq p^{2}$.
(iii) For any place $\mathfrak{P}$ of $K, k(\mathfrak{P}) / k$ is inseparable.

Proof:
(i) $\Rightarrow$ (ii): Let $L / k$ be a subfield of $K / k$ such that $[K: L]=p$ and $K / L$ is inseparable. Then for any $\alpha \in K, \alpha^{p}$ belongs to $L$. Therefore $K^{p} k \subseteq L$.

Let $x \in K \backslash k$. Then $K / k\left(x^{p}\right)$ is not a separable extension. Thus there exists an extension $k\left(x^{p}\right) \subseteq L \subseteq K$ such that $K / L$ is of degree $p$ and purely inseparable. We have $K^{p} k \subseteq L$ and

$$
\left[K: K^{p} k\right] \geq[K: L]=p
$$

If $\left[K: K^{p} k\right.$ ] $=p$, let $y \in K \backslash K^{p} k$. Then $K / k(y)$ is inseparable since $K / k$ is not separably generated. There exists $L_{1}$ such that $k(y) \subseteq L_{1},\left[K: L_{1}\right]=p$, and $K / L_{1}$ is
a purely inseparable extension. Since $K^{p} k \subseteq L_{1}$, It follows that $K^{p} k=L_{1}$. Therefore $y \in K^{p} k$. This contradiction shows that $\left[K: K^{p} k\right] \geq p^{2}$.
(ii) $\Rightarrow$ (iii) Let $\mathfrak{P}$ be a place of $K / k$ and set $\mathfrak{p}=\mathfrak{P} \cap K^{p} k$. Since $K / K^{p} k$ is purely inseparable, it follows by Theorem 5.2.24 that $\mathfrak{P}$ is the only place above $\mathfrak{p}$. Let $e=$ $e(\mathfrak{P} \mid \mathfrak{p})$ and $f=f(\mathfrak{P} \mid \mathfrak{p})$. Let $z \in K$ be a prime element of $\mathfrak{P}$. Then $z^{p} \in K^{p} k$ and $p=v_{\mathfrak{P}}\left(z^{p}\right)=e v_{\mathfrak{p}}\left(z^{p}\right)$. Therefore $e \leq p$. Since $e f=\left[K: K^{p} k\right] \geq p^{2}$, it follows that $f \geq p$ and $k(\mathfrak{P}) / k(\mathfrak{p})$ is inseparable. Thus $k(\mathfrak{P}) / k$ is inseparable.
(iii) $\Rightarrow$ (i): Assume that (iii) holds and suppose for the sake of contradiction that $K / k$ is separable. There exists $x \in K$ such that $K / k(x)$ is separable. By Theorem 5.2.33 it follows that all but finitely many places of $k(x)$ are separable. Thus $K / k$ is inseparable.

Corollary 8.6.2. $K / k$ is separable if and only if $\left[K: K^{p} k\right]=p$.

Corollary 8.6.3. If $K / k$ is separable then every element $x$ of $K \backslash K^{p} k$ is a separating element and every subfield $L / k$ of $K / k$ is separable.

Proof: Assume that there exists $x \in K \backslash K^{p} k$, such that $K / k(x)$ is not separable. Then $k(x) \subseteq K^{p} k$. If $L / k$ is a subfield of $K / k$, then by Corollary $8.2 .12, L / k$ is separable.

Theorem 8.6.4. Let $K / k$ be an inseparable extension. Then $\left[K: K^{p} k\right]=p^{s}$ where $s$ is the minimum number of generators of $K / k$.

Proof: Let $\left[K: K^{p} k\right]=p^{s}$ and let $\left\{x_{1}, \ldots, x_{t}\right\}$ be a set of generators of $K / k$, that is, $K=k\left(x_{1}, \ldots, x_{t}\right)$. Then $K^{p} k=k\left(x_{1}^{p}, \ldots, x_{t}^{p}\right)$. Thus $\left[K: K^{p} k\right] \leq p^{t}$ and it follows that $s \leq t$. Since $K / K^{p} k$ is of degree $p^{s}$, there exist $y_{1}, \ldots, y_{s} \in$ $K \backslash K^{p} k$ such that $K^{p} k\left(y_{1}, \ldots, y_{s}\right)=K$. Now $s \geq 2$, so $y_{2}$ belongs to $K \backslash k$ and [ $\left.K: k\left(y_{2}\right)\right]<\infty$, which implies that $K / k\left(y_{2}, \ldots, y_{s}\right)$ is a finite extension. Let $L=$ $k\left(y_{1}, y_{2}, \ldots, y_{s}\right)$. If $K / L$ is not separable, there exists $N$ such that $L \subseteq N \subseteq K, K / N$ is inseparable, and $[K: N]=p$. Thus $K^{p} k \subseteq N$ and $y_{1}, \ldots, y_{s} \in N$, so $N=K$. This contradiction shows that $K / L$ is a separable extension. Let $T=k\left(y_{2}, \ldots, y_{s}\right)$. Then $T\left(y_{1}\right)=L$ and $K / L$ is separable. Let $T_{s}$ be the separable closure of $T$ in $K$ and let $z \in T_{s} \subseteq K$ be such that $T_{s}=T(z)$. Notice that $T_{s}\left(y_{1}\right) \supseteq L$, and hence $K / T_{s}\left(y_{1}\right)$ is separable. Therefore $K=T_{s}\left(y_{1}\right)=T\left(z, y_{1}\right)$ and $z \in K$ is separable over $T$. Let $z_{1}=z, \ldots, z_{m}$ be all the roots of $\operatorname{Irr}(z, x, T)=f(x)$, where $z_{1}, \ldots, z_{m}$ are all distinct and $\operatorname{deg} \operatorname{Irr}(z, x, T)=m$. Let $y_{1}=y^{(1)}, \ldots, y_{1}^{(n)}$ be all the roots of $\operatorname{Irr}\left(y_{1}, x, T\right)=g(x)$. For all $i=2, \ldots, n$ and $j=2, \ldots, m$, choose $\alpha \in T$ such that $\alpha \neq \frac{y_{1}-y_{1}^{(i)}}{z_{j}-z}$. Set $\omega=y_{1}+\alpha z$. Then $\omega \neq y_{1}^{(i)}+\alpha z_{j}$ for all $i=2, \ldots, n$, $j=2, \ldots, m$. Let $h(x)=g(\omega-\alpha x) \in T(\omega)[x]$. We have $h(z)=g(\omega-\alpha z)=$ $f\left(y_{1}\right)=0$. Since the roots of $g(x)$ are $y_{1}, y_{1}^{(2)}, \ldots, y_{1}^{(n)}$ (not necessarily distinct), we have $h\left(z_{j}\right)=g\left(\omega-\alpha z_{j}\right) \neq 0$ because $\omega-\alpha z_{j} \neq y_{1}^{(i)}$ for $j \geq 2, i \geq 2$.

Now $h(x)$ and $f(x)$ have a common factor $\operatorname{Irr}(z, x, T(\omega))$ in $T(\omega)[x]$, which is linear since $z$ is the only common root of $h(x)$ and $f(x)$. Thus $x-z \in T(\omega)[x]$ and
$z \in T(\omega)$. We also have $y_{1}=\omega-\alpha z \in T(\omega)$. Therefore $K=T\left(y_{1}, z\right) \subseteq T(\omega) \subseteq K$, and $K=T(\omega)=k\left(\omega, y_{2}, \ldots, y_{s}\right)$. In particular, $K$ can be generated by $s$ elements over $k$

For $n \in \mathbb{N}$, set $K_{n}=K^{p^{n}} k$. Then $K_{n+j}=K_{n}^{p^{j}} k$. In particular, $K_{m+1}=K_{m}^{p} k$. Therefore $\left[K_{m}: K_{m+1}\right] \geq p$ and $\left[K: K_{m+1}\right]=\left[K: K_{m}\right]\left[K_{m}: K_{m+1}\right] \geq p[K:$ $K_{m}$ ]. We obtain

$$
1 \leq p^{-1}\left[K: K_{1}\right] \leq p^{-2}\left[K: K_{2}\right] \leq \ldots \leq p^{-m}\left[K: K_{m}\right] \leq \ldots
$$

Note that $p^{-n}\left[K: K_{n}\right] \in \mathbb{N}$.
Proposition 8.6.5. There exists $n \in \mathbb{N}$ such that $K_{n} / k$ is separable and for all $m \geq n$,

$$
p^{-m}\left[K: K_{m}\right]=p^{-n}\left[K: K_{n}\right] .
$$

Proof: Let $M \subseteq K$ be a maximal subfield of $K$ such that $M / k$ is separable. For example, we may choose $M$ to be the separable closure of $k(x)$ in $K$, where $x \in K \backslash k$. Then $K / M$ is purely inseparable. Since $K / M$ is finitely generated, it follows that $K^{p^{n}} \subseteq M$ for some $n \in \mathbb{N}$ and $K_{n}=K^{p^{n}} k \subseteq M$. In particular, $K_{n} / k$ is a separable extension. Now $M / K_{m}$ is a separable extension for all $m \geq n$ and $K_{n} / K_{m}$ is separable.

By Corollary 8.6.2 we have $\left[K_{n+i}: K_{n+i+1}\right]=\left[K_{n+i}: K_{n+i}^{p} k\right]=p$ for all $i \geq 1$. Thus

$$
\left[K_{n}: K_{m}\right]=\prod_{i=0}^{m-n-1}\left[K_{n+i}: K_{n+i+1}\right]=p^{m-n}
$$

It follows that

$$
\begin{aligned}
p^{-m}\left[K: K_{m}\right] & =p^{-m}\left[K: K_{n}\right]\left[K_{n}: K_{m}\right] \\
& =p^{-m}\left[K: K_{n}\right] p^{m-n}=p^{-n}\left[K: K_{n}\right] .
\end{aligned}
$$

Proposition 8.6.5 gives an important invariant for any function field.
Definition 8.6.6. Let $K / k$ be any function field of characteristic $p>0$ and let $n \in \mathbb{N}$ be such that $K_{n}=K^{p^{n}} k / k$ is separable. We define the invariant

$$
\mu_{K}:=p^{-n}\left[K: K_{n}\right] .
$$

Remark 8.6.7. $\mu_{K}$ is a power of $p$ and provides a measure of the inseparability of $K / k$. We have $\mu_{K}=1$ if and only if $K / k$ is separable. If $s$ is the minimum number of generators of $K / k$, then

$$
\mu_{K} \geq p^{-1}\left[K: K_{1}\right]=p^{-1} p^{s}=p^{s-1}
$$

Theorem 8.6.8. Let $\mathfrak{P}$ be a place of $K / k$. Then $\mu_{K}$ divides $d_{K}(\mathfrak{P})$.
Proof: Let $n \in \mathbb{N}$ be such that $\mu_{K}=p^{-n}\left[K: K_{n}\right], \mathfrak{p}=\mathfrak{P} \cap K_{n}, e=e(\mathfrak{P} \mid \mathfrak{p})$, $f=f(\mathfrak{P} \mid \mathfrak{p})$ and let $\pi$ be a prime element for $\mathfrak{P}$. Since $\pi^{p^{n}} \in K_{n}$, we have

$$
p^{n}=v_{\mathfrak{P}}\left(\pi^{p^{n}}\right)=e v_{\mathfrak{p}}\left(\pi^{p^{n}}\right),
$$

so $e \leq p^{n}$. Now, $K / K_{n}$ is purely inseparable, so it follows by Theorem 5.2.24 that $\mathfrak{P}$ is the only place in $K$ dividing $\mathfrak{p}$ and ef $=\left[K: K_{n}\right]$. Hence $f=e^{-1}\left[K: K_{n}\right] \geq$ $p^{-n}\left[K: K_{n}\right]=\mu_{K}$. Since $f$ is a power of $p$, we have $\mu_{K} \mid f$. Finally, since $f$ divides $d_{K}(\mathfrak{P})$ it follows that $\mu_{K}$ divides $d_{K}(\mathfrak{P})$.

Corollary 8.6.9. The genus of $K / k$ satisfies

$$
\begin{aligned}
& g_{K} \equiv 1 \bmod \mu_{K} \quad \text { if } \quad p \neq 2 \\
& g_{K} \equiv 1 \bmod \frac{1}{2} \mu_{K} \quad \text { if } \quad p=2
\end{aligned}
$$

Proof. $\mu_{K}$ divides $d_{K}\left((\omega)_{K}\right)=2 g_{K}-2$, where $\omega$ is a nonzero differential of $K$, and hence $2 g_{K} \equiv 2 \bmod \mu_{K}$.

Since $\mu_{K}$ is a power of $p$ with $p \neq 2$, it follows that 2 is invertible $\bmod p$ and the statement holds.

Theorem 8.6.10. Let $K / k$ be any function field. There exists a finite purely inseparable extension $\ell / k$ such that $\ell$ is the field of constants of $L=K \ell$ and $L / \ell$ is separable.

Proof. If $K / k$ is separable there is nothing to prove. Let $p>0$ be the characteristic of $K$ and let $K=k\left(x_{1}, \ldots, x_{s}\right)$. Let $n \in \mathbb{N}$ be such that $K_{n}=K^{p^{n}} k=k\left(x_{1}^{p^{n}}, \ldots, x_{s}^{p^{n}}\right)$ is separable over $k$. Since $\left[K_{n}: K_{n+1}\right]=\left[K_{n}: K_{n}^{p} k\right]=p$, there exists $1 \leq i \leq$ $s$ such that $x_{i}^{p^{n}} \notin K_{n}^{p} k$ and thus $x_{i}^{p^{n}}$ is a separating element of $K_{n} / k$ (Corollary 8.6.3). We may assume $i=s$. Therefore, $K_{n} / k\left(x_{s}^{p^{n}}\right)$ is a separable extension. For $i=1, \ldots, s-1$, let $f_{i}\left(x_{i}^{p^{n}}, x_{s}^{p^{n}}\right)=0$ be a separable equation of $x_{i}^{p^{n}}$ over $k\left(x_{s}^{p^{n}}\right)$. Let $\ell$ be the field obtained by adjoining the $p^{n}$ roots of the coefficients of each $f_{i}$ to $k$. Then $\ell / k$ is a finite purely inseparable extension.

Considering the equations in $\ell$, we have $f_{i}\left(x_{i}^{p^{n}}, x_{s}^{p^{n}}\right)=g_{i}\left(x_{i}, x_{s}\right)^{p^{n}}=0$ where $g_{i}\left(x_{i}, x_{s}\right)=0$ is a separable equation of $x_{i}$ over $\ell\left(x_{s}\right)$. Let $L=K \ell=\ell\left(x_{1}, \ldots, x_{s}\right)$. Then $L / \ell\left(x_{s}\right)$ is a separable extension. Therefore $L / \ell$ is separable. Let $\ell_{1}$ be the field of constants of $L$. Then $\ell_{1} / \ell$ is a purely inseparable extension (Theorem 8.4.2), and hence $\ell_{1}\left(x_{s}\right) / \ell\left(x_{s}\right)$ is purely inseparable. On the other hand, $\ell_{1}\left(x_{s}\right)$ is a subset of $L$ and $L / \ell\left(x_{s}\right)$ is separable. It follows that $\ell_{1}=\ell$.

Theorem 8.6.11. Let $K / k$ be a function field and let $L=K \ell$ be a constant extension of $K / k$ such that the field of constants of $L$ is $\ell$ and $L / \ell$ is separable. Then there exists a field $m$ satisfying $k \subseteq m \subseteq \ell$ and
(i) $m$ is the field of constants of $M=K m$.
(ii) $M / m$ is separable.
(iii) If $m^{\prime}$ is another field such that $k \subseteq m^{\prime} \subseteq \ell$ and satisfying (i) and (ii), then $m \subseteq m^{\prime}$.

Proof. It suffices to prove that if $m_{1}$ and $m_{2}$ are two fields such that $k \subseteq m_{i} \subseteq \ell$ for $i=1,2$ and satisfying (i) and (ii), then $m_{3}=m_{1} \cap m_{2}$ also satisfies (i) and (ii).

Set $M_{i}=K m_{i}$ for $i=1,2,3$. Let $m^{\prime}$ be the field of constants of $M_{3}$. Then $m^{\prime} \subseteq M_{i}$ for $i=1,2$. Therefore $m^{\prime} \subseteq m_{i}$ for $i=1,2$, and $m^{\prime}=m_{3}$.

Now $L^{p} \ell=(K \ell)^{p} \ell=K^{p} \ell=\left(K^{p} k\right) \ell$. Since $K / K^{p} k$ is a geometric extension, $L^{p} \ell / K^{p} k$ is a constant extension, and $\left[K: K^{p} k\right] \geq p>1$, it follows that $K$ cannot be contained in $K^{p} \ell$. Let $x \in K \backslash L^{p} \ell$. Then $x \in M_{i} \backslash M_{i}^{p} m_{i}$ for $i=1,2$. Therefore $M_{i} / m_{i}(x)$ is a separable extension for $i=1,2$ (Corollary 8.6.3). We will prove that $M_{3} / m_{3}(x)$ is also separable.

Let $y \in M_{3}$ and consider $F(Y)=\sum_{i=0}^{n} f_{i}(x) Y^{i} \in m_{1}(x)[Y]$ to be the irreducible polynomial for $y$ over $m_{1}(x)$.

Since the field of constants of $L=K \ell=M_{1} \ell$ is $\ell$, it follows by Theorem 8.4.4 that $M_{1}$ and $\ell$ are linearly disjoint over $m_{1}$. Hence $M_{1}$ and $\ell(x)$ are linearly disjoint over $m_{1}(x)$ (Proposition 8.1.5).

Since $\left\{1, y, \ldots, y^{m-1}\right\}$ is linearly independent over $m_{1}(x)$ where $m=\operatorname{deg}_{y} F$, it follows that $\left\{1, y, \ldots, y^{m-1}\right\}$ is linearly independent over $\ell(x)$ and $F$ is irreducible over $\ell(x)$. Then same thing happens for the irreducible polynomial $G(Y)=$ $\sum_{i=0}^{n} g_{i}(x) Y^{i}$ for $y$ over $m_{2}(x)$. Thus we obtain that $n=m$ and $g_{i}(x)=f_{i}(x) \in$ $m_{1}(x) \cap m_{2}(x)=m_{3}(x)$.

Therefore $y$ is separable over $m_{3}(x)$, and the result follows.

Corollary 8.6.12. Given any function field $K / k$, there exists a minimal extension $\ell / k$ such that if $L=K \ell$, the field of constants of $L$ is $\ell$ and $L / \ell$ is separable. This extension $\ell / k$ is a finite purely inseparable extension.

Proof. Exercise 8.7.17.
Now we study the relationship between $\mu_{K}$ (Definition 8.6.6) and the invariant $\lambda_{L / K}$ defined in Chapter 5 (Theorem 5.3.4). If $L=K \ell$, with $\ell$ as in Corollary 8.6.12, then by Theorem 5.3.4 we have $\lambda_{L / K}=\frac{[\ell: k]}{[L: K]}$.
Theorem 8.6.13. Let $L$ be a finite constant extension of $K / k$ and let $\ell$ be the field of constants of $L$. Assume that $L / \ell$ is separable. Then

$$
\mu_{K}=\lambda_{L / K}
$$

Proof. Proposition 8.6 .5 provides a positive integer $n$ such that $K_{n}=K^{p^{n}} k / k$ is separable. Consider the following diagram. Since $L=K \ell$, we have $L^{p^{n}} \ell=K^{p^{n}} \ell=K_{n} \ell$. Since $K_{n} / k$ is separable, it follows that $K_{n}$ and $\ell$ are linearly disjoint over $k$ (Corollary 8.4.7 and Theorem 8.4.4). Hence $\lambda_{K_{n} \ell / K_{n}}=1$ by Theorem 8.4.10. We have $[\ell: k]=$ [ $K_{n} \ell: K_{n}$ ], and hence


$$
\begin{aligned}
p^{n} \mu_{K}[L: K] & =\left[K: K_{n}\right][L: K]=\left[L: K_{n}\right]=\left[L: K_{n} \ell\right]\left[K_{n} \ell: K_{n}\right] \\
& =\left[L: L^{p^{n}} \ell\right][\ell: k]=p^{n}[\ell: k] .
\end{aligned}
$$

Therefore $\mu_{K}=\frac{[\ell: k]}{[L: K]}=\lambda_{L / K}$.
Corollary 8.6.14. If $L / \ell$ is any constant extension of $K / k$ such that $L / \ell$ is separable, then $\mu_{K}=\lambda_{L / K}$.

Proof. There exists a finite purely inseparable extension $\ell^{\prime}$ of $k$ such that $\ell^{\prime} \subseteq \ell$, $L^{\prime}=K \ell^{\prime}$ admits $\ell^{\prime}$ as field of constants, and $L^{\prime} / \ell^{\prime}$ is separable (Corollary 8.6.12). Hence $\mu_{K}=\lambda_{L^{\prime} / K}$. Since $\lambda_{L / L^{\prime}}=1$ (Theorem 8.4.4, Corollary 8.4.7, and Theorem 8.4.10) and $\lambda_{L / K}=\lambda_{L / L^{\prime}} \lambda_{L^{\prime} / K}$, the result follows.

Corollary 8.6.15. If $L / \ell$ is a finite constant extension of $K / k$, we have

$$
\mu_{K}=\mu_{L} \lambda_{L / K}
$$

Proof. Using Theorem 8.6 .10 we obtain a finite constant extension $L^{\prime} / \ell^{\prime}$ of $L / \ell$ such that $L^{\prime} / \ell^{\prime}$ is separable. By Theorem 8.6.13 and Corollary 8.6.14, we have

$$
\mu_{K}=\lambda_{L^{\prime} / K}=\frac{\left[\ell^{\prime}: k\right]}{\left[L^{\prime}: K\right]}=\frac{\left[\ell^{\prime}: \ell\right]}{\left[L^{\prime}: L\right]} \frac{[\ell: k]}{[L: K]}=\lambda_{L^{\prime} / L} \lambda_{L / K}=\mu_{L} \lambda_{L / K}
$$

Corollary 8.6.16. If $L / \ell$ is any constant extension of $K / k$ we have $\mu_{K}=\mu_{L} \lambda_{L / K}$.
Proof. Exercise 8.7.18.

### 8.7 Exercises

Exercise 8.7.1. Give an example of a function field $K$ with constant field $k$ such that $K / k$ is not separably generated or show that any function field $K$ is separably generated over its constant field $k$.

Exercise 8.7.2. Let $K / k$ be a separably generated function field and $K_{n}=k K^{p^{n}}$. Prove that $K / K_{n}$ is a purely inseparable extension of degree $p^{n}$.

If $k \subseteq F$ and $K / F$ is a purely inseparable extension of degree $p^{n}$, prove that $F=K_{n}$.

Exercise 8.7.3. Let $K / k$ be a separably generated function field. If $k \subseteq F \subseteq K$ and $K / F$ is not a separable extension, prove that $F \subseteq K^{p} k$.

Exercise 8.7.4. Let $F / E$ and $M / E$ be two field extensions with $[F: E]<\infty$. Prove that $F$ and $M$ are linearly disjoint if and only if $[F M: M]=[F: E]$.

Exercise 8.7.5. Give an example of two fields $F$ and $M$ that are not linearly disjoint over $\mathbb{Q}$ such that $F \cap M=\mathbb{Q}$.

Exercise 8.7.6. Assume $[F: \mathbb{Q}]=n$ and $[E: \mathbb{Q}]=m$. Prove that $F$ and $E$ are linearly disjoint over $\mathbb{Q}$ if and only if $[E F: \mathbb{Q}]=n m$.

Exercise 8.7.7. Prove Corollary 8.1.13.
Exercise 8.7.8. Prove Corollary 8.2.11.
Exercise 8.7.9. Prove Corollary 8.2.12.
Exercise 8.7.10. Prove Corollary 8.2.13.
Exercise 8.7.11. Prove Corollary 8.2.15.
Exercise 8.7.12. Let $\varphi: K \rightarrow E \cup\{\infty\}$ be a place on $K$. Given a finite number of nonzero elements $\alpha_{1}, \ldots, \alpha_{n} \in K$, we define $\alpha_{i} \leq \alpha_{j}$ if $\alpha_{i} \alpha_{j}^{-1} \in \vartheta_{\varphi}=\{\xi \in$ $K \mid \varphi(\xi) \neq \infty\}$, where $\vartheta_{\vartheta}$ is the valuation ring corresponding to $\varphi$. Prove that $\leq$ is transitive. Conclude that there exists an index $j_{0}$ such that $\alpha_{i} \alpha_{j_{0}}^{-1} \in \vartheta_{\varphi}$ for all $i$.

Exercise 8.7.13. Prove Corollary 8.3.10.
Exercise 8.7.14. Let $E, K, L$ be subfields of $\Omega$ with $E \subseteq K, E \subseteq L$, and $[K: E]=$ $n<\infty$. Show that the composite $K L$ is a finite extension of $L$ and $[K L: L] \leq n$. Furthermore, prove that $[K L: L]=n$ iff $K$ and $L$ are linearly disjoint over $E$.

Exercise 8.7.15. Let $\mu_{K}$ be given as in Definition 8.6.6. Prove that $\mu_{K}=1$ if and only if $K / k$ is separable.

Exercise 8.7.16. Prove that if $L / E$ is a finitely generated extension of fields of characteristic $p$ and $F^{p^{m}} E=E$, then $F / E$ is an algebraic extension.

Exercise 8.7.17. Prove Corollary 8.6.12.
Exercise 8.7.18. Prove Corollary 8.6.16.
Exercise 8.7.19. Let $k$ be a perfect field of characteristic $p$. Let $K / k$ be a separably generated function field with $x \in K \backslash k$. Prove that if $x$ is not a separating element, then $x^{1 / p} \in K$.

Exercise 8.7.20. Let $L / K$ be a constant extension, $L=K \ell^{\prime}$ with $k$ the constant field of $K$. Suppose that $\ell^{\prime} / k$ is separably generated. Then

$$
\overline{\operatorname{con}}_{K / L}: C_{K, 0} \rightarrow C_{L, 0} \quad \text { and } \quad \overline{\operatorname{con}}_{K / L}: C_{K} \rightarrow C_{L}
$$

are injective (see Exercise 5.10.21).
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## The Riemann-Hurwitz Formula

Given a function field $K / k$, the divisor of any nonzero differential $\omega$ has degree $2 g_{K}-$ 2 (Corollary 3.5.5). Consider an extension $L / \ell$ of $K / k$; if we could find a differential $\Omega$ of $L$ coming from $\omega$, then we would be able to compare the degrees of $\Omega$ and $\omega$, thus obtaining a relation between the respective genera of $L$ and $K$. In the separable geometric case, we can obtain such a relation between $\omega$ and $\Omega$ by means of the cotrace of $\omega$, and in this way we get the Riemann-Hurwitz formula.

In the inseparable case, the cotrace does not exist, due to the fact that the trace is trivial. J. Tate [152] discovered a function that is similar to the trace and can substitute it; this led him to prove his genus formula. The two mentioned formulas constitute the body of this chapter.

In the course of this discussion we shall present the Hasse differentials, whose advantage consists in being more natural than the Weil differentials. However, their disadvantage is to be definable only in the case that the field of constants is perfect. In fact, it will be shown that when the constant field is perfect, the Weil and the Hasse differentials are one and the same.

Finally, once the genus formulas have been established, we revisit and characterize fields of genus 0 and 1, now without restriction on their characteristic. On the other hand, we study in detail hyperelliptic function fields, which will be applied in Chapter 10 to cryptography, and in Chapter 14 to Weierstrass points, both in characteristic 0 and in positive characteristic.

### 9.1 The Differential $d x$ in $k \triangleright x \triangleleft$

In Section 4.1, we defined the differential $d x$ in $k(x)$ as the differential that vanishes at $\mathfrak{X}\left(\mathfrak{p}_{\infty}^{2}\right)+K$ and such thas if $\xi$ is the repartition satisfying $\xi_{\mathfrak{p}_{\infty}}=\frac{1}{x}$ and $\xi_{\mathfrak{p}}=0$ for every place $\mathfrak{p} \neq \mathfrak{p}_{\infty}$, then $d x(\xi)=-1$ and $(d x)_{k(x)}=\frac{1}{\mathfrak{p}_{\infty}^{2}}$. Here $k$ denotes an arbitrary field.

Throughout this chapter $K / k$ will denote a function field, where $k$ is an arbitrary field of constants.

Let $\xi$ be a repartition and $\omega$ a differential.

Definition 9.1.1. For any place $\mathfrak{P}$ of $K$, we define the $\mathfrak{P}$ th component of $\omega$ as $\omega^{\mathfrak{P}}(\xi)=\omega\left(\xi^{\mathfrak{P}}\right)$, where $\xi^{\mathfrak{P}}$ denotes the repartition whose $\mathfrak{P}$ th component is the same as that of $\xi$ (namely $\xi_{\mathfrak{P}}$ ), and every other component of $\xi^{\mathfrak{P}}$ is zero.

Symbolically we will write $\omega^{\mathfrak{P}}(\xi)=\omega\left(\xi_{\mathfrak{P}}\right)$. Clearly, $\omega^{\mathfrak{P}}$ is $k$-linear.
Proposition 9.1.2. Let $\omega$ be any differential and let $\xi \in \mathfrak{X}_{K}=\mathfrak{X}$. Then $\omega^{\mathfrak{P}}(\xi)$ is zero for all but a finite number of places $\mathfrak{P}$ and $\omega(\xi)=\sum_{\mathfrak{P} \in \mathbb{P}_{K}} \omega^{\mathfrak{P}}(\xi)$.

Proof. Let $(\omega)_{K}=\mathfrak{A}=\prod_{\mathfrak{P} \in \mathbb{P}_{K}} \mathfrak{P}^{\alpha(\mathfrak{P})}$. All but a finite number of places $\mathfrak{P}$ satisfy the following conditions: $\alpha(\mathfrak{P})=0$ and $v_{\mathfrak{P}}(\xi) \geq 0$. Let $\mathfrak{S}_{1}, \ldots, \mathfrak{S}_{s}$ be the places that do not satisfy at least one of these two conditions.

If $\mathfrak{P}$ is a place that does not belong to $\left\{\mathfrak{S}_{1}, \ldots, \mathfrak{S}_{s}\right\}$, then $\xi^{\mathfrak{P}}$ is a repartition that is a multiple of $\mathfrak{A}^{-1}$, and $\xi^{\mathfrak{P}}$ satisfies $v_{\mathfrak{S}}\left(\xi^{\mathfrak{P}}\right) \geq v_{\mathfrak{S}}\left(\mathfrak{A}^{-1}\right)$ for every place $\mathfrak{S}$. Indeed, $v_{\mathfrak{S}}\left(\xi^{\mathfrak{P}}\right)=\infty$ for $\mathfrak{S} \neq \mathfrak{P}$ and $v_{\mathfrak{P}}\left(\xi^{\mathfrak{P}}\right)=v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\right) \geq 0=-\alpha(\mathfrak{P})=v_{\mathfrak{P}}\left(\mathfrak{A}^{-1}\right)$.

Therefore $\omega\left(\xi^{\mathfrak{P}}\right)=\omega^{\mathfrak{P}}(\xi)=0$.
Let $\xi_{i}$ be the repartition such that $\left(\xi_{i}\right)_{\mathfrak{S}_{i}}=\xi_{\mathfrak{S}_{i}}$ and $\left(\xi_{i}\right)_{\mathfrak{S}}=0$ for $\mathfrak{S} \neq \mathfrak{S}_{i}$. Thus $\xi_{i}=\xi^{\mathfrak{S}_{i}}$. Now set $\xi^{\prime}=\xi_{1}+\cdots+\xi_{s}$. Then $\xi-\xi^{\prime}$ is a multiple of $\mathfrak{A}^{-1}$, which implies $\omega\left(\xi-\xi^{\prime}\right)=0$. It follows that

$$
\omega(\xi)=\omega\left(\xi^{\prime}\right)=\sum_{i=1}^{s} \omega\left(\xi_{i}\right)=\sum_{i=1}^{s} \omega^{\mathfrak{S}_{i}}(\xi)=\sum_{\mathfrak{P} \in \mathbb{P}_{K}} \omega^{\mathfrak{P}}(\xi)
$$

Remark 9.1.3. In general, $\omega^{\mathfrak{P}}$ is not necessarily a differential.
Example 9.1.4. Let $K=k(x), \omega=d x$, and let $\xi$ be the repartition given by $\xi_{\mathfrak{P}}=\frac{1}{x}$ for all $\mathfrak{P} \in \mathbb{P}_{K}$. Then

$$
\omega^{\mathfrak{P} \infty}(\xi)=\omega\left(\xi^{\mathfrak{P} \infty}\right)=\omega\left(\frac{1}{x}\right)=-1 \neq 0
$$

In other words, $\omega^{\mathfrak{P} \infty}$, does not vanish on $K$.
Theorem 9.1.5. Let $K / k$ be a function field and $\omega$ a nonzero differential of $K$. Let $(\omega)_{K}=\prod_{\mathfrak{P} \in \mathbb{P}_{K}} \mathfrak{P}^{\beta_{\mathfrak{P}}}$. Then $\beta_{\mathfrak{P}}$ is the largest integer $m$ such that $\omega^{\mathfrak{P}}(\alpha)=0$ for every $\alpha \in K\left(K_{\mathfrak{P}}\right)$ satisfying $v_{\mathfrak{P}}(\alpha) \geq-m$. That is, $\beta_{\mathfrak{P}}$ satisfies $\omega^{\mathfrak{P}}(\alpha)=0$ for all $\alpha \in K\left(K_{\mathfrak{P}}\right)$ such that $v_{\mathfrak{P}}(x) \geq-\beta_{\mathfrak{P}}$, and there exists $\alpha \in K\left(K_{\mathfrak{P}}\right)$ such that $v_{\mathfrak{P}}(\alpha)=-\beta_{\mathfrak{P}}-1$ and $\omega^{\mathfrak{P}}(\alpha) \neq 0$.

Equivalently, we have

$$
\beta_{\mathfrak{P}}=\sup \left\{m \in \mathbb{Z} \mid \alpha \in K\left(K_{\mathfrak{P}}\right), v_{\mathfrak{P}}(\alpha) \geq-m \Rightarrow \omega^{\mathfrak{P}}(\alpha)=0\right\}
$$

Proof. Let $\alpha \in K\left(K_{\mathfrak{P}}\right)$ be such that $v_{\mathfrak{P}}(\alpha) \geq-\beta_{\mathfrak{P}}$. Let $\alpha^{\mathfrak{P}}$ be the repartition satisfy$\operatorname{ing}\left(\alpha^{\mathfrak{P}}\right)_{\mathfrak{P}}=\alpha$, and $\left(\alpha^{\mathfrak{P}}\right)_{\mathfrak{q}}=0$ for all $\mathfrak{q} \neq \mathfrak{P}$. We have

$$
\alpha^{\mathfrak{P}} \in \mathfrak{X}_{K}\left((\omega)_{K}^{-1}\right),
$$

so $\omega^{\mathfrak{P}}(\alpha)=\omega\left(\alpha^{\mathfrak{P}}\right)=0$.
On the other hand, let $\xi \in \mathfrak{X}_{K}\left(\mathfrak{P}^{-1}(\omega)_{K}^{-1}\right)$ be such that $\omega(\xi) \neq 0$. If $\mathfrak{q} \neq \mathfrak{P}$, we have $v_{\mathfrak{q}}\left(\xi_{\mathfrak{q}}\right) \geq-\beta_{\mathfrak{q}}$, and hence

$$
\omega^{\mathfrak{q}}(\xi)=\omega^{\mathfrak{q}}\left(\xi_{\mathfrak{q}}\right)=0
$$

By Proposition 9.1.2 we have $0 \neq \omega(\xi)=\sum_{\mathfrak{q} \in \mathbb{P}_{K}} \omega^{\mathfrak{q}}(\xi)=\omega^{\mathfrak{P}}(\xi)$, so $\omega^{\mathfrak{P}}(\xi) \neq 0$ and $v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\right) \geq-\beta_{\mathfrak{P}}-1$.

Corollary 9.1.6. If $\omega \neq 0$, then $\omega^{\mathfrak{P}} \neq 0$ for all $\mathfrak{P} \in \mathbb{P}_{K}$.
In order to describe completely $d x$ in $k(x)$ we must determine all $\mathfrak{p t h}$ components $(d x)^{\mathfrak{p}}$. Since $k(x)$ is dense in $k(x)_{\mathfrak{p}}$, it suffices to determine $(d x)^{\mathfrak{p}}(u)$, with $u \in k(x)$. Indeed, if $u^{\prime} \in k(x)_{\mathfrak{p}}$, let $u \in k(x)$ be such that $v_{\mathfrak{p}}\left(u^{\prime}-u\right) \geq-m$, where $m$ is the exponent of $\mathfrak{p}$ in $(d x)_{k(x)}$. Then $\omega^{\mathfrak{p}}\left(u^{\prime}-u\right)=0$ and $\omega^{\mathfrak{p}}\left(u^{\prime}\right)=\omega^{\mathfrak{p}}(u)$.

Let $\mathfrak{p} \neq \mathfrak{p}_{\infty}$. Let $f(x) \in k[x]$ be a monic irreducible polynomial such that $(f(x))_{k(x)}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} f}}$. For $u \in k(x)$, if $v_{\mathfrak{p}}(u) \geq 0$ and $\xi_{u}$ denotes the repartition defined by $\left(\xi_{u}\right)_{\mathfrak{p}}=u$, and $\left(\xi_{u}\right)_{\mathfrak{p}^{\prime}}=0$ for $\mathfrak{p}^{\prime} \neq \mathfrak{p}$, then $\xi_{u} \in \mathfrak{X}\left(\mathfrak{p}_{\infty}^{-2}\right)$ since $\mathfrak{p} \neq \mathfrak{p}_{\infty}$ and $(d x)^{\mathfrak{p}}(u)=d x\left(\xi_{u}\right)=0$.

Now let $u(x)=\frac{a(x)}{f(x)^{r} b(x)}$, where $r \geq 1, a(x), b(x) \in k[x]$ are relatively prime and each of them is relatively prime to $f(x)$. Since $b(x)$ and $f(x)^{r}$ are relatively prime, there exist $\alpha(x), \beta(x) \in k[x]$ such that

$$
a(x)=\alpha(x) f(x)^{r}+\beta(x) b(x)
$$

Thus

$$
u(x)=\frac{\alpha(x) f(x)^{r}+\beta(x) b(x)}{f(x)^{r} b(x)}=\frac{\alpha(x)}{b(x)}+\frac{\beta(x)}{f(x)^{r}}
$$

We may write

$$
\beta(x)=g_{0}(x)+g_{1}(x) f(x)+\cdots+g_{r-1}(x) f(x)^{r-1}+t(x) f(x)^{r}
$$

with $g_{i}(x) \in k[x]$ and $\operatorname{deg} g_{i}(x)<\operatorname{deg} f(x)$. Therefore

$$
u(x)=v(x)+\frac{g_{0}(x)}{f(x)^{r}}+\frac{g_{1}(x)}{f(x)^{r-1}}+\cdots+\frac{g_{r-1}(x)}{f(x)}
$$

where $v(x) \in k(x)$, the denominator of $v(x)$ is not divisible by $f(x)$, and $\operatorname{deg} g_{i}(x)<$ $\operatorname{deg} f(x)$ for $0 \leq i \leq r-1$.

Since $(d x)_{k(x)}=\mathfrak{p}_{\infty}^{-2}$, it follows that $\mathfrak{p}$ does not divide $(d x)_{k(x)}$. Therefore $(d x)^{\mathfrak{p}}(v(x))=0$ (Theorem 9.1.5). Now if $\mathfrak{S}$ is any place different from $\mathfrak{p}$ and $\mathfrak{p}_{\infty}$, then $v_{\mathfrak{S}}\left(g_{r-i}(x) f(x)^{-i}\right) \geq 0$, so $(d x)^{\mathfrak{S}}\left(g_{r-i}(x) f(x)^{-i}\right)=0$.

Since the differentials vanish at the constant repartitions, we obtain

$$
\begin{aligned}
0 & =(d x)\left(g_{r-i}(x) f(x)^{-i}\right)=\sum_{\mathfrak{S} \in \mathbb{P}_{K}}(d x)^{\mathfrak{S}}\left(g_{r-i}(x) f(x)^{-i}\right) \\
& =(d x)^{\mathfrak{p}}\left(g_{r-i}(x) f(x)^{-i}\right)+(d x)^{\mathfrak{p}_{\infty}}\left(g_{r-i}(x) f(x)^{-i}\right)
\end{aligned}
$$

so $(d x)^{\mathfrak{p}}\left(g_{r-i}(x) f(x)^{-i}\right)=-(d x)^{\mathfrak{p}_{\infty}}\left(g_{r-i}(x) f(x)^{-i}\right)$.
Using the fact that $\operatorname{deg} g_{r-i}(x)<d=\operatorname{deg} f(x)$, we deduce that if $i>1$, then

$$
\operatorname{deg}\left(g_{r-i}(x) f(x)^{-i}\right)<d-i d
$$

Therefore $v_{\mathfrak{p}_{\infty}}\left(g_{r-i}(x) f(x)^{-i}\right)>(i-1) d \geq d \geq 1$. It follows that

$$
(d x)^{\mathfrak{p}_{\infty}}\left(g_{r-i}(x) f(x)^{-i}\right)=0
$$

for $i=2, \ldots, r$ (Theorem 9.1.5).
Let $g_{r-1}(x)=a_{0}+a_{1} x+\cdots+a_{d-1} x^{d-1}$. Then

$$
\frac{g_{r-1}(x)}{f(x)}-\frac{a_{d-1}}{x}=\frac{a_{0} x+\cdots+a_{d-1} x^{d}-\left(a_{d-1} x^{d}+\cdots+b_{0} a_{d-1}\right)}{f(x) x}
$$

where $f(x)=x^{d}+\cdots+b_{1} x+b_{0}$.
Hence $\operatorname{deg}\left(g_{r-1}(x) f(x)^{-1}-a_{d-1} x^{-1}\right) \leq-2$, and

$$
(d x)^{\mathfrak{p}_{\infty}}\left(\frac{g_{r-1}(x)}{f(x)}-\frac{a_{d-1}}{x}\right)=0
$$

Thus $(d x)^{\mathfrak{p}_{\infty}}\left(\frac{g_{r-1}(x)}{f(x)}\right)=(d x)^{\mathfrak{p}_{\infty}}\left(\frac{a_{d-1}}{x}\right)=-a_{d-1}$ and $(d x)^{\mathfrak{p}}(u)=a_{d-1}$.
We have proved the following result:
Theorem 9.1.7. Let $f(x) \in k[x]$ be a monic irreducible polynomial of degree $d$, $\mathcal{Z}_{(f(x))}=\mathfrak{p}$, and let $u \in k(x)$ be represented by

$$
u(x)=v(x)+\frac{g_{0}(x)}{f(x)^{r}}+\frac{g_{1}(x)}{f(x)^{r-1}}+\cdots+\frac{g_{r-1}(x)}{f(x)}
$$

where $g_{0}(x), \ldots, g_{r-1}(x) \in k[x]$ are polynomials of degree at most $d-1$ and $v(x) \in$ $k(x)$ has a denominator that is not divisible by $f(x)$. Then $(d x)^{\mathfrak{p}}(u)$ is the coefficient of $x^{d-1}$ in $g_{r-1}(x)$.

The simplest case is $d=1$, i.e., $f(x)=x-a$ with $a \in k$. In this case, the $\mathfrak{p}$-adic completion is

$$
k(x)_{\mathfrak{p}}=k((x-a))=\left\{\sum_{i=m}^{\infty} a_{i}(x-a)^{i} \mid a_{i} \in k, m \in \mathbb{Z}\right\}
$$

Thus, the completion is the Laurent series in $x-a$ (Theorem 2.5.20). Then Theorem 9.1.7 can be stated as follows:

Theorem 9.1.8. Let $a \in k$ and $\mathfrak{p}_{a}=\mathfrak{Z}_{(x-a)}$ in $k(x)$. Set $y=\sum_{i=m}^{\infty} c_{i}(x-a)^{i}$ with $c_{i} \in k$, and assume that $y$ belongs to the $\mathfrak{p}_{a}$-adic completion of $k(x)$. Then

$$
(d x)^{\mathfrak{p}_{a}}(y)=c_{-1}
$$

Next we find another expression for $(d x)^{\mathfrak{p}}(u)$. Let $f(x)$ be a monic irreducible polynomial that is not necessarily of degree 1 , and $\mathfrak{p}=\mathfrak{Z}_{(f(x))}$. We will assume that the residue field $k(\mathfrak{p})$ is separable over $k$. Let $r \in \mathfrak{X}=\mathfrak{X}_{k(x)}$ be a repartition such that $v_{\mathfrak{p}}(r) \geq-1$, and let $\xi$ be the residue class of $x$ in $k(\mathfrak{p})$. Then $\xi$ is a root of $f(x)$. We have

$$
k(\mathfrak{p})=\vartheta_{\mathfrak{p}} / \mathfrak{p}=k[x]_{f} / f k[x]_{f} \cong k[x] /(f(x)) \cong k(\xi)
$$

Since $f(x)$ is separable, it follows that $f^{\prime}(\xi) \neq 0$. Now $v_{\mathfrak{p}}(r) \geq-1$ implies $v_{\mathfrak{p}}\left(r_{\mathfrak{p}} f(x)\right) \geq 0$. Let $\zeta$ be the residue class of $r_{\mathfrak{p}} f(x)$ in $k(\mathfrak{p})=k(\xi)$. We write

$$
r_{\mathfrak{p}}=\frac{g(x)}{f(x)}+v
$$

with $v \in k(x)_{\mathfrak{p}}, v_{\mathfrak{p}}(v) \geq 0$, and $g(x) \in k[x]$ has degree less than $d=\operatorname{deg} f(x)$. Then $r_{\mathfrak{p}} f(x)=g(x)+v f(x)$, and therefore $\zeta=g(\xi)$. On the other hand, by Theorem 9.1.7, $(d x)^{\mathfrak{p}}(r)$ is the coefficient of $x^{d-1}$ in $g(x)$.

Proposition 9.1.9. Let $\ell=k(\xi)$, where $\xi$ is an algebraic separable element over $k$. Let $f(x)$ be the minimal polynomial of $\xi$ of degree $d$. Then $\operatorname{Tr}_{\ell / k} \frac{\xi^{i}}{f^{\prime}(\xi)}=0$ for $0 \leq i<d-1$, and $\operatorname{Tr}_{\ell / k} \frac{\xi^{d-1}}{f^{\prime}(\xi)}=1$.
Proof. (See Theorem 5.7.17). Let $\xi=\xi_{1}, \ldots, \xi_{d}$ be the $d$ roots of $f(x)$ in an algebraic closure of $k$. Let $g_{i}(x)=\frac{f(x)}{\left(x-\xi_{i}\right) f^{\prime}\left(\xi_{i}\right)}$ for $1 \leq i \leq d$.

Each $g_{i}(x)$ is a polynomial of degree $d-1$ and we have

$$
g_{i}\left(\xi_{i}\right)=1 \quad \text { and } \quad g_{i}\left(\xi_{j}\right)=0 \quad \text { for } \quad i \neq j
$$

Let

$$
h_{j}(x)=\sum_{i=1}^{d} \xi_{i}^{j} g_{i}(x) \quad \text { for } \quad 0 \leq j \leq d-1
$$

Clearly, $h_{j}(x)$ is a polynomial of degree at most $d-1$ and we have $h_{j}\left(\xi_{i}\right)=\xi_{i}^{j}$ for $1 \leq i \leq d$. Therefore $h_{j}(x)=x^{j}$. Indeed both polynomials take the same value at $d$ distinct points, and both have degree less than or equal to $d-1$.

Then for $x=0$, we have

$$
\begin{aligned}
h_{j}(0) & =\sum_{i=1}^{d} \xi_{i}^{j} g_{i}(0)=\sum_{i=1}^{d} \xi_{i}^{j} \frac{f(0)}{\left(-\xi_{i}\right) f^{\prime}\left(\xi_{i}\right)} \\
& =-f(0) \sum_{i=1}^{d} \frac{\xi_{i}^{j-1}}{f^{\prime}\left(\xi_{i}\right)}=-f(0) \operatorname{Tr}_{\ell / k} \frac{\xi^{j-1}}{f^{\prime}(\xi)}
\end{aligned}
$$

Since

$$
h_{j}(0)=\left\{\begin{array}{l}
1 \text { if } j=0 \\
0 \text { if } 1 \leq j \leq d-1
\end{array}\right.
$$

we obtain

$$
f(0) \operatorname{Tr}_{\ell / k} \frac{\xi^{j-1}}{f^{\prime}(\xi)}=\left\{\begin{array}{c}
-1 \text { if } j=0 \\
0 \text { if } 1 \leq j \leq d-1
\end{array}\right.
$$

Let

$$
f(x)=x^{d}+a_{1} x^{d-1}+\cdots+a_{d-1} x+a_{d}=x^{d}+\sum_{t=1}^{d} a_{t} x^{d-t}
$$

We have

$$
f(0)=a_{d} \quad \text { and } \quad 0=f(\xi)=\xi^{d}+\sum_{t=1}^{d} a_{t} \xi^{d-t}, \quad \text { so } \quad \xi^{d-1}=-\sum_{t=1}^{d} a_{t} \xi^{d-t-1}
$$

Therefore

$$
\operatorname{Tr}_{\ell / k} \frac{\xi^{d-1}}{f^{\prime}(\xi)}=-\sum_{t=1}^{d} a_{t} \operatorname{Tr}_{\ell / k} \frac{\xi^{d-t-1}}{f^{\prime}(\xi)}=-a_{d}\left(\frac{-1}{f(0)}\right)=1
$$

Finally, we obtain

$$
\operatorname{Tr}_{\ell / k} \frac{\xi^{i}}{f^{\prime}(\xi)}=\left\{\begin{array}{l}
0 \text { if } 0 \leq i<d-1 \\
1 \text { if } i=d-1
\end{array}\right.
$$

As an immediate consequence we have the following result:
Theorem 9.1.10. Let $r \in \mathfrak{X}$ be such that $v_{\mathfrak{P}}(r) \geq-1, \mathfrak{P}=\mathfrak{Z}_{f}$, and $f(x) \in k[x]$ is a monic irreducible polynomial. Let $k(\mathfrak{P}) / k$ be separable and $\xi$ be the class of $x$ in $k(\mathfrak{P})$. Then if $\zeta$ is the class $r_{\mathfrak{P}} f(x)$ in $k(\mathfrak{P})$, we have

$$
(d x)^{\mathfrak{P}}(r)=\operatorname{Tr}_{k(\mathfrak{P}) / k} \frac{\zeta}{f^{\prime}(\xi)}
$$

Proof. If $r_{\mathfrak{P}}=\frac{g(x)}{f(x)}+v$ with $v_{\mathfrak{P}}(v) \geq 0$ and $\operatorname{deg} g(x) \leq d-1$, then $(d x)^{\mathfrak{P}}(r)=a_{d-1}$, which is the coefficient of $x^{d-1}$ in $g(x)$.

Since $\zeta=g(\xi)$, we have $\frac{\zeta}{f^{\prime}(\xi)}=\frac{g(\xi)}{f^{\prime}(\xi)}$, so if $g(x)=a_{0}+a_{1} x+\cdots+a_{d-1} x^{d-1}$, we have by Proposition 9.1.9,

$$
\operatorname{Tr}_{k(\mathfrak{P}) / k} \frac{\zeta}{f^{\prime}(\xi)}=\operatorname{Tr}_{k(\mathfrak{P}) / k} \frac{\sum_{i=0}^{d-1} a_{i} \xi^{i}}{f^{\prime}(\xi)}=\sum_{i=0}^{d-1} a_{i} \operatorname{Tr}_{k}(\mathfrak{P}) / k \frac{\xi^{i}}{f^{\prime}(\xi)}=a_{d-1}
$$

Therefore $(d x)^{\mathfrak{P}}(r)=a_{d-1}=\operatorname{Tr}_{k(\mathfrak{P}) / k} \frac{\zeta}{f^{\prime}(\xi)}$.
To conclude our analysis of $d x$, we state the following result.
Proposition 9.1.11. Let $u \in k(x)$ be represented by $u=p(x)+a_{-1} x^{-1}+v$, with $p(x) \in k[x], v \in k(x)_{\mathfrak{p}_{\infty}}$, and $v_{\mathfrak{p}_{\infty}}(v) \geq 2$. Then $(d x)^{\mathfrak{p}_{\infty}}(u)=-a_{-1}$.

Proof. For $i \geq 0$, we have $(d x)^{\mathfrak{p}_{\infty}}\left(x^{i}\right)=-\sum_{\mathfrak{p} \neq \mathfrak{p}_{\infty}}(d x)^{\mathfrak{p}}\left(x^{i}\right)=0$ (Theorem 9.1.7). Clearly, $(d x)^{\mathfrak{p}_{\infty}}\left(x^{-1}\right)=-1$ (Definition 4.1.4), and since $(d x)_{k(x)}=\mathfrak{p}_{\infty}^{-2}$ we conclude immediately that $(d x)^{\mathfrak{p}_{\infty}}(v)=0$. Therefore

$$
(d x)^{\mathfrak{p}_{\infty}}(u)=0-a_{-1}+0=-a_{-1}
$$

### 9.2 Trace and Cotrace of Differentials

In this section, $L / \ell$ denotes a finite extension of $K / k$.
Definition 9.2.1. Let $\xi \in \mathfrak{X}_{K}$ be a repartition. The cotrace of $\xi$, which we will denote by $\operatorname{cotr}_{K / L} \xi$, is the repartition $\zeta \in \mathfrak{X}_{L}$ defined as follows: if $\mathfrak{P}$ is a place of $L$, $\left.\mathfrak{P}\right|_{K}=\mathfrak{p}$, and $\xi_{\mathfrak{p}}$ is the $\mathfrak{p t h}$ component of $\xi$ with $\xi_{\mathfrak{p}} \in K_{\mathfrak{p}} \subseteq L_{\mathfrak{P}}$, then $\zeta_{\mathfrak{P}}:=\xi_{\mathfrak{p}}$.

To see that $\zeta$ is in fact a repartition, just notice that there exist only finitely many places such that $v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}\right)<0$, and above each one of these, there exist finitely many places in $L$.

The following proposition follows immediately from the definition.
Proposition 9.2.2. If $\xi_{x}$ is the principal repartition associated to $x \in K$, i.e., $\left(\xi_{x}\right)_{\mathfrak{p}}=$ $x$ for every place $\mathfrak{p}$ of $K$, then $\operatorname{cotr}_{K / L} \xi_{x}=\zeta_{x}$. Furthermore, if $\lambda, \lambda^{\prime} \in k$ and $\xi$, $\xi^{\prime} \in \mathfrak{X}_{K}$, we have $\operatorname{cotr}_{K / L}\left(\lambda \xi+\lambda^{\prime} \xi^{\prime}\right)=\lambda \operatorname{cotr}_{K / L} \xi+\lambda^{\prime} \operatorname{cotr}_{K / L} \xi^{\prime}$, that is, $\operatorname{cotr}_{K / L}$ is $k$-linear.

Definition 9.2.3. We define the trace of a repartition $\zeta \in \mathfrak{X}_{L}$ as $\operatorname{Tr}_{L / K} \zeta=\xi$, where $\xi_{\mathfrak{p}}=\sum_{i=1}^{h} \operatorname{Tr}_{L_{\mathfrak{F}_{i}} / K_{\mathfrak{p}}} \zeta_{\mathfrak{P}_{i}}$, and $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{h}$ are the places of $L$ over $\mathfrak{p}$.

It is easy to see that $\operatorname{Tr}_{L / K} \zeta \in \mathfrak{X}_{K}$. It follows from Corollary 5.5.17 that if $y \in L$, then $\operatorname{Tr}_{L / K} y=\sum_{i=1}^{h} \operatorname{Tr}_{\mathscr{P}_{i} / K_{\mathfrak{p}}} y$. Thus we obtain the following proposition:

Proposition 9.2.4. If $\zeta_{y}$ is the principal repartition of $\mathfrak{X}_{L}$ associated to $y$, then

$$
\operatorname{Tr}_{L / K} \zeta_{y}=\xi_{\operatorname{Tr}_{L / K} y}
$$

is the principal repartition of $\mathfrak{X}_{K}$ associated to $\operatorname{Tr}_{L / K} y \in K$. Furthermore, if $\lambda, \lambda^{\prime} \in k$ and $\zeta, \zeta^{\prime} \in \mathfrak{X}_{L}$, we have

$$
\operatorname{Tr}_{L / K}\left(\lambda \zeta+\lambda^{\prime} \zeta^{\prime}\right)=\lambda \operatorname{Tr}_{L / K} \zeta+\lambda^{\prime} \operatorname{Tr}_{L / K} \zeta^{\prime}
$$

Theorem 9.2.5. Let $\xi \in \mathfrak{X}_{K}$ and $z \in L$. Then $\operatorname{Tr}_{L / K}\left(z \operatorname{cotr}_{K / L} \xi\right)=\left(\operatorname{Tr}_{L / K} z\right) \xi$.
Proof. Let $\mathfrak{p}$ be a place of $K$ and let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{h}$ be the places of $L$ over $\mathfrak{p}$. We have

$$
A=\left(\operatorname{Tr}_{L / K}\left(z \operatorname{cotr}_{K / L} \xi\right)\right)(\mathfrak{p})=\sum_{i=1}^{h} \operatorname{Tr}_{\mathscr{P}_{i} / K_{\mathfrak{p}}}\left(z \operatorname{cotr}_{K / L} \xi\right)\left(\mathfrak{P}_{i}\right)
$$

Since $\left(\operatorname{cotr}_{K / L} \xi\right)\left(\mathfrak{P}_{i}\right)=\xi_{\mathfrak{p}} \in K_{\mathfrak{p}}$, it follows by Corollary 5.5.17 that

$$
A=\left(\sum_{i=1}^{h} \operatorname{Tr}_{L_{\mathfrak{P}_{i}} / K_{\mathfrak{p}}}(z)\right) \xi_{\mathfrak{p}}=\left(\left(\operatorname{Tr}_{L / K} z\right) \xi\right)(\mathfrak{p})
$$

Definition 9.2.6. Let $\Omega$ be a differential of $L$ and $\xi \in \mathfrak{X}_{K}$. The function $\omega$ defined by

$$
\omega(\xi)=\Omega\left(\operatorname{cotr}_{K / L} \xi\right)
$$

is called the trace of $\Omega$ and it is denoted by $\omega=\operatorname{Tr}_{L / K} \Omega$.
Theorem 9.2.7. $\omega=\operatorname{Tr}_{L / K} \Omega$ is a differential of $K$.
Proof. By Proposition 9.2.2, $\omega$ is $k$-linear. Now if $\xi_{x} \in \mathfrak{X}_{K}$, we have $\operatorname{cotr}_{K / L} \xi_{x}=$ $\zeta_{x} \in \mathfrak{X}_{L}$, from which we obtain that $\omega\left(\xi_{x}\right)=\operatorname{Tr}_{L / K} \Omega\left(\zeta_{x}\right)=0$. Thus $K \subseteq \operatorname{ker} \omega$.

If $\Omega=0$, it follows at once that $\omega=0$. If $\Omega \neq 0$, let $(\Omega)_{L}=\prod_{\mathfrak{P} \in \mathbb{P}_{L}} \mathfrak{P}^{a(\mathfrak{P})}$ be its divisor. Let $\mathfrak{p}$ be a place of $K$ and let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{h}$ be the places of $L$ above $\mathfrak{p}$ with respective ramification indices $e_{i}(1 \leq i \leq h)$. Let $a^{\prime}(\mathfrak{p})$ be the greatest integer such that $e_{i} a^{\prime}(\mathfrak{p}) \leq a\left(\mathfrak{P}_{i}\right)$ for $1 \leq i \leq h$. Then $a^{\prime}(\mathfrak{p})=0$ for all but a finite number of places.

Let $\mathfrak{A}=\prod_{\mathfrak{p} \in \mathbb{P}_{K}} \mathfrak{p}^{a^{\prime}(\mathfrak{p})}$ be a divisor of $K$. Let $\xi \in \mathfrak{X}_{K}$ be such that $\xi \equiv 0 \bmod \mathfrak{A}^{-1}$. Thus, $\xi \in \mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right)$ and $v_{\mathfrak{p}}(\xi) \geq-v_{\mathfrak{p}}(\mathfrak{A})=-a^{\prime}(\mathfrak{p})$ for every place $\mathfrak{p}$ of $K$. If $\mathfrak{P}$ is a place of $L$ above $\mathfrak{p}$, we have

$$
v_{\mathfrak{P}}\left(\left(\operatorname{cotr}_{K / L} \xi\right)(\mathfrak{P})\right)=v_{\mathfrak{P}}\left(\xi_{\mathfrak{p}}\right)=e_{L / K}(\mathfrak{P} \mid \mathfrak{p}) v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}\right) \geq-e a^{\prime}(\mathfrak{p}) \geq-a(\mathfrak{P})
$$

where $e=e_{L / K}(\mathfrak{P} \mid \mathfrak{p})$. Therefore we have $\operatorname{cotr}_{K / L} \xi \in \mathfrak{X}_{L}\left(\left(\Omega_{L}\right)^{-1}\right)$ and $\Omega\left(\operatorname{cotr}_{K / L} \xi\right)=0$, which implies $\omega(\xi)=0$. Thus $\mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right) \subseteq \operatorname{ker} \omega$, which proves that $\omega$ is a differential of $K$.

Proposition 9.2.8. If $\Omega, \Omega^{\prime}$ are two differentials of $L$ and $x$ an element of $K$, then

$$
\operatorname{Tr}_{L / K}\left(\Omega+\Omega^{\prime}\right)=\operatorname{Tr}_{L / K}(\Omega)+\operatorname{Tr}_{L / K}\left(\Omega^{\prime}\right) \quad \text { and } \quad \operatorname{Tr}_{L / K}(x \Omega)=x \operatorname{Tr}_{L / K}(\Omega) .
$$

Proof. The first formula is obvious. For the second one, consider a repartition $\xi \in \mathfrak{X}_{K}$. We have

$$
\begin{aligned}
\left(\operatorname{Tr}_{L / K}(x \Omega)\right)(\xi) & =\operatorname{Tr}_{L / K}\left(x \Omega\left(\operatorname{cotr}_{K / L} \xi\right)\right)=\operatorname{Tr}_{L / K}\left(\Omega\left(\operatorname{cotr}_{K / L} x \xi\right)\right) \\
& =\left(\operatorname{Tr}_{L / K} \Omega\right)(x \xi)=x\left(\operatorname{Tr}_{L / K} \Omega\right) \xi
\end{aligned}
$$

According to the Proposition 9.2.8, an operation of trace of differentials corresponds to the cotrace operation on repartitions. Conversely, we wish to associate an operation of cotrace on differentials corresponding to the operation of trace on repartitions. However, at this point a difficulty arises with respect to linearity, for we have only $k$-linearity. This forces us to consider only geometric extensions, i.e., the case $\ell=k$. The general case can be solved using Theorem 9.5.17.

Thus, we consider a finite geometric extension $L / K$ of function fields.
Definition 9.2.9. Let $\omega$ be a differential in $K$. For $\zeta \in \mathfrak{X}_{L}$ we define

$$
\Omega(\zeta)=\omega\left(\operatorname{Tr}_{L / K} \zeta\right)
$$

We say that $\Omega$ is the cotrace of $\omega$ and we denote it by $\Omega=\operatorname{cotr}_{K / L} \omega$.
Theorem 9.2.10. In the geometric case $\ell=k$, the cotrace $\Omega$ is a differential of $L$.
Proof. By Proposition 9.2.4, $\Omega$ is $k$-linear. On the other hand, if $\zeta_{y}$ is the principal repartition in $L$ corresponding to $y$, it follows by Proposition 9.2 .4 that $\operatorname{Tr}_{L / K} \zeta_{y}=$ $\xi_{\operatorname{Tr}_{L / K} y}$ is the principal repartition in $K$ associated to $\operatorname{Tr}_{L / K} y$, so $\Omega\left(\zeta_{y}\right)=0$.

Now, if $L / K$ is inseparable, we have $\operatorname{Tr}_{L / K} \equiv 0$. Thus $\Omega=0$ and $\Omega$ is a differential. Assume that $L / K$ is a separable extension. Let $\omega \neq 0$ and let $(\omega)_{K}=$ $\prod_{\mathfrak{p} \in \mathbb{P}_{K}} \mathfrak{p}^{a(\mathfrak{p})}$ be its divisor.

For each divisor $\mathfrak{P}$ of $L$, let $\mathfrak{p}=\left.\mathfrak{P}\right|_{K}, e(\mathfrak{P})=e_{L / K}(\mathfrak{P} \mid \mathfrak{p})$ be the ramification index of $\mathfrak{P}$ over $\mathfrak{p}$, and let $m(\mathfrak{P})$ be the exponent of $\mathfrak{P}$ in the different $\mathfrak{D}_{L / K}$.

Let $u \in L_{\mathfrak{P}}$ and let $\mathfrak{M}$ be the repartition that takes the value $u$ at $\mathfrak{P}$, and 0 at every other place. Then $\operatorname{Tr}_{L / K} \mathfrak{M}$ is the repartition that takes the value 0 at any place other than $\mathfrak{p}$. At $\mathfrak{p}$ we have

$$
\left(\operatorname{Tr}_{L / K} \mathfrak{M}\right)_{\mathfrak{p}}=\sum_{i=1}^{h} \operatorname{Tr}_{L_{\mathfrak{P}_{i}} / K_{\mathfrak{p}}} \mathfrak{M}_{\mathfrak{P}_{i}}=\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} u
$$

so

$$
\Omega^{\mathfrak{P}}(u)=\Omega(\mathfrak{M})=\omega\left(\operatorname{Tr}_{L / K} \mathfrak{M}\right)=\omega^{\mathfrak{p}}\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} u\right)
$$

Let $\pi \in K$ be such that $v_{\mathfrak{p}}(\pi)=1$. If $v_{\mathfrak{P}}(u) \geq-e(\mathfrak{P}) a(\mathfrak{p})-m(\mathfrak{P})$, then

$$
v_{\mathfrak{P}}\left(\pi^{a(\mathfrak{p})} u\right)=v_{\mathfrak{P}}\left(\pi^{a(\mathfrak{p})}\right)+v_{\mathfrak{P}}(u)=e(\mathfrak{P}) a(\mathfrak{p})+v_{\mathfrak{P}}(u) \geq-m(\mathfrak{P}) .
$$

Thus, by Theorem 5.6.1 and Definition 5.6.2, we have

$$
v_{\mathfrak{p}}\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} \pi^{a(\mathfrak{p})} u\right)=v_{\mathfrak{p}}\left(\pi^{a(\mathfrak{p})} \operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} u\right) \geq 0
$$

Therefore $v_{\mathfrak{p}}\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} u\right) \geq-v_{\mathfrak{p}}\left(\pi^{a(\mathfrak{p})}\right)=-a(\mathfrak{p})$. Hence,

$$
\Omega^{\mathfrak{P}}(u)=\omega^{\mathfrak{p}}\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} u\right)=0
$$

On the other hand, there exists an element $z \in L_{\mathfrak{P}}$ such that

$$
v_{\mathfrak{P}}(z)=-m(\mathfrak{P})-1 \quad \text { with } \quad v_{\mathfrak{p}}\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} z\right)<0
$$

Since $v_{\mathfrak{P}}(\pi z) \geq-m(\mathfrak{P})$, we have $v_{\mathfrak{p}}\left(\pi \operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} z\right) \geq 0$. It follows that $v_{\mathfrak{p}}\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} z\right)=-1$. Now, $a(\mathfrak{p})$ is the exponent of the divisor of $\omega$, so by Theorem 9.1.5 there exists an element $y \in K$ such that

$$
v_{\mathfrak{p}}(y)=-a(\mathfrak{p})-1 \quad \text { and } \quad \omega^{\mathfrak{p}}(y) \neq 0
$$

Then

$$
\begin{aligned}
v_{\mathfrak{P}}\left(y z\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} z\right)^{-1}\right) & =v_{\mathfrak{P}}(y)+v_{\mathfrak{P}}(z)-v_{\mathfrak{P}}\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} z\right) \\
& =e(\mathfrak{P})(-a(\mathfrak{p})-1)-m(\mathfrak{P})-1-e(\mathfrak{P})(-1) \\
& =-e(\mathfrak{P}) a(\mathfrak{p})-m(\mathfrak{P})-1
\end{aligned}
$$

Furthermore,

$$
\Omega^{\mathfrak{P}}\left(y z\left(\operatorname{Tr}_{L \mathfrak{P} / K_{\mathfrak{p}}} z\right)^{-1}\right)=\omega^{\mathfrak{p}}\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}}\left(y z\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}} z\right)^{-1}\right)\right)=\omega^{\mathfrak{p}}(y) \neq 0
$$

Thus $\Omega$ is a $k$-linear function from $\mathfrak{X}_{L}$ to $k$ vanishing in $L$ as well as in $\mathfrak{X}_{L}\left(\mathfrak{D}_{L / K}^{-1}\left(\operatorname{con}_{K / L}(\omega)_{K}\right)^{-1}\right)$. Therefore $\Omega$ is a differential of $L$ when $\ell=k$.

### 9.3 Hasse Differentials and Residues

In Section 3.4 we gave the definition of differential based on the "usual" differentials in the complex plane. The differentials defined in Section 3.4 are due to A. Weil. Helmut Hasse ( $[53,54]$ ) established a theory of differentials for function fields whose field of constants is a perfect field, which constitutes a natural extension of the classical notion. We will see that this new concept of differentials (which we will call H-differentials) is essentially the same as that of the Weil differentials. Actually, the
differentials presented in Section 3.4 for the sake of motivation are the Hasse differentials.

Let $K / k$ be a function field, where $k$ is a perfect field. Let $\mathfrak{P}$ be a place of $K$ and let $K_{\mathfrak{P}}$ be the completion of $K$ at $\mathfrak{P}$. Let $\pi$ be a prime element of $\mathfrak{P}$. Then by Proposition 2.3.13 and Theorem 2.5.20 an arbitrary element $\alpha \in K_{\mathfrak{P}}$ can be uniquely expanded as

$$
\alpha=\sum_{i=v_{\mathfrak{P}}(\alpha)}^{\infty} s_{i} \pi^{i}, \quad \text { where } \quad s_{i} \in k(\mathfrak{P}) \subseteq K_{\mathfrak{P}}
$$

Definition 9.3.1. The derivative $\frac{d \alpha}{d \pi}$, or differentiation with respect to $\pi$, is defined by

$$
\frac{d \alpha}{d \pi}=\sum_{\left.i=v \mathfrak{P}^{( } \alpha\right)}^{\infty} i s_{i} \pi^{i-1}
$$

Proposition 9.3.2. The derivative $\frac{d}{d \pi}: K_{\mathfrak{P}} \rightarrow K_{\mathfrak{P}}$ is continuous and satisfies
(1) $\frac{d}{d \pi}(a \alpha+b \beta)=a \frac{d \alpha}{d \pi}+b \frac{d \beta}{d \pi} \quad$ for all $\quad a, b \in k(\mathfrak{P}) \quad$ and $\quad \alpha, \beta \in K_{\mathfrak{P}}$.
(2) $\frac{d}{d \pi}(\alpha \beta)=\alpha \frac{d \beta}{d \pi}+\beta \frac{d \alpha}{d \pi} \quad$ for all $\quad a, b \in k(\mathfrak{P}) \quad$ and $\quad \alpha, \beta \in K_{\mathfrak{P}}$.
(3) $\frac{d}{d \pi}\left(\alpha^{n}\right)=n \alpha^{n-1} \frac{d \alpha}{d \pi}$ for all $n \in \mathbb{Z}$.

Proof: Exercise 9.7.1.
Now let $\pi_{1}$ be another prime element for $\mathfrak{P}$. Since $\frac{d}{d \pi}$ and $\frac{d}{d \pi_{1}}$ are continuous, the derivative of a convergent power series can be carried out term by term.

Let $\alpha \in K_{\mathfrak{P}}, \alpha=\sum_{i=v \mathfrak{P}(\alpha)}^{\infty} s_{i}^{\prime} \pi_{1}^{i}, s_{i}^{\prime} \in k(\mathfrak{P})$. Then

$$
\frac{d \alpha}{d \pi_{1}}=\sum_{i=v_{\mathfrak{P}}(\alpha)}^{\infty} i s_{i}^{\prime} \pi_{1}^{i-1}
$$

On the other hand,

$$
\frac{d \alpha}{d \pi}=\sum_{i=v \mathfrak{P}^{(\alpha)}}^{\infty} \frac{d}{d \pi}\left(s_{i}^{\prime} \pi_{1}^{i}\right)=\sum_{i=v \mathfrak{P}^{(\alpha)}}^{\infty} s_{i}^{\prime} \frac{d}{d \pi}\left(\pi_{1}^{i}\right)=\sum_{i=v_{\mathfrak{P}}(\alpha)}^{\infty} s_{i}^{\prime} i \pi_{1}^{i-1} \frac{d \pi_{1}}{d \pi}=\frac{d \alpha}{d \pi_{1}} \frac{d \pi_{1}}{d \pi}
$$

Proposition 9.3.3. The differentiation with respect to prime elements $\pi, \pi_{1}$ of $\mathfrak{P}$ satisfies

$$
\begin{equation*}
\frac{d \alpha}{d \pi}=\frac{d \alpha}{d \pi_{1}} \frac{d \pi_{1}}{d \pi} \tag{9.1}
\end{equation*}
$$

Let $A_{\mathfrak{P}}=\left\{(a, b) \mid a, b \in K_{\mathfrak{P}}\right\}$.

Definition 9.3.4. Put $(\alpha, \beta) \sim_{H}\left(\alpha^{\prime}, \beta^{\prime}\right)$ if for a prime element $\pi$ of $\mathfrak{P}$ on $K_{\mathfrak{P}}$ the equality

$$
\begin{equation*}
\alpha \frac{d \beta}{d \pi}=\alpha^{\prime} \frac{d \beta^{\prime}}{d \pi} \tag{9.2}
\end{equation*}
$$

holds. Clearly, $\sim_{H}$ is an equivalence relation on $A_{\mathfrak{P}}$.
Proposition 9.3.5. The class does not depend on the prime element.
Proof. If $(\alpha, \beta) \sim_{H}\left(\alpha^{\prime}, \beta^{\prime}\right)$ with respect to the prime element $\pi$, then

$$
\alpha \frac{d \beta}{d \pi}=\alpha^{\prime} \frac{d \beta^{\prime}}{d \pi} .
$$

It follows that $\alpha \frac{d \beta}{d \pi_{1}}=\alpha \frac{d \beta}{d \pi} \frac{d \pi}{d \pi_{1}}=\alpha^{\prime} \frac{d \beta^{\prime}}{d \pi} \frac{d \pi}{d \pi_{1}}=\alpha^{\prime} \frac{d \beta^{\prime}}{d \pi_{1}}$.
Thus the equivalence classes do not depend on the prime element.

Definition 9.3.6. The classes in $A_{\mathfrak{P}} / \sim_{H}$ are called the local Hasse differentials of $K_{\mathfrak{P}}$. The class of $(\alpha, \beta)$ is denoted by $\alpha d \beta$ and we will use the notation $\sim$ instead of $\sim_{H}$.

If $(\alpha, \beta) \sim\left(\alpha^{\prime}, \beta^{\prime}\right)$, then for any $\gamma \in K_{\mathfrak{P}}$ we have $(\gamma \alpha, \beta) \sim\left(\gamma \alpha^{\prime}, \beta^{\prime}\right)$. It follows that we can define the product $\gamma \alpha d \beta$ as the class of $(\gamma \alpha, \beta)$, i.e.,

$$
\begin{equation*}
\gamma \alpha d \beta=(\gamma \alpha) d \beta \tag{9.3}
\end{equation*}
$$

In particular, $\alpha d \beta$ is the product of $\alpha$ and $d \beta=1 d \beta$.
Proposition 9.3.7. For any two prime elements $\pi$ and $\pi_{1}$ for $\mathfrak{P}$ we have

$$
v_{\mathfrak{P}}\left(\alpha \frac{d \beta}{d \pi}\right)=v_{\mathfrak{P}}\left(\alpha \frac{d \beta}{d \pi_{1}}\right) .
$$

Proof. Since $\pi$ and $\pi_{1}$ are prime elements we have, $v_{\mathfrak{P}}\left(\frac{d \pi_{1}}{d \pi}\right)=0$, and

$$
v_{\mathfrak{P}}\left(\alpha \frac{d \beta}{d \pi}\right)=v_{\mathfrak{P}}\left(\alpha \frac{d \beta}{d \pi_{1}} \frac{d \pi_{1}}{d \pi}\right)=v_{\mathfrak{P}}\left(\alpha \frac{d \beta}{d \pi_{1}}\right)+v_{\mathfrak{P}}\left(\frac{d \pi_{1}}{d \pi}\right)=v_{\mathfrak{P}}\left(\alpha \frac{d \beta}{d \pi_{1}}\right)
$$

Definition 9.3.8. We define the order of $\alpha d \beta$ at $\mathfrak{P}$ by

$$
v_{\mathfrak{P}}(\alpha d \beta):=v_{\mathfrak{P}}\left(\alpha \frac{d \beta}{d \pi}\right),
$$

where $\pi$ is any prime element for $\mathfrak{P}$.
If $v_{\mathfrak{P}}\left(\alpha \frac{d \beta}{d \pi}\right)=m>0, \mathfrak{P}$ is called a zero of order $m$ of $\alpha d \beta$. If $m<0, \mathfrak{P}$ is called a pole of order $-m$.

The following result establishes that the "residue" of a differential does not depend on the prime element considered.

Theorem 9.3.9. Let $\pi$ and $\pi_{1}$ be prime elements in $K_{\mathfrak{P}}$ for $\mathfrak{P}$. Let $\alpha, \beta \in K_{\mathfrak{P}}$ and

$$
\alpha \frac{d \beta}{d \pi}=\sum_{i} s_{i} \pi^{i}, \quad \alpha \frac{d \beta}{d \pi_{1}}=\sum_{i} s_{i}^{\prime} \pi_{1}^{i} .
$$

Then $s_{-1}=s_{-1}^{\prime}$.
Proof. Let

$$
\pi_{1}=\sum_{i=1}^{\infty} a_{i} \pi^{i}, \quad \text { where } \quad a_{1} \neq 0 \quad \text { and } \quad a_{i} \in k(\mathfrak{P}), \quad i=1,2, \ldots, \infty
$$

If $m=v_{\mathfrak{P}}\left(\alpha \frac{d \beta}{d \pi}\right)$, then

$$
\begin{align*}
\sum_{i=m}^{\infty} s_{i} \pi^{i} & =\alpha \frac{d \beta}{d \pi}=\alpha \frac{d \beta}{d \pi_{1}} \frac{d \pi_{1}}{d \pi}=\left(\sum_{i=m}^{\infty} s_{i}^{\prime} \pi_{1}^{i}\right) \frac{d \pi_{1}}{d \pi} \\
& =\sum_{i=m}^{\infty} s_{1}^{\prime}\left(\sum_{j=1}^{\infty} a_{j} \pi^{j}\right)^{i}\left(\sum_{j=1}^{\infty} j a_{j} \pi^{j-1}\right) \tag{9.4}
\end{align*}
$$

For $i=-1$ we obtain

$$
\begin{aligned}
& \quad s_{-1}^{\prime}\left(\sum_{j=1}^{\infty} a_{j} \pi^{j}\right)^{-1}\left(\sum_{j=1}^{\infty} j a_{j} \pi^{j-1}\right) \\
& =s_{-1}^{\prime}\left(a_{1}^{-1} \pi^{-1}\right)\left(1+\sum_{\ell=1}^{\infty} a_{1}^{-1} a_{\ell+1} \pi^{\ell}\right)^{-1}\left(\sum_{j=1}^{\infty} j a_{j} \pi^{j-1}\right) \\
& =s_{1}^{\prime} a_{1}^{-1} \pi^{-1}\left(1-a_{1}^{-1} a_{\ell+1} \pi+\cdots\right)\left(a_{1}+2 a_{2} \pi+\cdots\right) \\
& = \\
& \frac{s_{-1}^{\prime}}{\pi}+\sum_{\ell=0}^{\infty} s_{\ell}^{\prime \prime} \pi^{\ell}
\end{aligned}
$$

To prove the theorem it suffices to show that for $i \neq-1$, the expansion of

$$
\begin{equation*}
\left(\sum_{j=1}^{\infty} a_{j} \pi^{j}\right)^{i}\left(\sum_{j=1}^{\infty} j a_{j} \pi^{j-1}\right) \tag{9.5}
\end{equation*}
$$

does not contain the term $\pi^{-1}$.
First we consider the case char $k=0$. Let $\pi_{1}^{i+1}=\sum_{\ell=i+1}^{\infty} \varepsilon \ell \pi^{\ell}$. Then for any $i \neq-1$, we have

$$
\begin{equation*}
\left(\sum_{j=1}^{\infty} a_{j} \pi^{j}\right)^{i}\left(\sum_{j=1}^{\infty} j a_{j} \pi^{j-1}\right)=\pi_{1}^{i} \frac{d \pi_{1}}{d \pi}=\frac{1}{i+1} \frac{d \pi_{1}^{i+1}}{d \pi}=\frac{1}{i+1} \sum_{\ell=i+1}^{\infty} \ell \varepsilon_{\ell} \pi^{\ell-1} . \tag{9.6}
\end{equation*}
$$

The coefficient of $\pi^{-1}$ in (9.6) is $\frac{0 \varepsilon_{0}}{1+i}=0$.
Now consider the case char $k=p>0$. Let $\left\{y_{n}\right\}_{n=1}^{\infty}$ be an algebraically independent set that replaces the above set of coefficients $\left\{a_{n}\right\}_{n=1}^{\infty}$. Let $M=\mathbb{Q}\left(\left\{y_{n}\right\}_{n=1}^{\infty}\right)$. Then (9.5) takes the form

$$
\begin{equation*}
\sum_{\ell} w_{\ell} \pi^{\ell}=\left(\sum_{j=1}^{\infty} y_{j} \pi^{j}\right)^{i}\left(\sum_{j=1}^{\infty} j y_{j} \pi^{j-1}\right), \quad \text { with } \quad w_{n} \in M \quad \text { and } \quad i \neq-1 \tag{9.7}
\end{equation*}
$$

By the characteristic 0 case, the coefficient $\omega_{-1}$ of $\pi^{-1}$ in (9.7) is 0 .
Notice that $w_{\ell}$ is a rational function on a finite subset of $\left\{y_{n}\right\}_{n=1}^{\infty}$ whose denominator is at most a power of $y_{1}$ and whose numerator is a polynomial with coefficients in $\mathbb{Z}$. When we take the numerator modulo $p$, we obtain a rational function $\bar{w}_{i} \in \mathbb{F}_{p}\left(\left\{y_{n}\right\}_{n=1}^{\infty}\right)=\bar{M}$. Thus, by viewing (9.7) as a power series in $\pi$ with coefficients in $\bar{M}$, we obtain

$$
\begin{equation*}
\sum_{\ell} \bar{w}_{\ell} t^{\ell}=\left(\sum_{j=1}^{\infty} y_{j} \pi^{j}\right)^{i}\left(\sum_{j=1}^{\infty} j y_{j} \pi^{j-1}\right) \bmod p \tag{9.8}
\end{equation*}
$$

We have $a_{1} \neq 0$. Let $\xi_{\ell}=\bar{w}_{\ell}\left(a_{1}, a_{2}, \ldots\right) \in k(\mathfrak{P})$. From (9.8) we obtain

$$
\sum_{\ell} \xi_{\ell} t^{\ell}=\left(\sum_{j=1}^{\infty} a_{j} \pi^{j}\right)^{i}\left(\sum_{j=1}^{\infty} j a_{j} \pi^{j-1}\right)
$$

Since $w_{-1}=0$, it follows that $\bar{w}_{-1}=0$ and $\xi_{-1}=0$.
Definition 9.3.10. Let $\alpha d \beta$ be a local Hasse differential, $\pi$ a prime element, and

$$
\alpha d \beta=\sum_{i=m}^{\infty} s_{i} \pi^{i} \in K_{\mathfrak{P}}
$$

Then the residue of $\alpha d \beta$ is defined by

$$
\operatorname{Res}_{\mathfrak{P}} \alpha d \beta:=\operatorname{Tr}_{k(\mathfrak{P}) / k} s_{-1} \in k
$$

Theorem 9.3.9 proves that the residue is independent from the prime element. Recall that we are considering a perfect field $k$, so $\operatorname{Tr}_{k(\mathfrak{P}) / k} \not \equiv 0$.

To define the global Hasse differential, we consider an arbitrary function field $K / k$, where $k$ is a perfect field. Set $A=K \times K$. For $(\alpha, \beta) \in A, \mathfrak{P} \in \mathbb{P}_{K}$, and $\alpha, \beta \in K_{\mathfrak{P}}$, let $(\alpha d \beta)_{\mathfrak{P}}$ be the local Hasse differential at $\mathfrak{P}$. We define

$$
(\alpha, \beta) \sim_{H}\left(\alpha_{1}^{\prime}, \beta^{\prime}\right)
$$

if $(\alpha d \beta)_{\mathfrak{P}}=\left(\alpha^{\prime} d \beta^{\prime}\right)_{\mathfrak{P}}$ for all $\mathfrak{P} \in \mathbb{P}_{K}$.
It is easy to see that $\sim_{H}$ defines an equivalence relation in $A$.
Definition 9.3.11. The equivalence class corresponding to $(\alpha, \beta) \in A$ is called a Hasse differential or $H$-differential, and the class of $(\alpha, \beta)$ is denoted by $\alpha d \beta$.

Since $k$ is a perfect field, it follows by Corollary 8.2 .11 that $K / k$ is separable. The separating elements of $K$ are characterized by the following theorem.

Theorem 9.3.12. An element $x$ of $K$ is a separating element if and only if $d x \neq 0$. Furthermore, when $x$ is a separating element we have $(d x)_{\mathfrak{P}} \neq 0$ for all $\mathfrak{P} \in \mathbb{P}_{K}$.

Proof. If $K$ is of characteristic 0 , every $x$ in $K \backslash k$ is a separating element. Since if for some prime divisor $\mathfrak{P}$ and some prime element $\pi$ at $\mathfrak{P}, \frac{d x}{d \pi}=0$ implies $x \in k$, the result follows.

Consider $k$ to be of characteristic $p>0$. Let $\mathfrak{P} \in \mathbb{P}_{K}$ and let $\pi$ be a prime element at $\mathfrak{P}$. Let $x \in K$. If $x$ is not a separating element, then $y=x^{1 / p} \in K$ (Exercise 8.7.19). Hence

$$
\begin{equation*}
\frac{d x}{d \pi}=\frac{d y^{p}}{d \pi}=p y^{p-1} \frac{d y}{d \pi}=0 \tag{9.9}
\end{equation*}
$$

Since (9.9) holds for any $\mathfrak{P} \in \mathbb{P}_{K}$ it follows that $d x=0$.
Conversely, let $x \in K$ be a separating element. Let $K=k(x, y)$ with $f(x, y)=0$, where $f\left(T_{1}, T_{2}\right) \in k\left[T_{1}, T_{2}\right]$ is an irreducible polynomial. Using the chain rule, we obtain

$$
\begin{equation*}
f_{x}(x, y) \frac{d x}{d \pi}+f_{y}(x, y) \frac{d y}{d \pi}=0 \tag{9.10}
\end{equation*}
$$

where $f_{x}$ and $f_{y}$ denote the usual partial derivatives.
Since $f\left(T_{1}, T_{2}\right)$ is irreducible and $y$ is separable over $k(x)$ it follows that

$$
\begin{equation*}
f_{y}(x, y) \neq 0 \tag{9.11}
\end{equation*}
$$

Suppose that $\frac{d x}{d \pi}=0$. From (9.10) and (9.11) we obtain

$$
\frac{d y}{d \pi}=0
$$

Let $x=\sum_{i} s_{i} \pi^{i}$ and $y=\sum_{i} t_{i} \pi^{i}$, with $s_{i}, t_{i} \in k(\mathfrak{P})$. Since $\frac{d x}{d \pi}=0=\frac{d y}{d \pi}$ it follows that $s_{i}=t_{i}=0$ for $i \not \equiv 0 \bmod p$. Therefore $x=\sum_{j} s_{p j} \pi^{p j}$ and $y=\sum_{j} t_{p j} \pi^{p j}$, that is, $x$ and $y$ are power series in $\pi^{p}$. Since $K=k(x, y)$, every element of $K$ is a power series of $\pi^{p}$. We may assume without loss of generality that $\pi \in K$. This contradiction proves that $\frac{d x}{d \pi} \neq 0$, i.e., $(d x)_{\mathfrak{P}} \neq 0$. Furthermore, this holds for any $\mathfrak{P} \in \mathbb{P}_{K}$.

Now we prove the analogue of Theorem 3.4.9 for H-differentials.

Theorem 9.3.13. Let $\beta \in K$ be such that $d \beta \neq 0$. Then any $H$-differential in $K$ can be written uniquely as $\alpha d \beta$ for some $\alpha \in K$.

Proof. Let $x \in K$ be arbitrary. To prove the theorem it suffices to prove that there exists a unique $\alpha \in K$ such that $d x=\alpha d \beta$.

It is clear that $K / k(\beta)$ is a finite separable extension. Thus there exists an irreducible polynomial $g$ such that

$$
g(x, \beta)=0 .
$$

Let $\mathfrak{P}$ be an arbitrary place and let $\pi$ be a prime element at $\mathfrak{P}$. Using the chain rule, we obtain

$$
g_{x}(x, \beta) \frac{d x}{d \pi}+g_{\beta}(x, \beta) \frac{d \beta}{d \pi}=0
$$

Now $\beta$ is a separating element, $x$ is separable over $k(\beta)$, and $g$ is irreducible, so we have $\frac{d \beta}{d \pi} \neq 0$ and $g_{x}(x, \beta) \neq 0$.

Let $\alpha=-\frac{g_{\beta}(x, \beta)}{g_{x}(x, \beta)} \in K$. Then

$$
\frac{d x}{d \pi}=\alpha \frac{d \beta}{d \pi}
$$

for any $\mathfrak{P}$. It follows that $d x=\alpha d \beta$.
The uniqueness is a consequence of the fact that the H -differentials form a K vector space.

Theorem 9.3.14 (Residue Theorem). Let $\alpha d \beta$ be any H-differential. Then $\operatorname{Res}_{\mathfrak{P}} \alpha d \beta=0$ for almost all places $\mathfrak{P}$. Furthermore,

$$
\begin{equation*}
\sum_{\mathfrak{P} \in \mathbb{P}_{K}} \operatorname{Res}_{\mathfrak{P}}(\alpha d \beta)=0 \tag{9.12}
\end{equation*}
$$

Proof. For $\mathfrak{P}$ such that $v_{\mathfrak{P}}(\alpha) \geq 0$ and $v_{\mathfrak{P}}(\beta) \geq 0$, we have

$$
\alpha \frac{d \beta}{d \pi}=\left(\sum_{i=0}^{\infty} a_{i} \pi^{i}\right)\left(\sum_{j=1}^{\infty} j b_{j} \pi^{j-1}\right)=\sum_{i=0}^{\infty} c_{i} \pi^{i},
$$

so $\operatorname{Res}_{\mathfrak{P}}(\alpha d \beta)=0$.
Since $v_{\mathfrak{P}}(\alpha) \geq 0$ and $v_{\mathfrak{P}}(\beta) \geq 0$ hold for almost all $\mathfrak{P}$, we obtain the first part of the theorem.

For any perfect field $k$, if $x$ is a separating element of $K$ and $L / K$ is a finite separable extension, then if $\mathfrak{p}$ is a place of $K$ we have

$$
\begin{equation*}
\underset{\mathfrak{p}}{\operatorname{Res}}\left(\operatorname{Tr}_{L_{\mathfrak{P}} / K_{\mathfrak{p}}}(y) d x\right)=\underset{\mathfrak{P}}{\operatorname{Res}}(y d x) \tag{9.13}
\end{equation*}
$$

where $\mathfrak{P}$ is place of $L$ dividing $\mathfrak{p}$. It follows that

$$
\begin{equation*}
\underset{\mathfrak{p}}{\operatorname{Res}}\left(\operatorname{Tr}_{L / K}(y) d x\right)=\sum_{\mathfrak{P} \mid \mathfrak{p}} \operatorname{Res}(y d x) \tag{9.14}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\underset{\mathfrak{p}_{0}}{\operatorname{Res}\left(\operatorname{Tr}_{K / k(x)}(y) d x\right)=\sum_{\mathfrak{p} \mid \mathfrak{p}_{0}} \underset{\mathfrak{p}}{ } \operatorname{Res}(y d x), ~, ~, ~} \tag{9.15}
\end{equation*}
$$

where $\mathfrak{p}_{0}=\mathfrak{p} \cap k(x)$. For a proof of (9.13), (9.14), and (9.15) see Exercises 9.7.18 and 9.7.19 as well as the above proof of the case in which $k$ is algebraically closed.

By the above argument we may assume that $k$ is algebraically closed.
If $d \beta=0,(9.12)$ follows. Now assume that $d \beta \neq 0$, i.e., $\beta$ is a separating element of $K$.

For $K=k(\beta)$ we leave the verification of (9.12) to the reader (Exercise 9.7.20).
For the case $K \neq k(\beta)$, it suffices to show that if $\mathfrak{P}$ is an arbitrary place on $k(\beta)$ and $\wp_{1}, \ldots, \wp_{h}$ are the places on $K$ above $\mathfrak{P}$, we have

$$
\begin{equation*}
\sum_{i=1}^{h} \operatorname{Res}_{\wp_{i}}(\alpha d \beta)=\operatorname{Res}_{\mathfrak{P}}\left(\operatorname{Tr}_{K / k(\beta)}(\alpha) d \beta\right) \tag{9.16}
\end{equation*}
$$

Indeed, from (9.16) and the case $K=k(\beta)$ we obtain

$$
\left.\sum_{\wp \in \mathbb{P}_{K}} \operatorname{Res}(\alpha d \beta)=\sum_{\mathfrak{P} \in \mathbb{P}_{k(\beta)}} \operatorname{Res}_{\mathfrak{P}}\left(\operatorname{Tr}_{K / k(\beta)} \alpha\right) d \beta\right)=0 .
$$

Since $\beta$ is a separating element of $K$, let $y$ be such that

$$
\begin{equation*}
K=k(\beta, y) \quad \text { and } \quad f(\beta, y)=0 \tag{9.17}
\end{equation*}
$$

where $y$ is separable over $k(\beta)$.

$$
\text { Set } F(T):=f(\beta, T)=\prod_{i=1}^{h} p_{i}(T) \text { in } k(\beta)_{\mathfrak{P}}[T]
$$

By Corollary 5.4.9,

$$
K \otimes_{k(\beta)} k(\beta)_{\mathfrak{P}} \cong \bigoplus_{i=1}^{h} K_{\wp>i} .
$$

Indeed, we have

$$
\begin{aligned}
K \otimes_{k(\beta)} k(\beta)_{\mathfrak{P}} & =k(\beta)[T] /(F(T)) \otimes_{k(\beta)} k(\beta)_{\mathfrak{P}} \\
& \cong k(\beta)_{\mathfrak{P}}[T] /(F(T)) \cong \prod_{i=1}^{h} k(\beta)_{\mathfrak{P}} /\left(p_{i}(T)\right) \cong \bigoplus_{i=1}^{h} K_{\wp_{i}}
\end{aligned}
$$

By Corollary 5.5.17, we have

$$
\operatorname{Tr}_{K / k(\beta)} y=\sum_{i=1}^{h} \operatorname{Tr}_{K_{\wp_{i}} / k(\beta)_{\mathfrak{P}}} y
$$

and

$$
\underset{\mathfrak{P}}{\operatorname{Res}}\left(\operatorname{Tr}_{K / k(\beta)} y d \beta\right)=\sum_{i=1}^{h} \underset{\mathfrak{P}}{\operatorname{Res}}\left(\left(\operatorname{Tr}_{K_{\wp_{i}} / k(\beta) \mathfrak{P}} y\right) d \beta\right) .
$$

Thus, to prove (9.16), it suffices to show that

$$
\operatorname{Res}_{\wp_{i}}(y d \beta)=\operatorname{Res}_{\mathfrak{P}}\left(\left(\operatorname{Tr}_{K_{\wp_{i}} / k(\beta)_{\mathfrak{P}}} y\right) d \beta\right) .
$$

In other words, we need to prove that if $L / k(\beta) \mathfrak{P}$ is a finite extension and $\wp$ is the extension of $\mathfrak{P}$ to $L$, then for any $\alpha \in L$,

$$
\begin{equation*}
\operatorname{Res}_{\wp}(\alpha d \beta)=\operatorname{Res}_{\mathfrak{P}}\left(\left(\operatorname{Tr}_{L / k(\beta) \mathfrak{P}} \alpha\right) d \beta\right) . \tag{9.18}
\end{equation*}
$$

Let $\pi$ be a prime element for $\mathfrak{P}$. Then if $\operatorname{Tr}=\operatorname{Tr}_{L / k(\beta)} \mathfrak{P}$, we have

$$
\operatorname{Tr}(\alpha) d \beta=\operatorname{Tr}(\alpha) \frac{d \beta}{d \pi} d \pi=\operatorname{Tr}\left(y \frac{d \beta}{d \pi}\right) d \pi
$$

because $\frac{d \beta}{d \pi} \in k(\beta)_{\mathfrak{P}}$. Thus it suffices to prove

$$
\begin{equation*}
\operatorname{Res}_{\wp}(\alpha d \pi)=\operatorname{Res}_{\mathfrak{P}}((\operatorname{Tr} \alpha) d \pi) . \tag{9.19}
\end{equation*}
$$

We know that $\operatorname{Tr}$ is a linear and continuous map. Furthermore, any $\alpha$ has a unique expansion

$$
\alpha=\sum_{i=m}^{\infty} s_{i} t^{i} \quad \text { with } \quad s_{i} \in k,
$$

where $t$ is any prime element of $\wp$. Thus it suffices to prove that

$$
\begin{equation*}
\operatorname{Res}_{\wp}\left(t^{n} d \pi\right)=\operatorname{Res}_{\mathfrak{P}}^{\operatorname{Res}}\left(\operatorname{Tr}\left(t^{n}\right) d \pi\right) \quad \text { for } \quad n \in \mathbb{Z} \tag{9.20}
\end{equation*}
$$

Since $k$ is algebraically closed, it follows that $\left[L: k(\beta)_{\mathfrak{P}}\right]=e$ is the ramification index of $\mathfrak{P}$. If $k$ is of characteristic 0 , we use Proposition 5.5.12. That is, we may assume that $t^{e}=\pi$.

Using Newton's identities (Theorem 7.1.4) it is easy to see that

$$
\operatorname{Tr}\left(t^{n}\right)= \begin{cases}0 & \text { for } e \nmid n,  \tag{9.21}\\ e \pi^{m} & \text { for } n=m e .\end{cases}
$$

It follows that

Now, since $t^{n} \frac{d \pi}{d t}=t^{n}\left(e t^{e-1}\right)=e t^{n+e-1}$, we have

$$
\operatorname{Res}_{\wp}\left(t^{n} d \pi\right)=\left\{\begin{array}{l}
0 \text { for } n \neq-e \\
e \text { for } n=-e
\end{array}\right.
$$

Note that this proves (9.20) in the case $t^{e}=\pi$. But for $t^{e}=\pi$, (9.20) implies (9.19). Therefore, we obtain (9.20) for arbitrary prime elements $t$ and $\pi$.

Thus (9.20) holds when $k$ has characteristic 0 .
Now we consider $k$ to be algebraically closed of characteristic $p>0$. We have $\left[L: k(\beta)_{\mathfrak{P}}\right]=e$ and $L=k(\beta)_{\mathfrak{P}}(t)$. Let

$$
\frac{t^{e}}{\pi}=a_{0}+a_{1} t+\cdots+a_{e-1} t^{e-1} \quad \text { with } \quad a_{i} \in k(\beta)_{\mathfrak{P}} \quad \text { and } \quad a_{0} \neq 0
$$

We have $v_{\wp}\left(a_{i} t^{i}\right)=e v_{\mathfrak{P}}\left(a_{i}\right)+i \neq e v_{\mathfrak{P}}\left(a_{j}\right)+j$ whenever $0 \leq i, j \leq e-1, i \neq j$, $a_{i} \neq 0, a_{j} \neq 0$.

It follows that $0=v_{\wp}\left(\frac{t^{e}}{\pi}\right)=\min _{0 \leq j \leq e-1}\left\{e v_{\mathfrak{P}}\left(a_{j}\right)+j\right\}$. Thus $v_{\mathfrak{P}}\left(a_{j}\right) \geq 0$ and $v_{\mathfrak{P}}\left(a_{0}\right)=0$. Since $a_{0} \pi$ is a prime element for $\mathfrak{P}$ in $(k(\beta))_{\mathfrak{P}}$, we rewrite $a_{0} \pi$ as $\pi$ again. We have $k(\beta)_{\mathfrak{P}}=k((\pi))$. Hence

$$
t^{e}=\pi\left(1+A_{1}(\pi) t+\cdots+A_{e-1}(\pi) t^{e-1}\right)
$$

where

$$
A_{i}(\pi)=\sum_{j=0}^{\infty} a_{i j} \pi^{j}, \quad a_{i j} \in k
$$

and $A_{i}(\pi) \in k((\pi))$ is considered as a power series.
Let $M=\mathbb{Q}\left(z_{i j}\right)$ for $1 \leq i \leq e-1$ and $j \in \mathbb{N}$, where $\left\{z_{i j}\right\}$ is a set of variables corresponding to $a_{i j}$. Let $\bar{M}$ be an algebraic closure of $M$ and

$$
A_{i}^{*}(\pi)=\sum_{j=0}^{\infty} z_{i j} \pi^{j} \in \bar{M}((\pi))
$$

corresponding to $A_{i}(\pi)$. Set $\bar{L}=\bar{M}((\pi))(t)$, where

$$
\begin{equation*}
t^{e}=\pi\left(1+A_{1}^{*}(\pi) t+\cdots+A_{e-1}^{*}(\pi) t^{e-1}\right) \tag{9.22}
\end{equation*}
$$

Let $\wp_{0}$ be the zero divisor of $\pi$ (considered as a variable).
Since $\bar{M}((\pi))$ is a complete field, there exists a unique prime divisor $\mathfrak{P}_{0}$ above $\wp_{0}$ (Theorem 5.4.7).

By (9.22) we have

$$
v_{\mathfrak{P}_{0}}\left(t^{e}\right)=e v_{\mathfrak{P}_{0}}(t)=v_{\mathfrak{P}_{0}}(\pi)+0=e\left(\mathfrak{P}_{0} \mid \wp_{0}\right) v_{\mathfrak{P}_{0}}(\pi) .
$$

It follows that $e\left(\mathfrak{P}_{0} \mid \wp_{0}\right)=e,[\bar{L}: \bar{M}((\pi))]=e$, and the equation (9.22) is irreducible in $t$.

Since the characteristic of $\bar{M}$ is zero, we have by (9.20),

$$
\begin{equation*}
\operatorname{Res}_{\mathfrak{P}_{0}}\left(t^{n} d \pi\right)=\operatorname{Res}_{\wp_{0}}\left(\operatorname{Tr}\left(t^{n}\right) d \pi\right) \tag{9.23}
\end{equation*}
$$

Now we obtain from (9.22) that

$$
\begin{equation*}
\pi=t^{e}-\pi\left(A_{1}^{*}(\pi) t+\cdots+A_{e-1}^{*}(\pi) t^{e-1}\right) \tag{9.24}
\end{equation*}
$$

If we substitute the expression of $\pi$ again in the right-hand side of (9.24), we conclude that the terms containing $\pi$ contain $\pi^{2}$. Repeating this process and using $\lim _{m \rightarrow \infty} \pi^{m}=0$, we obtain

$$
\begin{equation*}
\pi=\sum_{\ell=e}^{\infty} \beta_{\ell} t^{\ell} \quad \text { with } \quad \beta_{\ell} \in \bar{M} \quad \text { and } \quad \beta_{e}=1 \tag{9.25}
\end{equation*}
$$

We already knew the existence of an expression such as (9.25), but with this method of computation we obtain the additional information that the $\beta_{\ell}$ are all polynomials in $z_{i j}$ with coefficients in $\mathbb{Z}$. Thus

$$
t^{n} \frac{d \pi}{d t}=\sum_{\ell=e}^{\infty} \ell \beta_{\ell} t^{\ell-1+n}
$$

is also a polynomial in $z_{i j}$ with coefficients in $\mathbb{Z}$.
On the other hand, by (9.24) we have

$$
\frac{1}{t}=-A^{*}(\pi)-A_{2}^{*}(\pi) t-\cdots-A_{a-1}^{*}(\pi) t^{e-2}+\frac{t^{e-1}}{\pi}
$$

Let

$$
\operatorname{Tr}\left(t^{n}\right)=\sum_{m} c_{n m}\left(z_{i j}\right) \pi^{m}, \quad \text { with } \quad c_{n m}\left(z_{i j}\right) \in \bar{M}
$$

Then each $c_{n m}$ belongs to $\mathbb{Z}\left[z_{i j}\right]$. In particular,

$$
{\underset{\wp}{0}}^{\operatorname{Res}}\left(\operatorname{Tr}\left(t^{n}\right) d \pi\right)=c_{n,-1}\left(z_{i j}\right) \in \mathbb{Z}\left[z_{i j}\right] .
$$

It follows that (9.23) is a polynomial identity. Let $\bar{c}_{n m}=c_{n m} \bmod p \in \mathbb{F}_{p}\left[z_{i j}\right]$ and substitute $z_{i j}$ by $a_{i j}$. Then the equation (9.23) holds mod $p$, which implies that (9.18) holds for the extension $L / k(\beta)_{\mathfrak{p}}$. This completes the proof.

With Theorem 9.3.14 at hand, we can now see that Weil differentials and Hasse differentials are the same when the ground field $k$ is perfect.

Theorem 9.3.15. Let $K / k$ be an algebraic function field where $k$ is a perfect field. Let $\alpha d \beta$ be an arbitrary $H$-differential in $K$. Define

$$
w: \mathfrak{X}_{K} \mapsto k
$$

by

$$
\begin{equation*}
w(\xi)=\sum_{\mathfrak{P} \in \mathbb{P}_{K}} \operatorname{Res}_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} \alpha d \beta\right) \tag{9.26}
\end{equation*}
$$

Then $w$ is a differential in K. Furthermore, the correspondence $y d x \leftrightarrow w$ is $a$ $K$-module isomorphism.

Proof. We denote by $\operatorname{Dif}_{H}$ and $\operatorname{Dif}_{W}$ the Hasse and the Weil differentials respectively. Let $\varphi: \operatorname{Dif}_{H} \mapsto \operatorname{Dif}_{W}$ be the function given in (9.26), that is,

$$
\varphi(\alpha d \beta)(\xi)=\sum_{\mathfrak{P} \in \mathbb{P}_{K}} \operatorname{Res}_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} \alpha d \beta\right)
$$

For any $\xi \in \mathfrak{X}_{K}$ there are only finitely many elements $\mathfrak{P}$ of $\mathbb{P}_{K}$ such that $v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\right)<0$. It follows that $\operatorname{Res}_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} \alpha d \beta\right)$ is equal to zero except for finitely many $\mathfrak{P} \in \mathbb{P}_{K}$. Thus the sum in (9.26) is well defined.

Now we will see that $w$ is a differential. Since $\operatorname{Res}_{\mathfrak{P}}$ and $\operatorname{Tr}_{k(\mathfrak{P}) / k}$ are linear, it follows that $w$ is $k$-linear. Let $\mathfrak{A}=\prod_{\mathfrak{P}} \mathfrak{P}^{a(\mathfrak{P})}$, where

$$
a(\mathfrak{P})= \begin{cases}v_{\mathfrak{P}}(\alpha d \beta) & \text { if } v_{\mathfrak{P}}(\alpha d \beta)<0 \\ 0 & \text { otherwise }\end{cases}
$$

If $\xi \in \mathfrak{X}_{K}$ is such that $\mathfrak{A}^{-1}$ divides $\xi$ and $v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\right) \geq-v_{\mathfrak{P}}(\mathfrak{A})$, then

$$
v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} \alpha d \beta\right)=v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\right)+v_{\mathfrak{P}}(\alpha d \beta) \geq-v_{\mathfrak{P}}(\mathfrak{A})+v_{\mathfrak{P}}(\alpha d \beta) \geq 0
$$

for all $\mathfrak{P} \in \mathbb{P}_{K}$. Thus $\operatorname{Res} \mathfrak{P}\left(\xi_{\mathfrak{P}} \alpha d \beta\right)=0$ for all $\mathfrak{P} \in \mathbb{P}_{K}$. If $x \in K$, by the residue theorem (Theorem 9.3.14) we have $w(x)=\sum_{\mathfrak{P} \in \mathbb{P}_{K}} \operatorname{Res}_{\mathfrak{P}}(x \alpha d \beta)=0$. Hence $\mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K \subseteq \operatorname{ker} w$ and $w$ is a differential.

Next, if $\alpha d \beta=0$, then $w=0$. If $\alpha d \beta \neq 0$, let $\mathfrak{P} \in \mathbb{P}_{K}$ be such that $(\alpha d \beta)_{\mathfrak{P}} \neq 0$. Let $a \in K_{\mathfrak{P}}$ be such that

$$
\underset{\mathfrak{P}}{\operatorname{Res}}(a \alpha d \beta) \neq 0 \quad \text { and } \quad \operatorname{Tr}_{k(\mathfrak{P}) / k} \operatorname{Res}_{\mathfrak{P}}(a \alpha d \beta) \neq 0
$$

Such an $a$ exists since $k(\mathfrak{P}) / k$ is separable.
Let $\xi \in \mathfrak{X}_{K}$ be defined by

$$
\xi_{\mathfrak{q}}=\left\{\begin{array}{l}
a \text { if } \mathfrak{q}=\mathfrak{P} \\
0 \text { otherwise }
\end{array}\right.
$$

Then $w(\xi)=\operatorname{Res}_{\mathfrak{P}}(a \alpha d \beta) \neq 0$, so $\varphi$ is one-to-one.
Finally, if $\varphi\left(\alpha_{1} d \beta\right)=w_{1}, \varphi\left(\alpha_{2} d \beta\right)=w_{2}$ and $x \in K$, then

$$
\varphi\left(\alpha_{1} d \beta+\alpha_{2} d \beta\right)=w_{1}+w_{2}
$$

and

$$
\begin{equation*}
\varphi\left(z \alpha_{1} d \beta\right)=z w_{1} . \tag{9.27}
\end{equation*}
$$

Thus $\varphi$ is a one-to-one $K$-linear homomorphism and since both $\operatorname{Dif}_{H}$ and $\operatorname{Dif}_{W}$ are one-dimensional $K$-modules, it follows that $\varphi$ is a $K$-isomorphism.

Corollary 9.3.16. With the hypotheses of Theorem 9.3.15, we have

$$
w^{\mathfrak{P}}(\xi)=\operatorname{Res}_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} \alpha d \beta\right)
$$

Finally, we have the following theorem:
Theorem 9.3.17. Let $\alpha d \beta$ be a nonzero H-differential in $K$ and let $w$ be the corresponding $W$-differential given in Theorem 9.3.15. Then the divisor of $w$ is given by

$$
v_{\mathfrak{P}}\left((w)_{K}\right)=v_{\mathfrak{P}}(\alpha d \beta)
$$

Proof. Let $\mathfrak{A}$ be a divisor such that $v_{\mathfrak{P}}(\alpha d \beta) \geq v_{\mathfrak{P}}(\mathfrak{A})$ for all $\mathfrak{P} \in \mathbb{P}_{K}$. Let $\xi \in$ $\mathfrak{X}\left(\mathfrak{A}^{-1}\right)$. Then

$$
v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\right) \geq-v_{\mathfrak{P}}(\mathfrak{A}) \geq-v_{\mathfrak{P}}(\alpha d \beta)
$$

Hence $v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} \alpha d \beta\right) \geq 0$ and $\operatorname{Res}_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} \alpha d \beta\right)=0$. It follows that $w(\xi)=0$ and $\mathfrak{A}$ divides $w$.

Now let $\mathfrak{B}$ be a divisor such that for a $\mathfrak{P} \in \mathbb{P}_{K}, v_{\mathfrak{P}}(\mathfrak{B})>v_{\mathfrak{P}}(\alpha d \beta)$. Let $a \in K_{\mathfrak{P}}$ be such that $\operatorname{Res}_{\mathfrak{P}}(a \alpha d \beta) \neq 0$. Such an $a$ exists since $(\alpha d \beta)_{\mathfrak{P}} \neq 0$ and $k(\mathfrak{P}) / k$ is separable. Furthermore, we may choose $a$ such that $v_{\mathfrak{P}}(a \alpha d \beta)=v_{\mathfrak{P}}(a)+v_{\mathfrak{P}}(\alpha d \beta)=$ -1 . Thus

$$
v_{\mathfrak{P}}(a)=-1-v_{\mathfrak{P}}(\alpha d \beta)>-1-v_{\mathfrak{P}}(\mathfrak{B})
$$

Hence $v_{\mathfrak{P}}(a) \geq-v_{\mathfrak{P}}(\mathfrak{B})$. Let $\xi \in \mathfrak{X}_{K}$ be given by

$$
\xi_{\mathfrak{q}}=\left\{\begin{array}{l}
a \text { if } \mathfrak{q}=\mathfrak{P} \\
0 \text { otherwise }
\end{array}\right.
$$

Then $w(\xi)=\operatorname{Res}_{\mathfrak{P}} a \alpha d \beta \neq 0$, and the result follows.
Let $w$ be any (Weil) differential over an algebraic function field $K / k$, where $k$ is a perfect field. Let $\alpha d \beta$ be the corresponding Hasse differential. Then

$$
\operatorname{Res}_{\mathfrak{P}}(\alpha d \beta)=w(\xi),
$$

where

$$
\xi_{\mathfrak{q}}= \begin{cases}0 & \text { if } \\ 1 & \mathfrak{q} \neq \mathfrak{P} \\ \mathfrak{A}=\mathfrak{P}\end{cases}
$$

Therefore $\operatorname{Res}_{\mathfrak{P}}(\alpha d \beta)=w^{\mathfrak{P}}(1)$.
We have not defined H -differentials in the case of an imperfect field, but we may define the residue of a differential. We use the idea of the H-differentials. First we recall a basic result from basic algebra.

Proposition 9.3.18. Let $E$ be any field and let $V$ be a finite-dimensional $E$-vector space. Let $V^{*}=\operatorname{Hom}_{k}(V, E)$. Then $V^{*}$ and $V$ are isomorphic as $E$-vector spaces. Furthermore, if $\phi: V \times V \rightarrow E$ is a nondegenerate bilinear form (that is, for any nonzero $v \in V$, there exists $w \in V$ such that $\phi(v, w) \neq 0$ ), then for any $T \in V^{*}$ there exists a unique $v \in V$ such that $T(w)=\phi(v, w)$ for all $w \in V$.

Proof: Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a basis of $V$ over $E$. Let $v \in V$ be written as $v=$ $\sum_{i=1}^{h} x_{i} e_{i}, x_{i} \in E$.

Define $f_{i}: V \rightarrow E$ by $f_{i}(v)=x_{i}$. Then $f_{i} \in V^{*},\left\{f_{1}, \ldots, f_{n}\right\}$ is a basis of $V^{*}$ and $\operatorname{dim}_{E} V^{*}=\operatorname{dim}_{E} V$. Next, let $\phi: V \times V \rightarrow E$ be a nondegenerate bilinear form. Let $T_{i} \in V^{*}$ be defined by $T_{i}(w):=\phi\left(e_{i}, w\right)$. Then $\left\{T_{1}, \ldots, T_{n}\right\}$ is linearly independent over $k$ and since $\operatorname{dim}_{E} V^{*}=n$, given $T \in V^{*}$, there exist $a_{1}, \ldots, a_{n} \in E$ such that

$$
T=\sum_{i=1}^{n} a_{i} T_{i}
$$

Thus

$$
T(w)=\sum_{i=1}^{n} a_{i} T_{i}(w)=\sum_{i=1}^{a} a_{i} \phi\left(e_{i}, w\right)=\phi\left(\sum_{i=1}^{n} a_{i} e_{i}, w\right) .
$$

It follows that $T(w)=\phi(v, w)$ for all $w \in V$ with $v=\sum_{i=1}^{n} a_{i} e_{i}$. Clearly $v$ is unique.

Now let $K / k$ be an arbitrary function field. Let $w$ be any (Weil) differential. Then if $\mathfrak{P} \in \mathbb{P}_{K}$, the local component $w^{\mathfrak{P}}$ of $w$ is a function

$$
w^{\mathfrak{P}}: K_{\mathfrak{P}} \rightarrow k .
$$

Since $k$ is not necessarily perfect, we consider the separable closure $k(\mathfrak{P})_{s}$ of $k$ in the residue field $k(\mathfrak{P})$.

Then the function

$$
\varphi: k(\mathfrak{P})_{s} \times k(\mathfrak{P})_{s} \rightarrow k
$$

defined by $\varphi(a, b)=\operatorname{Tr}_{k(\mathfrak{P})_{s} / k}(a b)$ is a nondegenerate bilinear pairing. It follows by Proposition 9.3.18 that for the $k$-linear map

$$
\left.w^{\mathfrak{P}}\right|_{k(\mathfrak{P})_{s}}: k(\mathfrak{P})_{s} \rightarrow k
$$

there exists a unique $\varrho \in k(\mathfrak{P})_{s}$ such that

$$
\left.w^{\mathfrak{P}}\right|_{k(\mathfrak{P})_{s}}=\varphi(-, \varrho)
$$

Thus

$$
w^{\mathfrak{P}}(\alpha)=\operatorname{Tr}_{k(\mathfrak{P})_{s} / k}(\alpha \varrho) \quad \text { for all } \quad \alpha \in k(\mathfrak{P})_{s}
$$

Definition 9.3.19. Let $K / k$ be an arbitrary function field. Let $w$ be a (Weil) differential on $K$. For $\mathfrak{P} \in \mathbb{P}_{K}$, we define the residue of $w$ at $\mathfrak{P}$ as the element $\operatorname{Tr}_{k(\mathfrak{P})_{s} / k} \varrho \in k$ satisfying $w^{\mathfrak{P}}(\alpha)=\operatorname{Tr}_{k(\mathfrak{P})_{s} / k}(\alpha \varrho)$ for all $\alpha \in k(\mathfrak{P})_{s}$. We use the notation

$$
\operatorname{Tr}_{k(\mathfrak{P})_{s} / k} \varrho=\operatorname{Res}_{\mathfrak{P}} w .
$$

We have

$$
\begin{equation*}
w^{\mathfrak{P}}(1)=\underset{\mathfrak{P}}{\operatorname{Res}} w \tag{9.28}
\end{equation*}
$$

Proposition 9.3.20. Let $w$ be a differential in a function field $K / k$. If $\mathfrak{P} \in \mathbb{P}_{K}$ is not a pole of $w$, then

$$
\operatorname{Res}_{\mathfrak{P}} w=0
$$

In particular, $\operatorname{Res}_{\mathfrak{P}} w \neq 0$ for only finitely many $\mathfrak{P} \in \mathbb{P}_{K}$.
Proof: If $\mathfrak{P}$ is not a pole of $w$, i.e., $v_{\mathfrak{P}}\left((w)_{K}\right) \geq 0$, then $w^{\mathfrak{P}}(\alpha)=0$ for any $\alpha \in K_{\mathfrak{P}}$ such that $v_{\mathfrak{P}}(\alpha) \geq 0$ (Theorem 9.1.5). In particular, $w^{\mathfrak{P}}(\alpha)=0$ for all $\alpha \in k(\mathfrak{P})_{s}$. The result follows.

Definition 9.3.21. A differential $w$ is said to be of the second kind if $\operatorname{Res}_{\mathfrak{P}} w=0$ for all $\mathfrak{P} \in \mathbb{P}_{K}$.

It is easy to see that if $w$ is of the first kind (that is, holomorphic), then $w$ is of the second kind.

Theorem 9.3.22 (Residue Theorem). For any differential $w$ of a function field $K / k$, we have

$$
\begin{equation*}
\sum_{\mathfrak{P} \in \mathbb{P}_{k}} \operatorname{Res} w=0 . \tag{9.29}
\end{equation*}
$$

Proof: By (9.28), we have

$$
0=w(1)=\sum_{\mathfrak{P} \in \mathbb{P}_{K}} w^{\mathfrak{P}}(1)=\sum_{\mathfrak{P} \in \mathbb{P}_{K}} \operatorname{Res}_{\mathfrak{P}} w .
$$

Let $K / k$ be any function field, and let $\mathfrak{A}$ be any divisor. If $D_{K}(\mathfrak{A})=\{w|\mathfrak{A}| w\}$, then

$$
D_{K}(\mathfrak{A}) \cong\left(\frac{\mathfrak{X}_{K}}{\mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right)+K}\right)^{*},
$$

where $*$ denotes the dual $k$-vector space (Proposition 3.4.5).
This isomorphism can be obtained from the $k$-bilinear pairing

$$
\begin{align*}
\varphi: \operatorname{Dif}_{K} \times \mathfrak{X}_{K} & \rightarrow k \\
\varphi(w, \xi) & =w(\xi) . \tag{9.30}
\end{align*}
$$

Thus (9.30) can be written as

$$
w(\xi)=\sum_{\mathfrak{P} \in \mathbb{P}_{K}} w^{\mathfrak{P}}(\xi)=\sum_{\mathfrak{P}} \operatorname{Res}_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} w\right)
$$

(Corollary 9.3.16).
We have obtained the following result:
Proposition 9.3.23. For any function field $K / k, \frac{\mathfrak{X}_{K}}{\mathfrak{X}\left(\mathfrak{A}^{-1}\right)+K}$ and $D_{K}(\mathfrak{A})$ are dual $k$ vector spaces obtained from the bilinear pairing defined by

$$
\begin{align*}
\varphi: \operatorname{Dif}_{K} \times \mathfrak{X}_{K} & \rightarrow k \\
\varphi(w, \xi) & =\sum_{\mathfrak{P} \in \mathbb{P}_{K}} \operatorname{Res}_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} w\right) . \tag{9.31}
\end{align*}
$$

### 9.4 The Genus Formula

We begin this section by observing that in the last part of the proof of Theorem 9.2.10 we have shown more than is stated. Indeed, assume that $L / K$ is a finite separable geometric extension. If $\mathfrak{A}$ denotes the divisor $\operatorname{con}_{K / L}(\omega)_{K}$, where $\omega$ is a nonzero differential of $K$ and $\Omega=\operatorname{cotr}_{K / L} \omega$, then $\Omega^{\mathfrak{P}}$ vanishes at every $u \in L_{\mathfrak{P}}$ with

$$
v_{\mathfrak{P}}(u) \geq-e(\mathfrak{P}) a(\mathfrak{p})-m(\mathfrak{P})
$$

and there exists an element $u \in L_{\mathfrak{P}}$ such that

$$
v_{\mathfrak{P}}(u)=-e(\mathfrak{P}) a(\mathfrak{p})-m(\mathfrak{P})-1 \quad \text { and } \quad \Omega^{\mathfrak{P}}(u) \neq 0 .
$$

As an immediate consequence of what was proved in Theorems 9.2.10 and 9.1.5, we have the following theorem:

Theorem 9.4.1. Let $L / K$ be a finite separable geometric extension of function fields, $\omega$ a nonzero differential of $K$, and $\Omega=\operatorname{cotr}_{K / L} \omega$. Then $\Omega \neq 0$ and $(\Omega)_{L}=$ $\mathfrak{D}_{L / K} \operatorname{con}_{K / L}(\omega)_{K}$.

Proof. According to what was seen in Theorem 9.2.10, the exponent of $\mathfrak{P}$ appearing in $(\Omega)_{L}$ is

$$
e(\mathfrak{P}) a(\mathfrak{p})+m(\mathfrak{P}),
$$

where $\mathfrak{p}=\left.\mathfrak{P}\right|_{K}, m(\mathfrak{P})$ is the exponent of $\mathfrak{P}$ in $\mathfrak{D}_{L / K}, a(\mathfrak{p})$ is the exponent of $\mathfrak{p}$ in $(\omega)_{K}$, and $e(\mathfrak{P})$ is the ramification index of $\mathfrak{P}$ over $K$. On the other hand, $e(\mathfrak{P}) a(\mathfrak{p})+$ $m(\mathfrak{P})$ is the exponent of $\mathfrak{P}$ appearing in the divisor $\mathfrak{D}_{L / K} \operatorname{con}_{K / L}(\omega)_{K}$. This proves the result.

As a corollary we obtain the Riemann-Hurwitz genus formula:

Theorem 9.4.2 (Riemann-Hurwitz Genus Formula). Let $L / K$ be a finite geometric separable extension of function fields and $g_{L}, g_{K}$ the genera of $L$ and $K$ respectively. If $d_{L}\left(\mathfrak{D}_{L / K}\right)$ denotes the degree of the different of the extension, we have

$$
g_{L}=1+[L: K]\left(g_{K}-1\right)+\frac{1}{2} d_{L}\left(\mathfrak{D}_{L / K}\right)
$$

Proof. By Corollary 3.5.5 the degree of the divisor of any nonzero differential in a field $E$ is $2 g_{E}-2$. On the other hand, by Theorem 5.3.4 we have $d_{L}\left(\operatorname{con}_{K / L}(\omega)_{K}\right)=[L$ : $K] d_{K}\left((\omega)_{K}\right)$. Finally, using Theorem 9.4.1 we get

$$
\begin{aligned}
2 g_{L}-2 & =d_{L}\left((\Omega)_{L}\right)=d_{L}\left(\mathfrak{D}_{L / K} \operatorname{con}_{K / L}(\omega)_{K}\right) \\
& =d_{L}\left(\mathfrak{D}_{L / K}\right)+d_{L}\left(\operatorname{con}_{K / L}(\omega)_{K}\right) \\
& =d_{L}\left(\mathfrak{D}_{L / K}\right)+[L: K] d_{K}\left((\omega)_{K}\right) \\
& =d_{L}\left(\mathfrak{D}_{L / K}\right)+[L: K]\left(2 g_{K}-2\right),
\end{aligned}
$$

from which the result follows.
Now we consider $L / K$ to be an arbitrary finite separable extension of function fields. Let $\ell$ and $k$ be the fields of constants of $L$ and $K$ respectively. Then by Proposition 5.2.20 and Corollary 8.4.7, $\ell$ is the field of constants of $K \ell$ and

$$
\begin{equation*}
[K \ell: K]=[\ell: k] . \tag{9.32}
\end{equation*}
$$

Now, by Proposition 5.2.32, $K \ell / K$ is unramified and every place is separable. Hence $\mathfrak{D}_{K \ell / K}=\mathfrak{N}$ (Proposition 5.6.7). Using Theorem 5.7 .15 we get

$$
\begin{equation*}
\mathfrak{D}_{L / K}=\mathfrak{D}_{L / K \ell} \tag{9.33}
\end{equation*}
$$

and by Theorem 8.5.2 we have

$$
\begin{equation*}
g_{K \ell}=g_{K} \tag{9.34}
\end{equation*}
$$

Since $L / K \ell$ is a geometric extension we obtain from Theorem 9.4.2, (9.32), (9.33), and (9.34) that

$$
\begin{aligned}
g_{L} & =1+[L: K \ell]\left(g_{K \ell}-1\right)+\frac{1}{2} d_{L}\left(\mathfrak{D}_{L / K \ell}\right) \\
& =1+\frac{[L: K]}{[K \ell: K]}\left(g_{K}-1\right)+\frac{1}{2} d_{L}\left(\mathfrak{D}_{L / K}\right) \\
& =1+\frac{[L: K]}{[\ell: k]}\left(g_{K}-1\right)+\frac{1}{2} d_{L}\left(\mathfrak{D}_{L / K}\right) .
\end{aligned}
$$

Thus we have proved the following generalization of the Riemann-Hurwitz genus formula.

Corollary 9.4.3 (Riemann-Hurwitz Genus Formula). Let $L / K$ be a finite separable extension of function fields. If $\ell$ and $k$ denote the fields of constants of $L$ and $K$ respectively, then

$$
g_{L}=1+\frac{[L: K]}{[\ell: k]}\left(g_{K}-1\right)+\frac{1}{2} d_{L}\left(\mathfrak{D}_{L / K}\right) .
$$

Example 9.4.4. Here we will apply the genus formula to obtain $g_{K}$, where $K=$ $k(x, y), y^{2}=f(x), f(x) \in k[x]$ is square-free, and char $K \neq 2$ (that is, what we have already done in Section 4.3). Let $f(x)=p_{1}(x) \ldots p_{r}(x), m=\operatorname{deg} f=\sum_{i=1}^{r} \operatorname{deg} p_{i}$. Set $\mathfrak{Z}_{p_{i}(x)}=\mathfrak{p}_{i}$. By Example 5.8.9, the ramified prime divisors are $\mathfrak{p}_{1} \ldots, \mathfrak{p}_{r}$ and possibly $\mathfrak{p}_{\infty}$. Moreover, $\mathfrak{p}_{\infty}$ is ramified if and only if $m$ is odd.

Since char $K \neq 2$, it follows that $\mathfrak{D}_{K / k(x)}=\mathfrak{p}_{1} \cdots \mathfrak{p}_{r} \mathfrak{p}_{\infty}^{\varepsilon}$ with

$$
\varepsilon=\left\{\begin{array}{l}
0 \text { if } \mathrm{m} \text { is even, } \\
1 \text { if } \mathrm{m} \text { is odd }
\end{array}\right.
$$

(Theorem 5.6.3). Therefore $d\left(\mathfrak{D}_{L / K}\right)=m+\varepsilon$. Now $g_{k(x)}=0$, so using the RiemannHurwitz formula we obtain

$$
\begin{aligned}
g_{K} & =1+2(0-1)+\frac{1}{2}(m+\varepsilon)=\frac{m+\varepsilon-2}{2} \\
& = \begin{cases}\frac{m}{2}-1 & \text { if } m \text { is even }, \\
\frac{m+1}{2}-1=\frac{m-1}{2} & \text { if } m \text { is odd },\end{cases}
\end{aligned}
$$

which coincides with Corollary 4.3.7.
Example 9.4.5. Let $y^{n}=f(x) \in k[x]$, where $k$ is a perfect field and

$$
f(x)=p_{1}(x)^{\lambda_{1}} \cdots p_{r}(x)^{\lambda_{r}}, \quad \text { with } \quad 0<\lambda_{i}<n \quad \text { for } \quad 1 \leq i \leq r,
$$

and $p_{1}(x), \ldots, p_{r}(x)$ are distinct irreducible polynomials.
Let $K=k(x, y)$, and assume that the $n$th roots of 1 are contained in $k$, and that char $K \nmid n$ or char $K=0$. Set $\left(p_{i}(x)\right)_{k(x)}=\frac{\mathfrak{p}_{i}}{\mathfrak{p}_{\infty}^{\operatorname{deg} p_{i}}}$ and $m_{i}=\operatorname{deg} p_{i}(x)$. Let

$$
\operatorname{con}_{k(x) / K}\left(\mathfrak{p}_{i}\right)=\left(\mathfrak{P}_{i}^{(1)} \cdots \mathfrak{P}_{i}^{\left(g_{i}\right)}\right)^{n / d_{i}}
$$

with $d_{i}=\left(\lambda_{i}, n\right)$. For convenience we will assume that $\mathfrak{p}_{\infty}$ is not ramified, that is, $n$ divides $\operatorname{deg} f(x)$ (Example 5.8.9).

Finally, let $f_{i}$ be the relative degree of $\mathfrak{P}_{i}^{(j)}$ over $\mathfrak{p}_{i}$, so that $f_{i} m_{i}$ is equal to the degree of $\mathfrak{P}_{i}^{(j)}$.

Then

$$
\mathfrak{D}_{K / k(x)}=\prod_{i=1}^{r}\left(\mathfrak{P}_{i}^{(1)} \cdots \mathfrak{P}_{i}^{\left(g_{i}\right)}\right)^{\left(n / d_{i}\right)-1}
$$

and

$$
\begin{aligned}
d\left(\mathfrak{D}_{K / k(x)}\right) & =\sum_{i=1}^{r}\left(\frac{n}{d_{i}}-1\right)\left(g_{i}\right) d_{K}\left(\mathfrak{P}_{i}^{(j)}\right)=\sum_{i=1}^{r}\left(\frac{n}{d_{i}}-1\right) g_{i} f_{i} m_{i} \\
& =\sum_{i=1}^{r} \frac{n}{d_{i}} g_{i} f_{i} m_{i}-\sum_{i=1}^{r} g_{i} f_{i} m_{i}
\end{aligned}
$$

We have $\frac{n}{d_{i}} g_{i} f_{i} m_{i}=[K: k(x)] m_{i}=n m_{i}$, so

$$
d\left(\mathfrak{D}_{K / k(x)}\right)=n \sum_{i=1}^{r} m_{i}-\sum_{i=1}^{r} d_{i} m_{i}=n \operatorname{deg} f(x)-\sum_{i=1}^{r} d_{i} m_{i}
$$

Therefore

$$
\begin{aligned}
g_{K} & =1+n(0-1)+\frac{1}{2}\left(n \operatorname{deg} f(x)-\sum_{i=1}^{r} d_{i} m_{i}\right) \\
& =\frac{1}{2}\left(n \operatorname{deg} f(x)+2-2 n-\sum_{i=1}^{r}\left(\lambda_{i}, n\right) \operatorname{deg} p_{i}(x)\right)
\end{aligned}
$$

Example 9.4.6. Let $K=k(x, y)$, where

$$
y^{p}-y=\frac{f(x)}{p_{1}(x)^{\lambda_{1}} \cdots p_{r}(x)^{\lambda_{r}}}
$$

$f(x), p_{i}(x) \in k[x], p_{1}(x), \ldots, p_{r}(x)$ are distinct irreducible polynomials, $\lambda_{i}>0$, $p \nmid \lambda_{i}$, char $k=p$, and $k$ is a perfect field. For convenience we will assume that $\mathfrak{p}_{\infty}$ is not ramified. By Example 5.8.8, if

$$
\left(p_{i}(x)\right)_{k(x)}=\frac{\mathfrak{p}_{i}}{\mathfrak{p}_{\infty}^{\operatorname{deg} p_{i}}} \quad \text { and } \quad \operatorname{con}_{k(x) / K}\left(\mathfrak{p}_{i}\right)=\mathfrak{P}_{i}^{p}
$$

then $\mathfrak{D}_{K / k(x)}=\prod_{i=1}^{r} \mathfrak{P}_{i}^{\left(\lambda_{i}+1\right)(p-1)}$. It follows that

$$
\begin{aligned}
d\left(\mathfrak{D}_{K / k(x)}\right) & =\sum_{i=1}^{r}\left(\lambda_{i}+1\right)(p-1) d_{K}\left(\mathfrak{P}_{i}\right) \\
& =\sum_{i=1}^{r}\left(\lambda_{i}+1\right)(p-1) d_{k(x)}\left(\mathfrak{p}_{i}\right) \\
& =\sum_{i=1}^{r}\left(\lambda_{i}+1\right)(p-1) m_{i}
\end{aligned}
$$

where $m_{i}=\operatorname{deg} p_{i}(x)$. Therefore

$$
\begin{aligned}
g_{K} & =1+[K: k(x)]\left(g_{k(x)}-1\right)+\frac{1}{2}\left(d\left(\mathfrak{D}_{K / k(x)}\right)\right) \\
& =1+p(0-1)+\frac{1}{2} \sum_{i=1}^{r}\left(\lambda_{i}+1\right)(p-1) m_{i} \\
& =\frac{1}{2}(p-1)\left\{\sum_{i=1}^{r}\left(\lambda_{i}+1\right) m_{i}-2\right\} .
\end{aligned}
$$

### 9.5 Genus Change in Inseparable Extensions

We have studied the genus change in constant extensions and in finite separable extensions. In the latter case, the trace was used to find differentials in a subfield. Since we were considering separable extensions, the trace was nontrivial. When we consider inseparable extensions, the trace is the trivial map and we cannot use the trace map any longer to find nontrivial differentials.

In this section we present a substitute for the trace map due to John Tate [152].
Let $E$ be a field of characteristic $p>0$ and let $F$ be an inseparable extension of $E$ of degree $p$. Let $\alpha$ be any generator of $F$ over $E$, that is, $F=E(\alpha)$. Let $\xi \in F$. Then $\xi$ can be expressed uniquely in terms of $\alpha$ as

$$
\begin{equation*}
\xi=a_{0}+a_{1} \alpha+\cdots+a_{p-1} \alpha^{p-1}, \quad \text { with } \quad a_{i} \in E \tag{9.35}
\end{equation*}
$$

Definition 9.5.1. We define the nontrivial $E$-map

$$
\begin{align*}
& S_{\alpha}: F \rightarrow E \quad \text { by putting } \\
& S_{\alpha}(\xi)=a_{p-1} \quad \text { for all } \quad \xi \in F \tag{9.36}
\end{align*}
$$

Proposition 9.5.2. We have

$$
\xi=\sum_{i=0}^{p-1} S_{\alpha}\left(\xi \alpha^{p-1-j}\right) \alpha^{j}
$$

Proof: Let $X^{p}-b=\operatorname{Irr}(\alpha, X, E)$. Then

$$
\xi \alpha^{p-1-j}=a_{0} \alpha^{p-1-j}+\cdots+a_{j} \alpha^{p-1}+a_{j+1} b+\cdots+a_{p-1} b \alpha^{p-1-j-1} .
$$

It follows that $S_{\alpha}\left(\xi \alpha^{p-1-j}\right)=a_{j}$, and the result follows by (9.35)
Since the map $S_{\alpha}$ depends on the generator $\alpha$, the question that arises is how $S_{\alpha}$ changes when $\alpha$ is replaced by another generator $\beta$. First we note that $S_{\alpha}$ is $E$-linear.

Let $\phi: F \times F \rightarrow E$ be given by

$$
\phi(x, y)=S_{\alpha}(x y) .
$$

Then $\phi$ is $E$-bilinear and if $S_{\alpha}(z) \neq 0$, then for any $x \neq 0, \phi\left(x, x^{-1} z\right)=S_{\alpha}(z) \neq 0$. Thus $\phi$ is a nondegenerate bilinear form on $F$. In particular, for any $E$-linear map
$S: F \rightarrow E$, there exists an element $\gamma$ in $F$ uniquely determined by $S$ and such that $S(\xi)=S_{\alpha}(\xi \gamma)$ for all $\xi \in F$ (Proposition 9.3.18).

In particular, there exists a unique $\gamma \in F$ such that

$$
\begin{equation*}
S_{\beta}(\xi)=S_{\alpha}(\xi \gamma) \tag{9.37}
\end{equation*}
$$

for all $\xi \in F$.
Definition 9.5.3. Let $R$ be a commutative ring. A derivation $D$ of $R$ is a mapping $D: R \rightarrow R$ such that

$$
D(x+y)=D x+D y \quad \text { and } \quad D(x y)=x D y+y D x
$$

for all $x, y \in R$.
Example 9.5.4. Let $R=k[x]$, where $k$ is a field. Then for $f(x)=\sum_{i=0}^{n} a_{i} x^{i}$, the mapping $D$ defined by $D f(x)=f^{\prime}(x)=\sum_{i=1}^{n} i a_{i} x^{i-1}$ is a derivation.
Example 9.5.5. Let $R=k\left[x_{1}, \ldots, x_{n}\right]$, where $k$ is a field. Then the usual partial derivative $\frac{\partial}{\partial x_{i}}$ is a derivation of $k\left[x_{1}, \ldots, x_{n}\right]$.

Given any derivation $D$ of $R, x \in R$, and $n \in \mathbb{N}$, we have $D\left(x^{n}\right)=n x^{n-1} D x$. In our case, $F$ is an inseparable extension of $E$ of degree $p$. Let

$$
\begin{aligned}
D: E[x] & \rightarrow E[x] \\
f(x) & \mapsto f^{\prime}(x) .
\end{aligned}
$$

We have $\left(\left(x^{p}-b\right) f(x)\right)^{\prime}=\left(x^{p}-b\right)^{\prime} f(x)+\left(x^{p}-b\right) f^{\prime}(x)=\left(x^{p}-b\right) f^{\prime}(x)$. Thus $D$ maps the principal ideal $x^{p}-b$ into itself. Since $F$ is inseparable over $E$, it follows that $F$ is isomorphic to $E[x] /\left(\left(x^{p}-b\right)\right)$ for some $b \in E$. Let $\alpha$ be the root of $x^{p}-b$ and set $F=E(\alpha)$. Then the kernel of the epimorphism

$$
\begin{aligned}
\phi: E[x] & \rightarrow E(\alpha)=F \\
f(x) & \mapsto f(\alpha)
\end{aligned}
$$

is the ideal $\left(x^{p}-b\right)$.
It is easy to see that $D$ induces a well-defined derivation in $F$,

which will be denoted by $D_{\alpha}$. Notice that $D_{\alpha}$ is given by the formula $D_{\alpha}(f(\alpha))=$ $f^{\prime}(\alpha)$.

$$
\begin{aligned}
& \text { If } \xi=a_{0}+a_{1} \alpha+\cdots+a_{p-1} \alpha^{p-1} \text {, then } \\
& \qquad D_{\alpha}(\xi)=a_{1}+2 a_{2} \alpha+\cdots+(p-1) a_{p-1} \alpha^{p-2}
\end{aligned}
$$

It follows that $D_{\alpha}(\xi)=0$ if and only if $a_{1}=a_{2}=\cdots=a_{p-1}=0$ if and only if $\xi=a_{0} \in E$. Also, $D_{\alpha}$ is $E$-linear.

Proposition 9.5.6. We have

$$
S_{\alpha}\left(D_{\alpha}(\xi)\right)=0
$$

for all $\xi \in F$.
Proof: Let $\xi=a_{0}+a_{1} \alpha+\cdots+a_{p-1} \alpha^{p-1}$. Then

$$
S_{\alpha}\left(D_{\alpha}(\xi)\right)=S_{\alpha}\left(a_{1}+2 a_{2} \alpha+\cdots+(p-1) a_{p-1} \alpha^{p-2}\right)=0
$$

by (9.36).

Proposition 9.5.7. The map $S_{\alpha}$ satisfies $S_{\alpha}\left(\xi^{p-1} D_{\alpha} \xi\right)=\left(D_{\alpha} \xi\right)^{p}$ for all $\xi \in F$. Equivalently,

$$
S_{\alpha}\left(\frac{D_{\alpha} \xi}{\xi}\right)=\left(\frac{D_{\alpha} \xi}{\xi}\right)^{p}
$$

for all $\xi \in F \backslash\{0\}$.
Proof: For any $\xi \in F, \xi^{p}$ belongs to $E$, so if $\xi \neq 0$ we have

$$
S_{\alpha}\left(\xi^{p-1} D_{\alpha} \xi\right)=S_{\alpha}\left(\frac{\xi^{p} D_{\alpha}(\xi)}{\xi}\right)=\xi^{p} S_{\alpha}\left(\frac{D_{\alpha} \xi}{\xi}\right)
$$

and $\left(D_{\alpha} \xi\right)^{p}=\left(\frac{D_{\alpha} \xi}{\xi}\right)^{p} \xi^{p}$. The stated equivalence follows.
Let $R=\left\{\xi \in F \mid S_{\alpha}\left(\xi^{p-1} D_{\alpha} \xi\right)=\left(D_{\alpha} \xi\right)^{p}\right\}$. Let $T: F \backslash\{0\} \rightarrow E$ be defined by $T \xi=S_{\alpha}\left(\frac{D_{\alpha} \xi}{\xi}\right)-\left(\frac{D_{\alpha} \xi}{\xi}\right)^{p}$. We have

$$
\begin{aligned}
T\left(\xi \xi_{1}\right) & =S_{\alpha}\left(\frac{D_{\alpha}\left(\xi \xi_{1}\right)}{\xi \xi_{1}}\right)-\left(\frac{D_{\alpha}\left(\xi \xi_{1}\right)}{\xi \xi_{1}}\right)^{p} \\
& =S_{\alpha}\left(\frac{\xi D_{\alpha} \xi_{1}+\xi_{1} D_{\alpha} \xi}{\xi \xi_{1}}\right)-\left(\frac{\xi D_{\alpha} \xi_{1}+\xi_{1} D_{\alpha} \xi}{\xi \xi_{1}}\right)^{p} \\
& =S_{\alpha}\left(\frac{D_{\alpha} \xi_{1}}{\xi_{1}}+\frac{D_{\alpha} \xi}{\xi}\right)-\left(\frac{D_{\alpha} \xi_{1}}{\xi_{1}}+\frac{D_{\alpha} \xi}{\xi}\right)^{p}=T(\xi)+T\left(\xi_{1}\right)
\end{aligned}
$$

Thus $T$ is a group homomorphism of $F \backslash\{0\}$ into $E$. The kernel of $T$ is $R \backslash\{0\}$, so $R \backslash\{0\}$ is a multiplicative subgroup of $F \backslash\{0\}$.

Now if $\xi \in R$ we have $D_{\alpha}(\xi+1)=D_{\alpha} \xi$ and $\left((\xi+1)^{p-1}-\xi^{p-1}\right) D_{\alpha} \xi=$ $\sum_{i=0}^{p-2} a_{i} \xi^{i} D_{\alpha} \xi$ for some $a_{i} \in E$.

Also, $\xi^{i} D_{\alpha} \xi=D_{\alpha}\left(\frac{\xi^{i+1}}{i+1}\right)$. Hence, using Proposition 9.5 .6 we obtain

$$
S_{\alpha}\left(\left((\xi+1)^{p-1}-\xi^{p-1}\right) D_{\alpha} \xi\right)=\sum_{i=0}^{p-1} a_{i} S_{\alpha}\left(D_{\alpha}\left(\frac{\xi^{i+1}}{i+1}\right)\right)=0
$$

In particular, since $\xi \in R$ we have

$$
\begin{aligned}
S_{\alpha}\left((\xi+1)^{p-1} D_{\alpha}(\xi+1)\right) & =S_{\alpha}\left((\xi+1)^{p-1} D_{\alpha} \xi\right) \\
& =S_{\alpha}\left(\xi^{p-1} D_{\alpha} \xi\right)=\left(D_{\alpha} \xi\right)^{p}=\left(D_{\alpha}(\xi+1)\right)^{p}
\end{aligned}
$$

It follows that $\xi+1 \in R$. Finally, if $\xi \in R$ and $\eta$ is a nonzero element of $R$, we have $\xi+\eta=\eta\left(\eta^{-1} \xi+1\right) \in R$. Thus $R \backslash\{0\}$ is a multiplicative group and $R$ is closed under addition. Hence $E \subseteq R$ and $\alpha \in R$, so $R$ is a subfield of $F$ containing $E$ and $\alpha$. Therefore $E(\alpha) \subseteq R \subseteq F=E(\alpha)$.

Now we can find the relationship between two generators $\alpha$ and $\beta$.
Theorem 9.5.8. If $\alpha$ and $\beta$ are two generators of $F$ over $E$, then

$$
\begin{equation*}
S_{\beta}(\xi)=S_{\alpha}\left(\xi\left(D_{\alpha} \beta\right)^{1-p}\right) \quad \text { for all } \quad \xi \in F \tag{9.38}
\end{equation*}
$$

Proof: Since both sides of (9.38) are $E$-linear, it suffices to prove (9.38) for $\xi=\beta^{i}$ ( $0 \leq i \leq p-1$ ).

Multiplying both sides by $\left(D_{\alpha} \beta\right)^{p} \in E$, the equality becomes

$$
\begin{equation*}
\left(D_{\alpha} \beta\right)^{p} S_{\beta}\left(\beta^{i}\right)=S_{\alpha}\left(\beta^{i} D_{\alpha} \beta\right) \quad(0 \leq i \leq p-1) \tag{9.39}
\end{equation*}
$$

For $i<p-1$, we have $\beta^{i} D_{\alpha} \beta=D_{\alpha}\left(\frac{\beta^{i+1}}{i+1}\right)$, so by Proposition 9.5.6 and (9.35), both sides of (9.39) are equal to zero.

For $i=p-1$, we have $\left(D_{\alpha} \beta\right)^{p} S_{\beta}\left(\beta^{p-1}\right)=\left(D_{\alpha} \beta\right)^{p}$. Therefore by (9.35) and Proposition 9.5.7 we have

$$
S_{\alpha}\left(\beta^{p-1} D_{\alpha} \beta\right)=\left(D_{\alpha} \beta\right)^{p}
$$

Thus (9.38) holds also for $i=p-1$.
Now we establish some basic facts about an inseparable extension $L / K$ of function fields of degree $p^{n}$.

Proposition 9.5.9. Let $K$ be a function field, $L$ a purely inseparable extension of $K$, and $\mathfrak{P}$ a place of $L$ lying over the place $\wp$ of $K$. Then the local degree satisfies

$$
\left[L_{\mathfrak{P}}: K_{\wp}\right]=[L: K] .
$$

Proof: By Theorem 5.2.24, $\mathfrak{P}$ is the only place above $\wp$. On the other hand, using Theorem 5.1.14, the proof of Corollary 5.4.6, and Theorem 5.4.10 we obtain

$$
[L: K]=\operatorname{dim}_{K} L=\sum_{\mathfrak{P} \mid \wp}\left[L_{\mathfrak{P}}: K_{\wp}\right]=\left[L_{\mathfrak{P}}: K_{\wp}\right] .
$$

Corollary 9.5.10. Any repartition $\xi \in \mathfrak{X}_{L}$ of $L$ can be written uniquely in the form

$$
\xi=\xi_{0}+\xi_{1} \alpha+\cdots+\xi_{p^{n}-1} \alpha^{p^{n}-1}
$$

where $\xi_{0}, \ldots, \xi_{p^{n}-1} \in \mathfrak{X}_{K}$ are repartitions of $K, L=K(\alpha)$, and $[L: K]=p^{n}$.

Proof: The statement follows immediately from Corollary 5.5.8, Proposition 9.5.9, and the fact that $\left\{1, \alpha, \ldots, \alpha^{p^{n}-1}\right\}$ is a basis of $L_{\mathfrak{P}}$ over $K_{\wp}$.

Proposition 9.5.11. If $L$ is a purely inseparable extension of $K$ of degree $p$, then for any place $\mathfrak{P}$ of $L$ lying over the place $\wp$ of $K$, there exists $\beta \in \vartheta_{\mathfrak{P}}$ such that

$$
\begin{equation*}
\vartheta_{\mathfrak{P}}=\vartheta_{\wp}[\beta] . \tag{9.40}
\end{equation*}
$$

Thus $\vartheta_{\mathfrak{P}}$ has a power basis over $\vartheta_{\wp}$.
Proof: We have [ $\left.L_{\mathfrak{P}}: K_{\wp}\right]=p$. If $L_{\mathfrak{P}}$ is unramified over $K_{\wp}$ let $\beta \in \vartheta_{\mathfrak{P}}$ be such that $\bar{\beta}$ generates $\ell(\mathfrak{P})$ over $k(\wp)$ (i.e., $\beta \in \vartheta_{\mathfrak{P}} \backslash\left(\vartheta_{\wp}+\mathfrak{P}\right)$ ). Since

$$
\vartheta_{\mathfrak{P}} \cong \ell(\mathfrak{P})[[\pi]] \quad \text { and } \quad \vartheta_{\wp} \cong k(\wp)[[\pi]]
$$

where $\pi \in \vartheta_{\wp}$ satisfies $v_{\mathfrak{P}}(\pi)=v_{\wp}(\pi)=1$ (Theorem 2.5.20), it follows that $\vartheta_{\mathfrak{P}}=$ $\vartheta_{\wp}[\beta]$.

If $L_{\mathfrak{P}}$ is ramified over $K_{\wp}$ and $\pi_{L}$ is a prime element for $\mathfrak{P}$, then $\pi_{L}^{p}=\pi_{K} \in K_{\wp}$ is a prime element for $\wp$. We have $\ell(\mathfrak{P})=k(\wp)=m, \vartheta_{\mathfrak{P}}$ is isomorphic to $m\left[\left[\pi_{L}\right]\right]$, and $\vartheta_{\wp}$ to $m\left[\left[\pi_{K}\right]\right]$. It follows that $\vartheta_{\mathfrak{P}}=\vartheta_{\wp}\left[\pi_{L}\right]$.

The values $v_{\mathfrak{P}}\left(D_{\alpha} \beta\right)$ are fundamental for the genus formula we will establish below.

Proposition 9.5.12. Let $L$ be a purely inseparable extension of $K$ of degree $p$, and $L=K(\alpha)$. Let $\wp$ be the place of $K$ that lies below the place $\mathfrak{P}$ of $L$. Set

$$
r_{\wp}=r=\max _{x \in K_{\wp}}\left\{v_{\wp}\left(a-x^{p}\right)\right\},
$$

where $\alpha^{p}=a \in K$. Then

$$
p^{n} v_{\mathfrak{P}}\left(D_{\beta} \alpha\right) \operatorname{deg}_{L} \mathfrak{P}=\left\{\begin{array}{lll}
r \operatorname{deg}_{K} \wp & \text { if } & p \mid r, \\
(r-1) \operatorname{deg}_{K} \wp & \text { if } & p \nmid r,
\end{array}\right.
$$

where $\beta \in \vartheta_{\mathfrak{P}}$ satisfies $\vartheta_{\mathfrak{P}}=\vartheta_{\wp}[\beta]$ and $p^{n}=[\ell: k]$.
Proof: Since $L_{\mathfrak{P}}=K_{\wp}(\alpha)=K_{\wp}\left(a^{1 / p}\right)$ and $\left[L_{\mathfrak{P}}: K_{\wp}\right]=p$, it follows that $a$ is not a $p$ th power in $K_{\wp}$. Therefore $a-x^{p} \neq 0$ for all $x \in K_{\wp}$ and $r$ is finite.

Let $b \in K_{\mathfrak{P}}$ be such that $r=v_{\wp}\left(a-b^{p}\right)$.
If $p$ divides $r$, put $r=s p$. Let $\pi$ be a prime element in $K_{\wp}$ such that $v_{\wp}(\pi)=1$ and set $\tau=(\alpha-b) \pi^{-s} \in L_{\mathfrak{P}}$. Then $\tau^{p}=\left(\alpha^{p}-b^{p}\right) \pi^{-s p}=\left(a-b^{p}\right) \pi^{-s p}$ satisfies $v_{\mathfrak{P}}\left(\tau^{p}\right)=r-s p=0$. Therefore $\tau^{p}$ is a unit in $\vartheta_{\wp}$.

If the residue class of $\tau^{p}$ were a $p$ th power of a residue class in $K_{\wp}$, there would exist $c \in K_{\wp}$ such that

$$
c^{p} \equiv\left(a-b^{p}\right) \pi^{-s p} \bmod \wp
$$

Then if $x=b+\pi^{s} c, x$ would satisfy

$$
\begin{aligned}
v_{\mathfrak{P}}\left(a-x^{p}\right) & =v_{\wp}\left(a-b^{p}-\pi^{s p} c^{p}\right)=v_{\wp}\left(\pi^{s p}\left(\left(a-b^{p}\right) \pi^{-s p}-c^{p}\right)\right) \\
& =s p+v_{\wp}\left(\left(a-b^{p}\right) \pi^{-s p}-c^{p}\right) \geq s p+1=r+1 .
\end{aligned}
$$

This contradicts the maximality of $r$. It follows that

$$
[k(\wp)(\bar{\tau}): k(\wp)]=p \quad \text { and } \quad \ell(\mathfrak{P})=k(\wp)(\bar{\tau})
$$

In this case Proposition 9.5 .11 yields $\vartheta_{\mathfrak{P}}=\vartheta_{\wp}[\beta]$ with $\beta=\tau$.
We have $D_{\beta} \alpha=\left(D_{\alpha} \beta\right)^{-1}=\pi^{s}$ (see Exercise 9.7.7). Thus $v_{\mathfrak{P}}\left(D_{\beta} \alpha\right)=s$ and by Theorem 5.3.4,

$$
\begin{aligned}
v_{\mathfrak{P}}\left(D_{\beta} \alpha\right) p^{n} \operatorname{deg}_{L} \mathfrak{P} & =s p^{n} \operatorname{deg}_{L} \mathfrak{P}=s p^{n} \frac{\operatorname{deg}_{K} \wp}{\lambda_{L / K}} \\
& =s p^{n} \frac{\operatorname{deg}_{K} \wp}{[\ell: k]}[L: K]=s p^{n} \frac{\operatorname{deg}_{K} \wp}{p^{n}} p \\
& =p s \operatorname{deg}_{K} \wp=r \operatorname{deg}_{K} \wp .
\end{aligned}
$$

Now assume that $p$ does not divide $r$. Let $u, v \in \mathbb{Z}$ be such that $r u-p v=1$. Let $\pi$ be a prime element in $K_{\wp}$ and $\tau=(\alpha-b)^{u} \pi^{-v} \in L_{\mathfrak{P}}$. Then $\tau^{p}=\left(a-b^{p}\right)^{u} \pi^{-v p}$ satisfies

$$
v_{\wp}\left(\tau^{p}\right)=r u-v p=1 .
$$

It follows that $\tau$ is a prime element in $L_{\mathfrak{P}}$ and by Proposition 9.5.11, $\vartheta_{\mathfrak{P}}=\vartheta_{\wp}[\beta]$ with $\beta=\tau$, and $L_{\mathfrak{P}} / K_{\wp}$ is a ramified extension.

We have

$$
D_{\alpha} \beta=D_{\alpha} \tau=u(\alpha-b)^{u-1} \pi^{-v}=u(\alpha-b)^{u} \pi^{-v}(\alpha-b)^{-1}=u(\alpha-b)^{-1} \tau .
$$

Hence $D_{\beta} \alpha=D_{\tau} \alpha=\left(D_{\alpha} \tau\right)^{-1}=u^{-1}(\alpha-b) \tau^{-1}$ and since $(u, p)=1$, it follows that

$$
v_{\mathfrak{P}}\left(D_{\beta} \alpha\right)=v_{\mathfrak{P}}\left(\left(a-b^{p}\right)^{1 / p} \tau^{-1}\right)=r-1 .
$$

We have $\wp=\mathfrak{P}^{p}$. Moreover, $\operatorname{deg}_{L} \wp=p \operatorname{deg}_{L} \mathfrak{P}=\frac{\operatorname{deg}_{K} \wp}{\lambda_{L / K}}=p \operatorname{deg}_{K} \wp$ because $\lambda_{L / K}=\frac{[\ell: k]}{[L: K]}=\frac{1}{p} \quad(n=0)$.

Thus $v_{\mathfrak{P}}\left(D_{\beta} \alpha\right) p^{n} \operatorname{deg}_{L} \mathfrak{P}=(r-1) \operatorname{deg}_{K} \wp$.
The map $S_{\alpha}$ given in Definition 9.5 .1 can be extended to a $K$-linear map of $\mathfrak{X}_{L}$ into $\mathfrak{X}_{K}$ as follows.

Definition 9.5.13. Let $K$ be a function field, $L$ a purely inseparable extension of $K$ of degree $p$, and $\alpha$ a generator of $L$ over $K$. For $\xi \in \mathfrak{X}_{L}, \xi$ can be written as

$$
\begin{equation*}
\xi=\xi_{0}+\xi_{1} \alpha+\cdots+\xi_{p-1} \alpha^{p-1} \quad \text { with } \quad \xi_{0}, \ldots, \xi_{p-1} \in \mathfrak{X}_{K} . \tag{9.41}
\end{equation*}
$$

We define the $K$-linear map

$$
S_{\alpha}: \mathfrak{X}_{L} \rightarrow \mathfrak{X}_{K}
$$

by

$$
S_{\alpha}(\xi)=\xi_{p-1}
$$

Proposition 9.5.14. Let $S_{\alpha}$ be the $K$-linear map that we have just defined. Given a divisor $\mathfrak{A} \in D_{K}$ there exists $\mathfrak{U} \in D_{L}$ such that $\mathfrak{A} \mid S_{\alpha}(\xi)=\xi_{p-1}$ whenever $\mathfrak{U}$ divides $\xi$.

Proof: Let $\mathfrak{A} \in D_{K}$ be an arbitrary divisor. For any place $\mathfrak{P}$ of $L$ lying over the place $\wp$ of $K$, let $\beta_{\mathfrak{P}} \in \vartheta_{\mathfrak{P}}$ be such that $\vartheta_{\mathfrak{P}}=\vartheta_{\wp}\left[\beta_{\mathfrak{P}}\right]$ (Proposition 9.5.11).

Let $\pi_{\wp}$ be a prime element for $\wp$. Set $\mathfrak{U}=\prod_{\mathfrak{P}} \mathfrak{P}^{c} \mathfrak{P}$, where

$$
\begin{equation*}
c_{\mathfrak{P}}=e(\mathfrak{P} \mid \wp) v_{\wp}(\mathfrak{A})+v_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{p-1} . \tag{9.42}
\end{equation*}
$$

According to Corollary 5.5 .9 we may choose $\beta_{\mathfrak{P}}=\alpha$ for almost all $\mathfrak{P} \in D_{L}$. In particular, $v_{\mathfrak{P}}\left(\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{p-1}\right)=0$ for almost all $\mathfrak{P}$. Thus $\mathfrak{U}$ is a divisor in $L$. Further, the $\mathfrak{P}$ th component in (9.41) is
$\xi_{\mathfrak{P}}=\xi_{0, \mathfrak{P}}+\xi_{1, \mathfrak{P}} \alpha+\cdots+\xi_{p-1, \mathfrak{P}} \alpha^{p-1} \in L_{\mathfrak{P}}$, with $\xi_{i, \mathfrak{P}} \in K_{\wp}$ for $0 \leq i \leq p-1$.
If $\mathfrak{U}$ divides $\xi$, then $v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\right) \geq v_{\mathfrak{P}}(\mathfrak{U})=c_{\mathfrak{P}}$. Therefore

$$
v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p_{\wp}} \pi_{\wp}^{-v_{\wp}(\mathfrak{A})}\right) \geq c_{\mathfrak{P}}+v_{\mathfrak{P}}\left(\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p}\right)-e(\mathfrak{P} \mid \wp) v_{\wp}(\mathfrak{A}) \geq 0
$$

It follows that $\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p} \pi_{\wp}^{v_{\wp}(\mathfrak{A})} \in \vartheta_{\mathfrak{P}}$. By Proposition 9.5.2 we have

$$
\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p} \pi_{\wp}^{-v_{\wp}(\mathfrak{A})}=\sum_{i=0}^{p-1} S_{\beta_{\mathfrak{P}}}\left(\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p} \pi_{\wp}^{-v_{\wp}(\mathfrak{A})} \beta_{\mathfrak{P}}^{p-1-i}\right) \beta_{\mathfrak{P}}^{i}
$$

Now, $\left\{1, \beta_{\mathfrak{P}}, \ldots, \beta_{\mathfrak{P}}^{p-1}\right\}$ is an integral basis of $\vartheta_{\mathfrak{P}}$ over $\vartheta_{\wp}$, so

$$
S_{\beta_{\mathfrak{P}}}\left(\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p} \pi_{\wp}^{-v_{\wp}(\mathfrak{A l})} \beta_{\mathfrak{P}}^{p-1-i}\right) \in \vartheta_{\wp} .
$$

In particular, for $i=p-1$ we have

$$
\begin{equation*}
S_{\beta_{\mathfrak{P}}}\left(\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p_{\wp}} \pi_{\wp}^{-v_{\wp}(\mathfrak{A})}\right) \in \vartheta_{\wp} . \tag{9.43}
\end{equation*}
$$

We obtain from Theorem 9.5.8 that

$$
\begin{equation*}
S_{\alpha}\left(\xi_{\mathfrak{P}} \pi_{\wp}^{-v_{\wp}(\mathfrak{A})}\right)=S_{\beta_{\mathfrak{P}}}\left(\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p} \pi_{\wp}^{-v_{\wp}(\mathfrak{A l})}\right) . \tag{9.44}
\end{equation*}
$$

Using (9.43) and (9.44), it follows that

$$
v_{\wp}\left(S_{\alpha}\left(\xi_{\mathfrak{P}} \pi_{\wp}^{-v_{\wp}(\mathfrak{A})}\right)\right)=v_{\wp}\left(\pi_{\wp}^{-v_{\wp}(\mathfrak{A})} S_{\alpha}\left(\xi_{\mathfrak{P}}\right)\right)=-v_{\wp}(\mathfrak{A})+v_{\wp}\left(S_{\alpha}\left(\xi_{\mathfrak{P}}\right)\right) \geq 0 .
$$

Therefore $\mathfrak{A}$ divides $S_{\alpha}\left(\xi_{\mathfrak{P}}\right)$.

Definition 9.5.15. Let $w$ be a nontrivial differential of $K$. We define

$$
\Omega: \mathfrak{X}_{L} \rightarrow k \quad \text { by } \quad \Omega(\xi)=w\left(S_{\alpha}(\xi)\right) .
$$

Assume that $y \in L$ and $\xi_{y}$ is the principal repartition (i.e., $\left(\xi_{y}\right)_{\mathfrak{P}}=y$ for $\mathfrak{P} \in \mathbb{P}_{L}$ ). Then if

$$
y=a_{0}+\cdots+a_{p-1} \alpha^{p-1}
$$

and $\xi_{p-1, a_{p-1}}$ is the principal repartition of $K$ (i.e., $\left.\left(\xi_{p-1, a_{p-1}}\right)_{\wp}=a_{p-1}\right)$, we have $\Omega\left(\xi_{y}\right)=w\left(S_{\alpha}\left(\xi_{y}\right)\right)=w\left(\xi_{p-1, a_{p-1}}\right)=0$.

By Proposition 9.5.14, there exists a divisor $\mathfrak{U}$ in $L$ such that if $\mathfrak{U}$ divides $\xi$ then $(w)$ divides $S_{\alpha}(\xi)$; so if $\mathfrak{U}$ divides $\xi$ we have

$$
\Omega(\xi)=w\left(S_{\alpha}(\xi)\right)=0
$$

In particular we have the following proposition:
Proposition 9.5.16. If $\ell=k$, i.e., $L$ is a geometric extension, then the map $\Omega$ given in Definition 9.5.15 is a nontrivial differential in $L$.

We are interested in the genus change from $K$ to $L$. We might proceed as at the end of Section 9.4, namely assuming first that $L / K$ is a geometric extension and finding a formula relating $g_{L}$ to $g_{K}$. Then we would apply the constant field extension and use the results of Chapter 8.

Instead of this approach we prove in general that the map $\Omega$ given in Definition 9.5.15 can be replaced by a true differential of $L$. For this purpose we prove the following theorem:

Theorem 9.5.17. Let $k$ be any field and let $\ell$ be a finite extension of $k$. Let $T: \ell \rightarrow k$ be a nontrivial $k$-linear map of $\ell$ into $k$. Then if $V$ is any vector space over $\ell$ and $\Omega$ is any $k$-linear map of $V$ into $k$, there exists a uniquely determined $\ell$-map $\Lambda$ from $V$ into $\ell$ such that

$$
\Omega=T \Lambda, \quad \text { i.e., } \quad \Omega(\xi)=T(\Lambda(\xi))
$$

for all $\xi \in V$.
Proof:


If such a map $\Lambda$ actually exists, it must satisfy

$$
T(\alpha \Lambda(\xi))=T(\Lambda(\alpha \xi))=\Omega(\alpha \xi)
$$

for all $\alpha \in \ell$. If we fix $\xi \in V$, let $\varphi_{\xi}: \ell \rightarrow k$ be defined by $\varphi_{\xi}(\alpha)=\Omega(\alpha \xi)$. Then $\varphi_{\xi}$ is a linear map from $\ell$ into $k$.

Since $T$ is nontrivial, there exists a unique element $\alpha_{\xi}$ in $\ell$ such that

$$
\varphi_{\xi}(\alpha)=T\left(\alpha \alpha_{\xi}\right) \quad \text { for all } \quad \alpha \in \ell
$$

(apply Proposition 9.3.18 to the nondegenerate form

$$
\phi: \ell \times \ell \rightarrow k \quad \text { such that } \quad \phi(a, b)=T(a b)) .
$$

Let $\Lambda: V \rightarrow \ell$ be defined by $\Lambda(\xi)=\alpha_{\xi}$. Then

$$
T(\Lambda(\xi))=T\left(\alpha_{\xi}\right)=\varphi_{\xi}(1)=\Omega(1 \times \xi)=\Omega(\xi)
$$

and $T(\alpha \Lambda(\xi))=\Omega(\alpha \xi)$.
Given $\alpha \in \ell, a, b \in \ell$, and $\xi, \xi \in V$, we have

$$
\begin{aligned}
T\left(\alpha \Lambda\left(a \xi+b \xi_{1}\right)\right) & =\Omega\left(\alpha\left(a \xi+b \xi_{1}\right)\right)=\Omega(\alpha a \xi)+\Omega\left(\alpha b \xi_{1}\right) \\
& =T(\alpha a \Lambda(\xi))+T\left(\alpha b \Lambda\left(\xi_{1}\right)\right)=T\left(\alpha\left(a \Lambda(\xi)+b \Lambda\left(\xi_{1}\right)\right)\right)
\end{aligned}
$$

Therefore $\alpha\left(\Lambda\left(a \xi+b \xi_{1}\right)-a \Lambda(\xi)-b \Lambda(\xi)\right) \in \operatorname{ker} T$ for all $\alpha \in \ell$.
Since $T$ is nontrivial, there exists $w \in \ell$ such that $T(w) \neq 0$. Given any nonzero $v \in \ell$, let $\alpha=w v^{-1} \in \ell$ be such that $T(\alpha v)=T(w) \neq 0$. We have

$$
\Lambda\left(a \xi+b \xi_{1}\right)=a \Lambda(\xi)+b \Lambda(\xi) \quad \text { for all } \quad a, b \in \ell \quad \text { and } \quad \xi, \xi, \in V_{1}
$$

Returning to our case, let $T: \ell \rightarrow k$ be an arbitrary but fixed nontrivial map from $\ell$ into $k$ (where $\ell$ and $k$ are the constant fields of $L$ and $K$ respectively).

Given a nontrivial differential $w$ of $K$, let $\Omega$ be given as in Definition 9.5.15, that is, $\Omega(\xi)=w\left(S_{\alpha}(\xi)\right)$ for all $\xi \in \mathfrak{X}_{L}$.

Consider the $\ell$-linear map $\Lambda: \mathfrak{X}_{L} \rightarrow \ell$ defined in Theorem 9.5.17 and satisfying

$$
\begin{equation*}
T(\Lambda(\xi))=\Omega(\xi)=w\left(S_{\alpha}(\xi)\right) \tag{9.45}
\end{equation*}
$$

Corollary 9.5.18. The map $\Lambda$ satisfying (9.45) is a nontrivial differential of $L$.
Recall that $\Lambda$ depends on the choice of $\alpha$. In order to compute the divisor of $\Lambda$, we define

$$
\begin{equation*}
\mathfrak{D}_{\alpha}=\prod_{\mathfrak{P}} \mathfrak{P}^{\gamma \mathfrak{P}}, \tag{9.46}
\end{equation*}
$$

where $\gamma_{\mathfrak{P}}=v_{\mathfrak{P}}\left(\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p}\right), \vartheta_{\mathfrak{P}}=\vartheta_{\wp}\left[\beta_{\mathfrak{P}}\right]$, and $\wp=\left.\mathfrak{P}\right|_{K}$.
Theorem 9.5.19. Let $L / K$ be a purely inseparable extension of degree $p$ of function fields with $L=K(\alpha)$. If $w$ is a nontrivial differential of $K$ and $\Lambda$ is given as in (9.45), then the divisors of $\Lambda$ and $w$ are related by the formula

$$
(\Lambda)_{L}=\left(\operatorname{con}_{K / L}(w)_{K}\right) \mathfrak{D}_{\alpha},
$$

where $\mathfrak{D}_{\alpha}$ is defined as in (9.46).

Proof: Let $\mathfrak{U}=\operatorname{con}_{K / L}(w)_{K} \mathfrak{D}_{\alpha}=\prod_{\mathfrak{P}} \mathfrak{P}^{c \mathfrak{P}}$, where

$$
c_{\mathfrak{P}}=e(\mathfrak{P} \mid \wp) v_{\wp}\left((w)_{K}\right)+v_{\mathfrak{P}}\left(\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p}\right) .
$$

Let $\xi \in \mathfrak{X}_{L}$ and

$$
\xi=\xi_{0}+\xi_{1} \alpha+\cdots+\xi_{p-1} \alpha^{p-1}, \quad \text { with } \quad \xi_{0}, \ldots, \xi_{p-1} \in \mathfrak{X}_{K} .
$$

Each component $\xi_{\mathfrak{P}} \in L_{\mathfrak{P}}\left(\mathfrak{P} \in \mathbb{P}_{L}\right)$ satisfies

$$
\xi_{\mathfrak{P}}=\xi_{0, \mathfrak{P}}+\xi_{1, \mathfrak{P}} \alpha+\cdots+\xi_{p-1, \mathfrak{P}} \alpha^{p-1} \in L_{\mathfrak{P}}, \quad \text { with } \quad \xi_{0, \mathfrak{P}}, \ldots, \xi_{p-1, \mathfrak{P}} \in K_{\wp}
$$

If $\mathfrak{U}^{-1}$ divides $\xi$, then for any $a \in \ell, \mathfrak{U}^{-1}$ divides $a \xi$ and by Proposition 9.5.14 (see (9.42)), $(w)_{K}^{-1}$ divides $S_{\alpha}(a \xi)$. It follows that

$$
T(a \Lambda(\xi))=\Omega(a \xi)=w\left(S_{\alpha}(a \xi)\right)=0
$$

for all $a \in \ell$. Therefore $\Lambda(\xi)=0$, and $\mathfrak{U}$ divides $(\Lambda)_{L}$. We have

$$
\begin{equation*}
v_{\mathfrak{P}}\left((\Lambda)_{L}\right) \geq c_{\mathfrak{P}} \tag{9.47}
\end{equation*}
$$

Now let $\vartheta_{\mathfrak{P}}=\vartheta_{\wp}\left[\beta_{\mathfrak{P}}\right]$ and $\beta_{\mathfrak{P}} \in \vartheta_{\mathfrak{P}}$.
Let $\xi_{\mathfrak{P}} \in L \subseteq L_{\mathfrak{P}}$ be such that $v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\right)=-v_{\mathfrak{P}}\left(\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p}\right)-1$.
Then $v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p}\right)=-1$ and by Proposition 9.5.2 and Theorem 9.5.8, we have

$$
\begin{aligned}
\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p} & =\sum_{i=0}^{p-1} S_{\beta_{\mathfrak{P}}}\left(\xi_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p} \beta_{\mathfrak{P}}^{p-1-i}\right) \beta_{\mathfrak{P}}^{i} \\
& =\sum_{i=0}^{p-1} S_{\alpha}\left(\xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right) \beta_{\mathfrak{P}}^{i} \notin \vartheta_{\mathfrak{P}}
\end{aligned}
$$

Therefore there exists $i$ such that $0 \leq i \leq p-1$ and

$$
S_{\alpha}\left(\xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right) \notin \vartheta_{\wp} .
$$

Also, there exists $y \in K$ such that $v_{\wp}(y)=-v_{\wp}\left((w)_{K}\right)-1$ and $w^{\wp}(y) \neq 0$. The definition of $\Lambda$ establishes that in local components

$$
\begin{gathered}
T\left(\Lambda^{\mathfrak{P}}(\xi)\right)=w^{\wp}\left(S_{\alpha}(\xi)\right) \text { for all } \xi \in L \mathfrak{P} . \\
\text { Let } z=\left(S_{\alpha}\left(\xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right)\right)^{-1} \in \vartheta_{\wp} \text { be such that } v_{\wp}(z) \geq 1 . \text { Then } \\
T\left(\Lambda^{\mathfrak{P}}\left(y z \xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right)\right)=w^{\wp}\left(S_{\alpha}\left(y z \xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right)\right) \\
=w^{\wp}\left(y z S_{\alpha}\left(\xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right)\right)=w^{\wp}\left(y z z^{-1}\right)=w^{\wp}(y) \neq 0 .
\end{gathered}
$$

Thus $\Lambda^{\mathfrak{P}}\left(y z \xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right) \neq 0$ and

$$
\begin{aligned}
& v_{\mathfrak{P}}\left(y z \xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right)=e(\mathfrak{P} \mid \wp)\left(v_{\wp}(y)+v_{\mathfrak{P}}(z)\right)+v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right) \\
& \quad=e(\mathfrak{P} \mid \wp)\left(-v_{\wp}\left((w)_{K}\right)-1\right)+e(\mathfrak{P} \mid \wp) v_{\wp}(z)+v_{\mathfrak{P}}\left(\xi_{\mathfrak{P}} \beta_{\mathfrak{P}}^{p-1-i}\right) \\
& \quad \geq-e(\mathfrak{P} \mid \wp) v_{\wp}\left((w)_{K}\right)-e(\mathfrak{P} \mid \wp)+e(\mathfrak{P} \mid \wp)-v_{\mathfrak{P}}\left(\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p}\right)-1 \\
& \quad=-e(\mathfrak{P} \mid \wp) v_{\wp}\left((w)_{K}\right)-v_{\mathfrak{P}}\left(\left(D_{\beta_{\mathfrak{P}}} \alpha\right)^{1-p}\right)-1 .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
v_{\mathfrak{P}}\left((\Lambda)_{L}\right) \leq c_{\mathfrak{P}} \tag{9.48}
\end{equation*}
$$

We deduce the result from (9.47) and (9.48) .
Corollary 9.5.20 (Tate Genus Formula). The genera of $L$ and $K$ are related by the formula

$$
2 g_{L}-2=p^{1-n}\left(2 g_{K}-2\right)+(1-p) \sum_{\mathfrak{P} \in \mathbb{P}_{L}} v_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right) \operatorname{deg}_{L} \mathfrak{P}
$$

where for each $\mathfrak{P} \in \mathbb{P}_{L}$, we have $\wp=\left.\mathfrak{P}\right|_{K}, \vartheta_{\mathfrak{P}}=\vartheta_{\wp}\left[\beta_{\mathfrak{P}}\right]$, and $[\ell: k]=p^{n}$ for some $n \geq 0$.

Proof: By Corollary 3.5.5 we have $d_{L}\left((\Lambda)_{L}\right)=2 g_{L}-2$ and $d_{K}\left((w)_{K}\right)=2 g_{K}-2$. On the other hand, using Theorem 5.3.4 we obtain

$$
d_{L}\left(\operatorname{con}_{K / L}(w)_{K}\right)=\frac{d_{K}\left((w)_{K}\right)}{\lambda_{L / K}}=\frac{[L: K]}{[\ell: k]} d_{K}\left((w)_{K}\right)=p^{1-n}\left(2 g_{K}-2\right)
$$

The results follows immediately by (9.46) and Theorem 9.5.19.

Corollary 9.5.21. Let $K$ be a function field of characteristic $p>2$. Let $L$ be a purely inseparable finite extension of $K$. Then $g_{L}-g_{K}$ is divisible by $\frac{p-1}{2}$.

Proof: Since the extension is obtained from a finite number of successive extensions of degree $p$, it suffices to consider the case $[L: K]=p$. Multiplying the formula of Corollary 9.5 .20 by $p^{n}$ and using the fact that $p^{n} \equiv 1 \bmod (p-1)$, we obtain

$$
2 g_{L}-2 \equiv 2 g_{K}-2 \bmod (p-1)
$$

The result follows.

Example 9.5.22. Let $k$ be a field of characteristic $p>0$ such that $p \neq 2$. Let $K=$ $k(x, y)$ be the hyperelliptic function field generated by

$$
y^{2}=x^{p}-a, \quad \text { with } \quad a \notin k^{p} .
$$

By Corollary 4.3.7 we have

$$
g_{K}=\left[\frac{p+1}{2}\right]-1=\frac{p+1}{2}-1=\frac{p-1}{2} .
$$

Let $L=K(\alpha)$ with $\alpha=a^{1 / p}$. Then $L=k(x, y)\left(a^{1 / p}\right)=k\left(a^{1 / p}\right)(x, y)=$ $k\left(a^{1 / p}\right)(z)$, where $z=\frac{y}{(x-\alpha)^{(p-1) / 2}}$.

Then $g_{L}=0$ and $g_{L}-g_{K}=-\frac{p-1}{2}$.
Remark 9.5.23. Example 9.5 .22 shows again that even though $K_{\wp}$ is isomorphic to $k^{\prime}((\pi)), k$ is not contained in $k^{\prime}$ (see Example 2.5.23).

Proposition 9.5.24. Let $K$ be a function field of characteristic $p>0$ such that $g_{K}<$ $\frac{p-1}{2}$. Then for any constant extension $L=K \ell^{\prime}$, we have $g_{L}=g_{K}$.

Proof: If $\mathcal{A}$ is a transcendence basis of $\ell^{\prime}$ over $k$ and if $L_{1}=\operatorname{Kk}(\mathcal{A})$, we have $g_{L_{1}}=$ $g_{K}$ (Theorem 8.5.2).

Therefore we may assume that $\ell^{\prime} / k$ is algebraic. If $\ell_{s}^{\prime}$ is the separable closure of $k$ in $\ell^{\prime}$, then if $L_{2}=K \ell_{s}^{\prime}$ we have $g_{L_{2}}=g_{K}$ (Theorem 8.5.2).

Thus we may assume that $\ell^{\prime} / k$ is purely inseparable. We have $g_{L} \leq \lambda_{L / K} g_{K}$. If $g_{L}<g_{K}$, the change of genus can be obtained in a finite extension $\ell^{\prime} / k$ (see the proof of Theorem 8.5.3).

Hence, we may assume that $\ell^{\prime} / k$ is a finite purely inseparable extension.
By Corollary 9.5.21,

$$
\left.\frac{p-1}{2} \right\rvert\, g_{K}-g_{L} \quad \text { and } \quad g_{K}-g_{L} \geq 0
$$

It follows that $0 \leq g_{K}-g_{L} \leq g_{K}<\frac{p-1}{2}$. Therefore $g_{K}=g_{L}$.

Definition 9.5.25. A function field $K$ is called conservative if any constant extension $L=K \ell$ satisfies $g_{L}=g_{K}$.

Example 9.5.26. $K$ is conservative in the following two cases:
(i) char $K=0$ (Theorem 8.5.2)
(ii) $g_{K}<\frac{p-1}{2}$ and char $K=p$ (Proposition 9.5.24).

For constant extensions we have the following result:
Theorem 9.5.27. Let $L$ be a finite purely inseparable constant extension of $K / k$. Then

$$
2 g_{K}-2=\lambda_{L / K}\left(2 g_{L}-2\right)+\mu_{K}(p-1) A,
$$

where $A$ is a nonnegative integer and $\mu_{K}$ is the invariant given in Definition 8.6.6. If $\lambda_{L / K}>1$, we have $A>0$.

Proof: We proceed by induction on [ $L: K$ ]. If $L=K$, there is nothing to prove. Assume $[L: K] \geq p$ (where $p$ is the characteristic). Since $L / K$ is purely inseparable, there exists $L^{\prime}$ such that $K \subseteq L^{\prime} \subseteq L$ and $\left[L: L^{\prime}\right]=p$. By the induction hypothesis we have

$$
\begin{equation*}
2 g_{K}-2=\lambda_{L^{\prime} / K}\left(2 g_{L^{\prime}}-2\right)+\mu_{K}(p-1) A^{\prime} \tag{9.49}
\end{equation*}
$$

Applying Tate's genus formula (Corollary 9.5.20) to the purely inseparable extension $L / L^{\prime}$, we get

$$
2 g_{L}-2=p^{1-n}\left(2 g_{L^{\prime}}-2\right)+(1-p) \sum_{\mathfrak{P} \in \mathbb{P}_{L}} v_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right) \operatorname{deg}_{L} \mathfrak{P}
$$

where $p^{n}=\left[\ell: \ell^{\prime}\right]$. Therefore $p^{1-n}=\frac{p}{p^{n}}=\frac{\left[L: L^{\prime}\right]}{\left[\ell: \ell^{\prime}\right]}=\lambda_{L / L^{\prime}}^{-1}$.
Let $a_{\mathfrak{P}}=v_{\mathfrak{P}}\left(D_{\beta_{\mathfrak{P}}} \alpha\right)$. We obtain

$$
\begin{equation*}
2 g_{L^{\prime}}-2=\lambda_{L / L^{\prime}}\left(2 g_{L}-2\right)+\lambda_{L / L^{\prime}}(p-1) \sum_{\mathfrak{P} \in \mathbb{P}_{L}} a_{\mathfrak{P}} \operatorname{deg}_{L} \mathfrak{P} \tag{9.50}
\end{equation*}
$$

Notice that $a_{\mathfrak{P}}$ belongs to $\mathbb{Z}$ and $a_{\mathfrak{P}}=0$ for almost all $\mathfrak{P}$. Since $L / L^{\prime}$ is a constant extension, it follows that $a_{\mathfrak{P}} \geq 0$ (Proposition 9.5.12).

By Theorem 8.6.8, $\mu_{L}$ divides $\operatorname{deg}_{L} \mathfrak{P}$, and by Corollary 8.6.15, $\mu_{L} \lambda_{L / L^{\prime}}=\mu_{L^{\prime}}$. Using (9.50) we obtain

$$
\begin{equation*}
2 g_{L^{\prime}}-2=\lambda_{L / L^{\prime}}\left(2 g_{L}-2\right)+\mu_{L^{\prime}}(p-1) A^{\prime \prime} \tag{9.51}
\end{equation*}
$$

with $A^{\prime \prime} \in \mathbb{Z}$ and $A^{\prime \prime} \geq 0$.
It follows from (9.49) and (9.51) that

$$
\begin{aligned}
2 g_{K}-2 & =\lambda_{L^{\prime} / K}\left(2 g_{L^{\prime}}-2\right)+\mu_{K}(p-1) A^{\prime} \\
& =\lambda_{L^{\prime} / K} \lambda_{L / L^{\prime}}\left(2 g_{L}-2\right)+\lambda_{L^{\prime} / K} \mu_{L^{\prime}}(p-1) A^{\prime \prime}+\mu_{K}(p-1) A^{\prime} \\
& =\lambda_{L / K}\left(2 g_{L}-2\right)+\mu_{K}(p-1) A
\end{aligned}
$$

where $A=A^{\prime}+A^{\prime \prime} \geq 0$ (here we have used the facts that $\lambda_{L / K}=\lambda_{L^{\prime} / K} \lambda_{L / L^{\prime}}$ and $\left.\lambda_{L^{\prime} / K} \mu_{L^{\prime}}=\mu_{K}\right)$.

Finally, assume $\lambda_{L / K}>1$. Then if $\lambda_{L^{\prime} / K}>1$ it follows by the induction hypothesis that $A^{\prime}>0$ and $A \geq A^{\prime}>0$.

If $\lambda_{L^{\prime} / K}=1$, then $\lambda_{L / L^{\prime}}>1$ and $\lambda_{L / L^{\prime}} g_{L} \leq g_{L^{\prime}}$ (Theorem 8.5.3). We have

$$
2 g_{L^{\prime}}-2>2 \lambda_{L / L^{\prime}} g_{L}-2 \lambda_{L / L^{\prime}}=\lambda_{L / L^{\prime}}\left(2 g_{L}-2\right)
$$

Using (9.51), we conclude that $A^{\prime \prime}>0$ and $A \geq A^{\prime \prime}>0$.
Theorem 9.5.28. Let $K / k$ be an inseparable function field and $L / \ell$ the minimum constant extension of $K / k$ such that $L / \ell$ is separable. Then

$$
g_{K}=\mu_{K}\left(g_{L}-1+\frac{1}{2}(p-1) A\right)+1
$$

with $A \in \mathbb{N}$.

Proof: By Theorem 8.6.13 we have $\mu_{K}=\lambda_{L / K}$. The result is a consequence of Theorem 9.5.27 since $\mu_{K}=\lambda_{L / K}>1$ (see Remark 8.6.7).

Corollary 9.5.29. If $K / k$ is any inseparable function field we have

$$
g_{K} \geq \frac{(p-1)(p-2)}{2}
$$

Proof: Since $\mu_{K}$ is a power of $p$ and $\mu_{K}>1$, we have $\mu_{K} \geq p$.
Therefore

$$
\begin{aligned}
g_{K} & \geq p\left(0-1+\frac{1}{2}(p-1) \times 1\right)+1=\frac{1}{2} p(p-1)+(1-p) \\
& =\frac{(p-1)}{2}(p-2)
\end{aligned}
$$

Remark 9.5.30. There exist examples where the equality $g_{K}=\frac{1}{2}(p-1)(p-2)$ holds.
Example 9.5.31. Let $K=k(x, y)$ be the function field given in Example 5.2.31. Recall that $k=k_{0}(u, v)$, where $k_{0}$ is a field of characteristic $p,\left[k\left(u^{1 / p}, v^{1 / p}\right): k\right]=p^{2}$, and $y^{p}=u x^{p}+v$. By Corollary 9.5.29 we have

$$
g_{K} \geq \frac{(p-1)(p-2)}{2}
$$

since $K / k$ is not separable. Indeed, the field of constants of $L=K k\left(u^{1 / p}\right)$ is $k\left(u^{1 / p}, v^{1 / p}\right) \neq k\left(u^{1 / p}\right)$. Let $\mathfrak{N}_{x}$ be the pole divisor of $x$ in $K$. For $t$ large enough, we have

$$
\ell\left(\mathfrak{N}_{x}^{-t}\right)=t \operatorname{deg}_{K}\left(\mathfrak{N}_{x}\right)-g_{K}+1=p t-g_{K}+1
$$

(because $[K: k(x)]=p=d_{K}\left(\mathfrak{N}_{x}\right)$ ). We have $\mathfrak{N}_{x}=\mathfrak{N}_{y}=\mathfrak{A}$ and $\mathfrak{N}_{x^{i} y j}=\mathfrak{A}^{i+j}$. Therefore $x^{i} y^{j} \in L\left(\mathfrak{A}^{-t}\right)$ for $i \geq 0,0 \leq j \leq p-1$, and $i+j \leq t$, and these elements are $k$-linearly independent (since $j \leq p-1$ ). Let $t \geq p-1$. Then

$$
\begin{aligned}
\mid\{(i, j) \mid i \geq 0,0 \leq & j \leq p-1, i+j \leq t\} \mid \\
& =\sum_{j=0}^{p-1}(t-j+1)=p t-\frac{p(p-1)}{2}+p=p t-\frac{p}{2}(p-3)
\end{aligned}
$$

Thus $p t-g_{K}+1=\ell\left(\mathfrak{A}^{-t}\right) \geq p t-\frac{p}{2}(p-3)$.
Therefore $g_{K} \leq 1+\frac{p}{2}(p-3)=\frac{(p-1)(p-2)}{2}$, and it follows that

$$
g_{K}=\frac{(p-1)(p-2)}{2}
$$

### 9.6 Examples

### 9.6.1 Function Fields of Genus 0

Let $K / k$ be a function field of genus 0 that is not rational, and let $\mathfrak{A}$ be any divisor. We will prove that $d_{K}(\mathfrak{A})$ is even. First suppose that $d_{K}(\mathfrak{A})=1$. Then

$$
d_{K}(\mathfrak{A l})=1>2 g_{K}-2=-2 .
$$

Using Corollary 3.5.6 we obtain that

$$
\ell_{K}\left(\mathfrak{A}^{-1}\right)=d_{K}(\mathfrak{A})-g_{K}+1=2 .
$$

According to Exercise 3.6 .22 , there exists an integral divisor $\mathfrak{P}$ of degree 1. Thus $\mathfrak{P}$ must be a prime divisor. By Theorem 4.1.7, it follows that $K$ is a rational function field. This contradiction shows that $d_{K}(\mathfrak{A})$ must be different from 1 .

Now assume that there exists a divisor $\mathfrak{A}$ of odd degree, say $d_{K}(\mathfrak{A})=2 n+1$ with $n \in \mathbb{N}$. By Proposition 4.1.6 there exists a prime divisor $\mathfrak{P}$ of degree 2 . Thus $\mathfrak{A}^{-n}$ has degree 1 .

In particular, it follows that $d_{K}\left(D_{K}\right)=2 \mathbb{Z}$.
Proposition 9.6.1. A function field $K / k$ of genus 0 is a rational function field if and only if $K$ contains a divisor of degree 1 .

Let $x \in K \backslash k$ be such that $[K: k(x)]=2$. Then

$$
(x)_{K}=\frac{\mathfrak{P}_{1}}{\mathfrak{P}},
$$

where $\mathfrak{P}_{1}, \mathfrak{P}$ are prime divisors of degree 2 .
Since $d_{K}(\mathfrak{P})=2>2 g_{K}-2=-2$, it follows by Corollary 3.5 .6 that $\ell_{K}\left(\mathfrak{P}^{-1}\right)=$ $d_{K}(\mathfrak{P})-g_{K}+1=3$. Let $\{1, x, y\}$ be a basis of $L_{K}\left(\mathfrak{P}^{-1}\right)$. If $y=f(x) \in k[x]$, we have $(y)_{K}=\frac{\mathfrak{P}_{2}}{\mathfrak{P}}=(f(x))_{K}$, with $\mathfrak{P}_{2} \neq \mathfrak{P}_{1}$, so $[K: k(f(x))]=2$.

Consequently we have $k(f(x))=k(x)$, where $f(x) \in k[x]$ has degree 1 . This contradicts the independence of $\{1, x, y\}$. Thus $K=k(x, y)$. We also have $\ell_{K}\left(\mathfrak{P}^{-2}\right)=5$. Since $\left\{1, x, y, x^{2}, y^{2}, x y\right\} \subseteq L_{K}\left(\mathfrak{P}^{-2}\right)$ it follows that there is an equation

$$
\begin{equation*}
a x^{2}+b y^{2}+c x y+d x+e y+f=0 \tag{9.52}
\end{equation*}
$$

with $a, b, c, d, e, f \in k$ not all zero.
If $a=0,(9.52)$ reduces to $b y^{2}+(c y+d) x+e y+f=0$.
We have $c y+d \neq 0$ since otherwise $b y^{2}+e y+f=0$. Hence $c y+d \neq 0$.
It follows that $x \in k(y)$. In particular, $K=k(x, y)=k(y)$ and $K$ is rational. This proves that $a \neq 0$. Similarly, we obtain $b \neq 0$. Therefore $F(X, Y)=a X^{2}+b Y^{2}+$ $c X Y+d X+e Y+f$ is an irreducible polynomial in $k[X, Y]$.

We may assume $b=1$. In this case, (9.52) can be written as

$$
\begin{equation*}
y^{2}+(c x+e) y+\left(a x^{2}+d x+f\right)=0 \tag{9.53}
\end{equation*}
$$

If char $k \neq 2$, then (9.53) can be reduced to

$$
y^{2}=h(x)
$$

where $h(x) \in k[x]$ and $h(x)$ has degree 1 or 2 . The degree 1 case is not possible because otherwise $K$ would be a rational function field.

Furthermore, $h(x)$ must be irreducible, since otherwise, if $h(x)=(A x+\alpha)(x+$ $\beta$ ), $\alpha, \beta \in k$, then if $\alpha \neq 0$ or $\beta \neq 0$, we have

$$
\frac{y^{2}}{(x+\beta)^{2}}=\left(\frac{y}{x+\beta}\right)^{2}=\left(\frac{A x+\alpha}{x+\beta}\right)
$$

Let $z=\sqrt{\frac{A x+\alpha}{x+\beta}}$. Then $y= \pm(x+\beta) z \in k(x, z)$ and

$$
x=\frac{\alpha-\beta z^{2}}{z^{2}-A} \in k(z)
$$

If $\alpha=\beta=0$, then $y^{2}=A x^{2}$ and $y=\sqrt{A} x \in k(\sqrt{A})(x)$. Thus $\sqrt{A}=\frac{y}{x} \in K$ and $K$ is rational. Therefore $f(x)$ is irreducible.

Let us now consider the case char $k=2$. If $c x+e=0$, the extension $K / k(x)$ is inseparable of degree 2 . Assume that $K / k(y)$ is also an inseparable extension, that is,

$$
x^{2}=g(y) \in k(y)
$$

As before, $g(y) \in k[y]$ is a polynomial of degree 2 . Thus

$$
g(y)=\alpha y^{2}+\beta y+\gamma, \quad \text { with } \quad \alpha, \beta, \gamma \in k
$$

We have $x^{4}=\alpha^{2} y^{4}+\beta^{2} y^{2}+\gamma^{2}=\alpha^{2}\left(a x^{2}+b x+c\right)^{2}+\beta^{2}\left(a x^{2}+b x+c\right)+\gamma^{2}=$ $\alpha^{2} a^{2} x^{4}+\left(\alpha^{2} b^{2}+\beta^{2} a\right) x^{2}+\beta^{2} b x+\left(\alpha^{2} c^{2}+\beta^{2} c+\gamma^{2}\right)$.

It follows that

$$
\alpha^{2} a^{2}=1, \quad \alpha^{2} b^{2}+\beta^{2} a=0, \quad \beta^{2} b=0, \quad \text { and } \quad \alpha^{2} c^{2}+\beta^{2} c+\gamma^{2}=0
$$

Thus $b=0, \beta=0, \alpha a=1$, and $\gamma=\alpha c=\frac{c}{a}$.
The latter imply that $x^{2}=\frac{1}{a} y^{2}+\frac{c}{a}$, or

$$
y^{2}=a x^{2}+c
$$

Note that $a^{1 / 2}$ and $c^{1 / 2} \in k$ cannot occur since in this case $y=a^{1 / 2} x+c^{1 / 2}$ and $K=k(x)=k(y)$.

Now in the case that $K / k(y)$ is separable we may assume, by exchanging the roles of and $x$ and $y$, that $K / k(x)$ is separable and $c x+e \neq 0$ in (9.53).

Let $z=\frac{y}{c x+e}$. Then $K=k(x, z)$ and

$$
\begin{equation*}
z^{2}-z=\frac{a x^{2}+d x+f}{(c x+e)^{2}}=h(x) \tag{9.54}
\end{equation*}
$$

Note that $a x^{2}+d x+f$ and $c x+e$ are relatively prime, since otherwise $z^{2}-z=$ $\frac{A x+B}{c x+e}$ and $z \in \bar{k}$, or $x \in k(z)$ and $K=k(z)$.

If $c \neq 0$, setting $x_{1}=\frac{1}{c x+e},(9.54)$ reduces to

$$
z^{2}-z=h_{1}\left(x_{1}\right)
$$

where $h_{1}\left(x_{1}\right)$ is a polynomial of degree 2 .
Therefore, when $K / k(x)$ is separable, $x$ and $y$ can be chosen such that

$$
y^{2}-y=f(x) \in k[x] \quad \text { with } \quad \operatorname{deg} f(x)=2
$$

We have proved the following theorem:
Proposition 9.6.2. Let $K / k$ be a function field of genus 0 that is not a rational function field. Then there exist $x, y \in K$ such that $K=k(x, y),[K: k(x)]=2=[K: k(y)]$, and $x, y$ satisfy

$$
\begin{equation*}
a x^{2}+y^{2}+c x y+d x+e y+f=0 \quad \text { for some } \quad a \neq 0 \tag{9.55}
\end{equation*}
$$

where $F(X, Y)=a X^{2}+Y^{2}+c X Y+d X+e Y+f$ is an irreducible polynomial in $k[X, Y]$.

Furthermore:
(a) If char $k \neq 2$, then (9.55) can be reduced to

$$
\begin{equation*}
y^{2}=f(x) \in k[x], \quad \text { where } \quad \operatorname{deg} f(x)=2 \quad \text { and } \quad f(x) \text { is irreducible. } \tag{9.56}
\end{equation*}
$$

(b) If char $k=2$ and either $K / k(x)$ or $K / k(y)$ is separable, (9.55) can be reduced to

$$
\begin{equation*}
y^{2}-y=f(x) \in k[x], \quad \text { with } \quad \operatorname{deg} f(x)=2 \tag{9.57}
\end{equation*}
$$

(c) If char $k=2$ and both $K / k(x)$ and $K / k(y)$ are purely inseparable, then

$$
\begin{equation*}
y^{2}=a x^{2}+c \in k[x] \tag{9.58}
\end{equation*}
$$

with $a^{1 / 2} \notin k$ or $c^{1 / 2} \notin k$.
To see which conditions (9.55), (9.56), (9.57), and (9.58) must satisfy in order for $K$ to be or not be a rational function field, first consider the case $K=k(x, y)$ with $x, y$ satisfying (9.55).

If this equation is of the first degree $(a=b=c=0)$, then $K$ is rational. If the equation is reducible, then again $K$ is rational. If there is an algebraic element $\alpha$ in $\bar{k} \backslash k$ such that $(\alpha, x)$ is a solution of (9.55), then $k(x) \subseteq k^{\prime}(x) \subseteq K$ and $\left[k^{\prime}(x): k(x)\right]=$
$\left[k^{\prime}: k\right] \geq 2=[K: k(x)]$. Thus $K=k^{\prime}(x)$ is a rational function field. Therefore we may assume that $K$ is not rational. We will show that $K$ has genus 0 . As before, we have $a \neq 0$ and we may assume $b=1$.

Let $\wp_{\infty}$ be the pole divisor of $x$ in $k(x)$. If $\mathfrak{P}_{\infty}$ is a prime divisor in $K$ satisfying $\left.\mathfrak{P}_{\infty}\right|_{k(x)}=\wp_{\infty}$, then $d_{K}\left(\mathfrak{P}_{\infty}\right)=2$ since $K$ is not rational. Thus $d_{K}\left(\mathfrak{P}_{\infty}^{-s}\right)=-2 s$ for all $s \in \mathbb{N}$.

Let $\mathcal{A}=\{a(x)+y b(x) \mid a(x), b(x) \in k[x], \operatorname{deg} a(x) \leq s, \operatorname{deg} b(x) \leq s-1\}$.
Then $\mathcal{A} \subseteq L_{K}\left(\mathfrak{P}_{\infty}^{-s}\right)$ by Proposition 4.3.5 (see Exercise 9.7.9). Thus $\ell_{K}\left(\mathfrak{P}_{\infty}^{-s}\right) \geq$ $2 s+1$. Let $s \in \mathbb{N}$ be such that $2 s>2 g_{K}-2$. We have $\ell_{K}\left(\mathfrak{P}_{\infty}^{-s}\right)=d_{K}\left(\mathfrak{P}_{\infty}^{s}\right)-g_{K}+1=$ $2 s+1-g_{K} \geq 2 s+1$. It follows that $g_{K}=0$.

Now we consider (9.56) (char $k \neq 2$ ). In this case, $K / k(x)$ is a separable extension. If $K$ is not rational, then $f(x)$ is not a square and for any place

$$
\varphi: K \rightarrow k(\mathfrak{P}) \cup\{\infty\}
$$

we have $k(\mathfrak{P}) \neq k$. This means that the prime divisor $\mathfrak{P}$ is of degree larger than 1 . Assume that $\mathfrak{P}$ is such that $\varphi(x) \neq \infty$. This is equivalent to $v_{\mathfrak{P}}(x) \geq 0$, i.e., $\mathfrak{P} \neq \mathfrak{P}_{\infty}$, which implies $\varphi(x) \notin k$ or $\varphi(y) \notin k$. If $\varphi(y) \in k$ then $\varphi(x) \notin k$, and

$$
\varphi(y)^{2}=f(\varphi(x))
$$

It follows that $f(x)-\alpha^{2}$ is irreducible for any $\alpha \in k$.
Conversely, if $f(x)-\alpha^{2} \in k[x]$ is irreducible for all $\alpha \in k$, then for any place $\varphi$ of $K$ such that $\varphi(x) \neq \infty$, we have $k(\mathfrak{P}) \neq k$.

Now if char $k=2$ and $K=k(x, y)$ is given by (9.57), then $k(\mathfrak{P}) \neq k$ if and only if $f(x)-\left(\alpha^{2}-\alpha\right) \in k[x]$ is irreducible for all $\alpha \in k$.

Next, assume char $k=2$ and let $K=k(x, y)$ be as in (9.58).
If $k\left(a^{1 / 2}\right)=k\left(c^{1 / 2}\right)=k^{\prime}$, then $y \in k^{\prime}(x)$ and $k^{\prime} K=k^{\prime}(x, y)=k^{\prime}(x)$, with $\left[k^{\prime}(x): k(x)\right]=\left[k^{\prime}: k\right]=2$. Hence $K=k^{\prime}(x)$ and $K$ is rational. Therefore if $K$ is not rational, we have $\left[k\left(a^{1 / 2}, c^{1 / 2}\right): k\right]=4$.

Conversely, if $\left[k\left(a^{1 / 2}, c^{1 / 2}\right): k\right]=4$ we will prove that $K$ is not rational. Set $k^{\prime}=k\left(a^{1 / 2}\right)$. Then $K k^{\prime}=k\left(a^{1 / 2}, c^{1 / 2}\right)(y)$ and

$$
\begin{aligned}
4 & =\left[k\left(a^{1 / 2}, c^{1 / 2}\right): k\right]=\left[k\left(a^{1 / 2}, c^{1 / 2}\right)(x): k(x)\right]=\left[K k^{\prime}: k(x)\right] \\
& =\left[K k^{\prime}: k^{\prime}(x)\right]\left[k^{\prime}(x): k(x)\right]=2\left[K k^{\prime}: k^{\prime}(x)\right] .
\end{aligned}
$$

Thus $\left[K k^{\prime}: k^{\prime}(x)\right]=2$.
If $\varphi: K \rightarrow k(\mathfrak{P}) \cup\{\infty\}$ is any place of $K$ the restriction of $\varphi$ to $k$ is the identity (see the discussion in Section 2.2). Thus

$$
\varphi(y)^{2}=a \varphi(x)^{2}+c \quad \text { or } \quad \varphi(y)=a^{1 / 2} \varphi(x)+c^{1 / 2}
$$

It follows that $\varphi(x) \notin k$ or $\varphi(y) \notin k$, and hence there is no place of degree 1 in $K$. We have proved the following theorem:

Theorem 9.6.3. Let $K / k$ be a function field. Then $K$ is of genus 0 iff $K=k(x, y)$ with

$$
\begin{equation*}
a x^{2}+b y^{2}+c x y+d x+e y+f=0 \tag{9.59}
\end{equation*}
$$

Furthermore, (9.59) can be reduced to:
(a) $y^{2}=f(x)$ if char $k \neq 2$, where $f(x) \in k[x]$ is a polynomial of degree 2 . In this case $K$ is a rational function field if and only if there exists $\alpha \in k$ such that $f(x)-\alpha^{2} \in k[x]$ is reducible.
(b) $y^{2}-y=f(x)$, where $f(x)$ has degree 2 if $\operatorname{char} k=2$, and $K / k(x)$ is separable. In this case, $K$ is a rational function field if and only if there exists $\alpha \in k$ such that $f(x)-\left(\alpha^{2}-\alpha\right) \in k[x]$ is reducible.
(c) $y^{2}=a x^{2}+c$ for some $a \neq 0$ if char $k=2$, and $K / k(x)$ and $K / k(y)$ are purely inseparable.
In this case, we have that $K$ is a rational function field if and only if $\left[k\left(a^{1 / 2}, c^{1 / 2}\right): k\right]<4$.

We end the discussion with a result on the different $\mathfrak{D}_{K / k(x)}$.
Theorem 9.6.4. Let $K / k$ be a function field of genus 0 .
(a) Assume that $K=k(x, y)$, char $k \neq 2, y^{2}=f(x), f(x)=p_{1}(x)^{e_{1}} \cdots p_{r}(x)^{e_{r}}$ with $r=1$ or $r=2, e_{i}=1$, and $\sum_{i=1}^{r} e_{i} \operatorname{deg} p_{i}=2$. If $\left(p_{i}(x)\right)_{k(x)}=$ $\wp_{i} \wp_{\infty}^{-\operatorname{deg} p_{i}}$, then $\mathfrak{D}_{K / k(x)}=\prod_{i=1}^{r} \mathfrak{P}_{i} \mathfrak{P}_{\infty}^{\varepsilon}$, where the $\mathfrak{P}_{i}$ 's are the prime divisors in $K$ lying above $\wp_{i}, \mathfrak{B}_{\infty}$ is a prime divisor above $\wp_{\infty}$, and $\varepsilon$ is 0 or 1 .
(b) Assume that $y^{2}-y=f(x) \in k(x)$, $\operatorname{deg} f=2, \mathfrak{D}_{K / k(x)}=\mathfrak{P}_{\infty}^{\delta}$, and $\delta$ is 0,1 , or 2 , where $\mathfrak{P}_{\infty}$ is the prime divisor in $K$ above the pole divisor of $x$ in $k(x)$, and $d_{K}\left(\mathfrak{P}_{\infty}\right)$ is 1 or 2.

Proof: (a) This is just Example 5.8.9.
(b) Since $k$ is not a perfect field we cannot apply directly Example 5.8.8. Clearly $K / k(x)$ is a separable extension. If $K / k(x)$ is a constant extension, then $K=k^{\prime}(x)$, $\left[k^{\prime}: k\right]=2, k^{\prime} / k$ is a separable extension and for any place $\mathfrak{P}$ we have $k^{\prime}(\mathfrak{P})=$ $k^{\prime} k(\wp)$ (Theorem 8.4.11). Thus there are no inseparable or ramified places (Theorem 5.2.32), and $\mathfrak{D}_{K / k(x)}=\mathfrak{N}$. If $K / k(x)$ is a geometric extension, then since $K / k(x)$ is separable, we may apply the genus formula and we obtain

$$
0=g_{K}=1+\left(g_{k(x)}-1\right)[K: k(x)]+\frac{1}{2} d_{K}\left(\mathfrak{D}_{K / k(x)}\right)=\frac{1}{2} d_{K}\left(\mathfrak{D}_{K / k(x)}\right)-1
$$

It follows that $d_{K}\left(\mathfrak{D}_{K / k(x)}\right)=2$. On the other hand, by Example 5.8.8 the only ramified prime of $k(x)$ in $K$ can be the pole divisor $\wp_{\infty}$ of $x$ in $k(x)$. Therefore $\wp_{\infty}$ ramifies or is inert in $K$ and we have

$$
\mathfrak{P}_{\infty}=\wp_{\infty}^{\delta}
$$

with $\delta=1$ if and only if $\wp_{\infty}$ is inseparable or $\delta=2$, if and only if $\wp_{\infty}$ is ramified. It follows that $\mathfrak{D}_{K / k(x)}=\mathfrak{P}_{\infty}^{s}$ with $s d_{K}\left(\mathfrak{P}_{\infty}\right)=2$.

Note that $\mathfrak{P}_{\infty} \mid \wp_{\infty}$ may be inseparable (see Exercise 5.10.18).

### 9.6.2 Function Fields of Genus 1

Let $K / k$ be a field of genus 1 . Let $W_{K}$ denote the canonical class of $K$. Then $d_{K}\left(W_{K}\right)=2 g_{K}-2=0$, and we have

$$
N\left(W_{K}\right)=d_{K}\left(W_{K}\right)-g_{K}+1+N\left(W_{K}^{-1} W_{K}\right)=0-1+1+1=1
$$

It follows that $W_{K}=P_{K}$ is the principal class.
For a function field of genus 0 , there exist divisors of degree 2 . This is not the case for function fields of genus 1 .

Proposition 9.6.5. Let $n \in \mathbb{N}$. Then there exists a function field $K / k$ with $g_{K}=1$ such that $d_{K}\left(D_{K}\right)=n \mathbb{Z}$.

Proof: Corollary to Theorem 7 of [91], [133, Theorem 2].
In Section 4.2 we studied elliptic function fields $K / k$ such that char $k \neq 2$. In this section we will consider the case char $k=2$.

By (4.1) we have $K=k(x, y)$ with

$$
\begin{equation*}
y^{2}+\gamma x y+\delta y=\alpha_{3} x^{3}+\alpha_{2} x^{2}+\alpha_{1} x+\alpha_{0} \tag{9.60}
\end{equation*}
$$

As in Section 4.2, we also have $\mathfrak{N}_{x}=\mathfrak{P}^{2}$ and $\mathfrak{N}_{y}=\mathfrak{P}^{3}$, where $\mathfrak{P}$ denotes a prime divisor of degree 1. Thus [ $K: k(y)$ ] $=3$. It follows that $\alpha_{3} \neq 0$ (since otherwise $x$ satisfies an equation of degree 2 over $k(y)$ and then $[K: k(y)]=[k(x, y): k(y)] \leq$ 2). Multiplying by $\alpha_{3}^{2}$ and putting $y_{1}=\alpha_{3} y, x_{1}=\alpha_{3} x$, we may assume $\alpha_{3}=1$. Hence $K=k(x, y)$ with

$$
\begin{equation*}
y^{2}+(\gamma x+\delta) y=x^{3}+\alpha_{2} x^{2}+\alpha_{1} x+\alpha_{0} . \tag{9.61}
\end{equation*}
$$

First we handle the case $\gamma x+\delta=0$ in (9.61). In this case $K / k(x)$ is a purely inseparable extension of degree 2. By means of the substitution $x_{1}=x+\alpha_{2}$, (9.60) reduces to

$$
\begin{equation*}
y^{2}=x^{3}+a x+b, \quad \text { with } \quad a, b \in k \tag{9.62}
\end{equation*}
$$

Consider any function field $K=k(x, y)$ satisfying (9.62). Let

$$
(x)_{k(x)}=\frac{\wp_{0}}{\wp_{\infty}}, \quad \text { where } \quad v_{\wp \infty}(x)=-1
$$

Let $\mathfrak{P}$ be any prime divisor in $K$ that lies above $\wp_{\infty}$. Since $v_{\mathfrak{P}}(x)<0$, we have

$$
\begin{aligned}
v_{\mathfrak{P}}\left(x^{3}+a x+b\right) & =\min \left\{v_{\mathfrak{P}}\left(x^{3}\right), v_{\mathfrak{P}}(a x), v_{\mathfrak{P}}(b)\right\}=v_{\mathfrak{P}}\left(x^{3}\right) \\
& =3 v_{\mathfrak{P}}(x)=3 e(\mathfrak{P} \mid \wp \infty) v_{\wp \infty}(x)=-3 e(\mathfrak{P} \mid \wp \infty) .
\end{aligned}
$$

Thus

$$
v_{\mathfrak{P}}\left(y^{2}\right)=2 v_{\mathfrak{P}}(y)=-3 e(\mathfrak{P} \mid \wp \infty) .
$$

Therefore 3 divides $v_{\mathfrak{P}}(y)$ and $\mathfrak{P}^{3}$ divides $\mathfrak{N}_{y}$.
Since $3 \geq[K: k(y)]=d_{K}\left(\mathfrak{N}_{y}\right) \geq 3$, it follows that

$$
\mathfrak{N}_{y}=\mathfrak{P}^{3} \quad \text { and } \quad e(\mathfrak{P} \mid \wp \infty \infty)=2
$$

In particular, $d_{K}(\mathfrak{P})=1$ and $k$ is the field of constants of $K$.
Let $n$ be such that $n>2 g_{K}-2$. For $2 \leq m \leq n$, we write $m=3 t+r, r \in\{0,1,2\}$. If $r=0$, consider the element $y^{t}$. If $r=1$, then $m=3 t+1=3(t-1)+4 \geq 2$ and hence $t \geq 1$. In this case we can work with $y^{t-1} x^{2}$. If $r=2$, consider the element $y^{t} x$. In any case, for any $2 \leq m \leq n$, there exist $i$ and $j$ such that $0 \leq i, 0 \leq j$, and $v_{\mathfrak{P}}\left(y^{i} x^{j}\right)=-(3 i+2 j)=-m$. It follows that $\ell_{K}\left(\mathfrak{P}^{-n}\right) \geq n$. Therefore

$$
n \leq \ell_{K}\left(\mathfrak{P}^{-n}\right)=d_{K}\left(\mathfrak{P}^{-n}\right)-g_{K}+1=n-g_{K}+1 .
$$

Thus $g_{K} \leq 1$.
Proposition 9.6.6. Assume that $K=k(x, y)$ has characteristic 2 and is given by (9.62). Then $K$ contains a prime divisor of degree 1 and $g_{K} \leq 1$.

In order to study the situation in which $g_{K}=0$ and $g_{K}=1$, consider the equation $y^{2}=x^{3}+a x+b$, and let $k^{\prime}=k(\sqrt{a}, \sqrt{b})$. In $K^{\prime}=K k^{\prime}$, we have

$$
y^{2}=x^{3}+a_{1}^{2} x+b_{1}^{2}=x\left(x^{2}+a_{1}^{2}\right)+b_{1}^{2}
$$

where $a_{1}^{2}=a, b_{1}^{2}=b$, and $a_{1}, b_{1} \in k^{\prime}$.
It follows that

$$
x=\left(\frac{y+b_{1}}{x+a_{1}}\right)^{2}
$$

Therefore, if $z=\sqrt{x}=\frac{y+b_{1}}{x+a_{1}}$, the field $K^{\prime}=k^{\prime}(z)$ is a rational function field. Assume that $\mathfrak{P}^{\prime}$ is a prime divisor of $K^{\prime}$ above $\mathfrak{P}$; then $v_{\mathfrak{P}^{\prime}}(z)=-1$. In $K k^{\prime}$ we have $\mathfrak{N}_{x}=$ $\left(\mathfrak{P}^{\prime}\right)^{2}$ and $\mathfrak{N}_{y}=\left(\mathfrak{P}^{\prime}\right)^{3}$.

It is easy to see that $g_{K}=0$ if and only if $\ell_{K}\left(\mathfrak{P}^{-1}\right)=2$ (and $g_{K}=1$ if and only if $\left.\ell_{K}\left(\mathfrak{P}^{-1}\right)=1\right)$.

Now, in $K^{\prime}$, we have

$$
y^{2}=x^{3}+a x+b=z^{6}+a_{1}^{2} z^{2}+b_{1}^{2}=\left(z^{3}+a_{1} z+b_{1}\right)^{2}
$$

that is,

$$
\begin{equation*}
y=z^{3}+a_{1} z+b_{1} \tag{9.63}
\end{equation*}
$$

Assume that $g_{K}=0$. Since $K$ contains a prime divisor of degree 1 , it follows that $K$ is a rational function field. In this case we have $\ell_{K}\left(\mathfrak{P}^{-1}\right)=2$, or equivalently, there exists $w \in K \backslash k$ such that $\mathfrak{N}_{w}=\mathfrak{P}$.

Since $\{1, z\}$ is a basis of $L_{K^{\prime}}\left(\left(\mathfrak{P}^{\prime}\right)^{-1}\right)$ and $w \in L_{K}\left(\mathfrak{P}^{-1}\right) \subseteq L_{K^{\prime}}\left(\left(\mathfrak{P}^{\prime}\right)^{-1}\right)$, there exist $\alpha, \beta \in k^{\prime}$ such that

$$
\begin{equation*}
w=\alpha+\beta z \in K \tag{9.64}
\end{equation*}
$$

Also, $\left\{1, w, w^{2}, w^{3}\right\}$ is a basis of $L_{K}\left(\mathfrak{P}^{-3}\right)$. Therefore there exist $A, B, C, D$ in $k$ such that

$$
\begin{equation*}
y=A+B w+C w^{2}+D w^{3} \tag{9.65}
\end{equation*}
$$

Taking squares in (9.65) and substituting $w$ by its value given by (9.64), we obtain

$$
\begin{aligned}
x^{3}+a x+b= & y^{2}=A^{2}+B^{2}\left(\alpha^{2}+\beta^{2} x\right)+C^{2}\left(\alpha^{4}+\beta^{4} x^{2}\right)+D^{2}\left(\alpha^{2}+\beta^{2} x\right)^{3} \\
= & A^{2}+B^{2} \alpha^{2}+B^{2} \beta^{2} x+C^{2} \alpha^{4}+C^{2} \beta^{4} x^{2}+D^{2} \alpha^{6} \\
& +D^{2} \alpha^{4} \beta^{2} x+D^{2} \alpha^{2} \beta^{4} x^{2}+D^{2} \beta^{6} x^{3} \\
= & \left(A^{2}+B^{2} \alpha^{2}+C^{2} \alpha^{4}+D^{2} \alpha^{6}\right)+\left(B^{2} \beta^{2}+D^{2} \alpha^{4} \beta^{2}\right) x \\
& \quad+\left(C^{2} \beta^{4}+D^{2} \alpha^{2} \beta^{4}\right) x^{2}+D^{2} \beta^{6} x^{3} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
A^{2}+B^{2} \alpha^{2}+C^{2} \alpha^{4}+D^{2} \alpha^{6} & =b \\
B^{2} \beta^{2}+D^{2} \alpha^{4} \beta^{2} & =a \\
C^{2} \beta^{4}+D^{2} \alpha^{2} \beta^{4} & =0 \\
D^{2} \beta^{6} & =1
\end{aligned}
$$

Therefore $\beta^{3}=1 / D \in k$. In particular, $k(\beta) / k$ is separable. Since $k^{\prime} / k$ is purely inseparable, it follows that $\beta \in k$.

We also have $C^{2}+D^{2} \alpha^{2}=0$, and hence $\alpha=\frac{C}{D} \in k$.
Thus $g_{K}=0$ implies $z \in K$ and by (9.63), we have $a_{1}, b_{1} \in k$. The converse is clear. We have proved the following proposition:

Proposition 9.6.7. If $K=k(x, y)$ is given by (9.62), then $g_{K}=0$ (and $K$ is a rational function field) if and only if $\sqrt{a}, \sqrt{b} \in k$. In this case, we have $K=k(\sqrt{x})$.

As an application of Tate's genus formula (Corollary 9.5.20) we present another proof that if $K / k$ is a function field such that $K=k(x, y)$ and

$$
y^{2}=x^{3}+a x+b=f(x)
$$

with $k(\sqrt{a}, \sqrt{b}) \neq k$, then $g_{K}=1$.
We have already proved that if $\mathfrak{P}$ divides $\wp_{\infty}$ where $(x)_{k(x)}=\frac{\wp_{0}}{\wp_{\infty}}$, then $\wp_{\infty}=\mathfrak{P}^{2}$, $d_{K}(\mathfrak{P})=1$, and $k$ is the field of constants of $K$.

We now compute the numbers $r_{\wp}$ given in Proposition 9.5.12. Let $\mathfrak{B}$ be a prime divisor in $K, \wp=\left.\mathfrak{B}\right|_{k(x)}$, and $\wp \neq \wp_{\infty}$. Let $h(x) \in k[x]$ be a prime element for $\wp$. Then $h(x)$ satisfies

$$
(h(x))_{k(x)}=\frac{\wp}{\wp \wp_{\infty}^{\operatorname{deg} h}}
$$

Notice that since $v_{\wp}(f(x))$ is nonnegative, $r_{\wp}$ is nonnegative too. We wish to show that $r_{\wp}=0$ or $r_{\wp}=1$. Assume for the time being that $r_{\wp} \geq 2$. Let $\xi \in k(x)_{\wp}$ be such that

$$
v_{\wp}\left(f(x)-\xi^{2}\right)=r_{\wp} .
$$

Since $k(x)$ is dense in $k(x)_{\wp}$, there exists $t(x) \in k(x)$ such that

$$
v_{\wp}(\xi-t(x))>r_{\wp} .
$$

We have $v_{\wp}\left(\xi^{2}-t(x)^{2}\right)=2 v_{\wp}(\xi-t(x))>2 r_{\wp}$. Thus

$$
v_{\wp}\left(f(x)-t(x)^{2}\right)=v_{\wp}\left(f(x)-\xi^{2}\right)=r_{\wp} .
$$

Let $t(x)=\frac{p(x)}{q(x)}$, where $p(x), q(x) \in k[x]$ and $(p(x), q(x))=1$. Since $v_{\wp}(t(x)) \geq 0$, it follows that $(h(x), q(x))=1$. Let $c(x), d(x) \in k[x]$ be such that $h^{n}(x) c(x)+q(x) d(x)=p(x)$ for a given $n \in \mathbb{N}$. Then

$$
t(x)-d(x)=\frac{p(x)}{q(x)}-d(x)=\frac{p(x)-d(x) q(x)}{q(x)}=\frac{h^{n}(x) c(x)}{q(x)}
$$

Thus $v_{\wp}(t(x)-d(x)) \geq n$ and $c(x) \in k[x]$. If we take $n>r_{\wp}$, it follows that $v_{\wp}\left(f(x)-c(x)^{2}\right)=r_{\wp}$, and we may assume that $t(x) \in k[x]$.

Since $r_{\wp} \geq 2$, we have

$$
\begin{equation*}
f(x)-t(x)^{2}=h(x)^{2} s(x) \tag{9.66}
\end{equation*}
$$

with $s(x) \in k[x]$. Taking the usual derivative in (9.66), it follows that

$$
x^{2}+a=f^{\prime}(x)=h(x)^{2} s^{\prime}(x)
$$

Hence $s^{\prime}(x) \in k[x]$, deg $s^{\prime}(x)=0$ and $h(x)=x+\sqrt{a}$. Thus $\sqrt{a} \in k$ and $s(x)=$ $\ell\left(x^{2}\right)+x+\beta$ with $\ell(0)=0$.

Substituting in (9.66) we obtain

$$
x^{3}+a x+b=f(x)=\left(x^{2}+a\right)\left(\ell\left(x^{2}\right)+x+\beta\right)+t(x)^{2} .
$$

Therefore

$$
\begin{equation*}
b=x^{2} \ell\left(x^{2}\right)+\beta x^{2}+a \ell\left(x^{2}\right)+a \beta+t(x)^{2} . \tag{9.67}
\end{equation*}
$$

Let $\ell(x)=d_{m} x^{m}+\cdots+d_{1} x, t(x)=c_{n} x^{n}+\cdots+c_{1} x+c_{0}$.
It follows from (9.67) that $n=m+1$ and

$$
\left.\begin{array}{cc}
d_{m}+c_{m+1}^{2} & =0 \\
\vdots & \vdots \\
\vdots \\
d_{i}+a d_{i+1}+c_{i+1}^{2} & =0  \tag{9.68}\\
\vdots & \vdots \\
d_{1}+a d_{2}+c_{2}^{2} & =0 \\
\beta+a d_{1}+c_{1}^{2} & =0 \\
a \beta+c_{0}^{2} & =b
\end{array}\right\} .
$$

From (9.68) we deduce that $b$ belongs to $k^{2}$, which is a contradiction. Thus for all $\wp \neq \wp \infty$, we have $r_{\wp}=0$ or $r_{\wp}=1$. Since $k$ is the field of constants of $K$, it follows by Proposition 9.5.12 that

$$
v_{\mathfrak{B}}\left(D_{\tau_{\mathfrak{B}}} \alpha\right) \operatorname{deg}_{K} \mathfrak{B}=0 .
$$

Now assume $\wp=\wp \infty$. Then

$$
r_{\wp_{\infty}} \geq v_{\wp_{\infty}}(f(x))=-3
$$

For any $\xi \in k(x)_{\wp_{\infty}}$,

$$
v_{\wp}\left(f(x)-\xi^{2}\right)=\min \left\{v_{\wp}(f(x)), 2 v_{\wp}(\xi)\right\}=\min \left\{-3,2 v_{\wp}(\xi)\right\} \leq-3 .
$$

Hence $r_{\wp_{\infty}}=-3$ and since $2=p \nmid-3$, we have $v_{\wp}\left(D_{\tau_{\mathfrak{P}}} \alpha\right) \operatorname{deg}_{K} \mathfrak{P}=-4$. Therefore

$$
v_{\mathfrak{B}}\left(D_{\tau_{\mathfrak{B}}} \alpha\right) \operatorname{deg}_{K} \mathfrak{B}= \begin{cases}0 & \text { if }\left.\mathfrak{B}\right|_{k(x)}=\wp \neq \wp \infty \\ -3-1=-4 & \text { if } \mathfrak{B}=\mathfrak{P}\end{cases}
$$

Using Tate's genus formula, we obtain

$$
\begin{aligned}
2 g_{K}-2 & =2^{1-0}\left(2 g_{k(x)}-2\right)+(1-2) \sum_{\mathfrak{B}} v_{\mathfrak{B}}\left(D_{\tau_{\mathfrak{B}}} \alpha\right) \operatorname{deg}_{K} \mathfrak{B} \\
& =2(-2)-(-4)=0 .
\end{aligned}
$$

It follows that $g_{K}=1$, which was to be shown.
Now we consider the case $\gamma x+\delta \neq 0$ in (9.61).
Let $y_{1}=\frac{y}{\gamma x+\delta}$. Then $K=k\left(y_{1}, x\right)$ and

$$
\begin{aligned}
y_{1}^{2}-y_{1} & =y_{1}^{2}+y=\frac{y^{2}}{(\gamma x+\delta)^{2}}+\frac{y}{\gamma x+\delta}=\frac{y^{2}+(\gamma x+\delta) y}{(\gamma x+\delta)^{2}} \\
& =\frac{x^{3}+\alpha_{2} x^{2}+\alpha_{1} x+\alpha_{0}}{(\gamma x+\delta)^{2}}
\end{aligned}
$$

Clearly, $K / k(y)$ is a separable extension of degree 2 . We distinguish two subcases. If $\gamma=0$, then denoting $y_{1}$ by $y$, we have

$$
\begin{equation*}
y^{2}-y=f(x) \in k[x] \tag{9.69}
\end{equation*}
$$

where $f(x)$ is a polynomial of degree 3 .
If $\gamma \neq 0$, let $x_{1}=x+\delta / \gamma$. Then

$$
x^{3}+\alpha_{2} x^{2}+\alpha_{1} x+\alpha_{0}=x_{1}^{3}+\varepsilon_{2} x_{1}^{2}+\varepsilon_{1} x_{1}+\varepsilon_{0}
$$

and

$$
\begin{equation*}
y^{2}-y=\frac{x_{1}}{\gamma^{2}}+\frac{\varepsilon_{2}}{\gamma^{2}}+\frac{\varepsilon_{1}}{\gamma^{2} x_{1}}+\frac{\varepsilon_{0}}{\gamma^{2} x_{1}^{2}} . \tag{9.70}
\end{equation*}
$$

Note that if $g_{K}=1, \varepsilon_{0}=\varepsilon_{1}=0$ does not hold. Indeed, if this were the case, $x_{1}$ would belong to $k(y)$ and $K$ would be a rational function field.

Assuming that $\varepsilon_{0}$ is a square in $k$ (which happens when $k$ is a perfect field), then if $\beta_{0} \in k$ is such that $\beta_{0}^{2}=\varepsilon_{0}$, let

$$
y_{1}=y+\frac{\beta_{0}}{\gamma x_{1}} .
$$

We have

$$
y_{1}^{2}-y_{1}=y_{1}^{2}+y_{1}=y^{2}-y+\frac{\beta_{0}^{2}}{\gamma^{2} x_{1}^{2}}-\frac{\beta_{0}}{\gamma x_{1}}=\frac{x_{1}}{\gamma^{2}}+\frac{\varepsilon_{2}}{\gamma_{2}}+\frac{\varepsilon_{3}}{\gamma^{2} x_{1}} .
$$

Let $x_{2}=\frac{x_{1}}{\gamma^{2}}+\frac{\varepsilon_{2}}{\gamma^{2}}$. Then

$$
\begin{equation*}
y_{1}^{2}-y_{1}=x_{2}+\frac{1}{\alpha x_{2}+\beta} \quad \text { for some } \quad \alpha \in k^{*} \tag{9.71}
\end{equation*}
$$

If $\varepsilon_{0}$ is not a square in $k$, the substitution $x_{2}=\frac{x_{1}}{\gamma^{2}}+\frac{\varepsilon_{2}}{\gamma^{2}}$ reduces (9.70) to

$$
\begin{equation*}
y_{1}^{2}-y_{1}=x_{2}+\frac{\alpha x_{2}+\beta}{\delta x_{2}^{2}+\varepsilon} \quad \text { for some } \quad \delta \neq 0 \tag{9.72}
\end{equation*}
$$

If $\left(\alpha x_{2}+\beta, \delta x_{2}^{2}+\varepsilon\right) \neq 1$, (9.72) reduces to (9.71). We now assume that $\left(\alpha x_{2}+\right.$ $\left.\beta, \delta x_{2}^{2}+\varepsilon\right)=1$, with $\delta \neq 0$. Then (9.72) can be written as

$$
\begin{equation*}
y^{2}-y=x+\frac{a^{\prime} x+b^{\prime}}{x^{2}+c^{\prime}} \tag{9.73}
\end{equation*}
$$

where $\left(x^{2}+c^{\prime}, a^{\prime} x+b^{\prime}\right)=1$. Then

$$
\left(x+\frac{a^{\prime} x+b^{\prime}}{x^{2}+c^{\prime}}\right)_{k(x)}=\frac{\mathfrak{A}}{\wp \infty \wp} \quad \text { or } \quad \frac{\mathfrak{A}}{\wp \infty \wp^{2}}
$$

according to whether $\sqrt{c} \notin k$ and $d_{k(x)}(\wp)=2$ or $\sqrt{c} \in k$ and $d_{k(x)}(\wp)=1$ respectively. Even though $k$ is not a perfect field we can use Example 5.8.8 to see that $\wp_{\infty}$ is ramified in $K$. Furthermore, $d_{K}(\mathfrak{P})=1, \mathfrak{P}$ divides $\wp_{\infty}$, and $k$ is the field of constants of $K$. If $\sqrt{c} \notin k$, then by Example 5.8.8 we have

$$
\mathfrak{P}^{2} \mathfrak{P}_{1}^{2} \mid \mathfrak{D}_{K / k(x)},
$$

where $d_{K}\left(\mathfrak{P}_{1}\right) \geq 2$. In this case $g_{K}=2$. Thus $\sqrt{c} \in k$.
We are now ready to prove the following theorem:

Theorem 9.6.8. Suppose that $k$ has characteristic 2 . Then an elliptic function field $K / k$ is given by $K=k(x, y)$, where:
(1) If $K / k(x)$ is purely inseparable, then

$$
y^{2}=x^{3}+a x+b
$$

with $k(\sqrt{a}, \sqrt{b}) \neq k$.
(2) If $K / k(x)$ is separable, then $K$ is given by one of the following equations:
(a) $y^{2}-y=f(x) \in k[x]$, where $\operatorname{deg} f(x)=3$ and $f(x)$ is irreducible.
(b) $y^{2}-y=x+\frac{1}{a x+b}$, with $a \in k^{*}$.
(c) $y^{2}-y=x+\frac{\alpha x+\beta}{(x+\varepsilon)^{2}}$, where $(\alpha x+\beta, x+\varepsilon)=1$.

When $k$ is a perfect field, $K / k$ is given by either (a) or (b).
Conversely, any of the above equations defines an elliptic function field.
Proof: We have already proved (1) (Proposition 9.6.7). On the other hand, any elliptic function field $K$ such that $K / k(x)$ is separable is given by (a), (b), or (c).

Now if $K / k$ is defined by (a) or (b), let $(x)_{k(x)}=\frac{\wp_{0}}{\wp_{\infty}}$. Then either

$$
(f(x))_{k(x)}=\frac{\mathfrak{A}}{\wp_{\infty}^{3}}, \quad \text { for some integral divisor } \mathfrak{A}
$$

or

$$
\left(x+\frac{1}{a x+b}\right)_{k(x)}=\frac{\mathfrak{B}}{\wp_{1} \wp_{\infty}}
$$

where $\mathfrak{B}$ is an integral divisor and $\wp_{1}$ is a prime divisor of degree 1 .
It follows by Example 5.8.8 that

$$
\mathfrak{D}_{K / k(x)}=\mathfrak{P}^{4} \quad \text { or } \quad \mathfrak{D}_{K / k(x)}=\mathfrak{P}_{1}^{2} \mathfrak{P}^{2}
$$

where $\mathfrak{P}_{1}, \mathfrak{P}$ are prime divisors in $K$ that lie above $\wp_{1}$ and $\wp_{\infty}$ respectively. In particular, $\wp_{\infty}$ is ramified, $k$ is the field of constants of $K$, and $d_{K}(\mathfrak{P})=1$. Using the genus formula we obtain in both cases that

$$
g_{K}=1+\left(g_{k(x)}-1\right)[K: k(x)]+\frac{1}{2} d_{K}\left(\mathfrak{D}_{K / k(x)}\right)=1-2+\frac{1}{2}(4)=1 .
$$

Finally, consider (c). We have

$$
\left(x+\frac{\alpha x+\beta}{(x+\varepsilon)^{2}}\right)_{k(x)}=\frac{\mathfrak{A}}{\wp_{\infty} \wp_{\varepsilon}^{2}}
$$

where $\mathfrak{A}$ is an integral divisor relatively prime to $\wp_{\infty} \wp_{\varepsilon}$.
It follows by Example 5.8 .8 that $\wp_{\infty}$ is ramified. Moreover, if $\mathfrak{P}$ divides $\wp_{\infty}$, then $d_{K}(\mathfrak{P})=1$ and $k$ is the field of constants of $K$. Also, $\mathfrak{N}_{x}=\mathfrak{P}^{2}$ and $\mathfrak{N}_{y}=\mathfrak{P}^{3}$. Let
$n>2 g_{K}-2$. For any $m$ satisfying $2 \leq m \leq n$, there exists an element $y^{i} x^{j}$ such that $\eta_{y^{j} x^{i}}=\mathfrak{P}^{m}$. Hence

$$
n \leq \ell_{K}\left(\mathfrak{P}^{-n}\right)=d_{K}\left(\mathfrak{P}^{n}\right)-g_{K}+1=n+1-g_{K}
$$

Thus $g_{K} \leq 1$. Let $k^{\prime}=k(\sqrt{\beta})$. Then, as before, $K^{\prime}=K k^{\prime}$ can be given by

$$
y^{2}-y=x+\frac{1}{a x+b}, \quad \text { where } \quad a \in k^{\prime} \backslash\{0\}
$$

and $g_{K^{\prime}}=1$. Since $K^{\prime}$ is a constant extension of $K$, by Theorem 8.5 .3 we have

$$
1=g_{K^{\prime}} \leq g_{K} \leq 1
$$

Thus $g_{K}=1$ and $K$ is an elliptic function field (and as a corollary we obtain that $\left.\mathfrak{D}_{K / k(x)}=\mathfrak{P}^{2} \mathfrak{P}_{\varepsilon}^{2}\right)$.

### 9.6.3 The Automorphism Group of an Elliptic Function Field

Now we study the automorphism group of an elliptic function field.
Let $K / k$ be an arbitrary elliptic function field, $C_{K}$ the divisor class group of $K$, and $C_{K, 0}$ its subgroup of divisor classes of degree 0 (see Section 3.2).

Set $M_{K}=\left\{\mathfrak{P} \in \mathbb{P}_{K} \mid d_{K}(\mathfrak{P})=1\right\}$. Let $\mathfrak{P}_{0} \in M_{K}$ be fixed and $K=k(x, y)$ with $\mathfrak{N}_{x}=\mathfrak{P}_{0}^{2}, \mathfrak{N}_{y}=\mathfrak{P}_{0}^{3}$. Let

$$
\varphi: M_{K} \rightarrow C_{K, 0}
$$

be defined by

$$
\begin{equation*}
\varphi(\mathfrak{P})=\left[\frac{\overline{\mathfrak{P}}}{\mathfrak{P}_{0}}\right] \tag{9.74}
\end{equation*}
$$

Proposition 9.6.9. The function $\varphi$ given in (9.74) is bijective.
Proof: Let $\mathfrak{B}$ be a divisor of degree 0 . Then $d_{K}\left(\mathfrak{B P}_{0}\right)=1>0=2 g_{K}-2$. By Corollary 3.5 .6 we have

$$
\ell_{K}\left(\mathfrak{B}^{-1} \mathfrak{P}_{0}^{-1}\right)=d_{K}\left(\mathfrak{B P} \mathfrak{P}_{0}\right)-g_{K}+1=1
$$

If $\alpha \in L_{K}\left(\mathfrak{B}^{-1} \mathfrak{P}_{0}^{-1}\right)$, $\alpha$ is nonzero and satisfies $(\alpha)_{K}=\frac{\mathfrak{P}}{\mathfrak{B} \mathfrak{P}_{0}}$, where $\mathfrak{P}$ is an integral divisor of degree 1 . Thus $\mathfrak{P}$ is a prime divisor and $\overline{\mathfrak{B}}=\left(\frac{\overline{\mathfrak{P}}}{\mathfrak{P}_{0}}\right)=\varphi(\mathfrak{P})$.

Now if $\varphi(\mathfrak{P})=\varphi\left(\mathfrak{P}_{1}\right)$, then $\frac{\mathfrak{P}}{\mathfrak{P}_{0}}$ and $\frac{\mathfrak{P}_{1}}{\mathfrak{P}_{0}}$ define the same class. Therefore $\frac{\mathfrak{P}}{\mathfrak{P}_{0}}\left(\frac{\mathfrak{P}_{1}}{\mathfrak{P}_{0}}\right)^{-1}=\frac{\mathfrak{P}}{\mathfrak{P}_{1}}$, which is principal. Let $(x)_{K}=\frac{\mathfrak{P}}{\mathfrak{P}_{1}}$. If $\mathfrak{P} \neq \mathfrak{P}_{1}$, we have [ $K: k(x)]=d_{K}\left(\mathfrak{Z}_{x}\right)=d_{K}(\mathfrak{P})=1$, which contradicts the fact that $K$ is of genus 1 . It follows that $\mathfrak{P}=\mathfrak{P}_{1}$, and $\varphi$ is bijective.

Remark 9.6.10. The bijection $\varphi$ provides $M_{K}$ with an additive group structure whose operation $\oplus$ is defined by

$$
\mathfrak{P} \oplus \mathfrak{P}_{1}:=\varphi^{-1}\left(\varphi(\mathfrak{P}) \varphi\left(\mathfrak{P}_{1}\right)\right)=\varphi^{-1}\left(\left[\frac{\overline{\mathfrak{P} \mathfrak{P}_{1}}}{\mathfrak{P}_{0}^{2}}\right]\right)
$$

In the other words, $\mathfrak{P} \oplus \mathfrak{P}_{1}=\mathfrak{P}_{2}$, where $\left(\frac{\overline{\mathfrak{P} \mathfrak{P}_{1}}}{\mathfrak{P}_{0}^{2}}\right)=\left(\overline{\overline{\mathfrak{P}_{2}}} \mathfrak{P}_{0}\right)$. We have $\mathfrak{P} \oplus \mathfrak{P}_{0}=\mathfrak{P}$ and $\mathfrak{P} \oplus \mathfrak{P}_{1}=\mathfrak{P}_{2}$ if and only if $\frac{\mathfrak{P}_{1} \mathfrak{P}_{1} \mathfrak{P}_{0}}{}$ is principal. With this structure, $M_{K}$ is isomorphic to $C_{K, 0}$.

Now consider

$$
\operatorname{Aut}_{k}(K)=\left\{\sigma: K \rightarrow K \mid \sigma \text { is an automorphism of } K \text { and }\left.\sigma\right|_{k}=\operatorname{Id}_{k}\right\}
$$

Proposition 9.6.11. Let $K / k$ be any function field and let $\sigma, \theta \in \operatorname{Aut}_{k}(K)$ be such that $\wp^{\sigma}=\wp^{\theta}$ for all $\wp \in \mathbb{P}_{K}$. Then $\sigma=\theta$.

Proof: Put $\varphi=\sigma \theta^{-1}$. It follows from the choice of $\sigma, \theta$ that $\wp \wp^{\varphi}=\wp$ for all $\wp \in \mathbb{P}_{K}$. Let $z \in K$ be such that $(z)_{K}=\wp_{1}^{a_{1}} \cdots \wp \wp_{r}^{a_{r}}$. Then

$$
\left.\left(z^{\varphi}\right)_{K}=(z)_{K}^{\varphi}=(\wp)_{1}^{\varphi}\right)^{a_{1}} \cdots\left(\wp_{r}^{\varphi}\right)^{a_{r}}=\wp_{1}^{a_{1}} \cdots \wp_{r}^{a_{r}}=(z)_{K} .
$$

Thus there exists $C_{z} \in k$ such that

$$
z^{\varphi}=C_{z} z
$$

If $z_{1}$ and $z_{2}$ are linearly independent over $k$, we have

$$
\left(z_{1}+z_{2}\right)^{\varphi}=C_{z_{1}+z_{2}}\left(z_{1}+z_{2}\right)=z_{1}^{\varphi}+z_{2}^{\varphi}=C_{z_{1}} z_{1}+C_{z_{2}} z_{2} .
$$

Therefore $C_{z_{1}+z_{2}}=C_{z_{1}}=C_{z_{2}}$. Since $C_{1}=1$, it follows that $C_{z}=1$ for all $z \in K$ and $\varphi=\operatorname{Id}_{K}$. Hence $\sigma=\theta$.

Now we return to the case of an elliptic function field $K / k$. Let $\mathfrak{P}$ and $\mathfrak{P}_{1}$ be two prime divisors of degree 1, not necessarily distinct. We choose $\mathfrak{P}_{0}=\mathfrak{P}$ as in Remark 9.6.10. We have $\ell_{K}\left(\left(\mathfrak{P P}_{1}\right)^{-1}\right)=d_{K}\left(\mathfrak{P P}_{1}\right)-g_{K}+1=2$.

Let $z \in K \backslash k$ be such that $z \in L_{K}\left(\left(\mathfrak{P P}_{1}\right)^{-1}\right)$. Then $(z)_{K}=\frac{\mathfrak{A}}{\mathfrak{P P}_{1}^{1}}$ for some integral divisor $\mathfrak{A}$ such that $\mathfrak{A} \neq \mathfrak{P} \mathfrak{P}_{1}$. We have $[K: k(z)]=2=d\left(\mathfrak{N}_{z}\right)$.

Next, assume that $K / k(z)$ is a separable extension.
Let $\operatorname{Gal}(K / k(z))=\{1, \sigma\}$, where $\sigma \neq \operatorname{Id}$ and $\sigma(z)=z$. Notice that $\sigma$ fixes $\mathfrak{A}\left(\mathfrak{P P}_{1}\right)^{-1}$ (such an automorphism is called a reflection automorphism of $\mathfrak{P}$ and $\mathfrak{P}_{1}$ in $K$ ). If $\mathfrak{P} \neq \mathfrak{P}_{1}$, then $\mathfrak{P}$ and $\mathfrak{P}_{1}$ are the prime divisors above the pole divisor $\wp_{\infty}$ of $z$ in $k(z)$, and thus $\sigma \mathfrak{P}=\mathfrak{P}_{1}, \sigma \mathfrak{P}_{1}=\mathfrak{P}$ (because $\left.\operatorname{Gal}(K / k(z))=\{1, \sigma\}\right)$.

Let $\mathfrak{q}$ be a divisor of degree 1 in $K$. Then

$$
\left(\frac{\mathfrak{q}}{\mathfrak{P}}\right)\left(\frac{\mathfrak{q}}{\mathfrak{P}}\right)^{\sigma}=\frac{\mathfrak{q q ^ { \sigma }}}{\mathfrak{P} \mathfrak{P}^{\sigma}},
$$

and the latter is a divisor of degree 0 in $k(z)$, and hence a principal divisor. This means that

$$
\mathfrak{q} \oplus \mathfrak{q}^{\sigma}=\mathfrak{P}^{\sigma}=\mathfrak{P}_{1} \quad \text { or } \quad \mathfrak{q}^{\sigma}=\mathfrak{P}^{\sigma} \oplus \mathfrak{q} .
$$

In particular, taking $\mathfrak{P}_{1}=\mathfrak{P}$, we get $\mathfrak{q}^{\sigma}=\ominus \mathfrak{q}$.
Let us denote

$$
\begin{equation*}
\sigma_{\mathfrak{P}, \mathfrak{P}_{1}} \tag{9.75}
\end{equation*}
$$

by $\sigma$ for $\mathfrak{P}$ and $\mathfrak{P}_{1}$. Then

$$
\mathfrak{q}^{\sigma_{\mathfrak{P}, \mathfrak{P}_{1}}}=\mathfrak{P}_{1} \ominus \mathfrak{q}, \quad \text { and so } \quad \mathfrak{q}^{\sigma_{\mathfrak{P}, \mathfrak{P}}}=\ominus \mathfrak{q} .
$$

Set

$$
\begin{equation*}
\tau=\tau_{\mathfrak{P}, \mathfrak{P}_{1}}=\sigma_{\mathfrak{P}, \mathfrak{P}} \circ \sigma_{\mathfrak{P}, \mathfrak{P}_{1}} \tag{9.76}
\end{equation*}
$$

For any prime divisor $\mathfrak{q}$ of degree 1 , the divisor $\frac{\mathfrak{q}^{\sigma} \mathfrak{P}, \mathfrak{P}}{\mathfrak{P}} \frac{\mathfrak{q}^{\tau}}{\mathfrak{P}_{1}}=(z)$ is principal. Thus $\mathfrak{q}^{\tau} \oplus \mathfrak{q}^{\sigma \mathfrak{P}, \mathfrak{P}}=\mathfrak{q}^{\tau} \ominus \mathfrak{q}=\mathfrak{P}_{1}$, and we have

$$
\begin{equation*}
\mathfrak{q}^{\tau_{\mathfrak{P}, \mathfrak{P}_{1}}=\mathfrak{q} \oplus \mathfrak{P}_{1} . . . . ~} \tag{9.77}
\end{equation*}
$$

Because of (9.77) $\tau_{\mathfrak{P}, \mathfrak{P}_{1}}$ is called the translation automorphism from $\mathfrak{P}$ to $\mathfrak{P}_{1}$.
Assume that $\tau^{\prime}=\tau_{\mathfrak{P}, \mathfrak{P}_{2}}$ is another translation automorphism. Then if $\mathfrak{q} \oplus \mathfrak{P}_{1}=$ $\mathfrak{q}_{1}=\mathfrak{q}^{\tau}$, it follows that $\mathfrak{q}_{1}$ is a prime divisor of degree 1 and

$$
\mathfrak{q}_{1}^{\tau^{\prime}}=\mathfrak{q}_{1} \oplus \mathfrak{P}_{2}
$$

Thus

$$
\mathfrak{q}^{\tau \tau^{\prime}}=\left(\mathfrak{q}^{\tau}\right)^{\tau^{\prime}}=\mathfrak{q}_{1}^{\tau^{\prime}}=\mathfrak{q}_{1} \oplus \mathfrak{P}_{2}=\mathfrak{q} \oplus \mathfrak{P}_{1} \oplus \mathfrak{P}_{2}
$$

Therefore $\tau_{\mathfrak{P}, \mathfrak{P}_{1}} \circ \tau_{\mathfrak{P}, \mathfrak{P}_{2}}$ has the same effect as $\tau_{\mathfrak{P}, \mathfrak{P}_{1} \oplus \mathfrak{P}_{2}}$ on prime divisors of degree one.
Proposition 9.6.12. With the above notation we have

$$
\tau_{\mathfrak{P}, \mathfrak{P}_{1}} \circ \tau_{\mathfrak{P}, \mathfrak{P}_{2}}=\tau_{\mathfrak{P}, \mathfrak{P}_{1} \oplus \mathfrak{P}_{2}} .
$$

Proof: Let $G=\operatorname{Aut}_{k}(K)$ and $\bar{G}=\operatorname{Aut}_{\bar{k}}(\bar{K})$, where $\bar{k}$ is an algebraic closure of $k$ and $\bar{K}=K \bar{k}$ is the constant field extension.

The natural map from $G$ to $\bar{G}$ is a monomorphism of groups. (If $\sigma \in G$, the extension of $\sigma$ to $\bar{K}$ is defined as follows: if $\alpha=\sum_{i=1}^{n} \alpha_{i} x_{i}$ with $\alpha_{i} \in \bar{k}$ and $x_{i} \in K$, then $\sigma(\alpha)=\sum_{i=1}^{n} \alpha_{i} \sigma\left(x_{i}\right)$. See the proof of Corollary 14.3.9.)

All the prime divisors of $\bar{K}$ are of degree 1 since $\bar{k}$ is algebraically closed, and $\tau_{\mathfrak{P}, \mathfrak{P}_{1}} \circ \tau_{\mathfrak{P}, \mathfrak{P}_{2}}$ and $\tau_{\mathfrak{P}, \mathfrak{P}_{1} \oplus \mathfrak{P}_{2}}$ have the same effect on all prime divisors of $\bar{K}$. The statement follows by Proposition 9.6.11.

Theorem 9.6.13. Let

$$
G=\left\{\tau_{\mathfrak{P}, \mathfrak{P}_{1}} \mid \mathfrak{P}_{1} \in \mathbb{P}_{K} \text { of degree } 1\right\}
$$

be the set of all translation automorphisms. Then $G$ is a group that is isomorphic to $M_{K}$ and to $C_{K, 0}$.

Proof: Let $\varphi: G \rightarrow M_{K}$ be given by $\varphi\left(\tau_{\mathfrak{P}, \mathfrak{P}_{1}}\right)=\mathfrak{P}_{1}$ (respectively, let $\widetilde{\varphi}: G \rightarrow C_{K, 0}$ be given by $\left.\widetilde{\varphi}\left(\tau_{\mathfrak{P}, \mathfrak{P}_{1}}\right)=\left[\frac{\overline{\mathfrak{P}_{1}}}{\mathfrak{P}}\right]\right)$. Then $\varphi\left(\tau_{\mathfrak{P}, \mathfrak{P}_{1}} \circ \tau_{\mathfrak{P}, \mathfrak{P}_{2}}\right)=\varphi\left(\tau_{\mathfrak{P}, \mathfrak{P}_{1} \oplus \mathfrak{P}_{2}}\right)=\mathfrak{P}_{1} \oplus$


Hence $\varphi$ is a group homomorphism. Clearly $\varphi$ is bijective.

Theorem 9.6.14. Let $\mathfrak{G}=\operatorname{Aut}_{k}(K)$ and set $G=\left\{\tau_{\mathfrak{P}, \mathfrak{P}_{1}} \mid d_{K}\left(\mathfrak{P}_{1}\right)=1, \mathfrak{P}_{1} \in \mathbb{P}_{K}\right\}$.
Then $G$ is a normal subgroup of $\mathfrak{G}$ that satisfies $|\mathfrak{G} / G|<\infty$.
Proof: Let $\sigma \in \mathfrak{G}$ and $\tau=\tau_{\mathfrak{P}, \mathfrak{P}_{1}} \in G$. Let $\mathfrak{q}$ be a prime divisor of degree 1 . Set $\varphi=\sigma \tau \sigma^{-1}$. Using (9.77) we see that $\mathfrak{q}^{\tau}=\mathfrak{q} \oplus \mathfrak{P}_{1}$ is equivalent to

$$
\frac{\mathfrak{q} \mathfrak{P}_{1}}{\mathfrak{q}^{\tau} \mathfrak{P}}=(z)_{K} \quad \text { being principal or } \quad \mathfrak{q}^{\tau}=\left(z^{-1}\right)_{K} \frac{\mathfrak{q} \mathfrak{P}_{1}}{\mathfrak{P}}=\frac{\mathfrak{q} \mathfrak{P}_{1}}{(z)_{K} \mathfrak{P}}
$$

It follows that

$$
\begin{aligned}
\left(\frac{\mathfrak{q}^{\varphi}}{\mathfrak{P}^{\varphi}}\right) & =\left(\frac{\mathfrak{q}}{\mathfrak{P}}\right)^{\varphi}=\left(\frac{\mathfrak{q}}{\mathfrak{P}}\right)^{\sigma \tau \sigma^{-1}}=\left(\frac{\mathfrak{q}^{\sigma}}{\mathfrak{P}^{\sigma}}\right)^{\tau \sigma^{-1}}=\left(\frac{\left(\mathfrak{q}^{\sigma}\right)^{\tau}}{\left(\mathfrak{P}^{\sigma}\right)^{\tau}}\right)^{\sigma^{-1}} \\
& =\left(\frac{\mathfrak{q}^{\sigma} \mathfrak{P}_{1}}{\mathfrak{P}\left(z_{1}\right)_{K}} \frac{\mathfrak{P}\left(z_{2}\right)_{K}}{\mathfrak{P}^{\sigma} \mathfrak{P}_{1}}\right)^{\sigma^{-1}}=\left(\frac{\mathfrak{q}^{\sigma}}{\mathfrak{P}^{\sigma}}\right)^{\sigma^{-1}}\left(\frac{z_{2}^{\sigma^{-1}}}{z_{1}^{\sigma^{-1}}}\right)_{K} \\
& =\left(\frac{\mathfrak{q}}{\mathfrak{P}}\right)\left(\frac{z_{2}^{\sigma^{-1}}}{z_{1}^{\sigma^{-1}}}\right)_{K} .
\end{aligned}
$$

Thus $\frac{\mathfrak{P}^{\varphi} \mathfrak{q}}{\mathfrak{P} \mathfrak{q}^{\varphi}}$ is principal, and $\mathfrak{q}^{\varphi}=\mathfrak{q} \oplus \mathfrak{P}^{\varphi}$.
Therefore $\varphi=\tau_{\mathfrak{P}, \mathfrak{P}^{\varphi}}=\sigma \tau_{\mathfrak{P}, \mathfrak{P}_{1}} \sigma^{-1}$ and $G$ is a normal subgroup of $\mathfrak{G}$. Furthermore, we have $\mathfrak{P}^{\sigma \tau}=\mathfrak{P}^{\sigma} \oplus \mathfrak{P}_{1}$ and $\frac{\mathfrak{P}^{\sigma} \mathfrak{P}_{1}}{\mathfrak{P}^{\sigma \tau}}$ is principal, and so is $\left(\frac{\mathfrak{P}^{\sigma} \mathfrak{P}_{1}}{\mathfrak{P}^{\beta \tau}}\right)^{\sigma^{-1}}=$ $\frac{\mathfrak{P} \mathfrak{P}_{1}^{\sigma^{-1}}}{\mathfrak{P}^{\sigma^{-1}} \mathfrak{P}^{\varphi}}$. It follows that

$$
\mathfrak{P}^{\varphi} \oplus \mathfrak{P}^{\sigma^{-1}}=\mathfrak{P}_{1}^{\sigma^{-1}}
$$

or

$$
\mathfrak{P}^{\varphi}=\mathfrak{P}_{1}^{\sigma^{-1}} \Theta \mathfrak{P}^{\sigma^{-1}}
$$

Now let $\sigma \in \mathfrak{G}$ and set $\mathfrak{P}_{1}=\mathfrak{P}^{\sigma}$. Then

$$
\mathfrak{P}^{\tau \mathfrak{P}, \mathfrak{P}_{1}}=\mathfrak{P} \oplus \mathfrak{P}_{1}=\mathfrak{P}_{1}=\mathfrak{P}^{\sigma}
$$

Therefore $\tau_{\mathfrak{P}, \mathfrak{P}_{1}} \sigma^{-1}=\sigma^{-1} \tau_{\mathfrak{P}, \mathfrak{P}^{\varphi}}$ fixes $\mathfrak{P}$. Thus if we show that $\operatorname{Stat}_{\mathfrak{G}}(\mathfrak{P})=$ $\left\{\theta \in \mathfrak{G} \mid \mathfrak{P}^{\theta}=\mathfrak{P}\right\}$ is finite, it will follow that

$$
|\mathfrak{G} / G| \leq\left|\operatorname{Stat}_{\mathfrak{G}}(\mathfrak{P})\right|<\infty
$$

We have $\ell_{K}\left(\mathfrak{P}^{-n}\right)=d_{K}\left(\mathfrak{P}^{n}\right)-g_{K}+1=n$ for every $n \geq 1$.
Let $\{1, x\}$ be a basis of $L_{K}\left(\mathfrak{P}^{-2}\right)$ and $\{1, x, y\}$ a basis of $L_{K}\left(\mathfrak{P}^{-3}\right)$ (with $\mathfrak{N}_{x}=$ $\left.\mathfrak{P}^{2}, \mathfrak{N}_{y}=\mathfrak{P}^{3}\right)$. Let $\sigma \in \operatorname{Stat}_{\mathfrak{G}}(\mathfrak{P})$. We have

$$
L_{K}\left(\mathfrak{P}^{-2}\right)^{\sigma}=L_{K}\left(\mathfrak{P}^{-2}\right) \quad \text { and } \quad L_{K}\left(\mathfrak{P}^{-3}\right)^{\sigma}=L_{K}\left(\mathfrak{P}^{-3}\right)
$$

It follows that

$$
\begin{equation*}
\sigma x=a x+b \quad \text { for some } \quad a \neq 0, \quad \text { and } \quad \sigma y=c+d x+e y \quad \text { for some } \quad e \neq 0 \tag{9.78}
\end{equation*}
$$

If char $k \neq 2,3$, then by (4.6) we have $K=k(x, y)$ with

$$
\begin{equation*}
y^{2}=4 x^{3}-g_{2} x-g_{3} \tag{9.79}
\end{equation*}
$$

Substituting (9.78) in (9.79) we obtain

$$
(c+d x+y)^{2}=4(a x+b)^{3}-g_{2}(a x+b)-g_{3} .
$$

Hence

$$
\begin{aligned}
c^{2}+d^{2} x^{2}+e^{2} y^{2}+ & 2 c d x+2 c e y+2 d e x y \\
& =4 a^{3} x^{3}+12 a^{2} b x^{2}+12 a b^{2} x+4 b^{3}-g_{2} a x-g_{2} b-g_{3}
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\frac{2 d}{e}=0, \quad \frac{2 c}{e}=0, \quad \text { and } \quad \frac{d^{2}}{e^{2}}=\frac{12 a^{2} b}{e^{2}}, \quad \frac{4 a^{3}}{e^{2}}=4 \tag{9.80}
\end{equation*}
$$

Therefore $d=c=0, b=0$ and $e^{2}=a^{3}$.
If $\lambda=\frac{e}{a}$, we have $a=\frac{e^{2}}{a^{2}}=\lambda^{2}$, so $e=a \lambda=\lambda^{3}$.
Therefore

$$
\begin{equation*}
\sigma x=\lambda^{2} x \quad \text { and } \quad \sigma y=\lambda^{3} y \tag{9.81}
\end{equation*}
$$

If we substitute (9.81) in (9.79) we obtain

$$
\lambda^{6} y^{2}=4 \lambda^{6} x^{3}-g_{2} \lambda^{2} x-g_{3}
$$

Hence

$$
y^{2}=4 x^{3}-\frac{g_{2}}{\lambda^{4}} x-\frac{g_{3}}{\lambda^{6}}=4 x^{3}-g_{2} x-g_{3} .
$$

If $g_{2}$ and $g_{3}$ are nonzero we have $\lambda^{4}=\lambda^{6}=1$, so $\lambda^{2}=1$, i.e., $\lambda= \pm 1$. If $g_{2}=0$, then clearly $\lambda^{6}=1$. If $g_{3}=0$, then $\lambda^{4}=1$. Therefore $\operatorname{Stab}_{\mathfrak{G}}(\mathfrak{P})$ is isomorphic to $C_{2}, C_{4}$, or $C_{6}$. In any case, it is finite.

If $\operatorname{char} k=3$, by (4.3) we have

$$
\begin{equation*}
y^{2}=x^{3}+\alpha_{2} x^{2}+\alpha_{3} x+\alpha_{4} \tag{9.82}
\end{equation*}
$$

Substituting (9.78) in (9.82), we obtain

$$
(c+d x+e y)^{2}=(a x+b)^{3}+\alpha_{2}(a x+b)^{2}+\alpha_{3}(a x+b)+\alpha_{4}
$$

so

$$
\begin{aligned}
c^{2}+d^{2} x^{2}+e^{2} y^{2} & +2 c d x+2 c e y+2 d e x y \\
& =a^{3} x^{3}+b^{3}+\alpha_{2} a^{2} x^{2}+2 \alpha_{2} a b x+\alpha_{2} b^{2}+\alpha_{3} a x+\alpha_{3} b+\alpha_{4}
\end{aligned}
$$

Hence

$$
\frac{a^{3}}{e^{2}}=1, \quad \frac{2 d}{e}=0, \quad \text { and } \quad \frac{2 c}{e}=0
$$

Thus $c=d=0, e=\lambda^{3}, a=\lambda^{2}$, and $\lambda \in k^{*}$.
It follows that $\sigma x=\lambda^{2} x+b$ and $\sigma y=\lambda^{3} y$. We have

$$
\begin{aligned}
\lambda^{6} y^{2} & =\lambda^{6} x^{3}+b^{3}+\alpha_{2} \lambda^{4} x^{2}+2 \alpha_{2} \lambda^{2} b x+\alpha_{2} b^{2}+\alpha_{3} \lambda^{2} x+\alpha_{3} b+\alpha_{4} \\
& =\lambda^{6} x^{3}+\alpha_{2} \lambda^{4} x^{2}+x\left(2 \alpha_{2} \lambda^{2} b+\alpha_{3} \lambda^{2}\right)+\left(b^{3}+\alpha_{2} b^{2}+\alpha_{3} b+\alpha_{4}\right)
\end{aligned}
$$

Therefore

$$
b^{3}+\alpha_{2} b^{2}+\alpha_{3} b+\alpha_{4}\left(1-\lambda^{6}\right)=0, \quad \frac{\alpha_{2}}{\lambda^{2}}=\alpha_{2}, \quad \text { and } \quad \frac{2 \alpha_{2} b+\alpha_{3}}{\lambda^{4}}=\alpha_{3} .
$$

If $\alpha_{2} \neq 0$ then $\lambda^{2}=1$ and $\lambda^{6}=1$, so $b^{3}+\alpha_{2} b^{2}+\alpha_{3} b=0$.
Hence $\lambda$ can take at most two values $( \pm 1)$ and $b$ can take at most three values; it follows that $\operatorname{Stab}_{\mathfrak{G}}(\mathfrak{P})$ is a finite group. If $\alpha_{2}=0$, then $\alpha_{3} \neq 0$ since $x^{3}+\alpha_{2} x^{2}+$ $\alpha_{3} x+\alpha_{4}$ is a separable polynomial. Therefore $\lambda^{4}=1$, and thus the possible number of $\lambda$ 's and $b$ 's is finite.

Finally we consider char $k=2$. Since we are assuming that $K / k(x)$ is separable, by Theorem 9.6.8 we have

$$
\begin{align*}
& y^{2}-y=f(x) \in k[x], \quad \text { with } \quad \operatorname{deg} f(x)=3,  \tag{9.83}\\
& y^{2}-y=x+\frac{1}{A x+B}, \quad \text { with } \quad A \in k^{*}, \tag{9.84}
\end{align*}
$$

or

$$
\begin{equation*}
y^{2}-y=x+\frac{\alpha x+\beta}{(x+\varepsilon)^{2}}, \quad \text { where } \quad(\alpha x+\beta, x+\varepsilon)=1 \tag{9.85}
\end{equation*}
$$

Note that in the proof of Theorem 9.6.8, we showed that in a quadratic constant extension, (9.85) reduces to (9.84). Thus if $k^{\prime}$ is this quadratic extension of $k$ and $K^{\prime}=K k^{\prime}$, we have $g_{K^{\prime}}=1$ and the stabilizer $\operatorname{Stab}_{\mathfrak{G}}(\mathfrak{P})$ in $k$ is contained in the stabilizer in $K^{\prime}$. Consequently we may assume that $K$ is given by (9.83) or (9.84) and also that $f(x)$ is monic.

If $K=k(x, y)$ is given by (9.83) and $f(x)=x^{3}+\alpha_{2} x^{2}+\alpha_{1} x+\alpha_{0}$, we have

$$
\begin{aligned}
(c+d x+e y)^{2}-(c+d x+e y)= & (a x+b)^{3}+\alpha_{2}(a x+b)^{2} \\
& +\alpha_{1}(a x+b)+\alpha_{0} \\
c^{2}+d^{2} x^{2}+e^{2} y^{2}-c-d x-e y=a^{3} x^{3} & +a^{2} b x^{2}+a b^{2} x+b^{3}+\alpha_{2} a^{2} x^{2} \\
& +\alpha_{2} b^{2}+\alpha_{1} a x+\alpha_{1} b+\alpha_{0}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\frac{1}{e} & =1, \\
a^{3} & =1, \\
a^{2} b+\alpha_{2} a^{2}-d^{2} & =\alpha_{2}, \\
a b^{2}+\alpha_{1} a+d & =\alpha_{1}, \\
b^{3}+\alpha_{2} b^{2}+\alpha_{1} b+\alpha_{0}-\left(c^{2}-c\right) & =0, \\
d^{2} & =a^{2} b+\alpha_{2}\left(a^{2}+1\right), \\
d & =a b^{2}+\alpha_{1}(a+1), \\
d^{2} & =a^{2} b^{4}+\alpha_{1}^{2}\left(a^{2}+1\right), \\
a^{2} b+\alpha_{2}\left(a^{2}+1\right) & =a^{2} b^{4}+\alpha_{1}^{2}\left(a^{2}+1\right), \\
a^{2} b\left(1-b^{3}\right) & =\left(\alpha_{1}^{2}+\alpha_{2}\right)\left(a^{2}+1\right),
\end{aligned}
$$

Therefore there is a finite number of choices for $b$, and thus for $d$ and $c$ also. Thus $\operatorname{Stat}_{\mathfrak{F}}(\mathfrak{P})$ is finite.

Finally, if $K$ is given by (9.84), we have

$$
\left(c^{2}+d^{2} x^{2}+e^{2} y^{2}\right)-(c+d x+e y)=a x+b+\frac{1}{A(a x+b)+B}
$$

Then $\frac{1}{e}=1$, so $e=1$ and

$$
y^{2}-y=(a+d) x+\left(b+c^{2}-c\right)+d^{2} x^{2}+\frac{1}{A a x+(A b+B)}=x+\frac{1}{A x+B}
$$

Hence $d=0$ and

$$
(a+d-1) x+\left(b+c^{2}-c\right)=\frac{1}{A x+B}-\frac{1}{A a x+(A b+B)}
$$

It follows that $a=1, b+c^{2}-c=0, A b+B=B, b=0, c^{2}=c$, and therefore $c=0$ or 1 .

This proves that in any case $\operatorname{Stab}_{\mathfrak{G}}(\mathfrak{P})$ is finite.

### 9.6.4 Hyperelliptic Function Fields

Definition 9.6.15. A function field $K / k$ is called hyperelliptic if $g_{K} \geq 2$ and $K$ is a quadratic extension of a field of genus 0 .

First we consider the special case of $K / k$ a quadratic extension of a rational function field. Assume $[K: k(x)]=2$. If char $k \neq 2$, then $K=k(x, y)$ with

$$
y^{2}=f(x) \in k[x] .
$$

Recall that $f(x)$ is a square-free polynomial of degree $m$, and by Corollary 4.3.7, $g_{K}=\left[\frac{m+1}{2}\right]-1$. Thus $K$ is hyperelliptic if and only if $m \geq 5$.

Proposition 9.6.16. A function field $K / k$ is a hyperelliptic function field that is a quadratic extension of a rational function field if and only if $g_{K} \geq 2$ and there exists $\mathfrak{A} \in D_{K}$ such that $d(\mathfrak{A})=2$ and $\ell\left(\mathfrak{A}^{-1}\right) \geq 2$.

Proof: Assume $[K: k(x)]=2$ and $g_{K} \geq 2$. Let $\mathfrak{N}_{x}$ be the pole divisor of $x$. By Theorem 3.2.7, $d\left(\mathfrak{N}_{x}\right)=[K: k(x)]=2$. Since 1 and $x$ belong to $L_{K}\left(\mathfrak{N}_{x}^{-1}\right)$ and are linearly independent, it follows that $\ell\left(\mathfrak{N}_{x}^{-1}\right) \geq 2$.

Conversely, if $g_{K} \geq 2$ and $\mathfrak{A}$ is a divisor of degree 2 such that $\ell_{K}\left(\mathfrak{A}^{-1}\right) \geq 2$, let $y \in L_{K}\left(\mathfrak{A}^{-1}\right) \backslash k$. Then $(y)_{K}=\mathfrak{A}^{-1} \mathfrak{B}$ for some integral divisor $\mathfrak{B}$. Since $y \notin k$, it follows that $d(\mathfrak{B})=d(\mathfrak{A})=2$ and $\ell_{K}\left(\mathfrak{B}^{-1}\right)=\ell_{K}\left(\mathfrak{A}^{-1}\right) \geq 2$ (see the proof of Theorem 3.3.2).

Let $x \in L_{K}\left(\mathfrak{B}^{-1}\right) \backslash k$. Then $\mathfrak{N}_{x}$ divides $\mathfrak{B}$ and $d\left(\mathfrak{N}_{x}\right)=[K: k(x)] \leq 2$. Since $K \neq k(x)$, we have [ $K: k(x)$ ] $=2$ and $K$ is hyperelliptic.

Corollary 9.6.17. If $K$ is any function field of genus 2 , then $K$ is hyperelliptic.
Proof: Exercise.

Example 9.6.18. Let $n \in \mathbb{N}$ be any positive integer, and let $k$ be any field. We consider extensions $K / k(x)$ such that the field of constants of $K$ is $k$ and $[K: k(x)]=2$.
(1) If $K / k(x)$ is separable, then we distinguish two subcases:
(a) char $K \neq 2$. Then $K=k(x, y)$ and $y^{2}=f(x) \in k[x]$, where $f(x)$ is a separable polynomial of degree $m$. By Corollary 4.3.7, $g_{K}=$ $\left[\frac{m+1}{2}\right]-1$. Let $m=2 n+1$. Thus $g_{K}=n$.
(b) char $K=2$. Then $K=k(x, y)$ and $y^{2}-y=f(x) \in k(x)$. Let $f(x)=\frac{1}{x^{\lambda}}$, where $(2, \lambda)=1$ and $\lambda \in \mathbb{N}$. By Example 5.8.8 we have

$$
\mathfrak{D}_{K / k(x)}=\mathfrak{P}^{(\lambda+1)(2-1)}=\mathfrak{P}^{\lambda+1}
$$

where $\mathfrak{P}$ is the prime divisor of $K$ that lies above the pole divisor of $x$ in $k(x)$. Using the genus formula we obtain

$$
g_{K}=1+2\left(g_{k(x)}-1\right)+\frac{1}{2}(\lambda+1)=\frac{\lambda-1}{2} .
$$

Let $\lambda=2 n+1$. Then $g_{K}=n$.
(2) Now we consider $K / k(x)$ to be purely inseparable. In this case we have $K=k(x, y)$ and

$$
y^{2}=f(x) \in k[x]
$$

where $f(x)$ is a separable polynomial of degree $m$ and char $k=2$.
First we will see that if $g_{K} \neq 0$, then $k$ is an imperfect field (see also the proof of Proposition 9.6.7). Assume for the sake of contradiction that $k$ is perfect and let $f(x)=a_{m} x^{m}+a_{m-1} x^{m-1}+\cdots+a_{1} x+a_{0}$.
Let $b_{i} \in k$ be such that $b_{i}^{2}=a_{i}$ for $0 \leq i \leq m$. Then

$$
y^{2}=f(x)=b_{m}^{2} x^{m}+b_{m-1}^{2} x^{m-1}+\cdots+b_{1}^{2} x+b_{0}=x g(x)^{2}+h(x)^{2}
$$

for some $g(x), h(x) \in k[x]$, where $g(x) \neq 0$ since $f(x)$ is assumed to be a separable polynomial. Hence

$$
x=\left[\frac{y-h(x)}{g(x)}\right]^{2}=z^{2}
$$

with $z=\frac{y-h(x)}{g(x)} \in K$. Therefore $K=k(z)$, where $z=\sqrt{x}, K$ is a rational function field, and $g_{K}=0$.
Now assume that $k$ is an imperfect field and let $\alpha \in k \backslash k^{2}$. Let $m$ be an odd positive integer and

$$
f(x)=x^{m}-\alpha \in k[x]
$$

We will calculate $g_{K}$ using Tate's genus formula. Consider $(x)_{k(x)}=\frac{\wp_{0}}{\wp_{\infty}}$ and let $\mathfrak{P}$ be a prime divisor in $K$ such that $\mathfrak{P}$ divides $\wp_{\infty}$. Then

$$
v_{\mathfrak{P}}\left(y^{2}\right)=2 v_{\mathfrak{P}}(y)=v_{\mathfrak{P}}(f(x))=e\left(\mathfrak{P} \mid \wp_{\infty}\right) v_{\wp_{\infty}}(f(x))=-e(\mathfrak{P} \mid \wp \infty) m
$$

Since $m$ is odd, we have $e(\mathfrak{P} \mid \wp \infty)=2, d_{K}(\mathfrak{P})=1$, and the field of constants of $K$ is $k$.
Let $\wp$ be any divisor of $k(x)$ distinct from $\wp \infty$. Set

$$
r_{\wp}=\max _{\xi \in k(x)_{\wp}}\left\{v_{\wp}\left(f(x)-\xi^{2}\right)\right\} .
$$

Let $\xi \in k(x)_{\wp}$ be such that $v_{\wp}\left(f(x)-\xi^{2}\right)=r_{\wp}$.
We have $r_{\wp} \geq v_{\wp}(f(x)) \geq 0$. Since $k(x)$ is dense in $k(x)_{\wp}$, there exists $h(x) \in k[x]$ such that

$$
v_{\wp}(h(x)-\xi)>r_{\wp} .
$$

Thus $v_{\wp}\left(h(x)^{2}-\xi^{2}\right)=2 v_{\wp}(h(x)-\xi)>2 r_{\wp} \geq r_{\wp}$. It follows that

$$
\begin{equation*}
v_{\wp}\left(f(x)-h(x)^{2}\right)=r_{\wp} . \tag{9.86}
\end{equation*}
$$

Let $h(x)=\frac{p(x)}{q(x)}$ with $p(x), q(x) \in k[x]$ and $(p(x), q(x))=1$.
We have $v_{\wp}(q(x))=0$ since otherwise, $v_{\wp}(q(x))>0$ and

$$
\begin{aligned}
0 & \leq r_{\wp}=v_{\wp}\left(f(x)-h(x)^{2}\right)=\min \left\{v_{\wp}(f(x)), 2 v_{\wp}(h(x))\right\} \\
& =2 v_{\wp}(h(x))=-2 v_{\wp}(q(x))<0 .
\end{aligned}
$$

Assume that $r_{\wp} \geq 2$. From (9.86) we obtain

$$
\begin{equation*}
f(x)-a(x)^{2}=\ell(x)^{2} s(x), s(x) \in k[x] \tag{9.87}
\end{equation*}
$$

with $\ell(x) \in k[x]$ a prime element for $\wp$. Taking the derivative with respect to $x$ in (9.87) we get

$$
x^{m-1}=m x^{m-1}=\ell(x)^{2} s^{\prime}(x)
$$

Since $\ell(x)$ is a prime element for $\wp$, it follows that $\ell(x)=x$ and $s^{\prime}(x)=$ $x^{m-3}$. Thus

$$
s(x)=x^{m-2}+r\left(x^{2}\right) \quad \text { for some } \quad r(x) \in k[x] .
$$

Using (9.87) we deduce that

$$
x^{m}-\alpha=a(x)^{2}+x^{2}\left(x^{m-3}+r\left(x^{2}\right)\right) .
$$

Furthermore, we obtain

$$
\alpha=a(0)^{2} \in k^{2}
$$

which is a contradiction. Thus

$$
r_{\wp}=0 \quad \text { or } \quad r_{\wp}=1 \quad \text { for all } \wp \neq \wp \infty
$$

For $\wp=\wp_{\infty}$, we have $r_{\wp_{\infty}} \geq v_{\wp_{\infty}}(f(x))=-m$, which is an odd number. For any $\xi \in k(x)_{\wp_{\infty}}$, we have $v_{\wp_{\infty}}\left(f(x)-\xi^{2}\right)=\min \left\{v_{\wp_{\infty}}(f(x)), 2 v_{\wp_{\infty}}(\xi)\right\} \leq$ $v_{\wp_{\infty}}(f(x))$. Thus $r_{\wp \infty}=-m$.
Since the field of constants of $K$ is $k$, Tate's genus formula yields

$$
\begin{aligned}
2 g_{K}-2 & =p^{1}\left(2 g_{k(x)}-2\right)+(1-p) \sum_{\mathfrak{B}} v_{\mathfrak{B}}\left(D_{\tau_{\mathfrak{B}}} \alpha\right) \operatorname{deg}_{K} \mathfrak{B} \\
& =2(0-2)-1\left(\left(r_{\wp \infty}-1\right) \operatorname{deg} \wp \infty\right) \\
& =-4-1(-m-1)=-4+m+1=m-3 .
\end{aligned}
$$

Therefore $g_{K}=\frac{m-1}{2}$. If we set $m=2 n+1$, we get $g_{K}=n$.
In any case we have obtained a hyperelliptic function field of genus $n$ for any $n \in \mathbb{N}$.

By Example 9.6.18, if $K / k$ is a hyperelliptic function field with $[K: k(x)]=2$ and $K / k(x)$ separable (for instance if char $k \neq 2$ or char $k=2$ and $k$ a perfect field), then $K$ is given by $K=k(x, y)$ with

$$
\begin{equation*}
y^{2}=f(x) \in k[x] \tag{9.88}
\end{equation*}
$$

if char $k \neq 2$ and $\operatorname{deg} f=m$. In this case $g_{K}=\left[\frac{m+1}{2}\right]-1 \geq 2$. That is,

$$
m=\left\{\begin{array}{l}
2 g_{K}+1 \text { if } m \text { is odd } \\
2 g_{K}+2 \text { if } m \text { is even }
\end{array}\right.
$$

Now if char $k=2$, then $K / k(x)$ is an Artin-Schreier extension and $K=k(x, y)$ can be given by

$$
\begin{equation*}
y^{2}-y=\frac{a(x)}{b(x)}, \quad \text { where } \quad a(x), b(x) \in k[x] \quad \text { and } \quad(a(x), b(x))=1 \tag{9.89}
\end{equation*}
$$

When $k$ is a perfect field, we know from Example 5.8.8 that we may modify $y$ in such a way that

$$
y^{2}-y=r(x) \in k(x)
$$

with $(r(x))_{k(x)}=\frac{\mathfrak{A}}{\wp_{1}^{\lambda_{1} \ldots} \wp_{m}^{\lambda_{m}}}$, where $\wp_{1}, \ldots, \wp_{m}$ are prime divisors, $\mathfrak{A}$ is an integral divisor relatively prime to $\wp_{1}, \ldots, \wp_{m}, \lambda_{i}>0$, and $\left(\lambda_{i}, 2\right)=1$.

The genus of $K$ is given by the equation

$$
g_{K}=\frac{1}{2} \sum_{i=1}^{m}\left(\lambda_{i}+1\right) \operatorname{deg} \wp_{i}-1
$$

(see Example 5.8.8 and Theorem 9.4.2).
Now we study an important characterization of hyperelliptic function fields.
Let $K / k$ be any function field of genus $g>0$. If $w_{0}$ is a nonzero differential, then by Theorem 3.4.9, for any differential $w$ there exists a unique $z \in K$ such that $w=z w_{0}$.

Definition 9.6.19. The element $z$ defined above is called the ratio of the differentials $w$ and $w_{0}$ and it is denoted by $z=\frac{w}{w_{0}}$.

Now we consider a function field $K / k$ of genus $g \geq 2$. Let $\left\{w_{1}, \ldots, w_{g}\right\}$ be a basis of the holomorphic differentials. Assume that $z_{i}=\frac{w_{i}}{w_{1}} \in K$ for $i=2, \ldots, g$, and $z_{1}=1$. Let $L=k\left(1, z_{2}, \ldots, z_{g}\right)$.

Proposition 9.6.20. If $L \neq K$, then $K$ is a hyperelliptic function field.
Proof: Let $[K: L]=m \geq 2$ and let $\mathfrak{A}$ be a canonical divisor in $W_{K}$. We may choose $\mathfrak{A}$ to be integral since $g=g_{K} \geq 2$. By Corollary 3.5.5,

$$
\ell\left(\mathfrak{A}^{-1}\right)=N\left(W_{K}\right)=g .
$$

Let $\left\{y_{1}, \ldots, y_{g}\right\}$ be a basis of $L_{K}\left(\mathfrak{A}^{-1}\right)$. For any nonzero $x$ in $K$, the set $\left\{x y_{1}, \ldots, x y_{g}\right\}$ is a basis of $L_{K}\left((x)_{K} \mathfrak{A}^{-1}\right)$ and $(x)_{K} \mathfrak{A}^{-1} \in W_{K}$.

We may assume that $z_{1}=1, z_{2}, \ldots, z_{g}$ form a basis of $L_{K}\left(\mathfrak{A}^{-1}\right)$.
Let $\mathfrak{P}$ be an arbitrary prime divisor of $K$. Since $z_{i} \in L_{K}\left(\mathfrak{A}^{-1}\right)$, we have $v_{\mathfrak{P}}\left(z_{i}\right) \geq$ $v_{\mathfrak{P}}\left(\mathfrak{A}^{-1}\right)$ for $2 \leq i \leq g$. Thus

$$
v_{\mathfrak{P}}\left(\mathfrak{A}^{-1}\right) \leq \min _{2 \leq i \leq g} v_{\mathfrak{P}}\left(z_{i}\right)
$$

On the other hand, by Exercise 3.6.19, there exists an index $i_{0}$ such that $2 \leq i_{0} \leq g$ and $z_{i_{0}} \notin L\left(\mathfrak{A}^{-1} \mathfrak{P}\right)$.

Thus $v_{\mathfrak{P}}\left(\mathfrak{A}^{-1}\right)=v_{\mathfrak{P}}\left(z_{i_{0}}\right)$. We have

$$
\begin{equation*}
v_{\mathfrak{P}}\left(\mathfrak{A}^{-1}\right)=\min _{2 \leq i \leq g} v_{\mathfrak{P}}\left(z_{i}\right), \quad \text { with } \quad \mathfrak{P} \in \mathbb{P}_{K} \tag{9.90}
\end{equation*}
$$

It follows that $\mathfrak{A}^{-1} \in D_{L}$ is a divisor of $L$.
By Theorem 5.3.4, we have

$$
d_{L}\left(\mathfrak{A}^{-1}\right)=\lambda_{K / L} d_{K}\left(\mathfrak{A}^{-1}\right)=\frac{2-2 g}{[K: L]}=\frac{2-2 g}{m} .
$$

Since $z_{1}, \ldots, z_{g} \in L$ and $L_{L}\left(\mathfrak{A}^{-1}\right) \subseteq L_{K}\left(\mathfrak{A}^{-1}\right)$, it follows that

$$
\ell_{L}\left(\mathfrak{A}^{-1}\right)=\ell_{K}\left(\mathfrak{A}^{-1}\right)=g .
$$

Using the Riemann-Roch theorem we obtain

$$
\begin{aligned}
\ell_{L}\left(\mathfrak{A}^{-1}\right) & =d_{L}(\mathfrak{A})-g_{L}+1+\ell_{L}\left(W_{L}^{-1} \mathfrak{A}\right) \\
g_{K} & =-\frac{2-2 g_{K}}{m}-g_{L}+1+\ell_{L}\left(W_{L}^{-1} \mathfrak{A}\right)
\end{aligned}
$$

Therefore

$$
m\left(\ell_{L}\left(W_{L}^{-1} \mathfrak{A}\right)-g_{L}\right)=m g_{K}+2-2 g_{K}-m=(m-2)\left(g_{K}-1\right) \geq 0
$$

It follows that $\ell_{L}\left(W_{L}^{-1} \mathfrak{A}\right) \geq g_{L}=\ell_{L}\left(W_{L}^{-1}\right)$. But $W_{L}^{-1}$ divides $W_{L}^{-1} \mathfrak{A}$, so

$$
\ell_{L}\left(W_{L}^{-1} \mathfrak{A}\right) \leq \ell_{L}\left(W_{L}^{-1}\right)
$$

Thus $(m-2)\left(g_{K}-1\right)=(m-2)(g-1)=0$, and $m=2$.
The case $g_{L} \neq 0$ is not possible (Exercise 3.6.19), so $g_{L}=0$ and $K$ is a hyperelliptic function field.

We will prove that the converse of Proposition 9.6.20 holds.
Proposition 9.6.21. If $K / k$ is any function field of genus $g=g_{K} \geq 2$ and $L \subseteq K$ is such that $g_{L}=0$, then

$$
\left\{\alpha_{1} z_{1}+\cdots+\alpha_{g} z_{g} \mid \alpha_{i} \in L, 1 \leq i \leq g\right\} \neq K
$$

where $z_{1}, \ldots, z_{g}$ are as in Proposition 9.6.20.
Proof: By Proposition 3.4.5 and Corollary 3.4.6, we have

$$
\operatorname{dim}_{k} \frac{\mathfrak{X}_{L}}{\mathfrak{X}_{L}(\mathfrak{N})+L}=g_{L}=0 .
$$

It follows that $\mathfrak{X}_{L}=\mathfrak{X}_{L}(\mathfrak{N})+L$. Let $\mathfrak{A}$ be a canonical divisor such that $\left\{z_{1}, \ldots, z_{g}\right\}$ is a basis of $L_{K}\left(\mathfrak{A}^{-1}\right)$. If $\xi \in \mathfrak{X}_{L}(\mathfrak{N})$, then $\xi z_{i} \in \mathfrak{X}_{L}(\mathfrak{N}) \mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right)=\mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right)$, which implies

$$
\begin{equation*}
\sum_{i=1}^{g} \mathfrak{X}_{L}(\mathfrak{N}) z_{i} \subseteq \mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right) \tag{9.91}
\end{equation*}
$$

It follows that

$$
\sum_{i=1}^{g}\left(\mathfrak{X}_{L}(\mathfrak{N})+K\right) z_{i} \subseteq \mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right)+K
$$

On the other hand, we have

$$
\operatorname{dim}_{k} \frac{\mathfrak{X}_{K}}{\mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right)+K}=\delta_{K}(\mathfrak{A})=\ell_{K}\left(W_{K}^{-1} \mathfrak{A}\right)=\ell_{K}(\mathfrak{N})=1 .
$$

In particular,

$$
\mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right)+K \neq \mathfrak{X}_{K} .
$$

Therefore

$$
\begin{aligned}
\sum_{i=1}^{g} \mathfrak{X}_{L} z_{i}=\sum_{i=1}^{g}\left(\mathfrak{X}_{L}(\mathfrak{N})+L\right) z_{i} & \subseteq \sum_{i=1}^{g}\left(\mathfrak{X}_{L}(\mathfrak{N})+K\right) z_{i} \\
& \subseteq \mathfrak{X}_{K}\left(\mathfrak{A}^{-1}\right)+K \varsubsetneqq \mathfrak{X}_{K}
\end{aligned}
$$

Now if $L z_{1}+\cdots+L z_{g}=K$ held, then by Corollary 5.5 .8 it would follow that

$$
\mathfrak{X}_{L} z_{1}+\cdots+\mathfrak{X}_{L} z_{g}=\mathfrak{X}_{K} .
$$

This contradiction shows that $L z_{1}+\cdots+L z_{g} \neq K$.
The converse of Proposition 9.6.20 is also true:
Theorem 9.6.22. Let $z_{1}, \ldots, z_{g}$ be as before. If $K / k$ is a hyperelliptic function field, then

$$
L=k\left(\frac{z_{2}}{z_{1}}, \ldots, \frac{z_{g}}{z_{1}}\right)
$$

is the only quadratic subfield of $K$ of genus 0 .
Proof: If $E$ is a quadratic subfield of $K$ of genus 0 , we have $[K: E]=2$, and by Proposition 9.6.21,

$$
E \subseteq E z_{1}+\cdots+E z_{g} \neq K
$$

Thus $E=E z_{1}+\cdots+E z_{g}, z_{i} \in E$, and

$$
F=k\left(1, \frac{z_{2}}{z_{1}}, \ldots, \frac{z_{g}}{z_{1}}\right) \subseteq E \neq K
$$

By Proposition 9.6.20, we have

$$
[K: F]=2
$$

Therefore $F=E=k\left(\frac{z_{2}}{z_{1}}, \ldots, \frac{z_{g}}{z_{1}}\right)$ and $k\left(\frac{z_{2}}{z_{1}}, \ldots, \frac{z_{g}}{z_{1}}\right)$ is the only quadratic subfield of genus 0 of $K$.

Remark 9.6.23. The above results are no longer true for elliptic function fields. Clearly the explicit construction of $k\left(\frac{z_{2}}{z_{1}}, \ldots, \frac{z_{g}}{z_{1}}\right)=E$ implies $g \geq 2$. When $g=1$ we have $E=k$. The uniqueness of the quadratic subfield does not hold when $g_{K}=1$. For instance, if $k$ is an algebraically closed field, and $K / k$ is an elliptic function field, then $K=k(x, y)$ with $\mathfrak{N}_{x}=\mathfrak{P}^{2}$, and $\mathfrak{N}_{y}=\mathfrak{P}^{3}$ for some prime divisor. If we choose a prime divisor $\mathfrak{q}$ such that $\mathfrak{q} \neq \mathfrak{P}$ and $\mathfrak{q}$ is not ramified in $K / k(x)$, we have $\ell_{K}\left(\mathfrak{q}^{-2}\right)=2$. If $z \in L_{K}\left(\mathfrak{q}^{-2}\right) \backslash k$, then $\mathfrak{N}_{z}=\mathfrak{q}^{2}$ and $[K: k(z)]=2$. Thus $z \notin k(x)$, since otherwise $k(x)=k(z)$ and

$$
z=\frac{a x+b}{c x+d}
$$

This is impossible since $\mathfrak{N}_{\frac{a x+b}{c x+d}} \neq \mathfrak{q}^{2}$.

### 9.7 Exercises

Exercise 9.7.1. Prove Proposition 9.3.2.
Exercise 9.7.2. With the notation of Section 9.3, prove that if $(\alpha, \beta) \sim\left(\alpha^{\prime}, \beta^{\prime}\right)$, then for any $\gamma \in K_{\mathfrak{p}}$ we have $(\gamma \alpha, \beta) \sim\left(\gamma \alpha^{\prime}, \beta^{\prime}\right)$.

Exercise 9.7.3. Prove Equation (9.21).
Exercise 9.7.4. Let $K=k(x)$. Prove that the Hasse differential $d x$ corresponds to the differential $d x$ given in Definition 4.1.4.

Exercise 9.7.5. Prove Equation (9.27).
Exercise 9.7.6. Prove that the differentials of the second kind form a $k$-vector space of infinite dimension.

Exercise 9.7.7. If $L / K$ is a purely inseparable extension of function fields of degree $p$, prove that for all $\alpha, \beta \in L \backslash K,\left(D_{\alpha} \beta\right)\left(D_{\beta} \alpha\right)=1$.

Exercise 9.7.8. Using Theorem 9.5.17 give a new proof of Corollary 9.4.3.
Exercise 9.7.9. With the notation of Section 9.6.1, prove that $\mathcal{A} \subseteq L_{K}\left(\mathfrak{P}_{\infty}^{-s}\right)$.
Exercise 9.7.10. Let $L / k(x)$ be a geometric separable proper extension and let $k$ be a perfect field. Prove that there exists at least one prime divisor in $k(x)$ that is ramified in $K$.

Exercise 9.7.11. Show that Exercise 9.7.10 is no longer true if we do not assume $k$ to be perfect.

Exercise 9.7.12. Let $K / k$ be a function field with $g_{K}>1$. Prove that $d_{K}\left(D_{K}\right)=n \mathbb{Z}$ with $n \leq 2 g_{K}-2$. Compare with Proposition 9.6.5.

Exercise 9.7.13. Let $K$ be a field of genus 2. Prove that $K$ is a hyperelliptic function field.

Exercise 9.7.14. Let $K / k$ be any function field such that char $k=2$, given by $K=$ $k(x, y)$, with $y^{2}=f(x) \in k[x]$. Prove that there exists a constant extension $k^{\prime}$ of $k$ such that $K^{\prime}$ is a rational function field where $K^{\prime}=K k^{\prime}$.

Exercise 9.7.15. Let $K=k(x, y)$, where

$$
y^{2}=\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \cdots\left(x-\alpha_{2 n+1}\right), \quad n \geq 2
$$

and $\alpha_{1}, \ldots, \alpha_{2 n+1}$ are distinct elements of $k$. If char $k \neq 2$ then the places $\mathfrak{p}_{\alpha_{i}}(i=$ $1, \ldots, n+1)$ and $\mathfrak{p}_{\infty}$ of $k(x)$ are ramified in $K / k(x)$ with ramification index 2 . Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{2 n+1}$ and $\mathfrak{P}_{\infty}$ be the prime divisors in $K$ above $\mathfrak{p}_{\alpha_{1}}, \ldots, \mathfrak{p}_{\alpha_{2 n+1}}$, and $\mathfrak{p}_{\infty}$ respectively. Prove that

$$
(d x)_{K}=\frac{\mathfrak{P}_{1} \cdots \mathfrak{P}_{2 n+1}}{\mathfrak{P}_{\infty}^{3}} \quad \text { and } \quad(y)_{K}=\frac{\mathfrak{P}_{1} \cdots \mathfrak{P}_{2 n+1}}{\mathfrak{P}_{\infty}^{2 n+1}}
$$

From the above, deduce that $g_{K}=n$ and that the holomorphic differentials can be written as

$$
\frac{\beta_{0}+\beta_{1} x+\cdots+\beta_{n-1} x^{n-1}}{y} d x, \quad \text { with } \quad \beta_{i} \in k
$$

Exercise 9.7.16. Assume char $k=2$ and let $\alpha_{1}, \ldots, \alpha_{n+1}$ be distinct elements of $k$. Let $K=k(x, y)$ be such that

$$
y^{3}=\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \cdots\left(x-\alpha_{n+1}\right)
$$

Prove that the places $\mathfrak{p}_{\alpha_{i}}$ and $\mathfrak{p}_{\infty}$ can be extended to $\mathfrak{P}_{i}$ and $\mathfrak{P}_{\infty}$ in $K$ in such a way that the ramification indices are 3 . Prove that

$$
(d x)_{K}=\frac{\left(\mathfrak{P}_{1} \mathfrak{P}_{2} \cdots \mathfrak{P}_{n+1}\right)^{2}}{\mathfrak{P}_{\infty}^{4}}
$$

and that $g_{K}=n$.
Exercise 9.7.17. Let $L / K$ be a geometric extension of function fields. Let $\omega$ be a nonzero differential in $K$. Prove that $L / K$ is separable if and only if $\operatorname{cotr}_{K / L} \omega \neq 0$.

Exercise 9.7.18. Let $F$ be a perfect field and consider a finite separable extension $L / K$ of formal series $L=F((T))$, with $K=F((t))$. For $\alpha \in L$, set $\alpha d t=\alpha \frac{d t}{d T} d T$ and $\alpha \frac{d t}{d T}=\sum_{n=m}^{\infty} c_{n} T^{n}$, with $\operatorname{Res}_{T} \alpha d t=c_{-1}$.
(i) Show that if char $F=0$ and $\alpha=T^{m}$ for some $m \in \mathbb{Z}$, then $\operatorname{Res}_{T} \alpha d t=$ $\operatorname{Res}_{t}\left(\operatorname{Tr}_{L / K} \alpha\right) d t$.
(ii) Prove that the same holds for char $F=p$ using formally what was obtained in (i).
(iii) Prove that for any $\alpha \in L, \operatorname{Res}_{T} \alpha d t=\operatorname{Res}_{t}\left(\operatorname{Tr}_{L / K} \alpha\right) d t$.

Exercise 9.7.19. Let $k$ be a perfect field. Let $K / k$ be a function field over $k$ and let $L / K$ be a finite separable extension. Let $\mathfrak{p}$ be a place of $K$ and $\mathfrak{P} \mid \mathfrak{p}$ a place of $L$. Prove that $\operatorname{Res}_{\mathfrak{p}}\left(\operatorname{Tr}_{L \mathfrak{P} / K_{\mathfrak{p}}}(y) d x\right)=\operatorname{Res}_{\mathfrak{P}}(y d x)$.

Deduce that $\operatorname{Res}_{\mathfrak{p}}\left(\operatorname{Tr}_{L / K}(y) d x\right)=\sum_{\mathfrak{P} \mid \mathfrak{p}} \operatorname{Res}_{\mathfrak{P}}(y d x)$.
Exercise 9.7.20. Prove the residue theorem for $k(x)$ when $k$ is an algebraically closed field.

Exercise 9.7.21. Prove Lüroth's theorem: Let $K=k(x)$ be a rational function field. Let $k \varsubsetneqq T \subseteq K$ be any intermediate field other than $k$. Then $T=k(t)$ for some $t \in K \backslash k$.

## 10

## Cryptography and Function Fields

### 10.1 Introduction

The term cryptography comes from the two Greek words: kryptós (hidden, secret) and gráphein (to write). In this way, cryptography may be understood as a method of writing in a secret way. More precisely, it is the art of transforming written information from its original or standard form to one that cannot be understood unless one knows a secret key.

Cryptography consists of two processes. The first one, called encryption, is a way of codifying the information, which means concealing it in a such a way that it becomes unintelligible to persons that are not authorized to read it; various methods are known for keeping messages or data secret. The second and inverse process is the decryption of the codified message; in order to decode or decipher the codified message, one needs special knowledge.

Let us assume that a person, who from now on will be called Arnold, wishes to share a given piece of information with another person, say Charlotte, in such a way that no one other than Charlotte can understand it. We will say that Arnold wants to send a message, which we shall call plaintext, to Charlotte. In order to keep the message inaccessible to eavesdroppers and understandable by Charlotte only, Arnold codifies it, obtaining in this way a new message, which will be called ciphertext. Once Charlotte receives the message, she decodes it, obtains the plaintext, and reads it.

How does such a process work? First of all, Arnold needs to use an encryption key in order to obtain the ciphertext from the original message; second, Charlotte must use a decryption key to be able to decipher the message and obtain the plaintext. The decryption key must be kept secret from everyone else so that the method can work properly

There are two basic types of codification: symmetric and asymmetric. Let us assume that the encryption and decryption keys are called $a$ and $b$ respectively. We say that the codification system is symmetric if $a=b$ or $b$ can be computed easily from $a$. Observe that if Arnold and Charlotte are using a symmetric system, they need to exchange the secret key before they begin sending each other information.

In symmetric cryptography, exchanging keys is a process of capital importance, since if $a$ is not kept secret anyone could deduce $b$ from $a$ and then decipher the message.

In the case of an asymmetric cryptosystem, $a$ and $b$ are distinct and the computation of $b$ from $a$ is not achievable. The advantage of such a system is that $a$ may be made public without danger. Asymmetric systems work as follows: If Charlotte wishes to receive an encrypted message, she publishes the encryption key $a$ while keeping $b$ secret. When Arnold sends a message to Charlotte, he uses $a$ to obtain the ciphertext. Only Charlotte can decipher the message, since she is the only one who knows $b$; not even Arnold would be able to obtain the original message from the encrypted one.

For the mentioned reason, asymmetric cryptosystems are called public-key cryptosystems. Some of the most popular public-key systems will be described in Section 10.2.

Symmetric cryptosystems used to work efficiently when communication systems were still restricted, for instance, between spies and intelligence and counterintelligence agencies (if one may call that intelligence). In these cases a small number of select persons know the keys from the beginning, and they are the only ones who use them.

Nowadays the situation has changed drastically; all kinds of persons, and not only at governmental levels, use cipher systems to exchange information. This is done in big businesses such as banks and credit card companies, etc. At the personal level, cryptosystems are used for various purposes, for example exchanging scientific papers between various collaborators who prefer to keep their work unpublicized in order to avoid plagiarism. It is in such cases that public-key cryptosystems are useful; indeed, sometimes it is not possible for several persons who live at a distance from one another to get together and agree on a secret key.

### 10.2 Symmetric and Asymmetric Cryptosystems

One of the simplest cryptosystems is the so-called Caesar cipher. In this case, the plaintext is written using the twenty-six usual letters of the alphabet $\Sigma=$ $\{A, B, C, \ldots, Z\}$. The encryption and decryption keys are one and the same, namely $a=b \in \Omega=\{0,1, \ldots, 25\}$, where each letter of the alphabet is identified with a member of $\Omega$. The codification scheme is

$$
\begin{aligned}
\varphi: \Sigma & \rightarrow \Sigma, \\
x & \mapsto x+a \bmod 26 .
\end{aligned}
$$

The decoding function is

$$
\begin{aligned}
\psi: \Sigma & \rightarrow \Sigma \\
y & \mapsto y-b \bmod 26 .
\end{aligned}
$$

Arnold and Charlotte just need to know $a$ in order to exchange information. Since we have only 26 choices for $a$, it is easy to guess its value and thus to obtain the plaintext from the ciphertext. This shows that the Caesar cipher is quite unsecured.

A major problem with symmetric cryptosystems is key distribution and key management. If Arnold and Charlotte use such a system, they must exchange the secret key before exchanging messages.

In public-key systems, key exchange is no longer a problem. Charlotte makes public the encryption key $a$ so that anyone who wants to send a message to her uses $a$. When Charlotte receives a ciphertext, she uses the decryption key $b$ that she has kept secret.

The most popular public-key cryptosystem is the RSA cryptosystem, named after Ron Rivest, Adi Shamir, and Len Adleman, created in 1978 [123]. In fact, this was one of the first public-key cryptosystems to be invented, and nowadays it remains the most important one. The security of this cryptosystem is due to the difficulty of finding the factorization of a composite positive integer that is the product of two large primes. Let us see how it works.

Charlotte finds two large prime numbers $p$ and $q$ and computes $n=p q$. Then she chooses any integer $a$ such that $1<a<\varphi(n)=(p-1)(q-1)$ and $\operatorname{gcd}(a, \varphi(n))=1$. Because of this choice, there exists $b \in\{0, \ldots, \varphi(n)-1\}$ such that $a b \equiv 1 \bmod \varphi(n)$. The number $b$ can be computed using the extended Euclidean algorithm ([12]).

Charlotte publishes the pair $(n, a)$ and her private key is $b$. Note that if an attacker or an eavesdropper is able to find the prime factorization of $n$, then (s)he can easily find $b$ and the system breaks down. Therefore the security of the system depends on making the factorization of $n$ infeasible. If $p$ and $q$ are sufficiently large, it seems that nobody yet knows how to factor $n$.

Let the plaintext be an integer $m$ such that $0 \leq m<n$. The ciphertext is $c:=$ $m^{a} \bmod n$. If Arnold wants to send the message $m$ to Charlotte, then since he knows $a$ and $n$, he can encrypt $m$ and send $c$.

Example 10.2.1. Let $p=17$ and $q=29$. Then $n=17 \times 29=493$ and $\varphi(n)=$ $(p-1)(q-1)=16 \times 28=448$. Let $a=5$. Then $b=269$. If $m=75$ is the plaintext, then $c=75^{5} \bmod 493=249$ is the ciphertext.

Note that $c^{269} \bmod 493=75=m$.
Now, the way Arnold sends a message is as follows. Assume that the alphabet contains $N$ letters and he assigns to each letter a unique number between 0 and $N-1$. Set $t:=\left[\log _{N} n\right]$ and assume that Arnold has a text $m_{1} m_{2} \ldots m_{k}$, where each $m_{i}$ is the number corresponding to a letter. Then he defines

$$
m:=\sum_{i=1}^{t} m_{i} N^{t-i}
$$

We have $0 \leq m \leq(N-1) \sum_{i=1}^{t} N^{t-i}=N^{t}-1<n$. Let $c:=m^{a} \bmod n$ be the ciphertext, and write $c$ in base $N$.

Since $0 \leq c<n<N^{t+1}$, the $N$-adic expansion of $c$ has length at most $t+1$, that is,

$$
c=\sum_{i=0}^{t} c_{i} N^{t-i} \quad \text { with } \quad c_{i} \in\{0,1, \ldots, N-1\} \quad \text { for } \quad 0 \leq i \leq t
$$

Therefore the encrypted message consists of the integer $c=c_{0} c_{1} \ldots c_{k}$.
Example 10.2.2. Suppose that our alphabet consists of the set of vowels $\{a, e, i, o, u\}$, that is, $N=5$. In the setting of Example 10.2 .1 we have $k=\left[\log _{5} 493\right]=3$ since $5^{3}=125<493<625=5^{4}$. The numerical assignment of our alphabet is

$$
\begin{aligned}
a & \mapsto 0, \\
e & \mapsto 1, \\
i & \mapsto 2, \\
o & \mapsto 3, \\
u & \mapsto 4 .
\end{aligned}
$$

If Arnold encrypts eio, which corresponds to 123, he obtains

$$
m=1 \times 5^{2}+2 \times 5+3 \times 5^{0}=25+10+3=38
$$

The encrypted integer is

$$
c=38^{5} \bmod 493=208
$$

Writing 208 in its 5-adic expansion, we obtain

$$
208=1 \times 5^{3}+3 \times 5^{2}+1 \times 5+3 \times 5^{0}
$$

Therefore the ciphertext is eoeo, which corresponds to 1313. Again note that $208^{269} \bmod 493=38$.

The reason why the RSA system works is the following elementary result.
Theorem 10.2.3. If $p$ and $q$ are distinct prime numbers, $n=p q, \varphi(n)=(p-1)(q-$ $1)$, and $a$ is such that $(a, \varphi(n))=1$, whenever $0 \leq m<n$ we have

$$
\left(m^{a}\right)^{b} \bmod n=m
$$

where $b$ is such that $a b \equiv 1 \bmod \varphi(n)$.
Proof. Exercise 10.9.1.

### 10.3 Finite Field Cryptosystems

As we already mentioned in Section 10.2, the RSA cryptosystem is the most important public-key cryptosystem. The concept of a public key was defined by Diffie and Hellman in 1976 ([29]); the difference with respect to symmetric cryptosystems lies in the idea of using a one-way function for encryption.

There are several public-key cryptosystems. We are interested in elliptic and hyperelliptic cryptosystems, which are applications of elliptic and hyperelliptic function fields. We will study these cryptosystems later on.

First we introduce some concepts that are necessary in studying the feasibility, security, and efficiency of a cryptosystem.

### 10.3.1 The Discrete Logarithm Problem

Let $\mathbb{F}_{p}^{*}=\{1,2, \ldots, p-1\}$ be the multiplicative group of the finite field of $p$ elements. We choose an element $g$ of $\mathbb{F}_{p}^{*}$, which will be called the "base." The discrete logarithm problem in $\mathbb{F}_{p}^{*}$ with respect to the base $g$ is that of, given $y \in \mathbb{F}_{p}^{*}$, determining an integer $x$ such that $y=g^{x}$ (that is, $x^{"}=" \log _{g} y$ ). Of course, the existence of $x$ is equivalent to $y$ belonging to the subgroup of $\mathbb{F}_{p}^{*}$ generated by $g$.

The discrete logarithm problem can be defined for any finite group. More precisely:

Definition 10.3.1. The discrete logarithm problem for the finite group $G$ is the following: given a base $g \in G$ and $y \in G$, find $x \in \mathbb{Z}$ such that $g^{x}=y$ if such an $x$ exists, that is, if $y \in\langle g\rangle$. In other words, the discrete logarithm problem consists in finding $x=\log _{g} y$.

Another useful concept for making a cryptosystem realizable is that of a hash function. The idea behind these functions is that in order to make a cryptosystem secure, we need keys that require a lot of space, often much more than what is realistically possible. For instance, we frequently need several numbers, each of which has several thousand digits. To be able to reduce the quantity of space, we use a function, say $H: \mathbb{Z} / s \mathbb{Z} \rightarrow \mathbb{Z} / t \mathbb{Z}$, where $s$ is much larger than $t$. Usually $s$ is of the order of several millions of bits and $t$ is smaller than 200 bits. Since $t<s$, the function $H$ is not injective. We say that $H$ is a hash function if its values can be computed in an easy and efficient way, and if on the other hand it is not computationally feasible to find two distinct elements $x_{1}, x_{2}$ such that $H\left(x_{1}\right)=H\left(x_{2}\right)$.

Definition 10.3.2. A cryptographic hash function is a function $H: \mathbb{Z} / s \mathbb{Z} \rightarrow \mathbb{Z} / t \mathbb{Z}$ such that $s>t$ and:
(i) Given $m, H(m)$ can be easily computed.
(ii) Given $n$, it is not computationally feasible to find $m$ such that $H(m)=n$. We say that $H$ is preimage resistant.
(iii) It is not computationally feasible to find $x_{1}, x_{2} \in \mathbb{Z} / s \mathbb{Z}$ such that $x_{1} \neq x_{2}$ and $H\left(x_{1}\right)=H\left(x_{2}\right)$. We say that $H$ is collision resistant .

There exist several good hash functions. For a complete discussion see [110].
Another issue to be considered in cryptography is that concerning the signature of the message. When Charlotte receives a message that supposedly comes from Arnold, she must make sure with a reasonable degree of certainty that Arnold is really the one signing the message. Whenever one sends a message, it must be sent together with a digital and nonfalsifiable signature; that is what we mean by a digital signature.

### 10.3.2 The Diffie-Hellman Key Exchange Method and the Digital Signature Algorithm (DSA)

Assume that Arnold and Charlotte want to agree upon an integer to be used as a key for their private-key cryptosystem. They must use some public communication channel
like the Internet, telephone, e-mail, or regular mail in order to achieve this agreement. First of all, both of them agree on a large prime number $p$ and a base $g \in \mathbb{F}_{p}^{*}$. This is agreed publicly, so any eavesdropper knows $p$ and $g$. Second, Arnold secretly chooses a large number $a<p$, computes $g^{a} \bmod p$, and communicates his result to Charlotte. Meanwhile, Charlotte does the same: she secretly chooses a large integer $b<p$ and communicates $g^{b} \bmod p$ to Arnold. Finally, they agree upon a key, which will be the integer $g^{a b} \in \mathbb{F}_{p}^{*}$.

The eavesdropper knows $g, g^{a}$, and $g^{b} \in \mathbb{F}_{p}^{*}$, and faces the problem of finding $g^{a b}$. This is the Diffie-Hellman problem. It is known that anyone who can solve the discrete logarithm problem in $\mathbb{F}_{p}^{*}$ can solve the Diffie-Hellman problem as well. The converse is still an open question ([84]).

Now we present a digital signature public-key cryptosystem that was proposed in 1991. It is the analogue to the older Data Encryption Standard, which is a private-key cryptosystem. This cryptosystem is called the Digital Signature Algorithm (DSA). Let us see how it works.

Arnold chooses a large prime number $p$, say that $p$ is of order about $10^{50}$. This can be achieved using a random number generator and a primality test (see [12]). Secondly, he chooses a second prime number $\ell \equiv 1 \bmod p$ of more than 512 bits and whose number of bits is a multiple of 64 . Hence $\ell$ is larger than $10^{154}$.

Thirdly, Arnold chooses a generator of the unique cyclic subgroup of $\mathbb{F}_{\ell}^{*}$ of order $p$ by computing $y=g_{0}^{(q-1) / p} \bmod \ell$ for a random integer $g_{0}$; note that if $y \neq 1$, then $g_{0}$ is a generator.

Finally Arnold takes a random integer $x$ such that $0<x<p$ as his secret key, and sets as his public key $z=g^{x} \bmod p$.

If Arnold sends a message, he first applies a hash function to the plaintext, obtaining an integer $H$ such that $0<H<p$. Next, he chooses an integer $k$, computes $g^{k} \bmod \ell=A$, and sets $r=A \bmod p$. Finally, let $t k \equiv H+x r(\bmod p)$. Arnold's signature is then the pair $(r, t) \bmod p$.

Charlotte verifies the signature as follows. Let $\alpha=t^{-1} H \bmod p$ and $\beta=$ $t^{-1} r \bmod p$, and consider $g^{\alpha} z^{\beta} \bmod \ell$. If $g^{\alpha} z^{\beta} \equiv r \bmod p$, then Charlotte is reasonably satisfied.

The DSA signature scheme uses relatively short signatures, since they consist of numbers of order about $10^{50}$. The security of the system depends on the nontreatability of the discrete logarithm problem in the large-order field $\mathbb{F}_{\ell}$. The DSA seems to have attained a fairly high level of security without sacrificing small signature storage and implementation time.

We are interested in a variant of DSA using elliptic function fields, which is even harder to break than the DSA described in this subsection.

### 10.4 Elliptic Function Fields Cryptosystems

Elliptic curves and elliptic function fields can be used to implement public-key cryptosystems. The Diffie-Hellman key exchange described in Section 10.3.2 can be implemented in this case if instead of using finite fields we use elliptic function fields
over finite fields. We will also present a variant of the DSA given in Section 10.3.2 using elliptic function fields.

Elliptic cryptosystems were first proposed in 1985 by Neal Koblitz [81] and Victor Miller [111]. There are two good reasons for using these cryptosystems. The first one is that there exists only one finite field of $q$ elements, whereas there are many elliptic function fields over $\mathbb{F}_{q}$. The second and more important one is the absence of subexponential-time algorithms to break the system if the elliptic function field is chosen to be nonsupersingular. In fact, Menezes, Okamoto, and Varistone [109] found a way to tackle the discrete logarithm problem using the Weil pairing in elliptic curves to embed them in $\mathbb{F}_{q^{k}}^{*}$, thus reducing the discrete logarithm problem to the discrete logarithm problem in $\mathbb{F}_{q^{k}}^{*}$. This is useful only if $k$ is small; in fact, the only elliptic curves for which $k$ is small are essentially the supersingular ones. The supersingular elliptic function fields are those such that $C_{0, K \bar{F}_{q}}(p)=\{1\}$, where $p$ is the characteristic.

Now, $K$ is a supersingular elliptic function field over $\mathbb{F}_{q}$ if and only if $N_{1}\left(\mathbb{F}_{q}\right) \equiv$ $1 \bmod p$, where $N_{1}\left(\mathbb{F}_{q}\right)$ denotes the number of prime divisors of degree 1 (see [157, Proposition 4.29]). Moreover, as a consequence of the Riemann hypothesis (Theorem 7.2.9 (iv)), if $p \geq 5$, then $K$ is supersingular if and only if $N_{1}\left(\mathbb{F}_{p}\right)=p+1$.

Therefore we must choose a nonsupersingular elliptic function field. Even though nobody seems to know how to find a subexponential-time algorithm for the discrete logarithm problem on nonsupersingular elliptic function fields, the progress made in computing discrete logarithms for finite fields and in factoring integers implies that the key sizes necessary for the public-key systems to be secure grow every single day.

### 10.4.1 Key Exchange Elliptic Cryptosystems

In this subsection we present the Diffie-Hellman key exchange adapted for elliptic function fields. Let $\mathbb{F}_{q}$ be a finite field and let $K$ be an elliptic function field with exact field of constants $\mathbb{F}_{q}$. Let $M_{K}$ be the set of prime divisors of $K$ of degree 1. Choose $\mathfrak{P}_{0} \in M_{K}$ such that $K=\mathbb{F}_{q}(x, y)$ with $\mathfrak{N}_{x}=\mathfrak{P}_{0}^{2}, \mathfrak{N}_{y}=\mathfrak{P}_{0}^{3}$ and let

$$
\begin{aligned}
\varphi: M_{K} & \rightarrow C_{K, 0} \\
\mathfrak{P} & \mapsto\left[\frac{\mathfrak{P}}{\mathfrak{P}_{0}}\right]
\end{aligned}
$$

be the bijection given in Proposition 9.6.9 and Equation (9.74). Therefore the set of prime divisors of degree 1 forms an abelian group.

To any prime divisor $\mathfrak{P} \neq \mathfrak{P}_{\infty}$, where $\mathfrak{P}_{\infty}=\mathfrak{P}_{0}$ is the infinite prime, corresponds a unique rational point $(a, b) \in \mathbb{F}_{q}^{2}$ satisfying the defining equation

$$
y^{2}-h(x) y=f(x)
$$

of the elliptic function fields, where $f(x)$ is a polynomial of degree 3 (see Exercise 10.9.1). Here $h(x)=0, f(x)$ is square-free if char $k \neq 2$ and $h(x) \neq 0$, and $\operatorname{deg} h(x) \leq 1$ if char $k=2$ (see Exercise 10.9.2). The infinite prime $\mathfrak{P}_{\infty}$ corresponds to the point at infinity $(\infty, \infty)$.

First we choose a random prime divisor of degree one in an elliptic function field $K$ as the key. Of course, Arnold and Charlotte have agreed in advance on a method to convert an arbitrary point on an elliptic curve or a prime divisor of degree one on an elliptic function field into an integer. One way to do this is to use the fact that to any prime divisor of degree one corresponds a rational point $(a, b) \in \mathbb{F}_{q}^{2}$ of the corresponding elliptic curve over $\mathbb{F}_{q}$ and then to convert $a \in \mathbb{F}_{q}$ into an integer after choosing a suitable map from $\mathbb{F}_{q}$ to $\mathbb{Z}$.

Next, Arnold and Charlotte choose an elliptic function field $K$ over $\mathbb{F}_{q}$ where the discrete logarithm problem is hard, and a prime divisor $\mathfrak{p} \in \mathbb{P}_{K}$ of degree one. Now Arnold chooses an integer $\alpha$, computes $\mathfrak{p}_{\alpha}:=\mathfrak{p}^{\alpha}$, and sends $\mathfrak{p}^{\alpha}$ to Charlotte. In the same way, Charlotte chooses a secret integer $\beta$, computes $\mathfrak{p}_{\beta}:=\mathfrak{p}^{\beta}$, and sends it to Arnold. Now Arnold and Charlotte compute

$$
\mathfrak{p}_{\alpha \beta}=\mathfrak{p}_{\beta \alpha}=\mathfrak{p}_{\alpha}^{\beta}=\mathfrak{p}_{\beta}^{\alpha}=\mathfrak{p}^{\alpha \beta}=\mathfrak{p}^{\beta \alpha} .
$$

Suppose that the eavesdropper John is spying on Arnold and Charlotte. Then John has to find $\mathfrak{P}=\mathfrak{p}^{\alpha \beta}$ knowing $\mathfrak{p}, \mathfrak{p}^{\alpha}$, and $\mathfrak{p}^{\beta}$, but neither $\alpha$ nor $\beta$. John's task is what is called the Diffie-Hellman problem for elliptic curves or elliptic function fields. That is, he has to solve the

## Diffie-Hellman problem for elliptic function fields:

Given $\mathfrak{p}, \mathfrak{p}^{\alpha}$, and $\mathfrak{p}^{\beta}$ in $D_{K}$, compute $\mathfrak{p}^{\alpha \beta}$.
Note that if John solves the discrete logarithm problem in elliptic function fields, he can obtain $\alpha$ using $\mathfrak{p}$ and $\mathfrak{p}^{\alpha}$. Thus he can find $\mathfrak{p}^{\alpha \beta}=\left(\mathfrak{p}^{\beta}\right)^{\alpha}$. That is, the elliptic function field discrete logarithm problem with respect to the base $\mathfrak{A} \in D_{K}$ is, given $\mathfrak{B} \in D_{K}$, to find $a \in \mathbb{Z}$ such that $\mathfrak{B}=\mathfrak{A}^{a}$ if such an $a$ exists. Therefore, if John can solve the discrete logarithm problem, then he can solve the Diffie-Hellman problem.

### 10.5 The EIGamal Cryptosystem

The ElGamal cryptosystem [33] is quite close to the Diffie-Hellman key exchange, and its security is based on the difficulty of solving the Diffie-Hellman problem. Let us first consider its implementation in the finite field $\mathbb{F}_{p}^{*}$.

Let $p$ be a prime number and let $g$ be an element of $\mathbb{F}_{p}^{*}$, preferably but not necessarily a generator. Arnold chooses a random exponent $\alpha \in\{0,1, \ldots, p-2\}$ and computes $a=g^{\alpha} \bmod p$. Arnold's public key is $(p, g, a)$ and his secret key is $\alpha$. Note that in the setting of the Diffie-Hellman protocol, $a$ is Arnold's key, which is fixed in the ElGamal cryptosystem.

When Charlotte wants to encrypt a plaintext $m$, which we will assume, as usual, is an integer in $\{1, \ldots, p-1\}$, she obtains $(p, g, a)$ from Arnold. Then she chooses a random exponent $\beta \in\{1, \ldots, p-2\}$ and computes $b=g^{\beta} \bmod p$.

Again $b$ is Charlotte's key in the Diffie-Hellman cryptosystem. Charlotte finds

$$
c=a^{\beta} m \bmod p
$$

That is, Charlotte encrypts the message $m$ by multiplying it $\bmod p$ by the DiffieHellman key. The ElGamal ciphertext is $(b, c)$.

Once Arnold gets $(b, c)$, he computes

$$
\frac{c}{b^{\alpha}} \equiv c b^{p-1-\alpha} \bmod p
$$

We have

$$
\begin{aligned}
c b^{p-1-\alpha} & \equiv a^{\beta} m g^{\beta(p-1-\alpha)} \equiv a^{\beta} m\left(g^{p-1}\right)^{\beta} g^{-\alpha \beta} \\
& \equiv a^{\beta} m(1) a^{-\beta} \equiv m \bmod p
\end{aligned}
$$

The implementation of the ElGamal cryptosystem for elliptic function fields runs as follows.

Charlotte chooses an elliptic function field $K$ over the finite field $\mathbb{F}_{q}$ such that the discrete logarithm problem is infeasible for $C_{0 K}$. Then she picks a prime divisor $\mathfrak{p}$ of degree one such that the order of the class of $\overline{\mathfrak{p}}$ is a large prime number. Next, she selects a secret integer $\alpha$ and computes $\mathfrak{A}=\mathfrak{p}^{\alpha}$. The elliptic function field $K, \mathbb{F}_{q}, \mathfrak{p}$, and $\mathfrak{A}$ constitute Charlotte's public key. Her private key is $\alpha$.

Now when Arnold wants to send a message to Charlotte, say that it corresponds to a prime divisor of degree one $\mathfrak{q}$, he selects a secret random integer $\beta$ and computes $\mathfrak{B}=\mathfrak{p}^{\beta}$ and $\mathfrak{C}=\mathfrak{q} \mathfrak{A}^{\beta}$. Finally, Arnold sends $(\mathfrak{B}, \mathfrak{C})$ to Charlotte. Charlotte simply computes $\mathfrak{C} \mathfrak{B}^{-\alpha}$. This method works since

$$
\mathfrak{C} \mathfrak{B}^{-\alpha}=\mathfrak{q} \mathfrak{A}^{\beta} \mathfrak{p}^{-\alpha \beta}=\mathfrak{q} \mathfrak{p}^{\alpha \beta} \mathfrak{p}^{-\alpha \beta}=\mathfrak{q}
$$

The eavesdropper John knows Charlotte's public key, namely $K, \mathbb{F}_{q}, \mathfrak{p}$, and $\mathfrak{A}=$ $\mathfrak{p}^{\alpha}$ and also $\mathfrak{B}$ and $\mathfrak{C}$. If he could solve the discrete logarithm problem, he could get $\alpha$ from $\mathfrak{p}$ and $\mathfrak{A}$, where $\mathfrak{A}=\mathfrak{p}^{\alpha}$ and $\alpha=\log _{\mathfrak{p}} \mathfrak{A}$, and use $\alpha$ to find $\mathfrak{q}=\mathfrak{C} \mathfrak{B}^{-\alpha}$. The same result is obtained if John obtains $\beta$ from $\mathfrak{p}$ and $\mathfrak{B}, \beta=\log _{\mathfrak{p}} \mathfrak{B}$, and computes $\mathfrak{q}=\mathfrak{C} \mathfrak{A}^{-\beta}$ (where $\mathfrak{C}^{-\beta}=\mathfrak{q} \mathfrak{A}^{\beta} \mathfrak{A}^{-\beta}=\mathfrak{q}$ ).

Thus the security of this method relies on the infeasibility of solving the discrete logarithm problem.

Note that if Arnold chooses $\beta$ all the time, then when he sends two different messages $\mathfrak{q}$ and $\mathfrak{q}_{1}$, we have $\mathfrak{B}=\mathfrak{B}_{1}=\mathfrak{p}^{\beta}$, and hence

$$
\mathfrak{C}_{1} \mathfrak{C}^{-1}=\mathfrak{q}_{1} \mathfrak{p}^{\beta} \mathfrak{q}^{-1} \mathfrak{p}^{-\beta}=\mathfrak{q}_{1} \mathfrak{q}^{-1}
$$

Now, depending on the kind of message, sooner or later $\mathfrak{q}$ is made public (say that the message informing about the status of the stock market has to be published some days later) and John then knows $\mathfrak{q}, \mathfrak{C}_{1}$, and $\mathfrak{C}$, so he knows $\mathfrak{q}_{1}=\mathfrak{C}_{1} \mathfrak{C}^{-1} \mathfrak{q}$.

### 10.5.1 Digital Signatures

As we established in Section 10.3.2, digital signatures are used to legitimate a message or a document. The traditional way, which we use in everyday life, is the written
signature; but when we send a message, secret or not, and the addressee of our message needs to be reasonably sure that the message comes from us, it is necessary to use another kind of signature, namely a digital signature. Here we present the ElGamal digital signature method using elliptic function fields.

Again, our old friends Arnold and Charlotte wish to share some information without the knowledge of John. As before, for several good reasons, Arnold and Charlotte have to use public key exchange. The digital signature must satisfy the following conditions:
(i) The signature must depend on the document or message in such a way that nobody can use it in another message.
(ii) It should be possible for Charlotte to find out that Arnold has sent the message.
First, Arnold must select a public key. He uses an elliptic function field $K$ over $\mathbb{F}_{q}$ such that the discrete logarithm problem cannot be solved (at least for now) for $K$. Let $\mathfrak{p} \in \mathbb{P}_{K}$ be of order $\ell$, usually a very large prime number although this is not necessary. Then Arnold chooses a secret integer $\alpha$ and computes $\mathfrak{A}=\mathfrak{p}^{\alpha}$. As explained in Section 10.4.1, he chooses a function from $\mathbb{P}_{K}$ to $\mathbb{Z}$ (say $f: \mathbb{P}_{K} \rightarrow \mathbb{Z}, f(\mathfrak{q})=\varphi_{\mathfrak{q}}(x)$, where $\varphi_{\mathfrak{q}}$ is the place corresponding to $\mathfrak{q}$, that is, $f(\mathfrak{q})=\varphi_{\mathfrak{q}}(x)=x \bmod q$ where $K=k(x, y)$, $y^{2}=u(x)$ or $\left.y^{2}+y=u(x)\right)$.

The public information given by Arnold is $K, f, \mathfrak{p}$, and $\mathfrak{A}$. Now when Arnold sends a message, he first represents it as an integer $m$ (see Section 10.2) and selects an integer $\beta$ that is relatively prime to $\ell$. Next he computes $\mathfrak{B}=\mathfrak{p}^{\beta}$ and takes $\gamma \equiv$ $\beta^{-1}(m-\alpha f(\mathfrak{B})) \bmod \ell$. Recall that $\mathfrak{B}$ is represented by a pair $(a, b)$ satisfying the equation that defines $K$ (see Exercise 10.9.3).

The signed ciphertext is $(m, \mathfrak{B}, \gamma)$. In this way $m$ is not kept secret. If Arnold wants to make $m$ secret, he may use any cryptosystem to perform this task. The main point is that Charlotte receives $(m, \mathfrak{B}, \gamma)$ or $\left(m^{\prime}, \mathfrak{B}, \gamma\right)$; in the former case, $m$ is not secret, and in the latter $m^{\prime}$ is the encryption of $m$ and Charlotte wants to verify that Arnold is sending the message.

Charlotte computes $\mathfrak{C}=\mathfrak{A}^{f(\mathfrak{B})} \mathfrak{B}^{\gamma}$ and $\mathfrak{D}=\mathfrak{p}^{m}$. If the signature is valid then

$$
\mathfrak{C}=\mathfrak{A}^{f(\mathfrak{B})} \mathfrak{B}^{\gamma}=\mathfrak{p}^{\alpha f(\mathfrak{B})} \mathfrak{p}^{\beta \gamma}=\mathfrak{p}^{\alpha f(\mathfrak{B})+(m-\alpha f(\mathfrak{B}))}=\mathfrak{p}^{m}=\mathfrak{D} .
$$

Therefore, if $\mathfrak{C}=\mathfrak{D}$ Charlotte can be reasonably sure that the signature is valid.
Again we see that if John is able to compute discrete logarithms, then he can use $\mathfrak{p}$ and $\mathfrak{A}$ to find $\alpha=\log _{\mathfrak{p}} \mathfrak{A}$, and this enables him to sign any message as if he were Arnold.

Now, Arnold's secret keys are $\alpha$ and $\beta$ and he must use a different $\beta$ for every document. Indeed, assume he keeps the same $\beta$ every time, say that he sends two messages $m$ and $m^{\prime}$ with $\beta=\beta^{\prime}$. Then John gets $(m, \mathfrak{B}, \gamma)$ and ( $m^{\prime}, \mathfrak{B}^{\prime}, \gamma^{\prime}$ ) but $\mathfrak{B}=\mathfrak{p}^{\beta}=\mathfrak{p}^{\beta^{\prime}}=\mathfrak{B}^{\prime}$, so he recognizes that the same key has been used. Thus, John obtains

$$
\beta \gamma \equiv(m-\alpha f(\mathfrak{B})) \bmod \ell
$$

and

$$
\beta \gamma^{\prime} \equiv\left(m^{\prime}-\alpha f(\mathfrak{B})\right) \bmod \ell
$$

He deduces that $\beta\left(\gamma-\gamma^{\prime}\right) \equiv\left(m-m^{\prime}\right) \bmod \ell$, which implies that if $r$ is the greatest common divisor of $\ell$ and $\gamma-\gamma^{\prime}(r=1$ if $\ell$ was chosen to be prime), then $r$ divides $m-m^{\prime}$ and

$$
\beta \equiv\left(\frac{\gamma-\gamma^{\prime}}{r}\right)^{-1}\left(\frac{m-m^{\prime}}{r}\right) \bmod \frac{\ell}{r} \equiv A \bmod \frac{\ell}{r}, \quad 0<A \leq \frac{\ell}{r}-1
$$

Thus $\beta \in\{i A \mid 1 \leq i \leq r\}$. Then John tries these $r$ values and obtains $\beta$ (that is, until he gets $\mathfrak{B}=\mathfrak{p}^{\beta}$ ). Once he knows $\beta$ he can obtain $\alpha$ as follows. He knows $\gamma, f(\mathfrak{B})$, and $m$. From

$$
\alpha f(\mathfrak{B}) \equiv(m-\beta \gamma) \bmod \ell
$$

he obtains, as before, $r=\operatorname{gcd}(f(\mathfrak{B}), \ell)$ possible values for $\alpha$. Each candidate can be tested until $\mathfrak{A}=\mathfrak{p}^{\alpha}$ is reached.

### 10.6 Hyperelliptic Cryptosystems

In 1989, Koblitz [83] generalized the use of elliptic curve cryptosystems to the use of hyperelliptic curves. In this section we show how hyperelliptic function fields may be used in cryptography. We shall see that among all function fields, the hyperelliptic ones are differentiated by some special properties. Of course, one can consider elliptic fields as forming part of the class of hyperelliptic fields although they are formally defined otherwise. Everything presented in the rest of the chapter is valid for fields of elliptic functions.

The main reason why hyperelliptic fields may be used in cryptography is that their group of divisor classes of degree 0 has some special representatives that can be operated within a computationally feasible algorithmic form. This does not happen with other function fields.

Let $K=\mathbb{F}_{q}(x, y)$ be a hyperelliptic function field where $K / \mathbb{F}_{q}(x)$ is a quadratic separable extension. Thus the defining equation of $K$ is

$$
\begin{equation*}
y^{2}=g(x) \in \mathbb{F}_{q}[x] \quad \text { if } \quad \text { char } K \neq 2 \tag{10.1}
\end{equation*}
$$

and

$$
\begin{equation*}
y^{2}-y=g_{1}(x) \in \mathbb{F}_{q}(x) \quad \text { if } \quad \text { char } K=2 \tag{10.2}
\end{equation*}
$$

where $g(x)$ is square-free, $g_{1}(x)=\frac{\alpha(x)}{\beta(x)}, \alpha(x), \beta(x)$ are relatively prime elements of $\mathbb{F}_{q}[x]$, and if $p(x)$ is an irreducible polynomial dividing $\beta(x)$, then the power of $p(x)$ dividing $\beta(x)$ is odd.

Assume that the infinite prime of $\mathbb{F}_{q}(x)$ or, more precisely, the pole divisor of $x$ in $\mathbb{F}_{q}(x)$, ramifies in $K$. Let $g$ be the genus of $K$. Then the defining equation of $K=\mathbb{F}_{q}(x, y)$ can be written as

$$
\begin{equation*}
y^{2}-h(x) y=f(x) \tag{10.3}
\end{equation*}
$$

where $h(x)$ is a polynomial of degree at most $g, h(x)=0$ if char $K \neq 2, h(x)$ is nonzero and relatively prime to $f(x)$ if char $K=2$, and $f(x)$ is a polynomial of degree $2 g+1$. Furthermore, we may choose $h(x)$ and $f(x)$ as follows. If char $K=2$, the ramified primes in $K / k(x)$ are precisely the infinite prime and the prime divisors of $h(x)$; if char $K \neq 2$, then $f(x)$ is square-free and the ramified primes in $K / k(x)$ are the infinite prime and the prime divisors of $f(x)$ (see Exercise 10.9.2). We will denote the infinite prime in $K$ by $\mathfrak{P}_{\infty}$ and the infinite prime in $k(x)$ by $\mathfrak{p}_{\infty}$.

The following definition is standard in algebraic geometry.
Definition 10.6.1. Given any function field $K / k$, the group $C_{K, 0}$ of divisor classes of degree 0 is called the Jacobian of $K$. It will be also denoted by $\mathbb{J}_{K}$, or simply $\mathbb{J}$ if the underlying field $K$ is implicitly known.

In the case of a hyperelliptic function field over an algebraically closed field, there is a way to represent every member of $\mathbb{J}$ : every class $C$ contains a unique reduced divisor. That is, there is a correspondence between reduced divisors and the Jacobian of $K$. Furthermore, there are algorithms that are computationally feasible that multiply two reduced divisors and provide the reduced divisor in the class of the product.

In the rest of this section, $K=k(x, y)$ will be a hyperelliptic function field over an algebraically closed field of constants $k$.

Definition 10.6.2. Let $K=k(x, y)$ be a hyperelliptic function field over an algebraically closed field $k$ (usually $k=\overline{\mathbb{F}}_{q}$ ) given by Equation 10.3. A divisor $\mathfrak{A} \in D_{K, 0}$ of degree 0 is called reduced if:
(1) $\mathfrak{A}=\frac{\mathfrak{B}}{\mathfrak{P}_{\infty}^{n}}$, where $\mathfrak{B}$ is an integral divisor of degree $n$ that is relatively prime to $\mathfrak{P}_{\infty}$.
(2) If $\mathfrak{p} \in \mathbb{P}_{k(x)}$ is not ramified and $\operatorname{con}_{k(x) / K} \mathfrak{p}=\mathfrak{P} \mathfrak{P}^{\prime}$, then $v_{\mathfrak{P}}(\mathfrak{B})>0$ implies that $v_{\mathfrak{P}^{\prime}}(\mathfrak{B})=0$.
(3) If $\mathfrak{p} \in \mathbb{P}_{k(x)}$ is ramified, $\mathfrak{p} \neq \mathfrak{p}_{\infty}$, and $\operatorname{con}_{k(x) / K} \mathfrak{p}=\mathfrak{P}^{2}$, then $v_{\mathfrak{P}}(\mathfrak{B}) \in\{0,1\}$.
(4) $\operatorname{deg}_{K} \mathfrak{B}=n \leq g=g_{K}$.

If $\mathfrak{A}$ satisfies (1)-(3), then $\mathfrak{A}$ is said to be semireduced.
The reasons to consider hyperelliptic function fields and not a general function field for cryptosystem issues are the following:
(i) Every class divisor of degree 0 can be represented in a unique way by a reduced divisor.
(ii) Every reduced divisor can be represented by two explicit functions.
(iii) The sum of two reduced divisors can be effectively computed.

Before proving these facts, we give the following notation and definition.

Definition 10.6.3. Given any two divisors $\mathfrak{A}, \mathfrak{A}_{1} \in D_{K, 0}$, we define the 0 -greatest common divisor of $\mathfrak{A}$ and $\mathfrak{A}_{1}$ as

$$
\begin{array}{cl}
{\left[\mathfrak{A}, \mathfrak{A}_{1}\right]_{0}:=\mathfrak{A}_{2},} & \text { where } \\
v_{\mathfrak{P}}\left(\mathfrak{A}_{2}\right)=\min \left\{v_{\mathfrak{P}}(\mathfrak{A}), v_{\mathfrak{P}}\left(\mathfrak{A}_{1}\right)\right\} & \text { for } \mathfrak{P} \neq \mathfrak{P}_{\infty} \quad \text { and } \\
v_{\mathfrak{P}}\left(\mathfrak{A}_{2}\right)=-\sum_{\mathfrak{P} \neq \mathfrak{P}_{\infty}} v_{\mathfrak{P}}\left(\mathfrak{A}_{2}\right) .
\end{array}
$$

Notice that $\mathfrak{A}_{2} \in D_{K, 0}$.
The following result is due to Mumford [114].
Theorem 10.6.4. Let $\mathfrak{A}=\prod_{\mathfrak{P}} \mathfrak{P}^{v \mathfrak{P}(\mathfrak{A l}}=\prod_{i=1}^{r} \mathfrak{P}_{i}^{\alpha_{i}} \cdot \mathfrak{P}_{\infty}^{\beta}$ be a semireduced divisor and assume that for $1 \leq i \leq r$, we have, $\mathfrak{P}_{i} \cap k[x]=\mathfrak{p}_{i},\left(x-a_{i}\right)_{k(x)}=\frac{\mathfrak{p}_{i}}{\mathfrak{p}_{\infty}}, \mathfrak{P}_{i} \cap k[y]=$ $\mathfrak{q}_{i}$, and $\left(y-b_{i}\right)_{k(x)}=\frac{\mathfrak{q}_{i}}{\mathfrak{q}_{\infty}}$. In other words, if $\varphi_{\mathfrak{P}_{i}}$ is the place corresponding to $\mathfrak{P}_{i}$, then $\varphi_{\mathfrak{P}_{i}}(x)=a_{i}$ and $\varphi_{\mathfrak{P}_{i}}(y)=b_{i}$. If $p(x)=\prod_{i=1}^{r}\left(x-a_{i}\right)^{\alpha_{i}}$, then there exists $a$ unique polynomial $q(x)$ such that:
(1) $\operatorname{deg} q(x)<\operatorname{deg} p(x)$,
(2) $q\left(a_{i}\right)=b_{i}$ for $1 \leq i \leq r$,
(3) $p(x) \mid\left(q(x)^{2}-h(x) q(x)-f(x)\right)$ where $h(x)$ and $f(x)$ are as in Equation (10.3).

Furthermore, we have $\mathfrak{A}=\left[(p(x))_{K},(q(x)-y)_{K}\right]_{0}$.
Proof. Assume that $1 \leq i \leq r$ and $\mathfrak{p}_{i}$ is unramified. Consider $y \in K \mathfrak{P}_{i}=k(x)_{\mathfrak{p}_{i}}$. Since $x-a_{i}$ is a prime element for $\mathfrak{P}_{i}$, then $y=\sum_{j=0}^{\infty} c_{j}\left(x-a_{i}\right)^{j}$ with $c_{0}=b_{i}$.
Define $q_{i}(x):=\sum_{j=0}^{\alpha_{i}-1} c_{j}\left(x-a_{i}\right)^{j}$. We have:
(1) $\operatorname{deg} q_{i}(x) \leq \alpha_{i}-1<\alpha_{i}=\operatorname{deg}\left(x-a_{i}\right)^{\alpha_{i}}$.
(2) $q_{i}\left(a_{i}\right)=c_{0}=b_{i}$.
(3) Reducing the equation $y^{2}-h(x) y=f(x)$ modulo $\left(x-a_{i}\right)^{\alpha_{i}}$ and using the fact that $y \bmod \left(x-a_{i}\right)^{\alpha_{i}}=q_{i}(x)$, we obtain

$$
q_{i}^{2}(x)-h(x) q_{i}(x) \equiv f(x) \bmod \left(x-a_{i}\right)^{\alpha_{i}}
$$

Hence $\left(x-a_{i}\right)^{\alpha_{i}}$ divides $q_{i}(x)^{2}-h(x) q_{i}(x)-f(x)$.
Now if $t(x)$ is another polynomial satisfying (1)-(3), then

$$
\left(x-a_{i}\right)^{\alpha_{i}} \quad \text { divides } \quad\left(q_{i}(x)-t(x)\right)\left(q_{i}(x)+t(x)-h(x)\right) .
$$

In case $h(x)=0$, that is, char $K \neq 2$, we have $y^{2}=f(x), b_{i}^{2}=f\left(a_{i}\right)$. If $\left(x-a_{i}\right)$ divides $q(x)+t(x)$, then $q\left(a_{i}\right)+t\left(a_{i}\right)=2 b_{i}=0$, so $b_{i}=0,\left(x-a_{i}\right) \mid f(x)$ and $\left(x-a_{i}\right) \mid q_{i}(x)$. Since $f(x)$ is square-free, $\left(x-a_{i}\right)^{2}$ does not divide $f(x)$ and $(x-a)^{2}$ divides $q_{i}(x)^{2}$. It follows that $\alpha_{i}=1$ and $q(x)=g(x)=c_{0}=b_{i}=0$ (in fact this case is impossible since $\mathfrak{P}_{i}$ would be ramified).

Now if char $K=2$, we have $h(x) \neq 0$. Because of (2), $\left(x-a_{i}\right)$ divides $\left(q_{i}(x)-\right.$ $t(x))$; then since the ramified primes are precisely those dividing $h(x)$, it follows that
$h\left(a_{i}\right) \neq 0$, so $\left(x-a_{i}\right) \nmid\left(q_{i}(x)-t(x)-h(x)\right)$. Hence $\left(x-a_{i}\right)^{\alpha_{i}}$ divides $\left(q_{i}(x)-t(x)\right)$. Since $\operatorname{deg}\left(q_{i}(x)-t(x)\right) \leq \alpha_{i}-1$, we conclude that $q_{i}(x)=t(x)$.

We have shown that in any case, $q_{i}(x)$ is the unique polynomial satisfying (1)-(3).
Now we study the case of $\mathfrak{p}_{i}$ ramified. Then $\alpha_{i}=1$, and hence $q_{i}(x)=b_{i}$ is the unique polynomial satisfying (1)-(3). It follows by the Chinese remainder theorem that there exists a unique polynomial $q(x)$ such that $q(x) \equiv q_{i}(x) \bmod \left(x-a_{i}\right)^{\alpha_{i}}$ for $1 \leq i \leq r$ and $\operatorname{deg} q(x)<\sum_{i=1}^{r} \alpha_{i}$. It is easy to verify that $q(x)$ is the unique polynomial satisfying statements (1)-(3) of the theorem.

Now let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{s}$ be the unramified prime divisors and let $\mathfrak{P}_{s+1}, \ldots, \mathfrak{P}_{r}$ be the ramified ones. Set $\mathfrak{p}_{i}=\mathfrak{P}_{i} \cap k[x]$ and $\operatorname{con}_{k(x) / K} \mathfrak{p}_{i}=\mathfrak{P}_{i} \mathfrak{P}_{i}^{\prime}$ for $1 \leq i \leq s$. Then

$$
(p(x))_{K}=\frac{\prod_{i=1}^{s}\left(\mathfrak{P}_{i} \mathfrak{P}_{i}^{\prime}\right)^{\alpha_{i}} \prod_{i=s+1}^{r} \mathfrak{P}_{i}^{2 \alpha_{i}}}{\mathfrak{P}_{\infty}^{\alpha}} \quad \text { for some } \quad \alpha \geq 0
$$

Now for $q(x)-y$, if $\mathfrak{P}$ is distinct from $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}, \mathfrak{P}_{\infty}$, then $v_{\mathfrak{P}}(q(x)-y) \geq 0$.
For $1 \leq i \leq s$ we have $y \equiv q(x) \bmod \left(x-a_{i}\right)^{\alpha_{i}}$, so $v_{\mathfrak{P}_{i}}(y-q(x)) \geq \alpha_{i}$.
Finally, for $s+1 \leq i \leq r$, the conjugate of $y-q(x)$ is $-y-q(x)$ if char $k \neq 2$, and $y+h(x)-q(x)$ if char $k=2$. Now the product of $y-q(x)$ and its conjugate is $-y^{2}+q(x)^{2}$ or $y^{2}+h(x) y-h(x) q(x)+q(x)^{2}$, that is, $f(x)-h(x) q(x)+q(x)^{2}$. It is easy to verify that $\left(x-a_{i}\right)^{2} \nmid q(x)^{2}-h(x) q(x)-f(x)$. Therefore $v_{\mathfrak{P}_{i}}(y-q(x))=1$.

We have proved that $\left[(p(x))_{K},(y-q(x))_{K}\right]_{0}=\mathfrak{A}$.

Definition 10.6.5. The divisor $\left[(p(x))_{K},(y-q(x))_{K}\right]_{0}$ will be denoted by $\operatorname{div}(p, q)$.
Another key fact concerning the use of hyperelliptic function fields in cryptography is the following.

Theorem 10.6.6. Let $C \in \mathbb{J}_{K}$ be any element of the Jacobian of $K$. Then there exists a unique reduced divisor $\mathfrak{B}$ in $C$.

In other words, every divisor of degree 0 is equivalent to a unique reduced divisor.
Proof. Let $C$ be any class of degree zero and let $\mathfrak{C} \in C$ be any arbitrary divisor in $C$. Then $\operatorname{deg}_{K}\left(\mathfrak{C P}_{\infty}^{g}\right)=g$. By the Riemann-Roch theorem it follows that

$$
\ell\left(\mathfrak{C}^{-1} \mathfrak{P}_{\infty}^{-g}\right) \geq g-g+1=1
$$

Therefore there exists an integral divisor $\mathfrak{A}$ of degree $g$ such that $\frac{\mathfrak{A}}{\mathfrak{P}_{\infty}^{g}} \in C$. Let $\mathfrak{A}_{1}$ be of degree $n \leq g$, such that $\left(\mathfrak{A}_{1}, \mathfrak{P}_{\infty}\right)=1$ and $\frac{\mathfrak{A}_{1}}{\mathfrak{P}_{\infty}^{n}} \in C$. Note that such an element exists for any function field (such that $\operatorname{deg}_{K} \mathfrak{P}_{\infty}=1$ ).

Next we consider $M$ to be the set of prime divisors other than $\mathfrak{P}_{\infty}$ that are not ramified in $K / k(x)$. Consider the partition $M_{1} \cup M_{2}$ of $M$. If $\mathfrak{p} \in \mathbb{P}_{k(x)}$ splits as $\operatorname{con}_{k(x) / K} \mathfrak{p}=\mathfrak{P} \mathfrak{P}^{\prime}$ and if $v_{\mathfrak{P}}\left(\mathfrak{A}_{1}\right) \geq v_{\mathfrak{P}^{\prime}}\left(\mathfrak{A}_{1}\right)$, then $\mathfrak{P} \in M_{1}$ and $\mathfrak{P}^{\prime} \in M_{2}$. Define

$$
\mathfrak{B}:=\frac{\mathfrak{A}_{1}}{\mathfrak{P}_{\infty}^{n}} \prod_{\mathfrak{P} \in M_{2}}\left(\alpha_{\mathfrak{P}}\right)_{K}^{-v_{\mathfrak{P}}\left(\mathfrak{A}_{1}\right)} \prod_{\substack{\mathfrak{P} \text { ramified } \\ \mathfrak{P} \neq \mathfrak{P}_{\infty}}}\left(\alpha_{\mathfrak{P}}\right)_{K}^{-\left[v_{\mathfrak{P}}\left(\mathfrak{A}_{1}\right) / 2\right]},
$$

where $\left(\alpha_{\mathfrak{P}}\right)_{k(x)}=\frac{\mathfrak{P}_{\mid k(x)}}{\mathfrak{p}_{\infty}}$. Note that

$$
\left(\alpha_{\mathfrak{P}}\right)_{K}=\left\{\begin{array}{l}
\frac{\mathfrak{P}^{2}}{\mathfrak{P}_{\infty}^{2}} \text { if } \mathfrak{P} \text { is ramified, } \\
\frac{\mathfrak{P} \mathfrak{P}^{\prime}}{\mathfrak{P}_{\infty}^{2}} \text { if } \mathfrak{P} \text { is not ramified. }
\end{array}\right.
$$

Thus $\mathfrak{B}=\prod_{\mathfrak{P} \in M_{1}} \mathfrak{P}^{\mathfrak{P} \mathfrak{P}} \prod_{\mathfrak{P} \text { ramified }} \mathfrak{P}^{t \mathfrak{P}} \cdot \mathfrak{P}_{\infty}^{u}$, where $s_{\mathfrak{P}}=v_{\mathfrak{P}}\left(\mathfrak{A}_{1}\right)-v_{\mathfrak{P}}\left(\mathfrak{A}_{1}\right) \geq 0$, $\mathfrak{P} \neq \mathfrak{P}_{\infty}$
$t_{\mathfrak{P}}=v_{\mathfrak{P}}\left(\mathfrak{A}_{1}\right)-2\left[\frac{v_{\mathfrak{P}}(\mathfrak{A})}{2}\right] \in\{0,1\}$, and $u \leq 0$. Clearly $\mathfrak{B}$ is a reduced divisor and $\mathfrak{B} \in C$.

It remains to prove that $\mathfrak{B}$ is unique. Now, since $K$ is hyperelliptic and $\mathfrak{P}_{\infty}$ is ramified, it can be shown that $\ell_{K}\left(\mathfrak{P}_{\infty}^{-2 t}\right)=\ell_{K}\left(\mathfrak{P}_{\infty}^{-(2 t+1)}\right)=t+1$ for $0 \leq t \leq g-1$ and that there is no $\alpha \in K^{*}$ such that $\mathfrak{N}_{\alpha}=\mathfrak{P}_{\infty}^{2 t+1}$ for $0 \leq t \leq g-1$ (see Corollary 14.2.72).

Now for $t \geq 2 g-1$, using the Riemann-Roch theorem we obtain $\ell_{K}\left(\mathfrak{P}_{\infty}^{-t}\right)=$ $t-g+1$.

Next, let $\mathfrak{B}$ be a principal semireduced divisor. Say $(\alpha)_{K}=\mathfrak{B}=\frac{\prod_{i=1}^{t} \mathfrak{P}_{i}}{\mathfrak{P}_{\infty}^{t}}$. Then $t$ is even. Let $\ell_{K}\left(\mathfrak{P}_{\infty}^{-t}\right)=t / 2+1$ and notice that $t / 2 \geq 0$. We have $\ell_{K}\left(\mathfrak{P}_{\infty}^{-t}\right)=$ $\ell_{k(x)}\left(\mathfrak{p}_{\infty}^{-t / 2}\right)$. For each $\mathfrak{P}_{i}$ such that $1 \leq i \leq t$, we set $\left(x-a_{i}\right)_{K}=\frac{\mathfrak{P}_{i} \mathfrak{P}_{i}^{\prime}}{\mathfrak{P}_{\infty}^{2}}$, where $\mathfrak{P}_{i}=\mathfrak{P}_{i}^{\prime}$ if $\mathfrak{P}_{i}$ is ramified and $\mathfrak{P}_{i} \neq \mathfrak{P}_{i}^{\prime}$ otherwise. Thus a basis of $L_{K}\left(\mathfrak{P}_{\infty}^{-t}\right)$ is $\left\{1=\alpha_{0}, \alpha_{1}, \ldots, \alpha_{t / 2}\right\}$, where $\alpha_{i}=\prod_{j=1}^{i}\left(x-a_{j}\right)$.

Therefore $\alpha=\sum_{t=0}^{t / 2} \lambda_{i} \alpha_{i} \in k[x]$. Assume $t \geq 2$. Then $\alpha\left(a_{1}\right)=0$ and $\lambda_{0}=0$, so $\mathfrak{P}_{1}$ and $\mathfrak{P}_{1}^{\prime}$ divide $\mathfrak{N}_{\alpha}$. But this contradicts the fact that $\mathfrak{B}$ is semireduced; it follows that $t=0$ and $\mathfrak{B}=\mathfrak{N}$.

Now let $\mathfrak{B}_{1}$ and $\mathfrak{B}_{2}$ be two reduced divisors in the same class, i.e., $\mathfrak{B}_{1} P_{K}=$ $\mathfrak{B}_{2} P_{K}$. Say $\mathfrak{B}_{1}=\mathfrak{A}_{1} \mathfrak{P}_{\infty}^{-a_{1}}$ and $\mathfrak{B}_{2}=\mathfrak{A}_{2} \mathfrak{P}_{\infty}^{-a_{2}}, \operatorname{deg}\left(\mathfrak{A}_{1} \mathfrak{A}_{2}\right) \leq 2 g$, and as in the first part of the proof, we construct a semireduced divisor $\mathfrak{B}_{3}$ such that $\mathfrak{B}_{3} P_{K}=$ $\mathfrak{B}_{1} \mathfrak{B}_{2}^{-1} P_{K}$.

If we assume that $\mathfrak{B}_{1} \neq \mathfrak{B}_{2}$, there exists a prime divisor $\mathfrak{T}_{1} \neq \mathfrak{P}_{\infty}$ such that $v_{\mathfrak{T}_{1}}\left(\mathfrak{B}_{1}\right) \neq v_{\mathfrak{T}_{1}}\left(\mathfrak{B}_{2}\right)$. We may assume that $v_{\mathfrak{T}_{1}}\left(\mathfrak{B}_{1}\right)>v_{\mathfrak{T}_{1}}\left(\mathfrak{B}_{2}\right)$ and $v_{\mathfrak{T}_{1}}\left(\mathfrak{B}_{1}\right) \geq$ $v_{\mathfrak{T}_{1}^{\prime}}\left(\mathfrak{B}_{2}\right)$ if $\mathfrak{T}_{1} \neq \mathfrak{T}_{1}^{\prime}$. It is easy to see that $v_{\mathfrak{T}_{1}}\left(\mathfrak{B}_{3}\right)>0$, so $\mathfrak{B}_{3} \neq \mathfrak{N}$. This contradicts the equalities $\mathfrak{B}_{1} \mathfrak{B}_{2}^{-1} P_{K}=P_{k}=\mathfrak{B}_{3} P_{K}$. Hence $\mathfrak{B}_{1}=\mathfrak{B}_{2}$.

### 10.7 Reduced Divisors over Finite Fields

We apply the results of Section 10.6 to finite fields. Let $K=k(x, y)$ be the hyperelliptic function field given by Equation (10.3), where $k$ is a finite field. Then $\mathbb{J}_{K}=C_{K, 0}$ is a finite group (Theorem 6.2.2). Now if $\bar{k}$ is an algebraic closure of $k$ and $\bar{K}=K \bar{k}$, then by Exercise 8.7.20 we have $C_{K, 0} \subseteq C_{\bar{K}, 0}$ and each element of $C_{K, 0}$ admits a unique representation as a reduced division $\operatorname{div}(p, q)$, where $p, q \in k[x], \operatorname{deg} p(x) \leq g$, and $\operatorname{deg} q(x)<\operatorname{deg} p(x)$.

Given two reduced divisors $\mathfrak{A}_{1}=\operatorname{div}\left(p_{1}, q_{1}\right)$ and $\mathfrak{A}_{2}=\operatorname{div}\left(p_{2}, q_{2}\right)$, Koblitz [83] presented an algorithm to find the reduced divisor $\mathfrak{A}_{3}=\operatorname{div}\left(p_{3}, q_{3}\right)$ such that $\overline{\mathfrak{A}}_{1} \overline{\mathfrak{A}}_{2}=$ $\overline{\mathfrak{A}}_{3}$. In this way it is possible to compute the Jacobian of a hyperelliptic function field. For general function fields it is difficult to compute the Jacobian.

The first part of the algorithm is as follows:
Let $\mathfrak{A}_{1}=\operatorname{div}\left(p_{1}, q_{1}\right)$ and $\mathfrak{A}_{2}=\operatorname{div}\left(p_{2}, q_{2}\right)$. Set $d_{1}=\left(p_{1}, p_{2}\right)$ and let $\alpha_{1}, \alpha_{2} \in$ $k[x]$ be such that $d_{1}=\alpha_{1} p_{1}+\alpha_{2} p_{2}$. Set $d_{2}=\left(d_{1}, q_{1}+q_{2}-h\right), d_{2}=\beta_{1} d_{1}+\beta_{2}\left(q_{1}+\right.$ $\left.q_{2}-h\right), \gamma_{1}=\alpha_{1} \beta_{1}$, and $\gamma_{2}=\alpha_{2} \beta_{1}, \gamma_{3}=\beta_{2}$. We have

$$
d_{2}=\gamma_{1} p_{1}+\gamma_{2} p_{2}+\gamma_{3}\left(q_{1}+q_{2}-h\right) .
$$

Next, put $p:=\frac{p_{1} p_{2}}{d_{2}^{2}}$ and $q:=\frac{\gamma_{1} p_{1} q_{2}+\gamma_{2} p_{2} q_{1}+\gamma_{3}\left(q_{1} q_{2}+f\right)}{d_{2}} \bmod p$. We obtain the following theorem:

Theorem 10.7.1. $\mathfrak{A}=\operatorname{div}(p, q)$ is a semireduced divisor that satisfies $\overline{\mathfrak{A}}=\overline{\mathfrak{A}}_{1} \overline{\mathfrak{A}}_{2}$.
Proof. [84, Page 173, Theorem 7.1].
The second part of the algorithm starts with a given semireduced divisor $\mathfrak{A}=$ $\operatorname{div}(p, q)$. The task is to find the reduced divisor $\mathfrak{A}_{3}=\operatorname{div}\left(p_{3}, q_{3}\right)$ such that $\overline{\mathfrak{A}}=\overline{\mathfrak{A}}_{3}$ in $C_{K, 0}$.

Let $p_{3}^{\prime}:=\frac{f+h q-q^{2}}{p}$ and $q_{3}^{\prime}=(h-q) \bmod p_{3}^{\prime}$. If $\operatorname{deg} p_{3}^{\prime}>g$ we repeat the process. Once we get deg $p_{3}^{\prime} \leq g$, we finally set $p_{3}:=a^{-1} p_{3}^{\prime}$ and $q_{3}=q_{3}^{\prime}$, where $a$ is the leading coefficient of $p_{3}^{\prime}$. Then $\mathfrak{A}_{3}=\operatorname{div}\left(p_{3}, q_{3}\right)$ is reduced and $\overline{\mathfrak{A}}_{3}=\overline{\mathfrak{A}}$ ([84, p. 176, Theorem 7.2]).

Remark 10.7.2. Note that the computations take place in the field $k$.
Example 10.7.3. Consider the hyperelliptic curve of equation $K=\mathbb{F}_{2^{4}}(x, y)$ over $\mathbb{F}_{2^{4}}=\mathbb{F}_{16}$, where $y^{2}+x(x+\beta) y=x^{5}+1$ and $\beta \in \mathbb{F}_{2^{2}} \backslash \mathbb{F}_{2}$ so $\beta^{2}=\beta+1$. Consider $p(x)=x^{4}+x^{3}+x^{2}+x^{1}+1=\frac{x^{5}+1}{x+1} \in \mathbb{F}_{2}[x]$. Notice that $p(x)$ is irreducible over $\mathbb{F}_{2}[x]$ and let $\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4} \in \mathbb{F}_{16}$ be its roots. Fix one of them, say $\xi=\xi_{1}$.

The ramified prime divisors of $k(x)$ in $K$, where $k:=\mathbb{F}_{2^{4}}$, are $\mathfrak{p}_{0}$ and $\mathfrak{p}_{\beta}$, which correspond to $x$ and $(x+\beta)$ respectively, and the infinite prime $\mathfrak{p}_{\infty}$. Let $\mathfrak{P}_{0}, \mathfrak{P}_{\beta}$, and $\mathfrak{P}_{\infty}$ be the prime divisors in $K$ that lie above $\mathfrak{p}_{0}, \mathfrak{p}_{\beta}$, and $\mathfrak{p}_{\infty}$ respectively. Define $h(x):=x(x+\beta)$ and $f(x):=x^{5}+1=(x+1) p(x)$. If $\mathfrak{p}_{1}$ and $\mathfrak{p}_{\xi}$ are the prime divisors in $k(x)$ corresponding to $x+1$ and $x+\xi$ respectively, then $\mathfrak{p}_{1}$ and $\mathfrak{p}_{\xi}$ split in $K / k(x)$. If $\mathfrak{p}_{1}=\mathfrak{P}_{1} \mathfrak{P}_{1}^{\prime}$ and $\mathfrak{p}_{\xi}=\mathfrak{P}_{\xi} \mathfrak{P}_{\xi}^{\prime}$, then from the defining equation of $K$ we obtain that

$$
\varphi_{\mathfrak{P}_{1}}(y)=0 ; \quad \varphi_{\mathfrak{P}_{1}^{\prime}}(y)=1+\beta ; \quad \varphi_{\mathfrak{P}_{\xi}}(y)=0 ; \quad \varphi_{\mathfrak{P}_{\xi}^{\prime}}(y)=\xi .
$$

In this way we deduce that the divisor of $y$ in $K$ is

$$
(y)_{K}=\frac{\mathfrak{P}_{1} \prod_{i=1}^{4} \mathfrak{P}_{\xi_{i}}}{\mathfrak{P}_{\infty}^{5}}
$$

Now we apply the algorithm to the divisors $\mathfrak{A}_{1}=\frac{\mathfrak{P}_{1} \mathfrak{P}_{\beta} \mathfrak{P}_{\xi}}{\mathfrak{P}_{\infty}^{3}}$ and $\mathfrak{A}_{2}=\frac{\mathfrak{P}_{1}^{\prime} \mathfrak{P}_{0} \mathfrak{P}_{\xi}^{\prime}}{\mathfrak{P}_{\infty}^{3}}$.
Applying the first part of the algorithm we obtain $p_{1}, q_{1}, p_{2}, q_{2}$ such that $\mathfrak{A}_{j}=$ $\operatorname{div}\left(p_{j}, q_{j}\right)$ for $j=1,2$. We have

$$
p_{1}(x)=(x-1)(x-\beta)(x-\xi) ; \quad q_{1}(x)=\frac{1}{\beta+\xi}(x-1)(x-\xi)
$$

and

$$
p_{2}(x)=(x-1) x(x-\xi) ; q_{2}(x)=\left(1+\xi^{-1}\right) x^{2}+\left(1+\xi^{-1}+\beta\right) x+1
$$

Therefore $d_{1}=\left(p_{1}, p_{2}\right)=(x-1)(x-\xi)=\alpha_{1} p_{1}+\alpha_{2} p_{2}$, from which we obtain $\alpha_{1}=\alpha_{2}=\beta+1$. Next, we have $d_{2}=\left(d_{1}, q_{1}+q_{2}+h\right)=(x-1)(x-\xi)$. Thus $d_{2}=\beta_{1} d_{1}+\beta_{2}\left(q_{1}+q_{2}+h\right)=1 \times d_{1}+0 \times\left(q_{1}+q_{2}+h\right)$, that is, $\beta_{1}=1$ and $\beta_{2}=0$. Hence we have $\gamma_{1}=\alpha_{1} \beta_{1}=\alpha_{1}=\beta+1, \gamma_{2}=\alpha_{2} \beta_{1}=\alpha_{2}=\beta+1$, and $\gamma_{3}=\beta_{2}=0$.

In this way, we get

$$
p(x)=\frac{p_{1} p_{2}}{d_{2}^{2}}=x(x-\beta)
$$

and

$$
q(x)=\frac{\gamma_{1} p_{1} q_{2}+\gamma_{2} p_{2} q_{1}+\gamma_{3}\left(q_{1}+q_{2}+f\right)}{d_{2}} \bmod p=x+1
$$

Note that if $\varphi_{\mathfrak{P}_{0}}$ and $\varphi_{\mathfrak{P}_{\beta}}$ are the places associated to $\mathfrak{P}_{0}$ and $\mathfrak{P}_{\beta}$ respectively, we have

$$
\varphi_{\mathfrak{P}_{0}}(y-q)=\varphi_{\mathfrak{P}_{0}}(y)-q(0)=1-1=0
$$

and

$$
\varphi_{\mathfrak{P}_{\beta}}(y-q)=\varphi_{\mathfrak{P}_{\beta}}(y)-q(\beta)=\beta+1-(\beta+1)=0 .
$$

Using this valuation it is easy to check that $v_{\mathfrak{P}_{0}}(y-q)=v_{\mathfrak{P}_{\beta}}(y-q)=1$.
Therefore the semireduced divisor in the class of $\mathfrak{A}_{1} \mathfrak{A}_{2}$ is

$$
\mathfrak{B}=\operatorname{div}(p, q)=\left[(p(x))_{K},(y-q(x))_{K}\right]_{0}=\left[\frac{\mathfrak{P}_{0}^{2} \mathfrak{P}_{\beta}^{2}}{\mathfrak{P}_{\infty}^{4}}, \frac{\mathfrak{P}_{0} \mathfrak{P}_{\beta} \mathfrak{Q}}{\mathfrak{P}_{\infty}^{5}}\right]_{0}=\frac{\mathfrak{P}_{0} \mathfrak{P}_{\beta}}{\mathfrak{P}_{\infty}^{2}}
$$

where $\mathfrak{Q}$ is an integral divisor relatively prime to $\mathfrak{P}_{0} \mathfrak{P}_{\infty}$.
Observe that since $\mathfrak{B}$ is already a reduced divisor, the second part of the algorithm is not necessary.

Example 10.7.4. Consider again the hyperelliptic curve of equation $y^{2}+x(x+\beta) y=$ $x^{5}+1$ over $\mathbb{F}_{2^{4}}$ as in Example 10.7.3, and the divisors of degree zero $\mathfrak{A}_{1}=\frac{\mathfrak{P}_{1} \mathfrak{P}_{\beta} \mathfrak{P}_{\xi}}{\mathfrak{P}_{\infty}^{3}}$ and $\mathfrak{A}_{2}=\frac{\mathfrak{P}_{1}^{\prime} \mathfrak{P}_{0}}{\mathfrak{P}_{\infty}^{2}}$. Then $\mathfrak{A}_{1} \mathfrak{A}_{2}=\frac{\mathfrak{P}_{1} \mathfrak{P}_{1}^{\prime} \mathfrak{P}_{0} \mathfrak{P}_{\beta} \mathfrak{P}_{\xi}}{\mathfrak{P}_{\infty}^{5}}$. Using the first part of the algorithm as in Example 10.7.3, we obtain that the semireduced divisor that belongs to the same class as $\mathfrak{A}_{1} \mathfrak{A}_{2}$ is (see Exercise 10.9.5)

$$
\mathfrak{B}=\frac{\mathfrak{P}_{0} \mathfrak{P}_{\beta} \mathfrak{P}_{\xi}}{\mathfrak{P}_{\infty}^{5}}
$$

Now we use the second part of the algorithm to find the reduced divisor $\mathfrak{A}_{3}$ that belongs to the same class as $\mathfrak{B}$.

Let $\mathfrak{B}=\operatorname{div}(p, q)$, where

$$
\begin{gathered}
p(x)=x(x+\beta)(x+\xi), \quad q(x) \leq 2 \\
q(0)=1, \quad q(\beta)=\beta+1, \quad \text { and } \quad q(\xi)=0
\end{gathered}
$$

It is easy to see that $q(x)=\frac{\xi^{4}+1}{\xi+\beta}\left(x+\frac{\beta+\xi}{\xi+1}\right)(x+\xi)$.
To simplify the notation, we set $\mu=\xi+\beta \in \mathbb{F}_{2^{4}} \backslash \mathbb{F}_{2^{2}}$. Then we have $p(x)=$ $x^{3}+\mu x^{2}+\mu^{13} x$ and $q(x)=x^{2}+\mu^{5} x+1$.

Using the algorithm we obtain

$$
p_{3}^{\prime}(x)=\frac{f+h q-q^{2}}{p}=(x+1)\left(x+\mu^{12}\right)=x^{2}+\mu x+\mu^{12} \quad\left(\xi^{4}=\mu^{12}\right)
$$

and

$$
q_{3}^{\prime}(x)=h-q \bmod p_{3}^{\prime}=\left(x^{2}+\mu^{10} x\right)-\left(x^{2}+\mu^{5} x+1\right) \bmod p_{3}^{\prime}=x+1
$$

It follows that $\left(p_{3}^{\prime}(x)\right)_{K}=\frac{\mathfrak{P}_{1} \mathfrak{P}_{1}^{\prime} \mathfrak{P}_{\xi^{4}} \mathfrak{P}_{\xi^{4}}^{\prime}}{\mathfrak{P}_{\infty}^{4}}$. We have $y-q_{3}^{\prime}=y-x-1, v_{\mathfrak{P}}^{\infty}(y-$ $x-1)=-5$, and $v_{\mathfrak{P}_{1}}(y-x-1) \geq 0, v_{\mathfrak{P}_{1}^{\prime}}(y-x-1)=v_{\mathfrak{F}^{4}}(y-x-1)=$ $v_{\mathfrak{P}_{\xi^{4}}^{\prime}}(y-x-1)=0$.

Therefore $\mathfrak{A}_{3}=\operatorname{div}\left(p_{3}^{\prime}, q_{3}^{\prime}\right)=\left[\left(p_{3}^{\prime}(x)\right)_{K},\left(y-q_{3}^{\prime}(x)\right)_{K}\right]_{0}=\frac{\mathfrak{P}_{1}}{\mathfrak{P}_{\infty}}$.

### 10.8 Implementation of Hyperelliptic Cryptosystems

The advantage of using hyperelliptic function fields cryptosystems as compared to elliptic ones is that we can construct such a cryptosystem at the same security level as the elliptic one using a smaller defining field. More precisely, the order of the Jacobian of a hyperelliptic function field of genus $g$ over a field of $q$ elements is approximately $q^{g}$. This means that if we have an elliptic function field, i.e., of genus one, with a field size of $q$ of order $2^{200}$, then a hyperelliptic curve of genus two, three, or four can have field size of order $2^{100}, 2^{67}$, or $2^{50}$ respectively.

The Diffie-Hellman key exchange and the ElGamal message transmission can be implemented in the Jacobian of a hyperelliptic function field. We need to choose $k=$ $\mathbb{F}_{q}$ and a suitable $K$ for the implementation.

Now $K$ must satisfy several conditions to be suitable for implementation. We summarize the main security requirements for our function field. First, given the current state of computing power, the class number $h$ over $\mathbb{F}_{q}$ must be divisible by a large prime $p$ of order larger than $2^{160} \approx 1.47 \times 10^{50}$ in order to avoid Pollard-rho ([118, 119]), Shanks's Baby-Step/Giant-Step, and Pohlig-Hellman ([116]) attacks. These attacks are discrete logarithm problem algorithms. Second, after Gaudry [47] it is recommended that the genus should be less than four so that one can construct a secure hyperelliptic cryptosystem. Next, the order of the field base should be a prime power of two in order to protect the cryptosystem against Weil descent on the Jacobian of $K$ (for instance see [40]). Finally, Frey and Rück [37] reduced the discrete logarithm problem in $C_{K, 0}$ to the discrete logarithm problem in $\mathbb{F}_{q^{m}}^{*}$. Therefore to avoid the Frey-Rück attack, $p$ must not divide $q^{m}-1$ for "small" $m$, say of order about $m \approx 2000 / \log _{2} q$, that is, $p$ must not divide $q^{t}-1$ for $1 \leq t \leq 2000 / \log _{2} q$.

In short, assume that $K / \mathbb{F}_{q}$ is a hyperelliptic function field of genus $g$ suitable for implementation in cryptography. If $p$ is a prime dividing the order of the class group of $K$, then $K, g, q$, and $p$ must satisfy:

- $p>2^{160}$,
- $g=2$ or $g=3$,
- $q=2^{r}$ with $r$ a prime number,
- The smallest $s \geq 1$ such that $q^{s} \equiv 1 \bmod p$ should be greater than $2000 / \log _{2} q$.

In order to determine the class group, we use the Riemann zeta function. Let $K$ be a congruence function field over $\mathbb{F}_{q}$ and let $K_{r}:=K \mathbb{F}_{q^{r}}$ with $r \geq 1$. If $P_{r}(u)=P_{K_{r}}(u)$ is the numerator of the zeta function of $K_{r}$ and if $h_{r}$ denotes the class number of $K_{r}$, we have

$$
h:=h_{1}=P_{1}(u)=\prod_{i=1}^{g}\left|1-\alpha_{i}\right|^{2},
$$

where $\left\{\alpha_{i}, \bar{\alpha}_{i}\right\}$ are the roots of $P(u)$. We also have for any $r \geq 1$ (see Theorem 7.1.6),

$$
h_{r}=\prod_{i=1}^{g}\left|1-\alpha_{i}^{r}\right|^{2} .
$$

We write $P(T)=P_{1}(T)=1+a_{1} T+\cdots+a_{g} T^{g}+q a_{g-1} T^{g+1}+\cdots+q^{g} T^{2 g}$. Denote by $N_{r}$ the number of divisors of degree 1 in $K_{r}=K \mathbb{F}_{q^{r}}$. Then $a_{1}=N_{1}-1-q$ and $a_{2}=\left(N_{2}-1-q^{2}-a_{1}^{2}\right) / 2$.

To compute $h_{r}$ in the case of genus $g=2$, we may use Exercise 10.9.4.
Example 10.8.1. Consider $y^{2}-y=x^{5}+x$. Here the only ramified prime is $\mathfrak{p}_{\infty}$, and the genus is 2 .

Using Exercises 10.9.3 and 10.9.4 we find that $N_{1}=5$ and $N_{2}=9$. Then $a_{1}=0$ and $a_{2}=2$. The solutions of the equations $T^{2}+(-2)=0$ are $\sqrt{2}$ and $-\sqrt{2}$. Finally
we obtain $\alpha_{1}=-\sqrt{2} \bar{\zeta}_{3}$ and $\alpha_{2}=\sqrt{2} \bar{\zeta}_{3}$, where $\zeta_{3}=\frac{-1+\sqrt{3} i}{2}$ is a primitive third root of unity.

It follows that

$$
h_{r}= \begin{cases}\left(2^{r / 2}-1\right)^{4} & \text { if } r \equiv 0 \bmod 6  \tag{10.4}\\ 1+2^{r}+2^{2 r} & \text { if } r \equiv 1,5 \bmod 6 \\ \left(1+2^{r / 2}+2^{r}\right)^{2} & \text { if } r \equiv 2,4 \bmod 6 \\ \left(2^{r}-1\right)^{2} & \text { if } r \equiv 3 \bmod 6\end{cases}
$$

For $r \leq 666$ all these hyperelliptic function fields satisfy that if a prime number $p$ divides $h_{r}$ then it divides $2^{i}-1$ for some $i \leq 2000$. This follows from Equation (10.4), since $2^{3 r}-1=\left(2^{r}-1\right)\left(2^{2 r}+2^{r}+1\right)$. Therefore all such function fields are vulnerable to the Frey-Rück attack for $r \leq 666$. That is, the discrete logarithm problem can be solved in $\mathbb{F}_{2^{i}}^{*}$ for some $i \leq 2000$ and therefore all these hyperelliptic function fields offer no security and are not suitable for cryptography.

Note that this example is quite similar to that of Koblitz [84, Example 6.1, p. 149].
Example 10.8.2. Consider the equation $y^{2}+x(x+\beta) y=x^{5}+1$ over $\mathbb{F}_{4}=\mathbb{F}_{2^{2}}$, where $\beta^{2}=\beta+1$. Let $\xi^{5}=1$ be such that $\xi \in \mathbb{F}_{16} \backslash \mathbb{F}_{4}$. We use the element $\mu=\xi+\beta$ for the explicit computations described below. Note that $\mu^{3}=\xi, \mu^{5}=\beta^{2}$, etc. We have $\mathbb{F}_{4}=\left\{0,1, \mu^{10}, \mu^{5}\right\}$ and $\mathbb{F}_{16}^{*}=\left\{\mu^{i} \mid 0 \leq i \leq 14\right\}, \mu^{15}=\mu^{0}=1$. Using Exercises 10.9.3 and 10.9.4 we find by direct computation $N_{1}=5$ and $N_{2}=23$. Therefore $a_{1}=0$ and $a_{2}=3$.

The solutions of the equation $x^{2}+a_{1} x+\left(a_{2}-2 q\right)=0$ are $\gamma_{1}=\sqrt{5}$ and $\gamma_{2}=-\sqrt{5}$. Finally, one of the roots of $x^{2}-\sqrt{5} x+4$ is $\alpha_{1}=\frac{\sqrt{5}-\sqrt{11} i}{2}$ and a root of $x^{2}+\sqrt{5} x+4$ is $\alpha_{2}=\frac{-\sqrt{5}+\sqrt{11} i}{2}$. We have $\alpha_{2}=-\alpha_{1}$. It follows that

$$
\begin{aligned}
h_{r} & =\left|1-\alpha_{1}^{r}\right|^{2}\left|1-\alpha_{2}^{r}\right|^{2}=\left|1-\alpha_{1}^{r}\right|^{2}\left|1-(-1)^{r} \alpha_{1}^{r}\right|^{2} \\
& =\left\{\begin{array}{l}
\left|\alpha_{1}^{r}-1\right|^{4} \text { if } r \text { is even, } \\
\left|1-\alpha_{1}^{2 r}\right|^{2} \text { if } r \text { is odd. }
\end{array}\right.
\end{aligned}
$$

For instance, for $r=61$ we obtain $h_{r}=(271)^{2} p^{2}$ where $p$ is the fifty-three-digit prime number

$$
44947399259371741314172478713222775636987866517942801 \approx 4.5 \times 10^{52}
$$

Furthermore, $p$ does not divide $2^{i}-1$ for $1 \leq i \leq 1000=2000 / \log _{2} q$. However, $K$ might not be completely suitable for cryptography purposes because the base field is of order $4^{61}$, which is not a prime power of 2 and thus is vulnerable to the Weil descent on the Jacobian.

In the next examples we present some hyperelliptic function fields. For the algorithms used to compute the order of the Jacobian we refer to the original papers.

Let $p(t) \in \mathbb{F}_{2}[t]$ be a monic irreducible polynomial of degree $m$ and let $\lambda$ be a root of $p(t)$. Then $\mathbb{F}_{2^{m}}=\mathbb{F}_{2}(\lambda)$.

For any element $\alpha=\sum_{i=0}^{m-1} \alpha_{i} \lambda^{i} \in \mathbb{F}_{2^{m}}, \alpha_{i} \in \mathbb{F}_{2}$, we represent $\alpha$ by the integer $\sum_{i=0}^{m-1} \alpha_{i} 2^{i}$ written in hexadecimal notation. For instance, the hexadecimal number $C 1$ represents the element $\alpha=\lambda^{7}+\lambda^{6}+1$.

We will use the above notation in the following examples.
Example 10.8.3 ([64]). Let $p=100013000640014200121$ and consider the genus-2 hyperelliptic function field defined by

$$
y^{2}+y=\alpha x^{5}, \quad \text { or equivalently } \quad\left(y^{\prime}\right)^{2}=\alpha x^{5}+4^{-1}
$$

over $\mathbb{F}_{p}$, where $\alpha \in \mathbb{F}_{p}$ and $\alpha$ is not a 5 th power. Then the class group $h$ is of order $h=5 \times \ell$, where

$$
\ell=2000520059203862158324190070180683302981 .
$$

This cryptosystem is not secure since $K$ is defined over $\mathbb{F}_{p}$ where $p$ is a large prime.
Example 10.8.4 ([24]). Let $\mathbb{F}_{283}=\mathbb{F}_{2}(\lambda)$, where $\lambda$ is a root of $p(t)=t^{83}+t^{7}+t^{4}+$ $t^{2}+1$ and let $K / \mathbb{F}_{2}{ }^{83}$ be the genus-2 hyperelliptic function field given by the equation

$$
y^{2}+\left(\alpha_{0}+\alpha_{1} x+\alpha_{2} x^{2}\right)=x^{5}+\beta_{4} x^{4}+\beta_{3} x^{3}+\beta_{2} x^{2}+\beta_{1} x+\beta_{0}
$$

where

$$
\begin{array}{ll}
\alpha_{0}=4 D 168 C A B 78 F 1 F 7 E B 78 D 54, & \alpha_{1}=3 B 167 A 2 F 520486 B 2 A 8 A 60, \\
\alpha_{2}=507 F C 6 D 8 D 98 A 1411 D 1 F 24, & \\
\beta_{0}=6 A B F 379716 E 615 F 0997 A F, & \beta_{1}=1 D 13 C 5 C 10 A 58 A 238681 F 3, \\
\beta_{2}=3 A C C 287 D A A 28 D 01 E D D B 58, & \beta_{3}=74 B F 8 F F D 1 A 04 B 1 E 8 B 845 B, \\
\beta_{4}=10046 A 0 E D 36 C F 3 B 146071 . &
\end{array}
$$

The order of the class group of $K / \mathbb{F}_{283}$ is $2 p$, where

$$
p=46768052394612054553468807679365619497317916118893 \approx 4.68 \times 10^{49}
$$

Now $p$ does not divide $2^{i}-1$ for $i=1,2, \ldots, 25$. Moreover, we have $2000 / \log _{2} q=2000 / 83 \approx 24.0964<25$. Hence the system is reasonably secure and therefore suitable for being used in cryptography.

Example 10.8.5 ([24]). Let $\mathbb{F}_{2^{59}}=\mathbb{F}_{2}(\lambda)$, where $\lambda$ is a root of $p(t)=t^{59}+t^{7}+t^{4}+$ $t^{2}+1$, and consider the genus- 3 hyperelliptic curve given by

$$
\begin{aligned}
y^{2}+ & \left(\alpha_{0}+\alpha_{1} x+\alpha_{2} x^{2}+\alpha_{3} x^{3}\right) \\
& =x^{7}+\beta_{6} x^{6}+\beta_{5} x^{5}+\beta_{4} x^{4}+\beta_{3} x^{3}+\beta_{2} x^{2}+\beta_{1} x+\beta_{0}
\end{aligned}
$$

where

$$
\begin{array}{ll}
\alpha_{0}=44 E C 0 A 3 F 607 D 5 F E, & \alpha_{1}=183 A F F C 60 B 6 C 97 A, \\
\alpha_{2}=5 E 8 C 286 F 052173 E, & \alpha_{3}=39 B F F 4 C 327 D 0 F C C, \\
\beta_{0}=2 C E 03 A 6 B D 01418 F, & \beta_{1}=15160 E E 501 E A 31 D, \\
\beta_{2}=2 D D F 3 B 805 A 56673, & \beta_{3}=72 E A A C 2 B 03 D 6 F 33, \\
\beta_{4}=30 B F 8 C A F 4 C F 398 A, & \beta_{5}=288 F 45 C E B 700047, \\
\beta_{6}=692 B D F 3913214 F 7 . &
\end{array}
$$

The order of the class group of $K / \mathbb{F}_{2^{59}}$ is $2 p$, where

$$
\begin{aligned}
p & =95780971232851005943503002779523943538413536699032693 \\
& \approx 9.58 \times 10^{52} .
\end{aligned}
$$

Now, 2000 $/ \log _{2} q=2000 / 59 \approx 33.9<34$ and $p$ does not divide $2^{i}-1$ for $1 \leq i \leq$ 34. Thus $K$ is suitable for cryptography purposes.

Example 10.8.6 ([80, 67]). Assume $\mathbb{F}_{2^{59}}=\mathbb{F}_{2}(\lambda)$, where $\lambda$ is a root of $p(t)=t^{59}+$ $t^{6}+t^{5}+t^{4}+t^{3}+t+1$. Let $K / \mathbb{F}_{2^{59}}$ be the hyperelliptic genus-3 function field given by

$$
y^{2}+\left(x^{3}+x^{2}+a x+b\right) y=x^{7}+x^{6}+c x^{5}+d x^{4}+e x^{3}+f
$$

where

$$
\begin{array}{ll}
a=6723 B 8 D 13 B C 30 C 7, & b=72 D 7 E E 15 A 5 C 9 C F 5, \\
c=6723 B 8 D 13 B C 30 C 7, & d=72 D 7 E E 15 A 5 C 9 C F 4, \\
e=24198 E 10 C 3 B 7566, & f=1 E B 9 A F 07 B D 3 B 303 .
\end{array}
$$

The order of the Jacobian of $K / \mathbb{F}_{2^{59}}$ is $2 p$, where

$$
\begin{aligned}
p & =95780971304118053647396689122057683977359360476125197 \\
& \approx 9.58 \times 10^{52} .
\end{aligned}
$$

Finally, $2000 / \log _{2} q=2000 / 59 \approx 33.9<34$ and $p$ does not divide $2^{i}-1$ for $1 \leq$ $i \leq 34$. It follows that the hyperelliptic function field $K$ is suitable for cryptography purposes.

### 10.9 Exercises

Exercise 10.9.1. Prove Theorem 10.2.3.
Exercise 10.9.2. Let $K=k(x, y)$ be a hyperelliptic function field of genus $g$ over an arbitrary constant field $k$, and assume $[K: k(x)]=2$. Show that if the pole divisor of $x$ in $k(x)$ is ramified, then the defining equation of $K$ can be given as follows:
(i) If char $K \neq 2$ then $y^{2}=f(x) \in k(x)$, where $f(x)$ is a square-free polynomial of degree $2 g+1$ and the ramified primes in $K / k(x)$ are precisely the prime divisors of $f(x)$ and the pole divisor of $x$.
(ii) If char $K=2$ then $y^{2}-h(x) y=f(x)$, where $f(x)$ is a polynomial of degree $2 g+1, h(x)$ is a nonzero polynomial of degree at most $g$ that is relatively prime to $f(x)$, and the ramified primes in $K / k(x)$ are precisely the prime divisors of $h(x)$ and the pole divisor of $x$.

Exercise 10.9.3. Let $K=k(x, y)$ be a hyperelliptic or an elliptic function field of genus $g \geq 1$ given by

$$
y^{2}-h(x) y=f(x)
$$

where

$$
\operatorname{deg} h(x) \leq g, \quad \operatorname{deg} f(x)=2 g+1
$$

$h(x)=0, f(x)$ is square-free if char $k \neq 2$ and $h(x) \neq 0$ if char $k=2$.
Let $\mathfrak{p}$ be a prime divisor of degree 1 and let $\varphi_{\mathfrak{P}}$ be the associated place. If $\mathfrak{P} \neq \mathfrak{P}_{\infty}$ then $\varphi_{\mathfrak{P}}(x), \varphi_{\mathfrak{P}}(y) \in k \cong \vartheta_{\mathfrak{P}} / \mathfrak{P}$ and $\varphi_{\mathfrak{P}}(x)=\varphi_{\mathfrak{P}}(y)=\infty$. Prove that

$$
\begin{aligned}
\varphi_{\mathfrak{P}} & \mapsto\left(\varphi_{\mathfrak{P}}(x), \varphi_{\mathfrak{P}}(y) \quad \text { if } \quad \mathfrak{P} \neq \mathfrak{P}_{\infty}\right. \\
\varphi_{\mathfrak{P}_{\infty}} & \mapsto(\infty, \infty)
\end{aligned}
$$

defines a 1-to- 1 correspondence between the set of places of degree 1 in $K$ and the set of "rational points": $A=\left\{(a, b) \in k^{2} \mid b^{2}-h(a) b=f(a)\right\} \cup\{(\infty, \infty)\}$.

Exercise 10.9.4. Let $K / \mathbb{F}_{q}$ be a hyperelliptic function field of genus 2 and let $h_{r}$, $r \geq 1$, be the class number of $K_{r}=K \mathbb{F}_{q^{r}}$. Show that the following procedure works for finding $h_{r}$ :
(i) Let $N_{r}$ be the number of prime divisors of degree 1 in $K_{r}$. Find by direct computation $N_{1}$ and $N_{2}$ (you may use Exercise 10.9.3).
(ii) The coefficients of the numerator $P(u)$ of the zeta function of $K$ are given by $a_{1}=N_{1}-1-q$ and $a_{2}=\left(N_{2}-1-q^{2}+a_{1}^{2}\right) / 2$.
(iii) Solve the equation $T^{2}+a_{1} T+\left(a_{2}-2 q\right)=0$. Let $b_{1}$ and $b_{2}$ be its roots.
(iv) Solve $T^{2}-b_{i} T+q=0$ for $i=1,2$ to obtain $\alpha_{1}, \bar{\alpha}_{1}, \alpha_{2}$, and $\bar{\alpha}_{2}$.
(v) Finally, obtain $h_{r}=\left|1-\alpha_{1}^{r}\right|^{2}\left|1-\alpha_{2}^{r}\right|^{2}$.

Exercise 10.9.5. Let $K=\mathbb{F}_{2^{4}}(x, y)$ be the hyperelliptic function field given by

$$
y^{2}+x(x+\beta) y=x^{5}+1
$$

where $\beta^{2}+\beta=1$. Set $\mathfrak{A}_{1}=\frac{\mathfrak{P}_{1} \mathfrak{P}_{\beta} \mathfrak{P}_{\xi}}{\mathfrak{P}_{\infty}^{3}}$ and $\mathfrak{A}_{2}=\frac{\mathfrak{P}_{1}^{\prime} \mathfrak{P}_{0}}{\mathfrak{P}_{\infty}^{2}}$. Using Koblitz's algorithm, show that the semireduced divisor in the class of $\mathfrak{A}_{1} \mathfrak{A}_{2}$ is $\mathfrak{B}=\frac{\mathfrak{P}_{0} \mathfrak{P}_{\beta} \mathfrak{P}_{\xi}}{\mathfrak{P}_{\infty}^{5}}$, where $\xi \neq 1$ is a root of $x^{5}+1$.

## Introduction to Class Field Theory

### 11.1 Introduction

The notion of class fields is usually attributed to Hilbert, but the concept was already in the mind of Kronecker and the term was used by Weber before the appearance of the fundamental papers of Hilbert.

During the years 1880 to 1927, class field theory developed into three topics: prime decomposition, abelian extensions, and class groups of ideals.

In 1936 Chevalley introduced the concept of idele in order to formulate a class field theory for abelian extensions.

There is another way to study class fields, given by Hasse at the beginning of the of the 1930s. This approach uses the theory of simple algebras, which belongs to the area of noncommutative algebra.

Generally speaking, class field theory is the study of extensions where the prime divisors of degree 1 decompose totally. Particular features of the theory are the study of abelian extensions of $k(x)$ and of $\mathbb{Q}$, where $k$ denotes a finite field, as well as the "reciprocity law."

There are several approaches to the theory of class fields:
(1) Relations between groups of congruence classes and abelian extensions (Weber).
(2) Theory of adeles (repartitions) and ideles (Chevalley and Weil).
(3) Theory of simple algebras (Hasse, Noether, Witt).
(4) Nonabelian $L$ series (Artin).
(5) Providing natural generators for class fields as values of transcendental functions (Kronecker).

Unfortunately, a systematic treatment of class field theory would be too long and technical for our goals, so we have to confine ourselves to an explicit description of the abelian extensions of $k(x)$, where $k$ is a finite field. This work is due to Carlitz and Hayes and is the objective of Chapter 12. The study of abelian extensions of a congruence function field $K$ can be done by means of the so-called elliptic modules
or Drinfeld modules. We will discuss Drinfeld modules in Chapter 13. In this chapter we present the Čebotarev density theorem, profinite groups and infinite Galois theory.

We will end this chapter with the principal results, without proof, of the theory of class fields for local as well as for global fields.

## 11.2 Čebotarev's Density Theorem

The proof we present here of Čebotarev's density theorem is based on [38]. In the rest of this chapter, the fields under consideration are congruence function fields. Let $L / \ell$ be a Galois extension of $K / k$ with Galois group $G$. Let $\mathcal{P}$ be a place of $L$, and $\wp=$ $\left.\mathcal{P}\right|_{K}$. If $D$ and $I$ are the decomposition and inertia groups of $\mathcal{P}$ over $\wp$ respectively, then by Corollary 5.2.12, $\operatorname{Gal}(\ell(\mathcal{P}) / k(\wp))$ is isomorphic to $D / I$. Since $\ell(\mathcal{P})$ and $k(\wp)$ are finite fields, it follows that $D / I$ is a cyclic group generated by the Frobenius automorphism

$$
\sigma: \ell(\mathcal{P}) \longrightarrow \ell(\mathcal{P}), \quad \text { defined by } \quad \sigma(x)=x^{q^{f}}
$$

where $|k|=q$ and $f=[k(\wp): k]$, i.e., $|k(\wp)|=q^{f}=N \wp$.
If $\wp$ is not ramified, then $I=\{1\}$. Therefore $D$ is generated by the Frobenius automorphism.

Definition 11.2.1. Let $\mathcal{P}$ be a place in $L$ and $\wp=\left.\mathcal{P}\right|_{K}$, where $\wp$ is not ramified. Then $\left[\frac{L / K}{\mathcal{P}}\right]$ denotes the Frobenius automorphism of $\ell(\mathcal{P}) / k(\wp)$.

Whenever we use the symbol $\left[\frac{L / K}{\mathcal{P}}\right]$ we will understand that $\mathcal{P}$ is not ramified.
Proposition 11.2.2. The Frobenius automorphism is characterized by the property

$$
\left[\frac{L / K}{\mathcal{P}}\right](x) \equiv x^{N(\wp)} \bmod \mathcal{P} \text { for all } x \in \vartheta_{\mathcal{P}}
$$

where $\wp=\left.\mathcal{P}\right|_{K}$.
Proof. Let $\sigma=\left[\frac{L / K}{\mathcal{P}}\right]$. If $\bar{\sigma}$ is the image of $\sigma$ in $\operatorname{Gal}(\ell(\mathcal{P}) / k(\wp))$, then $\bar{\sigma} x=x^{N(\wp)}$ for $x \in \ell(\mathcal{P})=\vartheta_{\mathcal{P}} / \mathcal{P}$. The result follows.

Proposition 11.2.3. We have $\left[\frac{L / K}{\sigma(\mathcal{P})}\right]=\sigma\left[\frac{L / K}{\mathcal{P}}\right] \sigma^{-1}$ for all $\sigma \in G$.
Proof. Let $\sigma \in G$ and put $\theta=\sigma\left[\frac{L / K}{\mathcal{P}}\right] \sigma^{-1}$. Pick $x \in \vartheta_{\sigma_{\mathcal{P}}}=\sigma\left(\vartheta_{\mathcal{P}}\right)$. Then $\sigma^{-1} x \in$ $\vartheta_{\mathcal{P}}$, which implies that

$$
\left[\frac{L / K}{\mathcal{P}}\right] \sigma^{-1} x \equiv\left(\sigma^{-1} x\right)^{N(\wp)} \bmod \mathcal{P}
$$

From the latter we obtain

$$
\theta x=\sigma\left[\frac{L / K}{\mathcal{P}}\right] \sigma^{-1} x \equiv \sigma\left(\left(\sigma^{-1} x\right)^{N(\wp)}\right) \bmod \sigma \mathcal{P}=x^{N(\wp)} \bmod \sigma \mathcal{P}
$$

Therefore

$$
\sigma\left[\frac{L / K}{\mathcal{P}}\right] \sigma^{-1}=\left[\frac{L / K}{\sigma(\mathcal{P})}\right]
$$

Proposition 11.2.4. Assume $K \subseteq E \subseteq L$, where $E / K$ is also a Galois extension. Then

$$
\left.\operatorname{res}\right|_{E}\left[\frac{L / K}{\mathcal{P}}\right]=\left[\frac{E / K}{\mathcal{P} \cap E}\right]
$$

Proof. Let $\theta=\left[\frac{L / K}{\mathcal{P}}\right], \wp=\left.\mathcal{P}\right|_{K}$, and $x \in \vartheta_{\mathcal{P} \cap E}=\vartheta_{\mathcal{P}} \cap E$. Then $\theta x-x^{N(\wp)} \in \mathcal{P} \cap E$.

When $\mathcal{P}$ run through the prime divisors above $\wp$, the Frobenius automorphisms runs through a conjugation class of $G$ (Proposition 11.2.3).

Definition 11.2.5. The Artin's symbol $\left(\frac{L / K}{\wp}\right)$ of a place $\wp$ of $K$ is the conjugation class

$$
\left(\frac{L / K}{\wp}\right)=\left\{\left.\sigma\left[\frac{L / K}{\mathcal{P}}\right] \sigma^{-1} \right\rvert\, \sigma \in G\right\}, \text { with }\left.\mathcal{P}\right|_{K}=\wp .
$$

Definition 11.2.6. Let $A$ be a set of places of $K$. Then the limit $(s \in \mathbb{R}, s>1)$

$$
\delta(A)=\lim _{s \rightarrow 1^{+}} \frac{\sum_{\mathcal{P} \in A}(N \mathcal{P})^{-s}}{\sum_{\mathcal{P} \in \mathbb{P}_{K}}(N \mathcal{P})^{-s}},
$$

is called Dirichlet's density of $A$, in case this limit exists.
Proposition 11.2.7. If $A$ is finite, then $\delta(A)=0$.
Proof. Let $\zeta_{K}(s)=\prod_{\mathcal{P} \in \mathbb{P}_{K}}\left(1-(N \mathcal{P})^{-s}\right)^{-1}$. Then $\zeta_{K}(s)$ has a pole at $s=1$, so

$$
\lim _{s \rightarrow 1^{+}} \prod_{\mathcal{P} \in \mathbb{P}_{K}}\left(1-\frac{1}{(N \mathcal{P})^{s}}\right)^{-1}=\lim _{s \rightarrow 1^{+}} \prod_{\mathcal{P} \in \mathbb{P}_{K}} \frac{1}{1-\left(\frac{1}{N \mathcal{P}}\right)^{s}}=\infty
$$

Therefore

$$
\lim _{s \rightarrow 1^{+}} \prod_{\mathcal{P} \in \mathbb{P}_{K}}\left(1-\frac{1}{(N \mathcal{P})^{s}}\right)=0
$$

which implies that

$$
\lim _{s \rightarrow 1^{+}} \sum_{\mathcal{P} \in \mathbb{P}_{K}}(N \mathcal{P})^{-s}=\infty
$$

Now if $A$ is finite, then $\sum_{\mathcal{P} \in A}(N \mathcal{P})^{-s}$ is uniformly bounded, and we have

$$
\delta(A)=\lim _{s \rightarrow 1^{+}} \frac{\sum_{\mathcal{P}_{\in A}}(N \mathcal{P})^{-s}}{\sum_{\mathcal{P}_{\in} \mathbb{P}_{K}}(N \mathcal{P})^{-s}}=0
$$

Proposition 11.2.8. Assume that $A, B$ are disjoint sets of prime divisors such that $\delta(A)$ and $\delta(B)$ exist. Then $\delta(A \cup B)=\delta(A)+\delta(B)$.
Proof. The statement is an immediate consequence of the definition.
In what remains of this section, we will use the following notation. Let $L / \ell$ be a finite Galois extension of $K / k$ with Galois group $G$ and $|k|=q$. Let $x \in K \backslash k$, where $K / k(x)$ is a finite separable extension. Set

$$
\begin{gathered}
n=[\ell: k]=[K \ell: K], \quad d=[K: k(x)], \quad m=[L: K \ell] \\
P(K)=\left\{\wp \in \mathbb{P}_{K}|\wp|_{k(x)} \neq \wp \infty\right\}, \quad \text { ord } \tau=o(\tau), \quad \text { for } \quad \tau \in G .
\end{gathered}
$$

Define

$$
P_{n r}(K)=\{\wp \in P(K) \mid \wp \text { is not ramified over } k(x)\}
$$

For $i \in \mathbb{N}$, let

$$
\begin{aligned}
P_{i}(K) & =\left\{\wp \in P_{n r}(K) \mid d_{K}(\wp)=i\right\}, \\
C_{i}(L / K, \mathfrak{C}) & =\left\{\wp \in P_{i}(K) \left\lvert\,\left(\frac{L / K}{\wp}\right)=\mathfrak{C}\right.\right\},
\end{aligned}
$$

where $\mathfrak{C}$ is a given conjugation class of $G$. For $\tau \in G$, let

$$
D_{i}(L / K, \tau)=\left\{\mathcal{P} \in P(L) \left\lvert\,\left[\frac{L / K}{\mathcal{P}}\right]=\tau\right., \mathcal{P} \cap K \in P_{i}(K)\right\}
$$

The Frobenius automorphism of the algebraic closure $\bar{k}$ of $k$ will be denoted by $\varphi$. Thus $\varphi: \bar{k} \longrightarrow \bar{k}$ is defined by $\varphi(x)=x^{q}$.

Let $C=\bigcup_{i=1}^{\infty} C_{i}(L / K, \mathfrak{C})=\left\{\wp \in P_{n r}(K) \left\lvert\,\left(\frac{L / K}{\wp}\right)=\mathfrak{C}\right.\right\}$.
The Čebotarev density theorem states that $\delta(C)=|\mathfrak{C}| /|G|$.
Proposition 11.2.9. Let $i \in \mathbb{N}, \wp \in C_{i}(L / K, \mathfrak{C})$, and $\tau, \tau^{\prime} \in \mathfrak{C}$.
(1) There are exactly $[L: K] /$ ord $(\tau)$ prime divisors of $P_{n r}(K)$ that lie above $\wp$.
(2) If $C_{i}^{\prime} \subseteq C_{i}(L / K, \mathfrak{C})$ and $D_{i}^{\prime}(\tau)$ is the set of prime divisors in $D_{i}(L / K, \tau)$ lying above $C_{i}^{\prime}$, then $\left|C_{i}^{\prime}\right|=|\mathfrak{C}| \operatorname{ord}(\tau)\left|D_{i}^{\prime}(\tau)\right|[L: K]^{-1}$.

Proof.
(1) Let $h$ be the number of prime divisors over $\wp$. We have $d_{L / K}(\mathcal{P} \mid \wp)=\operatorname{ord}(\tau)$ since $e_{L / K}(\mathcal{P} \mid \wp)=1$. Furthermore, by Theorem 5.1.14 $[L: K]=$ efh $=$ $f h=\operatorname{ord}(\tau) h$. Hence $h=\frac{[L: K]}{\operatorname{ord}(\tau)}$.
(2) For $\sigma \in G=\operatorname{Gal}(L / K)$, we have $D_{i}^{\prime}\left(\sigma \tau \sigma^{-1}\right)=\sigma D_{i}^{\prime}(\tau)$. If $\tau^{\prime} \in \mathfrak{C}$ is distinct from $\tau$, then $D_{i}^{\prime}(\tau)$ and $D_{i}^{\prime}\left(\tau^{\prime}\right)$ are disjoint. Therefore $\bigcup_{\tau^{\prime} \in \mathbb{C}} D_{i}^{\prime}\left(\tau^{\prime}\right)$ is the set of prime divisors of $P_{n r}(L)$ over $C_{i}^{\prime}$. By (1),

$$
\left|C_{i}^{\prime}\right| \frac{[L: K]}{\operatorname{ord}(\tau)}=\sum_{\tau^{\prime} \in \mathfrak{C}}\left|D_{i}^{\prime}\left(\tau^{\prime}\right)\right|=|\mathfrak{C}|\left|D_{i}^{\prime}(\tau)\right| .
$$

Proposition 11.2.10. Let $T$ be an intermediate field, i.e., $K \subseteq T \subseteq L$, and let t be the field of constants of $T$. Let $\tau \in \operatorname{Gal}(L / T)$. Set $|t|=q^{r}$. Ifr divides $i$ then

$$
D_{i}(L / K, \tau)=D_{i / r}(L / T, \tau) \cap\left\{\mathcal{P} \in P(L) \mid d_{K}(\mathcal{P} \cap K)=i\right\} .
$$

Proof. Let $\mathcal{P} \in P_{n r}(L)$ be such that $\wp=\mathcal{P} \cap K$ is of degree $i$. Thus $N \wp=q^{i}$. Let $\mathfrak{S}=\mathcal{P} \cap T$ be of degree $s$, that is, $N \mathfrak{S}=\left(q^{r}\right)^{s}=q^{r s}$. By definition,

$$
\begin{equation*}
\left[\frac{L / K}{\mathcal{P}}\right]=\tau \Longleftrightarrow \tau x \equiv x^{q^{i}} \bmod \mathcal{P} \text { for all } x \in \vartheta_{\mathcal{P}} \tag{11.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\frac{L / T}{\mathcal{P}}\right]=\tau \Longleftrightarrow \tau x \equiv x^{q^{r s}} \bmod \mathcal{P} \text { for all } x \in \vartheta_{\mathcal{P}} . \tag{11.2}
\end{equation*}
$$

Thus, it suffices to prove that $\left[\frac{L / K}{\mathcal{P}}\right]=\tau$ implies $r s=i$. Since $\tau \in \operatorname{Gal}(L / T)$, (11.1) implies that $x \equiv x^{q^{i}} \bmod \mathcal{P}$ for all $x \in \vartheta_{\mathfrak{S}}$. Hence $t(\mathfrak{S}) \subseteq \mathbb{F}_{q^{i}}$. On the other hand, $t(\mathfrak{S}) \supseteq k(\wp)=\mathbb{F}_{q^{i}}$, so $t(\mathfrak{S})=\mathbb{F}_{q^{i}}$. Finally, we have $t(\mathfrak{S})=\mathbb{F}_{\left(q^{r}\right)^{s}}$, i.e., $i=r s$.

Corollary 11.2.11. With the hypotheses of Proposition 11.2.10, let $\mathfrak{C}, \mathfrak{C}^{\prime}$ be the conjugation classes of $\tau \in G$ and of $\tau \in \operatorname{Gal}(L / T)$ respectively. Assume that $r$ divides $i$ and let

$$
C_{i / r}^{\prime}=C_{i / r}\left(L / T, \mathfrak{C}^{\prime}\right) \backslash\left\{\mathfrak{S} \in P(T) \mid d_{K}(\mathfrak{S} \cap K) \leq i / 2\right\} .
$$

Then $\left|C_{i}(L / K, \mathfrak{C})\right|=\frac{|\mathfrak{C}|\left|C_{i, r}^{\prime}\right|}{\left|\mathcal{C}^{\prime}\right|[T: K]}$.
Proof. Put $s=\frac{i}{r}$. The set

$$
D_{i}^{\prime}(\tau)=D_{s}(L / T, \tau) \cap\left\{\mathcal{P} \in P(L) \mid d_{K}(\mathcal{P} \cap K)=i\right\}
$$

is the set of prime divisors in $D_{S}(L / T, \tau)$ that lie above

$$
C_{i}^{\prime \prime}=C_{s}\left(L / T, \mathfrak{C}^{\prime}\right) \cap\left\{\mathfrak{S} \in P(T) \mid d_{K}(\mathfrak{S} \cap K)=i\right\}
$$

We have

$$
\begin{align*}
\frac{[L: K]}{|\mathfrak{C}| \operatorname{ord}(\tau)}\left|C_{i}(L / K, \mathfrak{C})\right| & =\left|D_{i}(L / K, \tau)\right|  \tag{Proposition11.2.9}\\
& =\left|D_{i}^{\prime}(\tau)\right|  \tag{Proposition11.2.10}\\
& =\frac{[L: T]}{\left|\mathfrak{C}^{\prime}\right| \operatorname{ord}(\tau)}\left|C_{i}^{\prime \prime}\right|
\end{align*}
$$

(Proposition 11.2.9).
Therefore, $\left|C_{i}^{\prime \prime}\right|=\frac{[T: K]\left|\mathfrak{C}^{\prime}\right|}{|\mathfrak{C}|}\left|C_{i}(L / K, \mathfrak{C})\right|$.
By the above, it suffices to prove that $C_{i}^{\prime \prime}=C_{i / r}^{\prime}$. If $\mathfrak{S} \in P_{n r}(T)$ is of degree $s$ and $\wp=\mathfrak{S} \cap K$, then $k \subseteq k(\wp) \subseteq t(\mathfrak{S})=\mathbb{F}_{\left(q^{r}\right)^{s}}=\mathbb{F}_{q^{r s}}=\mathbb{F}_{q^{i}}$. Therefore $d_{K}(\wp)$ divides $i$. It follows that $d_{K}(\wp)=i$ or $d_{K}(\wp) \leq \frac{i}{2}$.

Proposition 11.2.12. Let $i \in \mathbb{N}$ be such that $\left.\tau\right|_{\ell}=\left.\varphi^{i}\right|_{\ell}$ (where $\varphi$ is the Frobenius automorphism) for all $\tau \in \mathfrak{C}$. Let $\ell^{\prime}$ be a finite extension of $\ell$ and let $L^{\prime}=L \ell^{\prime}$. Then $L^{\prime} / K$ is a Galois extension, the field of constants of $L^{\prime}$ is $\ell^{\prime}, g_{L}=g_{L^{\prime}}$ and for each $\tau \in \mathfrak{C}$ there exists a unique $\tau^{\prime} \in \operatorname{Gal}\left(L^{\prime} / K\right)$ such that $\left.\tau^{\prime}\right|_{L}=\tau$ and $\left.\tau^{\prime}\right|_{\ell^{\prime}}=\left.\varphi^{i}\right|_{\ell^{\prime}}$. Furthermore:
(i) ord $\left(\tau^{\prime}\right)$ is the least common multiple of $\operatorname{ord}(\tau)$ and $\left[\ell^{\prime}: \ell^{\prime} \cap \mathbb{F}_{q^{i}}\right]$,
(ii) $\mathfrak{C}^{\prime}=\left\{\tau^{\prime} \mid \tau \in \mathfrak{C}\right\}$ is a conjugation class of $\operatorname{Gal}\left(L^{\prime} / K\right)$,
(iii) $C_{i}\left(L^{\prime} / K, \mathfrak{C}^{\prime}\right)=C_{i}(L / K, \mathfrak{C})$.

Proof. Since $L / K$ and $\ell^{\prime} / k$ are Galois extensions and $L^{\prime}=L \ell^{\prime}$, it follows that $L^{\prime} / K$ is a Galois extension. By Theorem 6.1.2, $\ell^{\prime}$ is the field of constants of $L^{\prime}$ and by Theorem 6.1.3, $g_{L}=g_{L^{\prime}}$. Now assume that $\tau \in \mathfrak{C}$ and $G^{\prime}=\operatorname{Gal}\left(L^{\prime} / K\right)$; since $K \ell^{\prime} \cap L=K \ell$, we have $G=G^{\prime} / H$, where $H=\operatorname{Gal}\left(L^{\prime} / L\right) \cong \operatorname{Gal}\left(\ell^{\prime} / \ell\right)$.

which proves (i).
To establish (ii), let $\mathfrak{C}^{\prime}=\left\{\tau^{\prime} \mid \tau \in \mathfrak{C}\right\}$ and $\theta^{\prime} \in \operatorname{Gal}\left(L^{\prime} / K\right)$. Then

$$
\left.\theta^{\prime} \tau^{\prime}\left(\theta^{\prime}\right)^{-1}\right|_{L}=\left.\left.\left.\theta^{\prime}\right|_{L} \tau^{\prime}\right|_{L}\left(\theta^{\prime}\right)^{-1}\right|_{L}=\theta \tau \theta^{-1}
$$

where $\theta=\left.\theta^{\prime}\right|_{L}$ and $\left.\theta^{\prime} \tau^{\prime}\left(\theta^{\prime}\right)^{-1}\right|_{\ell^{\prime}}=\left.\left.\left.\theta^{\prime}\right|_{\ell^{\prime}} \tau^{\prime}\right|_{\ell^{\prime}}\left(\theta^{\prime}\right)^{-1}\right|_{\ell^{\prime}}=\left.\tau^{\prime}\right|_{\ell^{\prime}}=\left.\varphi^{i}\right|_{\ell^{\prime}}$, since $\operatorname{Gal}\left(\ell^{\prime} / k\right)$ is a cyclic group. Now $\theta \tau \theta^{-1} \in \mathfrak{C}$ implies $\theta^{\prime} \tau^{\prime}\left(\theta^{\prime}\right)^{-1} \in \mathfrak{C}^{\prime}$.

Finally, in order to verify (iii) it suffices to demonstrate the following: Assume that $\mathfrak{S} \in P_{n r}\left(L^{\prime}\right), \wp=\mathfrak{S} \cap K$ is of degree $i$, and $\mathcal{P}=\left.\mathfrak{S}\right|_{L}$. Then $\left[\frac{L / K}{\mathcal{P}}\right]=\tau$ if and only if $\left[\frac{L^{\prime} / K}{\mathfrak{S}}\right]=\tau^{\prime}$.

To prove this, suppose that $\left[\frac{L / K}{\mathcal{P}}\right]=\tau$. Then $\tau x \equiv x^{q^{i}} \bmod \mathcal{P}$ for $x \in \vartheta_{\mathcal{P}}$. If $x \in \ell^{\prime}$, we have $\varphi^{i}(x)=x^{q^{i}}$. Furthermore, $\vartheta_{\mathfrak{S}}=\ell^{\prime} \vartheta_{\mathcal{P}}$ since $L^{\prime}=L \ell^{\prime}$ (Exercise 11.7.1). It follows that $\tau^{\prime} x \equiv x^{q^{i}} \bmod \mathfrak{S}$ for all $x \in \vartheta_{\mathfrak{S}}$. Therefore $\left[\frac{L^{\prime} / K}{\mathfrak{S}}\right]=\tau^{\prime}$.

Conversely, if $\left[\frac{L^{\prime} / K}{\mathfrak{S}}\right]=\tau^{\prime}$, then by Proposition 11.2.4,

$$
\left.\left[\frac{L^{\prime} / K}{\mathfrak{S}}\right]\right|_{L}=\left.\tau^{\prime}\right|_{L}=\left[\frac{L / K}{\mathfrak{S} \cap L}\right]=\left[\frac{L / K}{\mathcal{P}}\right]
$$

Corollary 11.2.13. If $L=K \ell$ is the extension of constants and $\tau \in \operatorname{Gal}(L / K)$ satisfies $\left.\tau\right|_{\ell}=\left.\varphi^{i}\right|_{\ell}$, then $C_{i}(K / K, \mathrm{Id})=C_{i}(L / K,\{\tau\})$.

Proof. Notice that in the context of Proposition 11.2.12, $K$ plays the role of $L$ and $L$ plays the role of $L^{\prime}$. We have $\mathfrak{C}=\{\mathrm{Id}\}$ and $\mathfrak{C}^{\prime}=\{\tau\}$, so the result follows.

Proposition 11.2.14. Suppose that $K \ell=L$ and that $\left.\tau\right|_{\ell}=\left.\varphi\right|_{\ell}, \mathfrak{C}=\{\tau\}, \tau \in G$. Then

$$
\left|\left|C_{1}(L / K, \mathfrak{C})\right|-q\right|<2\left(g_{L}+g_{L} d+d^{2}\right) q^{1 / 2}
$$

Proof. Taking $i=1$ in the previous corollary, we have $C_{1}(L / K,\{\tau\})=C_{1}(K / K,\{I d\})$ $=P_{1}(K)$. Here $\mathfrak{C}=\{\tau\}$ since $G=\operatorname{Gal}(\ell / k)$ is a cyclic group. We will denote by $\bar{P}_{1}(K)$ the set of all prime divisors of degree 1. By Theorem 6.1.3 we have $g_{L}=g_{K}$, so using the Riemann hypothesis (Theorem 7.2.9 (iv)) we obtain that

$$
\left|\left|\bar{P}_{1}(K)\right|-(q+1)\right| \leq 2 g_{K} q^{1 / 2}
$$

Now by Theorem 9.4.2, we have

$$
g_{K}=1+\left(g_{k(x)}-1\right)[K: k(x)]+\frac{1}{2} d\left(\mathfrak{D}_{K / k(x)}\right)=1-d+\frac{1}{2} d\left(\mathfrak{D}_{K / k(x)}\right),
$$

and hence $d\left(\mathfrak{D}_{K / k(x)}\right)=2 g_{K}-2+2 d$. This implies that there are at most $2 g_{L}-2+2 d$ prime divisors of $k(x)$ that are ramified in $K$. On the other hand, there exist at most $d$ elements in $\bar{P}_{1}(K)$ above each element of $\bar{P}_{1}(k(x))$. Thus there are at most $d$ prime divisors of $K$ above $\mathfrak{N}_{x}=\wp_{\infty}$ in $k(x)$. Clearly, none of these divisors belongs to $P_{1}(K)$, but they could belong to $\bar{P}_{1}(K)$. Then

$$
\bar{P}_{1}(K) \backslash P_{1}(K)=\left\{\wp \mid d_{K}(\wp)=1, \wp \text { is ramified in } K / k(x) \text { or }\left.\wp\right|_{k(x)}=\wp \infty\right\},
$$

$$
\left|\bar{P}_{1}(K) \backslash P_{1}(K)\right| \leq d\left(2 g_{L}-2+2 d\right)+d=d\left(2 g_{L}-1+2 d\right)
$$

Therefore

Proposition 11.2.15. For each finite extension $M$ of $K$ and for each natural number $i$, we have

$$
\left|\left\{\mathfrak{S} \in P_{n r}(M) \mid d_{K}(\mathfrak{S} \cap K) \leq i / 2\right\}\right| \leq 4[M: K]\left(g_{K}+1\right) q^{i / 2}
$$

Proof. For each prime divisor in $P(K)$ there exist at most [ $M: K$ ] places in $P(M)$. Therefore

$$
\left|\left\{\mathfrak{S} \in P_{n r}(M) \mid d_{K}(\mathfrak{S} \cap K) \leq i / 2\right\}\right| \leq[M: K] \sum_{j \leq i / 2}\left|P_{j}(K)\right|
$$

By Theorem 6.2.1, for each $\wp \in P_{j}(K)$ there exist precisely $j$ divisors of $\mathbb{F}_{q^{j}} K$ of degree 1. Hence, using the Riemann hypothesis (Theorem 7.2.9), we obtain that

$$
\left|P_{j}(K)\right| \leq \frac{1}{j}\left|\bar{P}_{1}\left(\mathbb{F}_{q^{j}} K\right)\right| \leq \frac{1}{j}\left(2 g_{K} q^{j / 2}+q^{j}+1\right)
$$

For $i \geq 4$ we have

$$
\sum_{j=1}^{[i / 2]} \frac{1}{j} q^{j} \leq \frac{2}{i} q^{i / 2}+\sum_{j=0}^{[i / 2]-1} q^{j}=\frac{2}{i} q^{i / 2}+\frac{q^{[i / 2]}-1}{q-1} \leq 2 q^{i / 2}
$$

For $i=1,2,3$ we also obtain the inequality.
Similarly, $\sum_{j=1}^{[i / 2]} \frac{1}{j}\left(q^{j}+1\right) \leq 4 q^{i / 2}$. Combining all these inequalities, we obtain
$\left|\left\{\mathfrak{S} \in P_{n r}(M) \mid d_{K}(\mathfrak{S} \cap K) \leq i / 2\right\}\right|$
$\leq[M: K] \sum_{j \leq i / 2} \frac{1}{j}\left(2 g_{K} q^{j / 2}+q^{j}+1\right)$
$\leq[M: K]\left\{2 g_{K}\left(2 q^{i / 2}\right)+4 q^{i / 2}\right\}=4[M: K] q^{i / 2}\left(g_{K}+1\right)$.
Now we will prove the following result, from which the Čebotarev density theorem will be an immediate consequence.

Proposition 11.2.16. Let $a \in \mathbb{N}$ be such that $\left.\tau\right|_{\ell}=\left.\varphi^{a}\right|_{\ell}$ for all $\tau \in \mathfrak{C}$. If $i \not \equiv a \bmod n$, then $C_{i}(L / K, \mathfrak{C})=\emptyset$. If $i \equiv a \bmod n$, then

$$
\left|C_{i}(L / K, \mathfrak{C})-\frac{|\mathfrak{C}|}{i m} q^{i}\right|<4|\mathfrak{C}|\left(d^{2}+\frac{1}{2} g_{L} d+\frac{1}{2} g_{L}+g_{K}+1\right) q^{i / 2}
$$

Proof. Since $\left.\tau\right|_{\ell}=\left.\varphi^{a}\right|_{\ell}$, if $\mathcal{P} \in P(L)$ is above $\wp \in C_{i}(L / K$, $\mathfrak{C})$, we have

$$
\left.\varphi^{a}\right|_{\ell}=\left.\left[\frac{L / K}{\mathcal{P}}\right]\right|_{\ell}=\left.\varphi^{i}\right|_{\ell}
$$

This shows that if $C_{i}(L / K, \mathfrak{C}) \neq \emptyset$, then we necessarily have $i \equiv a \bmod n$.
Now assume that $i \equiv a \bmod n$. We substitute $\ell$ by a finite extension $\ell^{\prime}$ such that $i \operatorname{ord}(\tau)$ divides $\left[\ell^{\prime}: k\right]$. Set $L^{\prime}=L \ell^{\prime}$. Since $L^{\prime} / L$ is an extension of constants, we have $K \ell^{\prime} \cap L=K \ell$. Therefore $\left[L^{\prime}: K \ell^{\prime}\right]=[L: K \ell]=m$ and $g_{L^{\prime}}=g_{L}$. Furthermore, by Proposition 11.2.12 there exists a unique $\tau^{\prime} \in \operatorname{Gal}\left(L^{\prime} / K\right)$ such
 that $\left.\tau^{\prime}\right|_{L}=\tau,\left.\tau^{\prime}\right|_{\ell^{\prime}}=\left.\varphi^{i}\right|_{\ell^{\prime}}$,
$\operatorname{ord}\left(\tau^{\prime}\right)$ is the least common multiple of $\left\{\operatorname{ord}(\tau),\left[\ell^{\prime}: \mathbb{F}_{q^{i}}\right]\right\}=\left[\ell^{\prime}: \mathbb{F}_{q^{i}}\right]$,
and

$$
\begin{equation*}
C_{i}\left(L^{\prime} / K, \mathfrak{C}^{\prime \prime}\right)=C_{i}(L / K, \mathfrak{C}) \tag{11.3}
\end{equation*}
$$

where $\mathfrak{C}^{\prime \prime}$ is the conjugacy class of $\tau^{\prime}$ in $\operatorname{Gal}\left(L^{\prime} / K\right)$ and $\left|\mathfrak{C}^{\prime \prime}\right|=|\mathfrak{C}|$.
We substitute $L$ by $L^{\prime}$ and take $T$ to be the fixed field of $L^{\prime}$ under $\left\langle\tau^{\prime}\right\rangle$, as in Proposition 11.2.10. Then $K \subseteq T \subseteq L^{\prime}$ and

$$
D_{j}\left(L^{\prime} / K, \tau^{\prime}\right)=D_{j / r}\left(L^{\prime} / T, \tau\right) \cap\left\{\mathcal{P} \in P\left(L^{\prime}\right) \mid d_{K}(\mathcal{P} \cap K)=j\right\}
$$

Here $t$ is the field of constants of $T,|t|=q^{r}$, and $r$ divides $i$. Observe that $t=$ $\ell^{\prime} \cap T$ is the fixed field of $\ell^{\prime}$ under $\varphi^{i}$ and therefore equal to $\mathbb{F}_{q^{i}}$.

Then $\left[\ell^{\prime}: \mathbb{F}_{q^{i}}\right]=\left[L^{\prime}: T\right]=\operatorname{ord}\left(\tau^{\prime}\right)$. In particular, $T \ell^{\prime}=L^{\prime}$, so $\left[T: \mathbb{F}_{q^{i}} K\right]=$ $\left[L^{\prime}: \ell^{\prime} K\right]=m$, and $[T: K]=\left[T: \mathbb{F}_{q^{i}} K\right]\left[\mathbb{F}_{q^{i}} K: K\right]=m i$.


Now $T=L^{\prime\left\langle\tau^{\prime}\right\rangle}$, so if we substitute $L$ by $L^{\prime}$ in Corollary 11.2.11, we obtain $\left|\mathfrak{C}^{\prime}\right|=1$ for $r=i$. By Proposition 11.2.15 and Corollary 11.2.11,

$$
\begin{align*}
& \left|\frac{|\mathfrak{C}|}{[T: K]}\right| C_{1}\left(L^{\prime} / T,\{\tau\}\right)\left|-\left|C_{i}\left(L^{\prime} / K, \mathfrak{C}^{\prime \prime}\right)\right|\right| \\
& \quad=\frac{|\mathfrak{C}|}{[T: K]}\left(\left|C_{1}\left(L^{\prime} / T,\{\tau\}\right)\right|-\left|C_{1}^{\prime}\right|\right) \\
& \quad \leq \frac{|\mathfrak{C}|}{[T: K]}\left|\left\{\mathfrak{S} \in P_{n r}(T) \mid d_{K}(\mathfrak{S} \cap K) \leq i / 2\right\}\right| \leq 4|\mathfrak{C}|\left(g_{K}+1\right) q^{i / 2} . \tag{11.4}
\end{align*}
$$

By Proposition 11.2.14,

$$
\left|\left|C_{1}\left(L^{\prime} / T,\{\tau\}\right)\right|-q^{i}\right|<2\left(g_{L}+g_{L} d+d^{2}\right) q^{i / 2}
$$

Multiplying the last inequality by $|\mathfrak{C}| /(\mathrm{im})$, where im $=[T: K]$, we obtain

$$
\begin{equation*}
\left|\frac{|\mathfrak{C}|}{[T: K]}\right| C_{1}\left(L^{\prime} / T,\{\tau\}\right)\left|-\frac{|\mathfrak{C}|}{i m} q^{i}\right| \leq \frac{2|\mathfrak{C}|}{i m}\left(g_{L}+g_{L} d+d^{2}\right) q^{i / 2} \tag{11.5}
\end{equation*}
$$

Hence by (11.3), (11.4), and (11.5) we get

$$
\begin{aligned}
\left|\left|C_{i}(L / K, \mathfrak{C})\right|-\right. & \left.\frac{|\mathfrak{C}|}{i m} q^{i} \right\rvert\, \\
\leq & \left|\left|C_{i}\left(L^{\prime} / K, \mathfrak{C}^{\prime \prime}\right)\right|-\frac{|\mathfrak{C}|}{[T: K]}\right| C_{1}\left(L^{\prime} / T,\{\tau\}\right)| | \\
& +\left|\frac{|\mathfrak{C}|}{[T: K]}\right| C_{1}\left(L^{\prime} / T,\{\tau\}\right)\left|-\frac{|\mathfrak{C}|}{i m} q^{i}\right| \\
\leq & 4|\mathfrak{C}|\left(g_{K}+1\right) q^{i / 2}+\frac{2|\mathfrak{C}|}{i m}\left(g_{L}+g_{L} d+d^{2}\right) q^{i / 2} \\
= & 4|\mathfrak{C}|\left(g_{K}+1+\frac{g_{L}}{2 i m}+\frac{g_{L} d}{2 i m}+\frac{d^{2}}{2 i m}\right) q^{i / 2} \\
& <4|\mathfrak{C}|\left(d^{2}+\frac{1}{2} g_{L} d+\frac{1}{2} g_{L}+g_{K}+1\right) q^{i / 2}
\end{aligned}
$$

Notation 11.2.17. For two functions $f(x)$ and $g(x)$ of a real variable, we will write $f(x)=O(g(x))$ as $x \rightarrow c$ to express the fact that $|f(x)| \leq M|g(x)|$ when $x$ is in a neighborhood of $c$. In particular, if $g(x)=1, f(x)=O(1)$ means that $f(x)$ is bounded in a neighborhood of $c$ (see Notation 7.3.3).

## Proposition 11.2.18.

$$
\sum_{j=1}^{\infty} \frac{x^{a+j n}}{a+j n}=-\frac{1}{n} \ln (1-x)+O(1) \quad \text { when } \quad x \rightarrow 1^{-}
$$

Proof. If $\xi$ is an $n$th root of 1 , then $\xi$ is distinct from 1 and satisfies $1+\xi+\xi^{2}+\cdots+$ $\xi^{n-1}=0$. Therefore

$$
\begin{aligned}
-\frac{1}{n} \sum_{i=0}^{n-1} \ln \left(1-\xi^{i} x\right) \xi^{-i a} & =\frac{1}{n} \sum_{i=0}^{n-1} \sum_{j=1}^{\infty} \frac{\left(\xi^{i} x\right)^{j}}{j} \xi^{-i a} \\
& =\frac{1}{n} \sum_{j=1}^{\infty} \frac{x^{j}}{j}\left(\sum_{i=0}^{n-1} \xi^{i(j-a)}\right) \\
& =\frac{1}{n} \sum_{j \equiv a \bmod n} \frac{x^{j}}{j} n=\sum_{j \equiv a \bmod n} \frac{x^{j}}{j}=\sum_{t=1}^{\infty} \frac{x^{a+t n}}{a+t n}
\end{aligned}
$$

Since for $1<i \leq n-1, \ln \left(1-\xi^{i} x\right)$ is bounded in a neighborhood of 1 , the result follows.

Proposition 11.2.19. If $a \in \mathbb{N}$ is such that $0<a \leq n$ and $\left.\tau\right|_{\ell}=\left.\varphi^{a}\right|_{\ell}$ for all $\tau \in \mathfrak{C}$, then

$$
\sum_{\mathcal{P} \in C}\left(N_{\mathcal{P}}\right)^{-s}=-\frac{|\mathfrak{C}|}{[L: K]} \ln \left(1-q^{1-s}\right)+O(1), \quad s \rightarrow 1^{+}
$$

Proof. Recall that $C=\bigcup_{i=1}^{\infty} C_{i}(L / K, \mathfrak{C})$. We have

$$
\begin{aligned}
\sum_{\mathcal{P} \in C} \frac{1}{(N \mathcal{P})^{s}} & =\sum_{j=0}^{\infty} \sum_{\mathcal{P} \in C_{a+j n}(L / K, \mathfrak{C})}(N \mathcal{P})^{-s} \\
& =\sum_{j=0}^{\infty}\left(\frac{|\mathfrak{C}|}{m(a+j n)} q^{a+j n}+O\left(q^{\frac{1}{2}(a+j n)}\right)\right) q^{-(a+j n) s} \\
& =\frac{|\mathfrak{C}|}{m} \sum_{j=0}^{\infty} \frac{q^{(1-s)(a+j n)}}{a+j n}+O\left(q^{\left(\frac{1}{2}-s\right) a} \sum_{j=0}^{\infty} q^{\left(\frac{1}{2}-s\right) j n}\right) \\
& =-\frac{|\mathfrak{C}|}{m n} \ln \left(1-q^{1-s}\right)+O(1)+O\left(\frac{q^{\left(\frac{1}{2}-s\right) a}}{1-q^{\left(\frac{1}{2}-s\right) n}}\right)
\end{aligned}
$$

(Proposition 11.2.16)
(Proposition 11.2.18 with $x=q^{1-s}$ )

$$
=-\frac{|\mathfrak{C}|}{[L: K]} \ln \left(1-q^{1-s}\right)+O(1), \quad s \rightarrow 1^{+}
$$

Theorem 11.2.20 (Čebotarev's Density Theorem). Let $L / K$ be a finite Galois extension of congruence function fields and let $\mathfrak{C}$ be a conjugacy class of $\operatorname{Gal}(L / K)$. Then the Dirichlet density of the set

$$
\left\{\wp \in \mathbb{P}_{K} \left\lvert\,\left(\frac{L / K}{\wp}\right)=\mathfrak{C}\right.\right\}
$$

exists and is equal to $\frac{|\mathfrak{C}|}{[L: K]}$.

Proof. In Proposition 11.2.19 we take $L=K$ and obtain

$$
\sum_{\wp \in \mathbb{P}_{K}}(N \wp)^{-s}=-\ln \left(1-q^{1-s}\right)+O(1), \quad s \rightarrow 1^{+}
$$

Since the number of prime divisors of $k(x)$ above $\wp_{\infty}$ is finite and so is the number of ramified prime divisors, then the Dirichlet density of the set $\left\{\wp \in \mathbb{P}_{K} \left\lvert\,\left(\frac{L / K}{\wp}\right)=\mathfrak{C}\right.\right\}$ is equal to the density of $C=\bigcup_{i=1}^{\infty} C_{i}(L / K, \mathfrak{C})$. Hence by Propositions 11.2.7 and 11.2.8 we have

$$
\begin{aligned}
\delta\left(\left\{\wp \in \mathbb{P}_{K} \left\lvert\,\left(\frac{L / K}{\wp}\right)=\mathfrak{C}\right.\right\}\right) & =\delta(C)=\lim _{s \rightarrow 1^{+}} \frac{\sum_{\wp \in C}(N \wp)^{-s}}{\sum_{\wp \in \mathbb{P}_{K}}(N \wp)^{-s}} \\
& =\lim _{s \rightarrow 1^{+}} \frac{-\frac{|\mathfrak{C}|}{[L: K]} \ln \left(1-q^{1-s}\right)+O(1)}{-\ln \left(1-q^{1-s}\right)+O(1)} \\
& =\frac{|\mathfrak{C}|}{[L: K]} .
\end{aligned}
$$

### 11.3 Inverse Limits and Profinite Groups

Definition 11.3.1. By a directed partially ordered set or a directed poset we understand a nonempty partially ordered set $I$ such that if $i, j \in I$, there exists $k \in I$ satisfying $i \leq k$ and $j \leq k$.

Now suppose that $I$ is an ordered set such that to any $i \in I$ is associated a set $A_{i}$ (which might be just a set, a group, a ring, a field, a topological space, etc.) in such a way that whenever $i \leq j$, there exists a map

$$
\phi_{j i}: A_{j} \longrightarrow A_{i}
$$

which, depending on $A_{i}$, is a map, a group homomorphism, a ring homomorphism, a continuous map, etc., such that
(i) $\phi_{i i}=\operatorname{Id}_{A_{i}}$,
(ii) $\phi_{j i} \circ \phi_{k j}=\phi_{k i}$ for $i \leq j \leq k$.


Definition 11.3.2. The system $\left\{A_{i}, \phi_{j i}, I\right\}_{\substack{, j \in I \\ i \leq j}}$ above is called an inverse system or a projective system.

Definition 11.3.3. Given an inverse system $\left\{A_{i}, \phi_{j i}, I\right\}$ we say that $\left(X, \varphi_{i}\right)_{i \in I}$ is an inverse limit of the system if there exist maps (group homomorphisms, continuous maps, etc.)

$$
\varphi_{i}: X \longrightarrow A_{i}
$$

for all $i \in I$ such that $\phi_{j i} \circ \varphi_{j}=\varphi_{i}$ whenever $i \leq j$

$$
\begin{array}{ccc}
A_{j} & \phi_{j i} & \\
\varphi_{j} & & \varphi_{i} \\
& X &
\end{array}
$$

and such that if $\left(Y_{i}, \xi_{i}\right)_{i \in I}$ is any other object with maps

$$
\xi_{i}: Y \longrightarrow A_{i}
$$

for all $i \in I$ such that $\phi_{j i} \circ \xi_{j}=\xi_{i}$ whenever $i \leq j$, then there exists a unique map (group homomorphism, continuous map, etc.)

$$
\xi: Y \longrightarrow X
$$

such that $\varphi_{i} \circ \xi=\xi_{i}$ for all $i \in I$.

$\xi_{i} \not \varphi_{i}$
$A_{i}$

We write $X=\lim _{\overleftarrow{i \in I}} A_{i}=\lim _{\overleftarrow{i}} A_{i}=\lim _{\longleftarrow} A_{i}$.
Theorem 11.3.4. Given an inverse system $\left\{A_{i}, \phi_{j i}, I\right\}$, there exists an inverse limit $\left(X, \varphi_{i}\right)_{i \in I}, X=\underset{\overleftarrow{i}}{\lim } A_{i}$. Furthermore, $\left(X, \varphi_{i}\right)_{i \in I}$ is unique in the following sense: if $\left(Z, \theta_{i}\right)_{i \in I}$ is another inverse limit, there exists a unique map $\alpha: X \rightarrow Z$ ( $\alpha$ group homomorphism, continuous map, etc.) such that $\alpha$ is an isomorphism satisfying $\theta_{i} \circ$ $\alpha=\varphi_{i}$ for all $i \in I$.

$$
X \xlongequal{\alpha} Z
$$

```
\(\varphi_{i}\) \(\theta_{i}\)
```

$A_{i}$

Proof: First we prove uniqueness. Since $X$ and $Z$ are both inverse limits, there exist unique maps $\alpha: X \rightarrow Z$ and $\beta: Z \rightarrow X$ such that the following diagrams commute:


Thus $\beta \circ \alpha$ and $\operatorname{Id}_{X}$ satisfy $\varphi_{i} \circ(\beta \circ \alpha)=\varphi_{i}=\varphi_{i} \circ\left(\operatorname{Id}_{X}\right)$. By the uniqueness, we have $\beta \circ \alpha=\operatorname{Id}_{X}$. Similarly, $\alpha \circ \beta=\mathrm{Id}_{Z}$. It follows that $\alpha$ and $\beta$ are inverse isomorphisms (of groups, rings, topological spaces, etc.).

To see the existence, let $B=\prod_{i \in I} A_{i}$ be the direct product, considered with the product topology (and with the algebraic operations defined componentwise).

Let $X=\left\{\left(a_{i}\right)_{i \in I} \in B \mid a_{i}=\varphi_{j i}\left(a_{j}\right)\right.$ for all $\left.i \leq j\right\}$. Let $\varphi_{i}: X \rightarrow A_{i}$ be the map induced by the projection $\left(\varphi_{i}=\left.\pi_{i}\right|_{X}\right)$ :

$$
\begin{aligned}
\pi_{i}: \prod_{j \in I} A_{j} & \longrightarrow A_{i} \\
\left(a_{j}\right)_{j \in I} & \longmapsto a_{i}
\end{aligned}
$$

Then $\left(\phi_{j i} \circ \varphi_{j}\right)\left(\left(a_{k}\right)_{k \in I}\right)=\phi_{j i}\left(a_{j}\right)=a_{i}=\varphi_{i}\left(\left(a_{k}\right)_{k \in I}\right)$ for all $\left(a_{k}\right)_{k \in I} \in X$. Assume that $\left(Y, \xi_{i}\right)_{i \in I}$ is another object such that the maps $\xi_{i}: Y \rightarrow A_{i}$ satisfy $\phi_{j i} \circ \xi_{j}=\xi_{i}$ for all $i \leq j$. Let

$$
\xi: Y \rightarrow X
$$

be defined by

$$
\xi(y)=\left(\xi_{i}(y)\right)_{i \in I} .
$$

Notice that $\xi$ is well defined since $\left(\phi_{j i}\right)\left(\xi_{j}(y)\right)=\xi_{i}(y)$ and we have

$$
\left(\varphi_{i} \circ \xi\right)(y)=\varphi_{i}\left(\left(\xi_{k}(y)_{k \in I}\right)\right)=\xi_{i}(y),
$$

so $(\xi(y))_{i \in I} \in X$. Thus $X$ is an inverse limit of $\left\{A_{i}, \phi_{j i}, I\right\}$.

Remark 11.3.5. Given an inverse system $\left\{A_{i}, \phi_{i j}, I\right\}$, we denote by $A:=\prod_{i \in I} A_{i}$ the direct product. Then

$$
{\underset{i \in I}{ }}_{\lim _{i \in I}} A_{i}=\left\{\left(\ldots, a_{i}, \ldots\right) \in A \mid \phi_{k j}\left(a_{k}\right)=a_{j} \text { for all } j \leq k\right\}
$$

is the inverse limit or the projective limit.

Given an inverse system $\left\{A_{i}, \phi_{j i}, I\right\}$, let

$$
\begin{aligned}
\pi_{i}: A & \longrightarrow A_{i} \\
\left(a_{j}\right)_{j \in I} & \longmapsto a_{i}
\end{aligned}
$$

be the natural projection. For each $i \in I$, let

$$
\phi_{i}:=\pi_{i} \lim _{\overleftarrow{i}} A_{i}:{\underset{i}{\overleftarrow{ }}}_{\lim _{i}} A_{i} \longrightarrow A_{i}
$$

be the map induced by the projection. We have $\phi_{j k} \circ \phi_{j}=\phi_{k}$ for $k \leq j$.


Now if for each $i \in I, A_{i}$ is a topological Hausdorff space, we provide $A$ with the product topology and $\underset{i}{\lim } A_{i}$ is a topological space with the induced topology. We always assume that the maps $\phi_{j i}$ are continuous.

Notice that the maps $\phi_{i}$ are always continuous; indeed, if $U$ is an open set of $A_{i}$, we have

$$
\phi_{i}^{-1}(U)=\pi_{i}^{-1}(U) \cap{\underset{i}{\overleftarrow{~ l i m}}}_{\overleftarrow{i}} A_{i}
$$

where $\pi_{i}^{-1}(U)$ is an open set by definition of the product topology. In fact, the topology of $\underset{i}{\lim } A_{i}$ is generated by unions and finite intersections of the sets $\phi_{i}^{-1}\left(U_{i}\right)$ such that $U_{i}$ is open in $A_{i}$. Furthermore, if $T$ is open in $\underset{i}{\lim } A_{i}$, we shall see that $T$ contains some $\phi_{k}^{-1}\left(U_{k}\right)$ for some $k$ and some $U_{k}$ that is open in $A_{k}$. Since $T$ is generated by unions and finite intersections of sets of the form

$$
\pi_{j}^{-1}\left(U_{j}\right) \cap \lim _{\leftarrow} A_{i}
$$

it suffices to see that

$$
\phi_{i}^{-1}\left(U_{i}\right) \cap \phi_{j}^{-1}\left(U_{j}\right)=\phi_{k}^{-1}\left(U_{k}\right) \quad \text { for some } \quad k
$$

Choose $k \geq i, j$ and let

$$
U_{k}:=\phi_{k j}^{-1}\left(U_{j}\right) \cap \phi_{k i}^{-1}\left(U_{i}\right)
$$

Then

$$
\left.\phi_{k}^{-1}\left(U_{k}\right)=\phi_{k}^{-1}\left(\phi_{k j}^{-1} U_{j}\right)\right) \cap \phi_{k}^{-1}\left(\phi_{k i}^{-1}\left(U_{i}\right)\right)=\phi_{j}^{-1}\left(U_{j}\right) \cap \phi_{i}^{-1}\left(U_{i}\right)
$$

Definition 11.3.6. Let $I$ be a directed poset. Let $I^{\prime}$ be a subset such that $I^{\prime}$ is also a directed poset with the order induced by the one in $I$. We say that $I^{\prime}$ is cofinal in $I$ if for every $i \in I$, there exists $i^{\prime} \in I^{\prime}$ such that $i \leq i^{\prime}$.

If $\left\{A_{i}, \phi_{j i}, I\right\}$ is an inverse system, then $\left\{A_{i}, \phi_{j i}, I^{\prime}\right\}$ becomes an inverse system and we say that $\left\{A_{i}, \phi_{j i}, I^{\prime}\right\}$ is a cofinal subsystem of $\left\{A_{i}, \phi_{j i}, I\right\}$.
Theorem 11.3.7. If $\left\{A_{i}, \phi_{j i}, I\right\}$ is an inverse system of groups, compact topological spaces, or compact topological groups, and $I^{\prime} \subseteq I$ is cofinal in $I$, then

$$
\lim _{i \in I} A_{i} \cong{\underset{i \in I^{\prime}}{ }}_{\lim _{i}} A_{i}
$$

Proof: Let $X:=\left(\underset{i \in I}{\lim } A_{i}, \varphi_{i}\right)$ and $Y:=\left({\underset{i}{\prime} \in I^{\prime}}_{\lim } A_{i^{\prime}}, \varphi_{i^{\prime}}^{\prime}\right)$. For $j \in I$, let $j^{\prime} \in I^{\prime}$ be such that $j \leq j^{\prime}$. We define

$$
\widetilde{\varphi}_{j}: Y \rightarrow A_{j}
$$

by $\widetilde{\varphi}_{j}:=\phi_{j^{\prime} j} \circ \varphi_{j^{\prime}}^{\prime}$.


If $k \in I^{\prime}$ satisfies $j \leq k$, let $\ell \in I$ be such that $j^{\prime}, k \leq \ell$. Then

$$
\phi_{j^{\prime} j} \varphi_{j^{\prime}}^{\prime}=\phi_{j^{\prime} j} \phi_{\ell j^{\prime}} \varphi_{\ell}^{\prime}=\phi_{\ell j} \varphi_{\ell}^{\prime}=\phi_{k j} \phi_{\ell k} \varphi_{\ell}^{\prime}=\phi_{k j} \varphi_{k}^{\prime}
$$

Thus $\widetilde{\varphi}_{j}$ is independent of the choice of $j^{\prime} \in I^{\prime}$. Furthermore, if $i, j \in I$ and $i \leq j$, then if $k \in I^{\prime}$ satisfies $j \leq k$, we have

$$
\phi_{j i} \widetilde{\varphi}_{j}=\phi_{j i} \phi_{k j} \varphi_{k}^{\prime}=\phi_{k i} \varphi_{k}^{\prime}=\widetilde{\varphi}_{i}
$$

Therefore, there exists a unique map

$$
\bar{\varphi}: Y \longrightarrow X
$$

such that $\varphi_{j} \bar{\varphi}=\widetilde{\varphi}_{j}$ for all $j \in I$. If $\left(a_{i}^{\prime}\right)_{i^{\prime} \in I^{\prime}} \in Y$ and $\bar{\varphi}\left(\left(a_{i^{\prime}}^{\prime}\right)_{i^{\prime} \in I^{\prime}}\right)=\left(b_{i}\right)_{i \in I}$, then $b_{i^{\prime}}=a_{i^{\prime}}$ for $i^{\prime} \in I^{\prime}$. It follows that $\bar{\varphi}$ is an injection.

Now if $\left(b_{i}\right)_{i \in I} \in X$, we define $\left(a_{i^{\prime}}\right)_{i^{\prime} \in I^{\prime}} \in Y$ by $a_{i^{\prime}}=b_{i^{\prime}}$ for all $i^{\prime} \in I^{\prime}$. Then $\bar{\varphi}\left(\left(a_{i^{\prime}}\right)_{i^{\prime} \in I^{\prime}}\right)=\left(b_{i}\right)_{i \in I}$ since $I^{\prime}$ is cofinal in $I$ and $\bar{\varphi}$ is a surjection. In the case of an algebraic structure, $\bar{\varphi}$ is an isomorphism. In the case of compact topological spaces, $\bar{\varphi}$ is a continuous bijection and since $X$ and $Y$ are compact spaces, it follows that $\bar{\varphi}$ is a closed map and that $X$ and $Y$ are homeomorphic.

Theorem 11.3.8. Let $\left\{A_{i}, \phi_{j i}, I\right\}$ be an inverse system of nonempty compact Hausdorff topological spaces $A_{i}$ over a directed poset $I$. Then the set $\lim A_{i}$ is nonempty. In particular, the inverse limit of an inverse system of nonempty finite sets is nonempty.

Proof: For each $j \in I$, let $Y_{j}=\left\{\left(a_{i}\right) \in \prod A_{i} \mid \phi_{j k}\left(a_{j}\right)=a_{k}\right.$ for all $\left.k \leq j\right\}$.
By the axiom of choice, $Y_{j}$ is nonempty. Note that $Y_{j} \supseteq Y_{j^{\prime}}$ for $j \leq j^{\prime}$. In particular, the intersection of finitely many $Y_{j}$ 's is a nonempty set. Since $\prod_{i \in I} A_{i}$ is a compact topological space, $\bigcap_{j \in I} Y_{j}$ is nonempty. Now

$$
\bigcap_{j \in I} Y_{j}={\underset{\overleftarrow{i m}}{\overleftarrow{ }}}_{\lim _{i}} A_{i}
$$

so the result follows.
Proposition 11.3.9. The set ${\underset{i}{t}}_{\lim _{i}} A_{i}$ is closed in $A=\prod_{i \in I} A_{i}$.
Proof: Let $\left(a_{i}\right)_{i \in I} \in A \backslash \underset{{\underset{V}{i}}^{\lim }}{\lim _{i}}$. There exist $i \leq j$ such that $\phi_{j i}\left(a_{j}\right) \neq a_{i}$. Since $A_{i}$ is Hausdorff, we can find open neighborhoods $U$ of $\phi_{j i}\left(a_{j}\right)$ and $V$ of $a_{i}$ such that $U \cap V=\emptyset$. Set $W:=\phi_{j \underset{\sim}{-1}}^{-1}(U)$. Then $W$ is an open set of $A_{j}$. Let $\widetilde{U}=V \times W \times$ $\prod_{k \neq i, j} A_{k} \subseteq A$. Clearly, $\widetilde{U}$ is an open set of $A$, and $\left(a_{i}\right)_{i \in I} \in \widetilde{U}$. Moreover, since $\phi_{j i}(W) \subseteq U$ and $U \cap V=\emptyset$, we have $\widetilde{U} \cap \underset{\lim _{i}}{ } A_{i}=\emptyset$. It follows that $\underset{i}{\lim _{i}} A_{i}$ is closed in $A$.

Definition 11.3.10. A group $G$ is called a topological group if $G$ is a topological space such that the group operations

$$
\begin{aligned}
i: G & \longrightarrow G \quad \text { and } \quad \cdot: G \times G \\
x & \longmapsto x^{-1}
\end{aligned} \quad \begin{aligned}
& \longrightarrow \\
(x, y) & \longmapsto x \cdot y
\end{aligned}
$$

are continuous.
Proposition 11.3.11. Let $G$ be a topological group. Then $G$ is Hausdorff if and only if $\{e\}$ is closed in $G$, where e denotes the identity of $G$.

Proof:
$(\Rightarrow)$ Since $G$ is $T_{2}$, it is $T_{1}$.
$(\Leftarrow)$ Let

$$
\begin{aligned}
\varphi: G \times G & \longrightarrow G \\
(x, y) & \longmapsto x y^{-1}
\end{aligned}
$$

Since $\varphi=\cdot(\mathrm{Id}, i)$, it follows that $\varphi$ is continuous. Furthermore,

$$
\varphi^{-1}(\{e\})=\left\{(x, y) \mid x y^{-1}=e\right\}=\{(x, x) \mid x \in G\}=\Delta
$$

and therefore the diagonal $\Delta$ is closed in $G \times G$. Thus $G$ is a Hausdorff space.
Now for each $x \in G$, the map

$$
\begin{aligned}
\xi_{x}: G & \longrightarrow G \\
y & \longmapsto x y
\end{aligned}
$$

is continuous and satisfies $\xi_{x}^{-1}=\xi_{x^{-1}}$ (because $\left.\left(\xi_{x^{-1}} \circ \xi_{x}\right)(y)=x^{-1}(x y)=y\right)$. Thus $\xi_{x}$ is a homeomorphism and $V$ is a open neighborhood of $e$ if and only if $\xi_{x}(V)=x V$ is an open neighborhood of $\{x\}$. This means that the topology of $G$ is determined by the neighborhoods of $\{e\}$.

Definition 11.3.12. A profinite group is a topological group $G$ that is Hausdorff, compact, and contains a basis of open neighborhoods of $\{e\}$ that consists of normal subgroups of $G$.

Theorem 11.3.13. Let $G$ be a compact Hausdorff topological group. Then $G$ contains a basis of open neighborhoods of $\{e\}$ consisting of normal subgroups if and only if $G$ is totally disconnected (that is, every element of $G$ is its own connected component).

## Proof:

$(\Rightarrow)$ Let $x \neq e$. Since $G$ is a Hausdorff space, there exist open sets $U$ and $V$ such that $e \in U, x \in V$, and $U \cap V=\emptyset$. Let $N$ be a normal subgroup of $G$. Then $N$ is open and contained in $U$. We have

$$
G=\left(\bigcup_{g \notin N} g N\right) \cup N
$$

Thus $x \in \bigcup_{g \in N} g N=W$, which is an open set. Moreover, $W \cap N=\emptyset$ and $W \cup N=$ $G$. Thus the connected component of $\{e\}$ is $\{e\}$.

Now for any $y \in G$, the map

$$
\begin{aligned}
\xi_{y}: G & \longrightarrow G \\
Z & \longmapsto y Z
\end{aligned}
$$

is a homeomorphism. Therefore the connected component of $y$ is the image under $\xi_{y}$ of the connected component of $\{e\}$, namely $\xi_{y}(\{e\})=\{y\}$. It follows that $G$ is totally disconnected.
$(\Leftarrow)$ Assume that $G$ is a totally disconnected topological group. Let $V$ be an open set of $G$ containing $e$. Then $V^{c}:=G \backslash V$ is a closed set and $e \notin V^{c}$. Since $G$ is a compact space, it follows that $V^{c}$ is also compact. On the other hand, $G$ is a Hausdorff space, so for each $x \in V^{c}$ there exist open sets $W_{x}, U_{x}$, such that $e \in W_{x}, x \in U_{x}$, and $W_{x} \cap U_{x}=\emptyset$. Thus $V^{c} \subseteq \bigcup_{x \in V^{c}} U_{x}$. Since $V^{c}$ is a compact set, there exist $x_{1}, \ldots, x_{n} \in V^{c}$ such that $V^{c} \subseteq U:=\bigcup_{i=1}^{n} U_{x_{i}}$.

Let $W:=\bigcap_{i=1}^{n} W_{x_{i}}$. Then $e \in W$ and $W \cap U=\emptyset$, so $W \subseteq U^{c}$ and $U^{c}$ is a closed set. It follows that $\bar{W} \subseteq U^{c}$.

Therefore

$$
\emptyset=\bar{W} \cap U \supseteq \bar{W} \cap V^{c}
$$

and $\bar{W} \subseteq V$. Thus, there exists an open neighborhood $W$ of $e$ such that $\bar{W} \subseteq V$ and $\bar{W}$ is a compact set.

Next we show that $\{e\}=\bigcap_{U \in \mathcal{A}} U$, where

$$
\mathcal{A}=\{U \mid e \in U \text { and } U \text { is open and closed in } G\}
$$

Let $A=\bigcap_{U \in \mathcal{A}} U \supseteq\{e\}$. It suffices to show that $A$ is connected. Assume that $A=C \cup D, C \cap D=\emptyset$, and $C$ and $D$ are closed in $A$ (and therefore closed in $G$ ). Since $G$ is Hausdorff (therefore a normal space) and $C$ and $D$ are disjoint compact subsets, there exists open subsets $C^{\prime}$ and $D^{\prime}$ in $G$ such that $C^{\prime} \supseteq C, D^{\prime} \supseteq D$, and $C^{\prime} \cap D^{\prime}=\emptyset$. Now $A \subseteq C^{\prime} \cup D^{\prime}$, so $\left(C^{\prime} \cup D^{\prime}\right)^{c} \subseteq A^{c}=\bigcup_{U \in \mathcal{A}} U^{c}$. Now since $\left(C^{\prime} \cup D^{\prime}\right)^{c}$ is closed and compact and $U^{c}$ is open, $U \in \mathcal{A}$, it follows that there exist finitely many $U_{1}, \ldots, U_{n} \in \mathcal{A}$ such that

$$
\left(C^{\prime} \cup D^{\prime}\right)^{c} \subseteq \bigcup_{i=1}^{n} U_{i}^{c} \quad \text { or } \quad \bigcap_{i=1}^{n} U_{i}=P \subseteq C^{\prime} \cup D^{\prime}
$$

$P$ is open and closed in $G$. Now $x \in P=\left(P \cap C^{\prime}\right) \cup\left(P \cap D^{\prime}\right)$, say $x \in P \cap C^{\prime}$, which is open. Also $P \cap D^{\prime}$ is open. Since $C^{\prime} \cap D^{\prime}=\emptyset$, we have $P \cap C^{\prime}=P \backslash$ $\left(P \cap D^{\prime}\right)=P \cap\left(P \cap D^{\prime}\right)^{c}$. Hence $P \cap C^{\prime}$ is also a closed subset of $G$. It follows that $P \cap C^{\prime} \in \mathcal{A}$ and $A \subseteq P \cap C^{\prime}$. Therefore $A \cap D \subseteq A \cap D^{\prime}=\emptyset$. Then $A$ is connected and $A=\bigcap_{U \in \mathcal{A}} U=\{e\}$.

Next we show that if $W$ is an open neighborhood of $x$, there exists a closed domain $P$ (that is, $P$ is an open and closed set) such that $\{e\} \subseteq P \subseteq W$. Now $W$ is closed and $W^{c} \subseteq\{e\}^{c}=\bigcup_{U \in \mathcal{A}} U^{c}$, with $U^{c}$ an open set. Since $W^{c}$ is compact, there exist finitely many $U_{1}, \ldots, U_{n}$ of $\mathcal{A}$ such that $W^{c} \subseteq \bigcup_{U \in \mathcal{A}} U_{i}^{c}$. Thus $P^{\prime}:=\bigcap_{i=1}^{n} U_{i} \subseteq W$ is a closed domain and $x \in P^{\prime} \subseteq W$.

Let $Q=\left\{q \in G \mid P^{\prime} q \subseteq P^{\prime}\right\}$ and $H=Q \cap Q^{-1}$, take $q \in Q$ and $x \in P^{\prime}$. Then $x q \in P^{\prime}$ and since $P^{\prime}$ is open, it follows by the continuity of the product that there exist open sets $U_{x}$ and $V_{x}$ containing $x$ and $q$ respectively, $U_{x}, V_{x} \subseteq P^{\prime}$ such that $U_{x} V_{x} \subseteq P^{\prime}$. Since $P^{\prime}$ is closed and thus compact, and $P^{\prime}=\bigcup_{x \in P^{\prime}} U_{x}$, there exist $x_{1}, \ldots, x_{m} \in P^{\prime}$ such that $P^{\prime}=\bigcup_{i=1}^{m} U_{x_{i}}$. Let $V^{\prime}=\bigcap_{i=1}^{m} V_{x_{i}}$. Then $q \in V^{\prime}$ and $P^{\prime} V^{\prime} \subseteq P^{\prime}$, so $V^{\prime} \subseteq Q$. It follows that $Q$ is open.

Now let $r \in G \backslash Q$. There exists $p \in P^{\prime}$ such that $p r \notin P^{\prime}$. Since $G \backslash P^{\prime}$ is an open set and the product is a continuous map, there exists an open neighborhood $W$ of $r$ such that $p W^{\prime} \subseteq G \backslash P^{\prime}$. Therefore $W^{\prime} \subseteq G \backslash Q, G \backslash Q$ is open, and hence $Q$ is closed. Since $Q^{-1}$ is homeomorphic to $Q$, it follows that $H=Q \cap Q^{-1}$ is an open and closed set of $G$.

For $y \in Q$, we have $y=e y \in P^{\prime}$, so $Q \subseteq P^{\prime}$. Also, $P^{\prime} e=P^{\prime} \subseteq P^{\prime}$, and hence $e \in Q$.

Let $h_{1}, h_{2} \in H$. Then $h_{1} \in Q, h_{2}^{-1} \in Q$, and

$$
P^{\prime}\left(h_{1} h_{2}^{-1}\right)=\left(P^{\prime} h_{1}\right) h_{2}^{-1} \subseteq P^{\prime} h_{2}^{-1} \subseteq P^{\prime}
$$

Therefore $h_{1} h_{2}^{-1} \in Q$. Similarly, $\left(h_{1} h_{2}^{-1}\right)^{-1}=h_{2} h_{1}^{-1} \in Q$, so $h_{1} h_{2}^{-1} \in Q^{-1}$. It follows that $h_{1} h_{2}^{-1} \in H$ and $H$ is a subgroup of $G$.

We have shown that $H$ is an open and closed subgroup of $G$. Finally, since $G$ is compact and $G=\bigcup_{x \in G} H x$, where $H x$ is open for each $x \in G$, it follows that $H$ is of finite index in $G,[G: H]=t<\infty$, and $G=\bigcup_{i=1}^{t} H x_{i}$. Let $N=\bigcap_{x \in G} x H x^{-1}=$ $\bigcap_{i=1}^{t} x_{i} H x_{i}^{-1}$. Then $N$ is a normal subgroup of $G$, and we have $e \in N \subseteq H \subseteq W \subseteq$ $\bar{W} \subseteq V$. Furthermore, $N$ is an open and closed normal subgroup of $G$ of finite index. This proves the theorem.

Remark 11.3.14. If $G$ is a finite group, then $G$ is a topological group with the discrete topology. Clearly $G$ is a profinite group.

The term profinite group comes from the following theorem.
Theorem 11.3.15. Let $G$ be a profinite group. Then if $N$ runs through all open normal subgroups of $G$, we have

$$
G \cong{\underset{N}{\overleftarrow{N}}}_{\lim } G / N
$$

algebraically and topologically (note that $G / N$ is finite), that is, $G$ is the inverse limit of finite groups.

Conversely, if $\left\{G_{i}, \phi_{j i}\right\}$ is a projective system of finite groups $G_{i}$ with the discrete topology, then the group $G:=\lim _{\leftarrow} G_{i}$ is a profinite group.

Proof: First, let $G$ be a profinite group. Let $N$ be an open and normal subgroup of $G$. Then $G=\bigcup_{\bar{x} \in G / N} x N$, where $x N$ is homeomorphic to $N$ for all $x \in G$. Since $G$ is a compact space, we have $[G: N]<\infty$. Thus $G / N$ is a finite group and since $N=G \backslash \bigcup_{\substack{x \in G / N \\ x \notin N}} x N$ and $\bigcup_{\substack{x \in G / N \\ x \notin N}} x N$ is open, it follows that $N$ is a closed subgroup of $G$.

Let $\mathcal{A}=\left\{N_{i} \mid i \in I\right\}$ be the set of all open normal subgroups of $G$ and let $G_{i}:=$ $G / N_{i}$ for each $i \in I$. We define a partial order on $I$ by setting $i \leq j \Longleftrightarrow N_{i} \supseteq N_{j}$. Now for $i \leq j$, let

$$
\begin{array}{rl}
f_{j i}: G_{j}=G / N_{j} & \longrightarrow G / N_{i}=G_{i} \\
x \bmod N_{j} & x \bmod N_{i}
\end{array}
$$

be the natural projection.
Given $i, j \in I$, let $N_{k}:=N_{i} \cap N_{j}$. Then $N_{k} \in \mathcal{A}$ and $i \leq k, j \leq k$. Therefore $\left\{G_{i}, f_{j i}\right\}$ is a projective system. Let

$$
\begin{aligned}
f: G & \longrightarrow{\underset{\zeta}{i}}_{\lim _{i}} G_{i} \\
\sigma & \longmapsto \prod_{i \in I} \sigma_{i}, \quad \text { where } \quad \sigma_{i}:=\sigma \bmod N_{i} .
\end{aligned}
$$

Then $f$ is a group homomorphism whose kernel is $\bigcap_{i \in I} N_{i}=\{e\}$. Indeed, $\left\{N_{i} \mid\right.$ $i \in I\}$ is a fundamental system of open neighborhoods of $\{e\}$ and $G$ is a Hausdorff space. Therefore $f$ is a monomorphism of groups.

Now $\left\{U_{S}:=\prod_{i \notin S} G_{i} \times \prod_{i \in S}\left\{e_{G_{i}}\right\} \mid S \subseteq I, S\right.$ finite $\}$ is a subbasis of neighborhoods of $e \in \prod_{i \in I} G_{i}$. We have

$$
f^{-1}\left(U_{S} \cap \underset{i}{\lim _{i}} G_{i}\right)=\bigcap_{i \in S} N_{i}
$$

Since the latter is open, it follows that $f$ is a continuous map.
Now, $G$ is compact, so $f(G)$ is a compact space too. Thus $f(G)$ is a closed subset of $\lim _{i} G_{i}$. Let $\varphi=\left(\varphi_{i}\right)_{i \in I} \in \underset{\lim _{i}}{\lim } G_{i}$. Then $\varphi\left(U_{S} \cap \underset{i}{\lim } G_{i}\right)$ is a basic open neighborhood of $\varphi$. Let $N_{k}:=\bigcap_{i \in S} N_{i}$ and let $\sigma \in G$ be such that $\sigma \bmod N_{k}=\varphi_{k} \in G / N_{k}$.

Then the diagram

commutes for $i \in S$. Therefore $\sigma \bmod N_{i}=\varphi_{i}$. It follows that $f(\sigma) \in \varphi\left(U_{S} \cap\right.$ $\underset{i}{\lim } G_{i}$ ). Hence $f(G)$ is dense in $\underset{i}{\lim _{i}} G_{i}$ and since $f(G)$ is closed, we conclude that $f$ is onto. In particular, $f$ is an algebraic isomorphism.

Finally, if $T \subseteq G$ is closed, then $T$ and $f(T)$ are compact. Therefore $f(T)$ is a closed set in $\underset{\leftarrow}{\lim } G_{i}$. It follows that $f$ is a closed map and $f$ is a homeomorphism.

Conversely, let $\left\{G_{i}, f_{j i}\right\}$ be a projective system where for all $i \in I, G_{i}$ is a finite group considered with the discrete topology.

Let $G:=\underset{i}{\lim } G_{i}$. Then $G$ is closed in $\prod_{i \in I} G_{i}$. Since each $G_{i}$ is compact, it follows by Tychonov's theorem that $\prod_{i \in I} G_{i}$ is a compact space. Therefore $G$ is a compact group. Also, since each $G_{i}$ is a Hausdorff space, so is $\prod_{i \in I} G_{i}$, and $G$ is Hausdorff too.

Let $V$ be an open neighborhood of $e \in G$. Then $V=V^{\prime} \cap \lim _{i} G_{i}$, where $V^{\prime}$ an open neighborhood of $e \in \prod_{i \in I} G_{i}$. Therefore there exists a finite subset $S \subseteq I$ such that $U_{S}=\prod_{i \notin S} G_{i} \times \prod_{i \in S} H_{i} \subseteq V^{\prime}$ with $H_{i} \triangleleft G_{i}$ for each $i \in S$. Thus $e \in U_{S} \cap{\underset{i}{~}}_{\lim _{i}} G_{i} \subseteq$
 and since $U_{S}$ is a normal subgroup of $\prod_{i \in I} G_{i}$, we have $U_{S} \cap{\underset{\overleftarrow{i m}}{i}}^{\lim _{i}} \triangleleft \underset{i}{\lim _{i}} G_{i}$. By Theorem 11.3.13, it follows that $G$ is a profinite group.

We have proved the following theorem:

Theorem 11.3.16. Let $G$ be a topological group. The following conditions are equivalent
(i) $G$ is a profinite group.
(ii) $G$ is the inverse limit of finite groups.
(iii) $G$ is a topological group that is Hausdorff, compact, and totally disconnected.
(iv) $G$ is a topological group that is a Hausdorff compact space that contains a basis of neighborhoods of e consisting of open normal subgroups of $G$.

Example 11.3.17. If $G$ is a finite group, then $G$ is a profinite group.
Example 11.3.18. Let $I=\mathbb{N}=\{1,2, \ldots$,$\} . We define n \leq m \Longleftrightarrow n \mid m$. Let $f_{m, n}: \mathbb{Z} / m \mathbb{Z} \longrightarrow \mathbb{Z} / n \mathbb{Z}$ be the natural projection

$$
a \bmod m \longmapsto a \bmod n
$$

Set $\hat{\mathbb{Z}}:=\lim _{n \in \mathbb{N}} \mathbb{Z} / n \mathbb{Z}$. Then $\hat{\mathbb{Z}}$ is called the Prüfer ring. We have $\hat{\mathbb{Z}}<\prod_{n=1}^{\infty} \mathbb{Z} / n \mathbb{Z}$. Let

$$
\begin{align*}
\varphi: \mathbb{Z} & \longrightarrow \hat{\mathbb{Z}} \\
a & \longmapsto(a \bmod n)_{n \in \mathbb{N}} . \tag{11.6}
\end{align*}
$$

Let $\alpha=\left(\alpha_{n}\right)_{n \in \mathbb{Z}} \in \hat{\mathbb{Z}}$ and let $V$ be an open neighborhood of $\alpha$. Then there exists a finite set $S \subseteq \mathbb{N}$ such that $W=\alpha\left(\left(\prod_{n \in S}\{1\} \times \prod_{n \notin S} \mathbb{Z} / n \mathbb{Z}\right) \cap \hat{\mathbb{Z}}\right) \subseteq V$. Let $m=\prod_{s \in S} s$. Then $s \leq m$ for all $s \in S$. Let $a \in \mathbb{Z}$ be such that $a \equiv \alpha_{m} \bmod m$.

Then $a \bmod s \equiv \alpha_{s} \bmod s$ for all $s \in S$. Hence $\varphi(a) \in W$, and $\varphi(\mathbb{Z})$ is dense in $\hat{\mathbb{Z}}$.

For $n \in \mathbb{N}$, the map

$$
\begin{aligned}
\theta_{n}: \hat{\mathbb{Z}} & \longrightarrow n \hat{\mathbb{Z}} \\
x & \longmapsto n x:=x+\cdots+x
\end{aligned}
$$

is an algebraic and topological isomorphism. Thus $n \hat{\mathbb{Z}} \cong \hat{\mathbb{Z}}$ and therefore $n \hat{\mathbb{Z}}$ is open and closed in $\hat{\mathbb{Z}}$.

Conversely, let $H<\hat{\mathbb{Z}}$ be an open subgroup. Since $\hat{\mathbb{Z}}$ is compact, $H$ is a closed subgroup and $[\hat{\mathbb{Z}}: H]=n<\infty$.

In particular, $n \hat{\mathbb{Z}} \subseteq H$. Now the map $\varphi$ given in (11.6) satisfies $\varphi(n \mathbb{Z}) \subseteq n \hat{\mathbb{Z}}$ and induces

$$
\begin{gathered}
\mathbb{Z} \xrightarrow{\varphi} \hat{\mathbb{Z}} \xrightarrow{\pi} \hat{\mathbb{Z}} / n \hat{\mathbb{Z}} \\
\tilde{\varphi}: \mathbb{Z} \longrightarrow \hat{\mathbb{Z}} / n \hat{\mathbb{Z}}
\end{gathered}
$$

$\widetilde{\varphi}$ is dense and $\hat{\mathbb{Z}} / n \widehat{\mathbb{Z}}$ is finite. Hence $\widetilde{\varphi}$ is onto and $\operatorname{ker} \varphi=n \mathbb{Z}$, so $\mathbb{Z} / n \mathbb{Z} \cong \hat{\mathbb{Z}} / n \widehat{\mathbb{Z}}$.
Therefore $[\hat{\mathbb{Z}}: n \hat{\mathbb{Z}}]=[\mathbb{Z}: n \mathbb{Z}]=n=[\hat{\mathbb{Z}}: H]$,

$$
\begin{gathered}
\hat{\mathbb{Z}} / n \hat{\mathbb{Z}} \longrightarrow \hat{\mathbb{Z}} / H \\
x \bmod n \hat{\mathbb{Z}} \longmapsto x \bmod H
\end{gathered}
$$

is an epimorphism, and $n \hat{\mathbb{Z}}=H$.
Therefore the open subgroups of $\hat{\mathbb{Z}}$ are the subgroups $n \hat{\mathbb{Z}}$ with $n \in \mathbb{N}$.
Example 11.3.19. Let $p \in \mathbb{N}$ be a rational prime. For $n \in \mathbb{N} \cup\{0\}:=\mathbb{N}_{0}$ and $m \leq n$, the natural projection

$$
\begin{aligned}
f_{n, m}: \mathbb{Z} / p^{n} \mathbb{Z} & \longrightarrow \mathbb{Z} / p^{m} \mathbb{Z} \\
x \bmod p^{n} & \longmapsto x \bmod p^{m}
\end{aligned}
$$

defines an inverse system. Set

Let $\mathbb{Z}_{p}=\left\{\sum_{n=0}^{\infty} a_{n} p^{n} \mid a_{n} \in\{0,1, \ldots, p-1\}\right\}$ (see Example 2.3.7) and let

$$
\begin{aligned}
\varphi: \mathbb{Z}_{p} & \longrightarrow \mathcal{Y} \\
\sum_{n=0}^{\infty} a_{n} p^{n} & \longmapsto\left(\sum_{n=0}^{i} a_{n} p^{n}\right)_{i \in \mathbb{N}_{0}}
\end{aligned}
$$

Clearly, $\varphi$ is a monomorphism of groups. If $\left(\alpha_{i}\right)_{i \in \mathbb{N}_{0}} \in \mathcal{Y}$, then the class of $\alpha_{i}$ in $\mathbb{Z} / p^{i} \mathbb{Z}$ contains an element $x_{i}$ such that $0 \leq x_{i} \leq p^{i}-1$. Put

$$
x_{i}=\sum_{n=0}^{i-1} a_{i n} p^{n}
$$

with $a_{i n} \in\{0,1, \ldots, p-1\}$. Since for $i \geq j, f_{j i}\left(x_{j}\right)=x_{i}$, it follows that $a_{i n}=a_{j n}$ for $0 \leq n \leq j$. Set

$$
a_{n}:=a_{i n} \quad \text { for } \quad n \leq i
$$

Then $\left(\alpha_{i}\right)_{i \in \mathbb{N}_{0}}=\left(\sum_{n=0}^{i-1} a_{n} p^{n}\right)_{i \in \mathbb{N}_{0}}=\varphi\left(\sum_{n=0}^{\infty} a_{n} p^{n}\right)$ and $\varphi$ is a group isomorphism.

Let $V=\prod_{s \in S} U_{S} \times \prod_{n \notin S} \mathbb{Z} / p^{n} \mathbb{Z}$ be a basic open neighborhood, and $S \subseteq \mathbb{N}_{0}$ a finite set. Let $t=\sup S$. Then if $\alpha=\left(\alpha_{i}\right)_{i \in \mathbb{N}_{0}} \in V \cap \mathcal{Y}$, we have

$$
\begin{gathered}
\alpha_{t} \bmod p^{t} \equiv a_{0}+a_{1} p+\cdots+a_{t-1} p^{t-1} \\
\varphi^{-1}\left(\prod_{s \in S}\left\{\alpha_{s}\right\} \times \prod_{n \notin S} \mathbb{Z} / p^{n} \mathbb{Z}\right)=\left(a_{0}+a_{1} p+\cdots+a_{t-1} p^{t-1}\right)+p^{t} \mathbb{Z}_{p}
\end{gathered}
$$

is open in $\mathbb{Z}_{p}$, and $\varphi^{-1}(V \cap \mathcal{Y})$ is a finite union of such subsets. Thus $\varphi$ is continuous.
Finally, $\varphi$ is closed. Indeed, if $T \subseteq \mathbb{Z}_{p}$ is closed, then $T$ is compact and so is $\varphi(T)$. Thus $\varphi(T)$ is closed in $\mathcal{Y}$. We have

$$
\mathbb{Z}_{p} \cong \lim _{n \in \mathbb{N}_{0}} \mathbb{Z} / p^{n} \mathbb{Z}
$$

algebraically and topologically.
As in Example 11.3.18, the open subgroups of $\mathbb{Z}_{p}$ are precisely those of the form $p^{n} \mathbb{Z}_{p}$ with $n \in \mathbb{N}_{0}$.

Now let $H$ be a closed subgroup of $\mathbb{Z}_{p}$.
If $H \neq(0)$, let $x \in H$ be such that $v_{p}(x)$ is minimal and put $v_{p}(x)=n$.
We have $\mathbb{Z} x=\{m x \mid m \in \mathbb{Z}\} \subseteq H$. Since $H$ is closed, it follows that $\overline{\mathbb{Z} x}=\mathbb{Z}_{p} x \subseteq$ $H$. We have $x=a_{0} p^{n}$ with $v_{p}\left(a_{0}\right)=0$. Hence $a_{0}^{-1} \in \mathbb{Z}_{p}$ and $p^{n}=a_{0}^{-1} x \in \mathbb{Z}_{p} x$. Thus $p^{n} \mathbb{Z}_{p} \subseteq H$. On the other hand, if $y \in H \backslash\{0\}$, we have $v_{p}(y)=m \geq n$, so $y=p^{m} b_{0}=p^{n}\left(p^{m-n} b_{0}\right) \in p^{n} \mathbb{Z}_{p}$. Consequently $H=p^{n} \mathbb{Z}_{p}$. In particular, the closed subgroups of $\mathbb{Z}_{p}$ are $\{0\}$ and $p^{n} \mathbb{Z}_{p}$ for $n \in \mathbb{N} \cup\{0\}$.

Example 11.3.20. Let $A$ be an abelian torsion group. Then for any $a \in A$ there exists $n \in \mathbb{N}$ such that $n a=0$. Let $\mathbb{Q} / \mathbb{Z}=\{\bar{x}=x+\mathbb{Z} \mid x \in \mathbb{Q}\}$ (we have $\mathbb{Q} / \mathbb{Z} \cong\{\xi \in \mathbb{C} \mid$ $\xi^{m}=1$ for some $\left.m \in \mathbb{N}\right\}$ ). We define the Pontryagin dual of $A$ as

$$
\chi(A)=\operatorname{Hom}(A, \mathbb{Q} / \mathbb{Z}) .
$$

Then $A=\bigcup_{i \in I} A_{i}$, where the union runs through all finite subgroups $A_{i}$ of $A$.
We define $i \leq j \Longleftrightarrow A_{j} \supseteq A_{i}$. For $i \leq j$, let

$$
f_{i j}: A_{i} \longrightarrow A_{j}
$$

be the natural injection
Let

$$
\phi_{j i}: \chi\left(A_{j}\right) \rightarrow \chi\left(A_{i}\right)
$$

be given by $\phi_{j i}(\sigma)=\sigma \circ f_{i j}$. Then $\left\{\chi\left(A_{i}\right), \phi_{j i}, I\right\}$ is an inverse system. Note that $\chi\left(A_{i}\right) \cong \hat{A}_{i} \cong A_{i}$, where $\hat{A}_{i}$ denotes the group of characters of $A_{i}$.

Then $\chi(A)$ is isomorphic to $\lim _{\overleftarrow{i}} \chi\left(A_{i}\right)$ (see Exercise 11.7.14).

### 11.4 Infinite Galois Theory

Definition 11.4.1. Let $k$ be any field and $\bar{k}$ the separable algebraic closure of $k$. The Galois group $\operatorname{Gal}(\bar{k} / k)=: G_{k}$ is called the absolute Galois group of $k$.

In general, $G_{k}$ is an infinite group and the usual main theorem of Galois theory does not hold anymore in the usual sense. The next example explains this difference.

Example 11.4.2. Let $\mathbb{F}_{p}$ be the finite field of $p$ elements, and $G=G_{\mathbb{F}_{p}}=\operatorname{Gal}\left(\overline{\mathbb{F}}_{p} / \mathbb{F}_{p}\right)$. Let

$$
\begin{aligned}
\varphi: \overline{\mathbb{F}}_{p} & \longrightarrow \overline{\mathbb{F}}_{p} \\
x & \longmapsto x^{p}
\end{aligned}
$$

be the Frobenius automorphism. Let $H=(\varphi)=\left\{\varphi^{n} \mid n \in \mathbb{Z}\right\}$. Note that if $x \in \overline{\mathbb{F}}_{p}^{H}$, then $\varphi(x)=x^{p}=x$, so $x \in \mathbb{F}_{p}$. Therefore

$$
\mathbb{F}_{p}=\overline{\mathbb{F}}_{p}^{H}=\overline{\mathbb{F}}_{p}^{G}
$$

We will now see that $H \neq G$.
Let $n \in \mathbb{N}$ and write $n=b_{n} p^{v_{p}(n)}$, where $\left(b_{n}, p\right)=1$. Let $x_{n}, y_{n} \in \mathbb{Z}$ be such that

$$
1=b_{n} x_{n}+p^{v_{p}(n)} y_{n} .
$$

Define $a_{n}=b_{n} x_{n} \in \mathbb{Z}$. If $m$ divides $n$, then

$$
m=b_{m} p^{v_{p}(m)} \mid b_{n} p^{v_{p}(n)}=n
$$

so

$$
b_{m} \mid b_{n} \quad \text { and } \quad v_{p}(m) \leq v_{p}(n)
$$

Now, $a_{n}-a_{m}=b_{n} x_{n}-b_{m} x_{m}$. Hence $b_{m}$ divides $a_{n}-a_{m}$ and

$$
a_{n}-a_{m}=\left(1-p^{v_{p}(n)} y_{n}\right)-\left(1-p^{v_{p}(m)} y_{m}\right)=p^{v_{p}(m)} y_{m}-p^{v_{p}(n)} y_{n} .
$$

It follows that $p^{v_{p}(m)}$ divides $a_{n}-a_{m}$, and

$$
a_{n} \equiv a_{m} \bmod m \quad \text { whenever } \quad m \text { divides } n
$$

Now assume that there exists an integer $a$ such that $a_{n} \equiv a \bmod n$ for all $n$. If $q$ is any prime other than $p$ and $\alpha \in \mathbb{N}$ is arbitrary, consider $n=q^{\alpha}$. Then

$$
a_{n}=q^{\alpha} x_{n} \equiv a \bmod q^{\alpha} .
$$

Thus $q^{\alpha}$ divides $a$ for all $\alpha$, so $a=0$. But

$$
a_{p}=p-1 \not \equiv 0 \bmod p
$$

This contradiction shows that there does not exist $a \in \mathbb{Z}$ such that $a_{n} \equiv a \bmod n$ for all $n$.

Let $\psi_{n}=\left.\varphi^{a_{n}}\right|_{\mathbb{F}_{p^{n}}} \in \operatorname{Gal}\left(\mathbb{F}_{p^{n}} / \mathbb{F}_{p}\right)$. If $\mathbb{F}_{p^{m}} \subseteq \mathbb{F}_{p^{n}}$, then $m$ divides $n$, so $a_{n} \equiv$ $a_{m} \bmod m$. Since $o\left(\left.\varphi\right|_{\mathbb{F}_{p^{m}}}\right)=m$ we have

$$
\left.\psi_{n}\right|_{\mathbb{P}_{p^{m}}}=\left.\varphi^{a_{n}}\right|_{\mathbb{p}^{m}}=\left.\varphi^{a_{m}}\right|_{\mathbb{p}_{p^{m}}}=\psi_{m}
$$

Let $\psi \in G$ be defined as follows. If $x \in \overline{\mathbb{F}}_{p}$, then $x \in \mathbb{F}_{p^{n}}$ for some $n$, and we put $\psi(x)=\psi_{n}(x)$. Clearly, $\psi$ is a well-defined element of $G$. If $\psi \in H=(\varphi)$, then $\psi=\varphi^{a}$ for some $a \in \mathbb{Z}$. Then $\left.\psi\right|_{\mathbb{F}_{p^{n}}}=\left.\varphi^{a_{n}}\right|_{\mathbb{F}_{p^{n}}}=\left.\varphi^{a}\right|_{\mathbb{F}_{p^{n}}}$. Hence $a_{n} \equiv a \bmod n$ for all $n$. This contradiction shows that $H \neq G$ but

$$
\overline{\mathbb{F}}_{p}^{H}=\overline{\mathbb{F}}_{p}^{G}
$$

In order to establish the "right" main theorem of Galois theory we must take into account the topological nature of the Galois group of an arbitrary Galois extension.

Let $K / F$ be an algebraic, normal, and separable extension of fields, that is, a Galois extension. Let

$$
\mathcal{K}=\left\{K_{i} \mid i \in I\right\}
$$

be the collection of all intermediate subfields $K_{i}\left(F \subseteq K_{i} \subseteq K\right)$ such that $K_{i} / F$ is a finite Galois extension. Then

$$
K=\bigcup_{i \in I} K_{i}
$$

Let $G:=\operatorname{Gal}(K / F)$ and $N_{i}=\operatorname{Gal}\left(K / K_{i}\right)$. We have $K_{i}=K^{N_{i}}=\{\alpha \in K \mid$ $\left.\sigma \alpha=\alpha \forall \sigma \in N_{i}\right\}$. Then:
(1) For $i \in I, N_{i} \triangleleft G$ and $G / N_{i} \cong \operatorname{Gal}\left(K_{i} / F\right)$ is a finite group.
(2) For every $i, j \in I, N_{k}:=N_{i} \cap N_{j}$ satisfies that $N_{k} \triangleleft G$ and $G / N_{k}$ is a finite group (in fact, if $K_{i}=K^{N_{i}}$ and $K_{j}=K^{N_{j}}$, then $K_{k}=K^{N_{i}} K^{N_{j}}=K^{N_{i} \cap N_{j}}$ ).
(3) $\bigcap_{i \in I} N_{i}=\{1\}$.

We define a topology on $G$ by taking the cosets

$$
\sigma N_{i}, \quad i \in I
$$

as a basis of neighborhoods of $\sigma$ for each $\sigma \in G$.
Proposition 11.4.3. For the topology defined above, the multiplication and the inversion maps

$$
\begin{aligned}
G \times G & \stackrel{\varphi}{\rightarrow} G & & G \xrightarrow{i} G \\
(\sigma, \varphi) & \mapsto \sigma \psi & \sigma & \mapsto \sigma^{-1}
\end{aligned}
$$

are continuous.
Proof: The statement follows from the facts that $\varphi^{-1}\left(\sigma \psi N_{j}\right) \supseteq \sigma N_{j} \times \psi N_{j}$ and

$$
i^{-1}\left(\sigma^{-1} N_{j}\right)=\sigma N_{j}
$$

for all $j \in I$.

Definition 11.4.4. The topology defined above on $G$ is called the Krull topology and with this topology $G$ becomes a topological group.

Theorem 11.4.5. The Galois group $G=\operatorname{Gal}(K / F)$ endowed with the Krull topology is a profinite group. Moreover, we have

$$
G \cong \lim _{i \in I} G / N_{i} \cong \lim _{i \in I} \operatorname{Gal}\left(K_{i} / F\right)
$$

algebraically and topologically, where $N_{i}=\operatorname{Gal}\left(K / K_{i}\right)$ and $K_{i}$ runs through the set $\left\{K_{i} \mid F \subseteq K_{i} \subseteq K\right.$, and $K_{i} / F$ is a finite Galois extension $\}$.

Proof: For each $i \in I$, denote by $G_{i}$ the $\operatorname{group} \operatorname{Gal}\left(K_{i} / F\right)$, which is isomorphic to $G / N_{i}$.

We define a partial order $\leq$ in $I$ by

$$
i \leq j \Longleftrightarrow K_{i} \subseteq K_{j} \quad \text { or equivalently, } \quad i \leq j \Longleftrightarrow N_{i} \supseteq N_{j}
$$

Then $I$ is a directed poset since if $i, j \in I$, the composite $K_{k}:=K_{i} K_{j}$ is a finite Galois extension of $F$ and $K_{i}, K_{j} \subseteq K_{k}$.

Now, if $i \leq j$, let

$$
\begin{aligned}
\phi_{j i}: G_{j} & \rightarrow G_{i} \\
\sigma & \left.\mapsto \sigma\right|_{K_{i}} .
\end{aligned}
$$

We have obtained an inverse system $\left\{G_{i}, \phi_{j i}, I\right\}$ of finite Galois groups. Let

$$
\begin{aligned}
& \Phi: G \longrightarrow \check{i m}_{\overleftarrow{i \in I}} G_{i} \subseteq \prod_{i \in I} G_{i} \\
& \sigma \longmapsto\left(\left.\sigma\right|_{K_{i}}\right)_{i \in I} .
\end{aligned}
$$

Clearly, $\Phi$ is a group homomorphism whose kernel is $\bigcap_{i \in I} G_{i}=\{1\}$.
Now consider the following composition:

$$
G \xrightarrow{\Phi}{\underset{\overleftarrow{i \in I}}{ } \lim _{i} G_{i}^{\phi_{i}} G_{i} . . . . .}
$$

For each $i \in I, \phi_{i} \circ \Phi$ is continuous. Indeed, $G_{i}$ is a finite group with the discrete topology, so if $A \subseteq G_{i}$, we have

$$
\begin{aligned}
\left(\phi_{i} \circ \Phi\right)^{-1}(A) & =\bigcup_{a \in A}\left(\phi_{i} \circ \Phi\right)^{-1}(a)=\bigcup_{a \in A} \Phi^{-1}\left(\phi_{i}^{-1}(a)\right) \\
& =\bigcup_{a \in A}\left\{\sigma \in G|\sigma|_{K_{i}}=a\right\}=\bigcup_{a \in A} a \operatorname{Gal}\left(K / K_{i}\right)=\bigcup_{a \in A} a N_{i}
\end{aligned}
$$

which is open. It follows that if $S \subseteq I$ is a finite set, then

$$
\Phi^{-1}\left(\left(\prod_{i \in S} A_{i} \times \prod_{i \notin S} G_{i}\right) \cap \lim _{j \in I} G / N_{j}\right)=\bigcap_{i \in S}\left(\phi_{i} \circ \Phi\right)^{-1}\left(A_{i}\right)
$$

is open. Therefore $\Phi$ is continuous.
Now we have

$$
\Phi\left(N_{i}\right)=\left(\lim _{\overleftarrow{j \in I}} G_{i}\right) \bigcap\left[\left(\prod_{K_{j} \nsubseteq K_{i}} G_{i}\right) \times\left(\prod_{K_{j} \subseteq K_{i}}\{1\}_{j}\right)\right]
$$

and $\left\{j \in I \mid K_{j} \subseteq K_{i}\right\}$ is finite, so $\Phi\left(N_{i}\right)$ is an open set. Therefore $\Phi$ is an open map.
Finally, if $\left(\sigma_{i}\right)_{i \in I} \in \underset{\leftarrow}{\lim } G_{i}$, let $\sigma: K \rightarrow K$ be such that $\sigma(\alpha)=\sigma_{i}(\alpha)$ for $\alpha \in K_{i}$. Then $\sigma$ is a well-defined element of $G$ and $\Phi(\sigma)=\left(\sigma_{i}\right)_{i \in I}$. Thus $\Phi$ is a group epimorphism. The result follows.

Example 11.4.6. Assume $q=p^{u}$ for some prime number $p$ and some $u \in \mathbb{N}$. Let $\mathbb{F}_{q}$ be the finite field of $q$ elements. For each $n$, there exists a unique extension $\mathbb{F}_{q^{n}}$ of $\mathbb{F}_{q}$, and $\mathbb{F}_{q^{n}} / \mathbb{F}_{q}$ is a cyclic extension. It follows that $\overline{\mathbb{F}}_{q}=\bigcup_{n=1}^{\infty} \mathbb{F}_{q^{n}}$ and $G_{n}:=$ $\operatorname{Gal}\left(\mathbb{F}_{q^{n}} / \mathbb{F}_{q}\right) \cong \mathbb{Z} / n \mathbb{Z}$. Therefore

$$
\operatorname{Gal}\left(\overline{\mathbb{F}}_{q} / \mathbb{F}_{q}\right) \cong \lim _{\check{n}} \mathbb{Z} / n \mathbb{Z} \cong \hat{\mathbb{Z}}
$$

Example 11.4.7. Let $q=p^{u}$ as in Example 11.4.6 and let $\ell$ be any prime number $(\ell=p$ or $\ell \neq p)$. Let $T_{n}:=\mathbb{F}_{q^{\ell n}}$.

Then $H_{n}:=\operatorname{Gal}\left(\mathbb{F}_{q^{\ell^{n}}} / \mathbb{F}_{q}\right) \cong \mathbb{Z} / \ell^{n} \mathbb{Z}$. If $T_{\ell}=\bigcup_{n=0}^{\infty} T_{n}$, then $T_{\ell} / \mathbb{F}_{q}$ is a Galois extension and

Since $T_{\ell} \subseteq \overline{\mathbb{F}}_{q}$, if $N_{\ell}=\operatorname{Gal}\left(\overline{\mathbb{F}}_{q} / T_{\ell}\right)$, then $\mathbb{Z}_{\ell} \cong \hat{\mathbb{Z}} / N_{\ell}$. By Exercise 11.7.16,

$$
T_{\ell} \cap\left(\prod_{\ell^{\prime} \neq \ell} T_{\ell^{\prime}}\right)=\mathbb{F}_{q} \quad \text { and } \quad \prod_{\ell \text { prime }} T_{\ell}=\overline{\mathbb{F}}_{q}
$$

Therefore

$$
\hat{\mathbb{Z}} \cong \operatorname{Gal}\left(\overline{\mathbb{F}}_{q} / \mathbb{F}_{q}\right) \cong \prod_{\ell \text { prime }} \operatorname{Gal}\left(T_{\ell} / \mathbb{F}_{q}\right) \cong \prod_{\ell \text { prime }} \mathbb{Z}_{\ell}
$$

Example 11.4.8. For each $n \in \mathbb{N}$, let $\zeta_{n}$ denote a primitive $n$th root of 1 in $\mathbb{C}$ (for example $\left.\zeta_{n}=e^{2 \pi i / n}\right)$. Let $\mathbb{Q}\left(\zeta_{n}\right)$ be the $n$th cyclotomic number field. Then

$$
\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{n}\right) / \mathbb{Q}\right) \cong \mathcal{U}_{n}=(\mathbb{Z} / n \mathbb{Z})^{*}
$$

If $n=p_{1}^{\alpha_{1}} \cdots p_{r}^{\alpha_{r}}$, then $\mathcal{U}_{n} \cong \prod_{i=1}^{r} \mathcal{U}_{p_{i}}{ }_{i}$. We have

$$
\mathcal{U}_{2}=\{1\}, \quad \mathcal{U}_{2^{2}} \cong \mathbb{Z} / 2 \mathbb{Z}, \quad \mathcal{U}_{2^{\alpha}} \cong \mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2^{\alpha-2} \mathbb{Z}
$$

for $\alpha \geq 3$ and

$$
\mathcal{U}_{p^{n}} \cong \mathbb{Z} /(p-1) \mathbb{Z} \times \mathbb{Z} / p^{n-1} \mathbb{Z}
$$

for each odd prime $p$.
Let $\mathbb{Q}\left(\zeta_{\infty}\right):=\bigcup_{n=1}^{\infty} \mathbb{Q}\left(\zeta_{n}\right)$. Then

$$
G_{\infty}:=\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{\infty}\right) / \mathbb{Q}\right) \cong \lim _{\check{n}} \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{n}\right) / \mathbb{Q}\right)
$$

If $\mathbb{Q}\left(\zeta_{p^{\infty}}\right):=\bigcup_{n=1}^{\infty} \mathbb{Q}\left(\zeta_{p^{n}}\right)$, where $p$ is any prime, then

$$
\mathbb{Q}\left(\zeta_{\infty}\right)=\prod_{p \text { prime }} \mathbb{Q}\left(\zeta_{p^{\infty}}\right) \quad \text { and } \quad \mathbb{Q}\left(\zeta_{p^{\infty}}\right) \cap \prod_{q \neq p} \mathbb{Q}\left(\zeta_{q^{\infty}}\right)=\mathbb{Q} .
$$

Therefore $G_{\infty}$ is isomorphic to $\prod_{p \text { prime }} \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{p^{\infty}}\right) / \mathbb{Q}\right)$.
Now

$$
\begin{aligned}
& \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{p^{\infty}}\right) / \mathbb{Q}\right) \cong \lim _{\check{n}} \operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{p^{n}}\right) / \mathbb{Q}\right) \cong \lim _{\check{n}} \mathcal{U}_{p^{n}} \\
& \cong\left\{\begin{array}{l}
\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z}_{2} \text { if } p=2, \\
\mathbb{Z} /(p-1) \mathbb{Z} \times \mathbb{Z}_{p} \quad \text { if } \quad p>2 .
\end{array}\right.
\end{aligned}
$$

From Example 11.4.7, we obtain that

$$
G_{\infty} \cong\left(\mathbb{Z} / 2 \mathbb{Z} \times \prod_{p>2} \mathbb{Z} /(p-1) \mathbb{Z}\right) \times \hat{\mathbb{Z}} .
$$

Now we are ready to state the main theorem in Galois theory
Theorem 11.4 .9 (Fundamental Theorem in Galois Theory). Let $K / F$ be a Galois extension of fields with Galois group $G=\operatorname{Gal}(K / F)$. Set

$$
\mathcal{F}(K / F)=\{L \mid L \text { is a field and } F \subseteq L \subseteq K\}
$$

and

$$
S(G)=\{H \mid H \text { is a closed subgroup of } G\} .
$$

Let

$$
\Phi: \mathcal{F}(K / F) \rightarrow S(G) \quad \text { and } \quad \Psi: S(G) \rightarrow \mathcal{F}(K / F)
$$

be defined by

$$
\Phi(L)=\left\{\sigma \in G|\sigma|_{L}=\operatorname{Id}_{L}\right\}=\operatorname{Gal}(K / L)
$$

and

$$
\Psi(H)=\{\alpha \in K \mid \sigma \alpha=\alpha \forall \sigma \in H\}=K^{H} .
$$

Then $\Phi$ and $\Psi$ are mutually inverse bijections. Furthermore, we have $L_{1} \subseteq L_{2}$ if and only if $\Phi\left(L_{1}\right) \geq \Phi\left(L_{2}\right)$, and $H_{1} \leq H_{2}$ if and only if $\Psi\left(H_{1}\right) \supseteq \Psi\left(H_{2}\right)$.

Finally, if $\sigma \in G$ and $L \in \mathcal{F}(K \mid F)$, then

$$
\operatorname{Gal}(K / \sigma L)=\Phi(\sigma L)=\sigma \Phi(L) \sigma^{-1}=\sigma \operatorname{Gal}(K / L) \sigma^{-1} .
$$

In particular, $L \in \mathcal{F}(K / F)$ is a normal extension of $F$ if and only if $\operatorname{Gal}(K / L)$ is normal in $G$, and in this case, $\operatorname{Gal}(L / F) \cong \frac{\operatorname{Gal}(K / F)}{\operatorname{Gal}(\mathcal{K} / L)}$.

The open subgroups of $G$ correspond to the finite subextensions of $K / F$.

Proof: It is easy to see that $\Phi$ and $\Psi$ reverse inclusions. By Theorem 11.4.5, $\Phi(L)=$ $\operatorname{Gal}(K / L)$ is a profinite group, so $\Phi(L)$ is closed in $G$. Hence $\Phi(L) \in S(G)$.

Let $L \in \mathcal{F}(K / F)$. Then $\Psi \Phi(L)=\Psi(\operatorname{Gal}(K / L))=K^{\operatorname{Gal}(K / L)} \supseteq L$. Suppose that $y \in K^{\operatorname{Gal}(K / L)}$. Then if $f(x)=\operatorname{Irr}(y, x, L)$, every root of $f(x)$ is of the form $\sigma y$ for some $\sigma \in \operatorname{Gal}(K / L)$. Thus

$$
f(x)=(x-y)^{n} \in L[x]
$$

Since $K / F$ is a separable extension, we have $n=1$ and $y \in L$. This shows that $\Psi \Phi(L)=L$.

Conversely, pick $H \in S(G)$. Let $L=\Psi(H)=K^{H}$. Then $\Phi \Psi(H)=$ $\operatorname{Gal}\left(K / K^{H}\right) \supseteq H$. To see that $\Phi \Psi(H)=H$, it suffices to show that $H$ is dense in $\operatorname{Gal}(K / L)$ since $H$ is closed.

Let $L \subseteq N \subseteq K$ be such that $N / L$ is a finite Galois extension, and let $\tau \in$ $\operatorname{Gal}(K / L)$. We wish to show that

$$
\tau \operatorname{Gal}(K / N) \cap H \neq \emptyset
$$

If $\sigma \in H$, since $\left.\sigma\right|_{L}=\operatorname{Id}_{L}$ and $N / L$ is normal, we have $\sigma(N)=N$.
Let $H_{1}=\left\{\left.\sigma\right|_{N} \mid \sigma \in H\right\} \leq \operatorname{Gal}(N / L)$. Then $N^{H_{1}} \supseteq N^{\operatorname{Gal}(N / L)}=L$. If $\alpha \in N^{H_{1}}$, then $\sigma \alpha=\alpha$ for all $\sigma \in H$. Hence $\alpha \in K^{H}=L$, and we have $N^{H_{1}}=L$. Using finite Galois theory, we obtain

$$
H_{1}=\operatorname{Gal}(N / L)
$$

In particular, there exists $\sigma \in H$ such that $\left.\sigma\right|_{N}=\left.\tau\right|_{N}$, i.e., $\sigma \in \tau \operatorname{Gal}(K / N) \cap$ $H \neq \emptyset$. Therefore $\Phi \Psi(H)=H$. This shows that $\Phi$ and $\Psi$ are inverse bijections.

Now consider $\sigma \in G$ and $L \in \mathcal{F}(K / F)$. Let $\Phi(L)=H=\operatorname{Gal}(K / L)$ and $\Phi(\sigma L)=H_{1}=\operatorname{Gal}(K / \sigma L)$. We have $\theta \in H_{1} \Leftrightarrow \theta(\sigma \alpha)=\sigma \alpha \forall \alpha \in L \Leftrightarrow$ $\left(\sigma^{-1} \theta \sigma\right)(\alpha)=\alpha \forall \alpha \in L \Leftrightarrow \sigma^{-1} \theta \sigma \in H \Leftrightarrow \theta \in \sigma H \sigma^{-1}$. Thus $H_{1}=\sigma H \sigma^{-1}$.

When $L / F$ is normal the group homomorphism

$$
\begin{aligned}
G=\operatorname{Gal}(K / F) & \xrightarrow{\Theta} \operatorname{Gal}(L / F) \\
\sigma & \left.\mapsto \sigma\right|_{L}
\end{aligned}
$$

is onto because every $F$-automorphism of $L$ can be extended to any algebraic extension. Since

$$
\operatorname{ker} \Theta=\left\{\sigma \in G|\sigma|_{L}=\operatorname{Id}_{L}\right\}=\operatorname{Gal}(K / L)
$$

we obtain that

$$
\operatorname{Gal}(L / F) \cong \frac{\operatorname{Gal}(K / F)}{\operatorname{Gal}(K / L)}
$$

Finally if $H$ is an open subgroup, $H$ is also closed and of finite index.
We have shown that the Galois group of any $G$ extension is a profinite group. (Theorem 11.4.5). We also know that any finite group $G$ is the Galois group of a certain Galois extension. Next we show that this is also true for an arbitrary profinite group, or in other words, that the converse of Theorem 11.4.5 also holds.

Theorem 11.4.10 (Leptin). Let $G$ be any profinite group. Then there exists a Galois extension of fields $K / F$ such that

$$
G \cong \operatorname{Gal}(K / F)
$$

Proof: Consider any field $E$. Let $T$ be the disjoint union of all the sets $G / N$, where $N$ runs through the collection of all open normal subgroups of $G$. We have

$$
T:=\bigcup_{\substack{N \triangleleft G \\[G: N]<\infty}}^{\bullet} G / N=\bigcup_{\substack{N \triangleleft G \\[G: N]<\infty}}^{\bullet}\left(\bigcup_{\theta \in G / N} \theta N\right) .
$$

For each $t \in T$, define $x_{t}$ such that $\left\{x_{t}\right\}_{t \in T}=\mathcal{T}$ is an algebraically independent set over $E$. Let $K=E(\mathcal{T})$ be the field of rational functions with indeterminates in $\mathcal{T}$ and coefficients in $E$. Notice that $G$ acts on $\mathcal{T}$ in a natural way: if $\sigma \in G$ and $\theta N \in G / N$, then $\sigma(\theta N)=(\sigma \theta) N$ or $\sigma\left(x_{t}\right)=x_{\sigma t}$, where $t=\theta N$ and $\sigma t=(\sigma \theta) N$.

This action induces an action on $K$ in a natural manner: if $f \in K$, then in the expression of $f$ appear only finitely many variables $x_{t} \in \mathcal{T}$. Then if $\sigma \in G$ and $f=f\left(x_{t_{1}}, \ldots, x_{t_{n}}\right)$, put

$$
\sigma f=f\left(x_{\sigma t_{1}}, \ldots, x_{\sigma t_{n}}\right)
$$

Let $F:=K^{G}=\{\alpha \in K \mid \sigma \alpha=\alpha$ for all $\sigma \in G\}$. Let $\alpha \in K$ and

$$
G_{\alpha}=\{\sigma \in G \mid \sigma \alpha=\alpha\}
$$

Then $G_{\alpha}$ is a subgroup of $G$ and if the indeterminates that appear in the expression of $\alpha$ are $\left\{x_{t_{i}} \mid t_{i} \in G / N_{i}, 1 \leq i \leq m\right\}$, we have

$$
G_{\alpha} \supseteq \bigcap_{i=1}^{n} N_{i}=N .
$$

Since each $N_{i}$ is open, $N$ is open too and thus $[G: N]<\infty$. It follows that $G_{\alpha}=\bigcup_{g \in G_{\alpha}} g N$ is open and $\left[G: G_{\alpha}\right]<\infty$.

The orbit of $\alpha$ is the finite set $C(\alpha)=\{\sigma \alpha \mid \sigma \in G\}$ containing [ $G: G_{\alpha}$ ] elements (it is well known that

$$
\begin{aligned}
G / G_{\alpha} & \rightarrow C(\alpha) \\
g G_{\alpha} & \mapsto g \alpha
\end{aligned}
$$

is a well defined bijection). Let $f_{\alpha}(x)=\prod_{\bar{\sigma} \in G / G_{\alpha}}(x-\bar{\sigma} \alpha)$.
Clearly, $\tau f_{\alpha}=f_{\alpha}$ for all $\tau \in G$ and thus $f_{\alpha}(x) \in F[x]$. It follows that $\alpha$ is algebraic over $F$ and since the roots of $f_{\alpha}$ are all distinct, $K / F$ is an algebraic separable extension. Now $\operatorname{Irr}(\alpha, x, F)$ divides $f_{\alpha}(x)$ and all the roots of $f_{\alpha}(x)$ belong to $K$. Thus $K / F$ is a normal extension. (Furthermore, $\sigma \alpha$ is a conjugate of $\alpha$ for all $\sigma \in G$, so $f_{\alpha}(x)=\operatorname{Irr}(\alpha, x, F)$ although we do not need this fact.)

Let $H=\operatorname{Gal}(K / F)$ and notice that $G \subseteq H$. Consider the natural injection

$$
i: G \hookrightarrow H
$$

Let $N$ be an open normal subgroup of $H$ and let $K^{N}=\{\alpha \in K \mid \sigma \alpha=\alpha$ for all $\sigma \in N\}$. By the fundamental theorem of Galois theory (Theorem 11.4.9), $K^{N} / F$ is a finite Galois extension, say, $K^{N}=F\left(\alpha_{1}, \ldots, \alpha_{m}\right)$. Then

$$
i^{-1}(N)=G \cap N \supseteq \bigcap_{j=1}^{m} G_{\alpha_{j}}
$$

is an open set in $G$. It follows that $i$ is continuous. Since $G$ is compact, $i(G)=G$ is compact. Hence $G$ is closed in $H$. Finally, $K^{H}=K^{G}$, so by Theorem 11.4.9, $H=G$.

Remark 11.4.11. Artin's theorem establishes that if $G$ is a finite group of automorphisms of a field $L$, then $L / L^{G}$ is a Galois extension with Galois group $G$. This theorem is no longer true for a profinite group.

Example 11.4.12. Let $G$ be any infinite profinite group and let $F$ be any field. For each $g \in G$, consider an indeterminate $x_{g}$ such that $\left\{x_{g}\right\}_{g \in G}$ is algebraically independent over $F$. Let $E=F\left(x_{g} \mid g \in G\right)$ be the rational function field on the variables $\left\{x_{g}\right\}_{g \in G}$ over $F$.

Then $G$ acts on $E$ naturally: if $f\left(x_{g_{1}}, \ldots, x_{g_{n}}\right) \in E$ and $h \in G$, then

$$
h \circ f\left(x_{g_{1}}, \ldots, x_{g_{n}}\right)=f\left(x_{h g_{1}}, \ldots, x_{h g_{n}}\right)
$$

If $\alpha \in E \backslash F$, we have $\alpha=f\left(x_{g_{1}}, \ldots, x_{g_{n}}\right)$. Let $h \in G \backslash\left\{g_{i} g_{1}^{-1} \mid 1 \leq i \leq n\right\}$. Then $h g_{1} \notin\left\{g_{1}, \ldots, g_{n}\right\}$ and $h \circ \alpha \neq \alpha$. Thus $E^{G}=F$. Clearly $E / F$ is not a Galois extension.

In any case we establish a light version of Artin's theorem for profinite groups.
Theorem 11.4.13 (Artin). Let $L$ be any field and $G$ any profinite group of automorphisms of $L$, i.e., $G$ is a subgroup of $\{\sigma: L \rightarrow L \mid \sigma$ is a field automorphism $\}$.

Assume that for any $\alpha \in L$, the stabilizer

$$
G_{\alpha}=\{\sigma \in G \mid \sigma \alpha=\alpha\}
$$

is of finite index in $G$. Then $L / L^{G}$ is a Galois extension with Galois group $G$.
Proof: The orbit of $\alpha$ is $C(\alpha)=\{\tau \alpha \mid \tau \in G\}$, which is a finite set with $\left[G: G_{\alpha}\right]=n$ elements. Let $C(\alpha)=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}=\left\{\sigma_{1} \alpha, \ldots, \sigma_{n} \alpha\right\}$ and let $f(x)=\prod_{i=1}^{n}(x-$ $\left.\sigma_{i} \alpha\right)$.

Since $\tau f(x)=f(x)$ for all $\tau \in G$ we have $f(x) \in K[x]$, where $K=L^{G}$. Then $f(x)$ is a separable polynomial and all the conjugates of $\alpha$ are in $L$. It follows that $L / K$ is a Galois extension.

Let $H=\operatorname{Gal}\left(L / L^{G}\right)$. Then $G \subseteq H$. Let $i: G \hookrightarrow H$ be the natural embedding. If $N$ is a normal subgroup of $H$, then $[H: N]<\infty$ and $\left[L^{N}: K\right]$ is a finite extension,
say $L^{N}=K(\alpha)$. Thus $i^{-1}(N)=N \cap G \supseteq \bigcap_{j=1}^{n} G_{\alpha_{j}}$, where $\alpha_{1}, \ldots, \alpha_{n}$ are the conjugates of $\alpha$. By Exercise 11.7.6, $G_{\alpha_{j}}$ is open for all $j$ and so is $i^{-1}(N)$. Therefore $i$ is a continuous map. Since $G$ is compact, it follows that $G$ is closed in $H$ and $K=$ $L^{G}=L^{H}$. By Theorem 11.4.9, we have $G=H$.

### 11.5 Results on Global Class Field Theory

In this section and the next, we will not present the proofs of the stated results. We present only the main results, since a systematic treatment is beyond the scope of this book. The principal references are [17, 76, 90, 115].

In what follows $K / k$ is a function field with $k=\mathbb{F}_{q}$. Let $L / K$ be a finite Galois extension and $S(L / K)=\left\{\wp \mid \wp \in \mathbb{P}_{K}, \wp\right.$ is totally decomposed in $\left.L\right\}$. Then $\wp \in$ $S(L / K)$ if and only if $\left(\frac{L / K}{\wp}\right)=\{1\}$ (see Exercise 11.7.2).

Theorem 11.5.1 (Bauer). For two finite Galois extensions $L_{1}$ and $L_{2}$ of $K$, we have $S\left(L_{1} / K\right) \subseteq S\left(L_{2} / K\right)$ if and only if $L_{2} \subseteq L_{1}$.

Proof.
$(\Longleftarrow) \quad$ This is immediate.
$(\Longrightarrow) \quad$ Let $L=L_{1} L_{2}$. Then $S(L / K)=S\left(L_{1} / K\right)$ and by the Čebotarev density theorem (Theorem 11.2.20),

$$
\delta(S(L / K))=\frac{1}{[L: K]}=\frac{1}{\left[L_{1}: K\right]}=\delta\left(S\left(L_{1} / K\right)\right)
$$

This implies that $[L: K]=\left[L_{1}: K\right]$ and since $L_{1} \subseteq L=L_{1} L_{2}$, it follows that $L_{1}=L_{1} L_{2}$, or, equivalently, $L_{2} \subseteq L_{1}$.

Definition 11.5.2. The idele group $J_{K}$ of $K$ is defined as

$$
J_{K}:=\left\{\left(\ldots, x_{\wp}, \ldots\right) \in \prod_{\wp \in \mathbb{P}_{K}} K_{\wp}^{*} \mid x_{\wp} \in \vartheta_{\wp}^{*} \text { for almost all } \wp\right\} .
$$

The group $J_{K}$ is provided with the following topology: a basis of open sets consists of the subsets of the form $\prod_{\wp \in \mathbb{P}_{K}} A_{\wp}$, where $A_{\wp} \subseteq K_{\wp}^{*}$ is open for all $\wp$ and $A_{\wp}=\vartheta_{\wp}^{*}$ for almost all $\wp \in \mathbb{P}_{K}$ ([17, p. 62]). In other words, the topology of $J_{K}$ is generated by the open sets

$$
U_{S}=\prod_{\wp \in S} A_{\wp} \times \prod_{\wp \notin S} \vartheta_{\wp}^{*},
$$

where $S$ is a finite set and $S \subseteq \mathbb{P}_{K}, A_{\wp} \subseteq K_{\wp}^{*}$ is open.
We have $K^{*} \subseteq J_{K}$ under the diagonal embedding and $K^{*}$ is a discrete subgroup of $J_{K}$.

Definition 11.5.3. We define the idele class group of $K$ as $\mathfrak{C}_{K}=J_{K} / K^{*}$.
Let $S$ be a finite set of prime divisors of $K$ such that for some extension $L / K, S$ contains all the ramified prime divisors. Let $I^{S}$ be the free abelian group generated by the prime divisors $\wp \notin S$. In other words, $I^{S}=D_{K} /\langle S\rangle$.

If $L / K$ is an abelian extension with Galois group $G$ and $\wp \notin S,\left(\frac{L / K}{\wp}\right)$ consists of a unique element. This defines a function

$$
\psi_{L / K}(\wp)=\left(\frac{L / K}{\wp}\right) \quad \text { from } \quad \mathbb{P}_{K} \backslash S \quad \text { into } \quad G
$$

Then $\psi_{L / K}$ can be extended to

$$
\psi_{L / K}: I^{S} \longrightarrow G, \quad \psi_{L / K}\left(\wp_{1}^{a_{1}} \cdots \wp_{r}^{a_{r}}\right)=\psi_{L / K}\left(\wp_{1}\right)^{a_{1}} \cdots \psi_{L / K}\left(\wp_{r}\right)^{a_{r}}
$$

For $x \in J_{K}$, we write $(x)^{S}=\prod_{\wp \notin S} \wp^{v_{\wp}\left(x_{\wp}\right)} \in I^{S}$.
Definition 11.5.4. We say that the reciprocity law holds for an abelian extension $L$ of $K$ if there exists a homomorphism $\psi: J_{K} \longrightarrow \operatorname{Gal}(L / K)$ such that:
(i) $\psi$ is continuous,
(ii) $\psi\left(K^{*}\right)=1$,
(iii) $\psi(x)=\psi_{L / K}\left((x)^{S}\right)$ for $x \in J_{K}^{S}=\left\{\left(x_{\wp}\right)_{\wp \in \mathbb{P}_{K}} \mid x_{\wp}=1, \wp \in S\right\}$, where $S$ consists of the ramified prime divisors in $L / K$.

In this case $K^{*} \subseteq$ ker $\psi$. Therefore $\psi$ can be viewed as $\psi: \mathfrak{C}_{K}=J_{K} / K^{*} \longrightarrow$ $\operatorname{Gal}(L / K)$.

Theorem 11.5.5. When there exists a map $\psi$ satisfying the three conditions of Definition 11.5.4, it is unique.

Proof. See [17, Chapter 7, Section 4, Proposition 4.1, p. 169].
The next theorem describes the global class field theory.

## Theorem 11.5.6 (Takagi-Artin).

(i) Every finite abelian extension $L / K$ satisfies the reciprocity law.
(ii) The Artin map $\psi_{L / K}$ is surjective and its kernel is $K^{*} N_{L / K}\left(J_{L}\right)$, where $N_{L / K}$ is the norm map. Therefore $\psi_{L / K}$ induces an isomorphism from $\mathfrak{C}_{K} / N_{L / K} \mathfrak{C}_{L}$ onto $\operatorname{Gal}(L / K)$.
(iii) (Existence Theorem) For each open subgroup $N$ of finite index in $\mathfrak{C}_{K}$, there exists a unique finite abelian extension $L / K$ such that $N_{L / K} \mathfrak{C}_{L}=N$.

Proof. [17, Chapter 7, Section 5, Theorem 5.1, p. 172].

Remark 11.5.7. Since the reciprocity law holds for any finite extension $L / K$ we have the map

$$
\phi_{L / K}: J \rightarrow \operatorname{Gal}(L / K) .
$$

By the universal property of inverse limits, we have the reciprocity law homomorphism $\phi$ :

$$
\phi: J \rightarrow \operatorname{Gal}\left(K^{a b} / K\right)
$$

where $K^{a b}$ is the maximal abelian extension of $K$. Thus

$$
K^{a b}=\bigcup_{\substack{L / K \text { finite } \\ \text { abelian }}} L, \quad \operatorname{Gal}\left(K^{a b} / K\right) \cong \lim _{\overleftarrow{L}} \operatorname{Gal}(L / K)
$$

where $\phi$ is the unique homomorphism given by $\phi_{L / K}$. We have ker $\phi=K^{*}$.

### 11.6 Results on Local Class Field Theory

Here we consider the completion $K_{\wp}$ of a congruence function field $K$ at a prime divisor $\wp$. Recall that $K_{\wp}$ is of the form $k((\pi))$ for some finite field $k$. In this section $K$ will denote a field of the form $k((\pi))$, where $k$ is a finite field.

Theorem 11.6.1. If $L / K$ is a finite abelian extension, there exists a function $\psi_{L / K}$ : $K^{*} \longrightarrow \operatorname{Gal}(L / K), \psi_{L / K}(a)=(a, L / K)$, that induces an isomorphism between $K^{*} / N_{L / K} L^{*}$ and $\operatorname{Gal}(L / K)$.

Definition 11.6.2. The map $\psi_{L / K}$ of Theorem 11.6.1 is called Artin's local map.
Theorem 11.6.3 (Existence Theorem). If $H \subseteq K^{*}$ is an open subgroup of finite index, then there exists a unique abelian extension $L / K$ such that $H=N_{L / K} L^{*}$. Furthermore, if $L_{1}$ and $L_{2}$ are finite extensions of $K^{*}$ we have $N_{L / K} L_{1}^{*} \supseteq N_{L / K} L_{2}^{*}$ if and only if $L_{1} \subseteq L_{2}$.

### 11.7 Exercises

Exercise 11.7.1. Let $K / k$ be a congruence function field, $\ell / k$ a finite extension, $L=$ $K \ell$. If $\mathfrak{P} \in \mathbb{P}_{L}$ and $\mathfrak{p}=\mathfrak{P} \cap K$, prove that $\vartheta_{\mathfrak{P}}=\vartheta_{\mathfrak{p}} \ell$.

Exercise 11.7.2. Let $L / K$ be a finite Galois extension of congruence function fields. Let $\mathfrak{p} \in \mathbb{P}_{K}$ be an unramified prime divisor. Show that $\mathfrak{p}$ splits completely in $L / K$ if and only if $\left(\frac{L / K}{\mathfrak{p}}\right)=1$.

Exercise 11.7.3. For a finite Galois extension of congruence function fields $L / K$ set $S(L / K)=\left\{\mathfrak{p} \in \mathbb{P}_{K} \mid \mathfrak{p}\right.$ splits completely in $\left.L / K\right\}$. Prove that if $L$ and $L^{\prime}$ are two finite Galois extensions of a congruence function field $K$ such that $S(L / K)$ and $S\left(L^{\prime} / K\right)$ differ by only finitely many elements, then $L=L^{\prime}$.

Exercise 11.7.4. With the notation of Exercise 11.7.3, prove that the Dirichlet density of $S(L / K)$ is equal to $\frac{1}{[L: K]}$.

Exercise 11.7.5. If $U$ is an open subgroup of a profinite group $G$, show that $U$ is closed.

Exercise 11.7.6. Let $G$ be a profinite group and let $[G: H]<\infty$. Prove that $H$ is open and closed in $G$.

Exercise 11.7.7. Give an example of nonempty topological spaces $A_{i}$ such that $\lim _{\varsigma} A_{i}=\emptyset$.

Exercise 11.7.8. Prove that if $A_{i}$ is a group for all $i$, and $\varphi_{j i}: A_{j} \rightarrow A_{i}$ is a group homomorphism, then $\lim _{\zeta} A_{i} \neq \emptyset$.

Exercise 11.7.9. Let $\left(A_{i}, \varphi_{j i}, I\right)$ be such that each $A_{i}$ is a nonempty compact Hausdorff topological space and $\varphi_{j i}$ is a surjective morphism for each $i, j \in I$. Prove that

$$
\varphi_{j}: \lim _{\overleftarrow{i}} A_{i} \rightarrow A_{j}
$$

is a surjection for all $j \in I$.
Exercise 11.7.10. Let $G$ be any group. Let $\mathcal{A}:=\{N|N \triangleleft G,|G / N|<\infty\}$. If $N, M \in \mathcal{A}$ we define

$$
N \leq M \Longleftrightarrow M \subseteq N .
$$

Put $G_{N}:=G / N$. Define

$$
\varphi_{M N}: \begin{aligned}
G_{M} & \rightarrow G_{N} \\
g \bmod M & \mapsto g \bmod N .
\end{aligned}
$$

Then $\left\{G_{N}, \varphi_{M N}, \mathcal{A}\right\}$ is an inverse system. Let

$$
\hat{G}:=\lim _{\overleftarrow{N}} G_{N}=\lim _{\overleftarrow{N}} G / N .
$$

$\hat{G}$ is called the completion of $G$. Show that there exists a canonical group homomorphism $\phi: G \rightarrow \hat{G}$ and that $\hat{G}$ is a complete topological space. Show that $\phi(G)$ is dense in $\hat{G}$. Is $\phi$ necessarily a monomorphism?

Exercise 11.7.11. Prove that if $G$ is a finite group, then $G$ is also a profinite group that is isomorphic to its own completion.
Exercise 11.7.12. Let $G$ be any group and $p$ a prime number. Set

$$
\mathcal{A}_{p}:=\left\{N\left|N \triangleleft G,|G / N|=p^{n}<\infty, n \in \mathbb{N} \cup\{0\}\right\} .\right.
$$

Let $\hat{G}_{p}:=\lim _{N \overleftarrow{\in \in \mathcal{A}_{p}}} G / N$. Is it true that $\hat{G} \cong \prod_{p \text { prime }} \hat{G}_{p}$ ?
Exercise 11.7.13. If $G=\mathbb{Z}_{p}$, what is $\hat{G}_{\ell}$ for $\ell$ a prime number? Consider the cases $\ell=p$ and $\ell \neq p$ (see Exercise 11.7.12).
Exercise 11.7.14. In Example 11.3 .20 show that $\chi(A) \cong \lim _{\overleftarrow{i}} \chi\left(A_{i}\right)$.
Exercise 11.7.15. Prove that $\chi(\mathbb{Q} / \mathbb{Z}) \cong \hat{\mathbb{Z}}$ and that $\chi\left(\mathbb{Q}_{p} / \mathbb{Z}_{p}\right) \cong \mathbb{Z}_{p}$. Also show that $\chi\left(\mathbb{Z}_{p}\right) \cong \mathbb{Q}_{p} / \mathbb{Z}_{p}$.
Exercise 11.7.16. Let $p$ be a prime number and $q=p^{u}$ for some $u \in \mathbb{N}$. Let $\ell$ be another prime number, not necessarily distinct from $p$, and set $T_{\ell}:=\bigcup_{n=0}^{\infty} \mathbb{F}_{q^{\ell n}}$. Prove that

$$
T_{\ell} \cap\left(\prod_{\ell^{\prime} \neq \ell} T_{\ell^{\prime}}\right)=\mathbb{F}_{q} \quad \text { and } \quad \overline{\mathbb{F}}_{q}=\prod_{\ell \text { prime }} T_{\ell}
$$

Exercise 11.7.17. Let $G_{n}:=\frac{\left(R_{x} /\left(x^{n+1}\right)\right)^{*}}{\mathbb{F}_{q}^{*}}$ where $R_{x}=\mathbb{F}_{q}[x]$ is the ring of polynomials in one variable. For $n \leq m$, consider the natural epimorphism

$$
\varphi_{m, n}: G_{m} \rightarrow G_{n} .
$$

Then $\left\{G_{n}, \varphi_{m, n}, \mathbb{N}\right\}$ is an inverse system. Prove that

$$
G_{\infty}:=\lim _{\check{n}} G_{n} \cong\left\{f(x) \in \mathbb{F}_{q}[[x]] \mid f(0)=1\right\}
$$

where $\mathbb{F}_{q}[[x]]$ is the formal power series in one variable over $\mathbb{F}_{q}$.
Exercise 11.7.18. Let $K$ be a local field that is complete with respect to a discrete valuation $v$ whose residue class field is finite. Let $\vartheta$ be the ring of integers and $\mathfrak{p}$ the maximal ideal. Prove that

$$
\begin{aligned}
\vartheta & \stackrel{\varphi}{\cong} \lim _{n} \vartheta / \mathfrak{p}^{n} \\
a & \mapsto\left(\prod_{n} a \bmod \mathfrak{p}^{n}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \varphi_{m, n}: \quad \vartheta / \mathfrak{p}^{m} \rightarrow \vartheta / \mathfrak{p}^{n} \\
& a \bmod \mathfrak{p}^{m} \mapsto a \bmod \mathfrak{p}^{n}
\end{aligned}
$$

is the natural map for $m \geq n$. In particular, $\vartheta$ is a profinite ring.

Exercise 11.7.19. With the notation of Exercise 11.7.18, the group of units $U$ of $\vartheta$ is closed in $\vartheta$, hence Hausdorff and compact. Furthermore, the subgroups $U^{(n)}:=1+\mathfrak{p}^{n}$ form a basis of neighborhoods of $1 \in U$. Prove that

$$
U \cong \lim _{\leftarrow} U / U^{(n)}
$$

and conclude that $U$ is a profinite group.
Exercise 11.7.20. Let $K / F$ be any Galois extension of fields with Galois group $G=$ $\operatorname{Gal}(K / F)$. Let $H$ be a subgroup of $G$. Prove that $K^{H}=K^{\bar{H}}$, where $K^{A}:=\{\alpha \in K \mid$ $\sigma \alpha=\alpha \forall \sigma \in A\}$ and $\bar{H}$ denotes the closure of $H$.

Exercise 11.7.21. In this exercise, the $M_{i}$ 's could be other structures such as groups or fields. Let $I$ be a direct poset and $\left(M_{i}\right)_{i \in I}$ a family of $A$-modules, where $A$ is a commutative ring with unit. For $i \leq j$, let $\mu_{i j}: M_{i} \rightarrow M_{j}$ be an $A$-homomorphism and assume that the set of $\mu_{i j}$ 's satisfies:
(i) $\mu_{i i}=\operatorname{Id}_{M_{i}}$ for all $i \in I$.
(ii) $\mu_{i k}=\mu_{j k} \circ \mu_{i j}$ whenever $i \leq j \leq k$.

Then $\left(M_{i}, \mu_{i j}, I\right)$ is a direct system. Set $C=\bigoplus_{i \in I} M_{i}$ and let $D$ be the submodule of $C$ generated by the elements of the form $x_{i}-\mu_{i j}\left(x_{i}\right)$ with $i \leq j$. Let $M=C / D$. Let $\mu: C \rightarrow M$ be the projection and let $\mu_{i}=\left.\mu\right|_{M_{i}}$. Then $\left(M_{i}, \mu_{i}, I\right), \mu_{i}: M_{i} \rightarrow M$, is called the direct limit of the system $\left(M_{i}, \mu_{i j}, I\right)$ and we write $M:=\underset{i}{\lim } M_{i}$. We have $\mu_{i}=\mu_{j} \circ \mu_{i j}$ if $i \leq j$.

Prove that every element $M$ can be written as $\mu_{i}\left(x_{i}\right)$ for some $i \in I$ and some $x_{i} \in M_{i}$.
Exercise 11.7.22. Prove that if $\mu_{i}\left(x_{i}\right)=0$, there exists $j \geq i$ such that $\mu_{i j}\left(x_{i}\right)=0$ in $M_{i}$.

Exercise 11.7.23. Show that the direct limit satisfies the following universal property. Let $P$ be an $A$-module such that for each $i \in I$, there exists an $A$-module homomorphism $\alpha_{i}: M_{i} \rightarrow P$ such that $\alpha_{i}=\alpha_{j} \circ \mu_{i j}$ whenever $i \leq j$. Then there exists a unique homomorphism $\alpha: M \rightarrow P$ satisfying $\alpha_{i}=\alpha \circ \mu_{i}$ for all $i \in I$.

Conclude that the direct limit is unique up to isomorphism.
Exercise 11.7.24. Let $\left(M_{i}\right)_{i \in I}$ be a family of $A$-submodules of an $A$-module such that for every $i, j \in I$, there exists $k \in I$ such that $M_{i}+M_{j} \subseteq M_{k}$. Define $i \leq j$ to mean $M_{i} \subseteq M_{j}$ and let $\mu_{i j}: M_{i} \rightarrow M_{j}$ be the natural embedding. Show that

$$
\underset{i \in I}{\lim } M_{i}=\sum_{i \in I} M_{i}=\bigcup_{i \in I} M_{i} .
$$

Exercise 11.7.25. Assume that $L / K$ is a Galois extension, $L=\bigcup_{i \in I} K_{i}$, where [ $K_{i}$ : $K]<\infty, K_{i} / K$ is a Galois extension, and $L=\underset{\overrightarrow{i \in I}}{\lim } K_{i}$. Prove that

$$
\operatorname{Gal}(L / K)=\operatorname{Gal}\left(\underset{i \in I}{\underset{i \rightarrow 1}{\longrightarrow}} K_{i} / K\right) \cong \lim _{\overleftarrow{i \in I}} \operatorname{Gal}\left(K_{i} / K\right) .
$$

## Cyclotomic Function Fields

### 12.1 Introduction

As we have seen, there is a close analogy between algebraic number fields and algebraic functions, and this analogy is even more pronounced if we consider the case of congruence function fields, that is, when the field of constants is finite.

Since the nineteenth century, it is well known that every abelian extension of $\mathbb{Q}$ is contained in a cyclotomic extension. This result is known as the Kronecker-Weber theorem. In other words, the maximal abelian extension of $\mathbb{Q}$ is $\bigcup_{n=1}^{\infty} \mathbb{Q}\left(\zeta_{n}\right)$, where $\zeta_{n}=e^{e \pi i / n}$. Note that $\zeta_{n}$ is a torsion element of $\mathbb{Z}$ acting on $\overline{\mathbb{Q}}^{*}$, where $\overline{\mathbb{Q}}$ denotes an algebraic closure of $\mathbb{Q}$. More precisely, $\overline{\mathbb{Q}}^{*}$ is a multiplicative abelian group, that is, a $\mathbb{Z}$-module. The torsion of $\overline{\mathbb{Q}}$ is $M=\operatorname{tor} \overline{\mathbb{Q}}^{*}=\left\{\zeta \in \overline{\mathbb{Q}}^{*} \mid \zeta^{n}=1\right.$, some $\left.n \in \mathbb{N}\right\}=$ roots of 1 . Therefore $\mathbb{Q}(M)$ is the maximal abelian extension of $\mathbb{Q}$.

If we want to describe something similar for function fields, the role of $\mathbb{Q}$ must be played by $k(T)$, where $k$ is a finite field, $|k|=q$, and $T$ is a variable. The role of $\mathbb{Z}$ will then be played by $k[T]$. This choice is not canonical since $k(T)=k\left(\frac{a T+b}{c T+d}\right)$, $a d-b c \neq 0, a, b, c, d \in k$, and the corresponding ring of polynomials is $k\left[\frac{a T+b}{c T+d}\right]$. Here the infinite prime is different in each case. In the case of $\mathbb{Z}$, the infinite prime is canonical and it corresponds to the unique archimedean valuation of $\mathbb{Q}$. Furthermore, for $n \in \mathbb{N}, k\left(T^{1 / n}\right)$ and $k\left(T^{n}\right)$ are rational function fields over $k$ and $\left[k\left(T^{1 / n}\right): k(T)\right]=n=\left[k(T): k\left(T^{n}\right)\right]$. Notice that the case of a rational congruence function field $k(T)$ differs from that of $\mathbb{Q}$ in the following sense: If $A \subseteq \mathbb{Q}$ is a field, then $A=\mathbb{Q}$ and if $B$ is an overfield of $\mathbb{Q}$ strictly containing $\mathbb{Q}$, then $\mathbb{Q}$ is not isomorphic to $B$. This is not the case for $k(T)$.

Using the ideas of Carlitz [14], Hayes [61] gave a description for the class field theory of a rational function field over the finite field $k$ similar to that of $\mathbb{Q}$. In the rest of this chapter we describe the work of Carlitz and Hayes.

### 12.2 Basic Facts

As usual, let $k=\mathbb{F}_{q}$ be the finite field of cardinality $q$. Let $K$ be a rational function field over $\mathbb{F}_{q}, K=\mathbb{F}_{q-}(T)$, and let $R_{T}=\mathbb{F}_{q}[T]$. Here $K$ will play the role of $\mathbb{Q}$ and $R_{T}$ the role of $\mathbb{Z}$. Let $\bar{K}$ be an algebraic closure of $K$ and set

$$
\begin{aligned}
& A=\operatorname{End}_{\mathbb{F}_{\mathrm{q}}}(\bar{K})=\{\varphi: \bar{K} \rightarrow \bar{K} \mid \varphi(a+b)=\varphi(a)+\varphi(b), \\
& \left.\varphi(\alpha a)=\alpha \varphi(a) \forall \alpha \in \mathbb{F}_{q} \text { and } \forall a, b \in \bar{K}\right\} .
\end{aligned}
$$

Thus, $A$ is the $\mathbb{F}_{q}$-algebra (meaning an $\mathbb{F}_{q}$-module that has a ring structure) consisting of the $\mathbb{F}_{q}$-endomorphisms of the abelian additive group of $\bar{K}$.

We consider two special elements of $A$.

## Definition 12.2.1.

(i) Let $\varphi \in A$ be the Frobenius automorphism of $\bar{K} / \mathbb{F}_{q}$, that is, $\varphi: \bar{K} \rightarrow \bar{K}$ is given by $u \mapsto u^{q}$.
(ii) Denote by $\mu_{T}$ the element of $A$ that acts as multiplication by $T$, that is, $\mu_{T}: \bar{K} \rightarrow$ $\bar{K}$ is given by $u \mapsto T u$.

Given any $f(T) \in R_{T}$, the substitution $T \rightarrow \varphi+\mu_{T}$ in $f$ gives an element of $A$. In other words, if $f(T)=a_{n} T^{n}+\cdots+a_{1} T+a_{0}$ then

$$
f\left(\varphi+\mu_{T}\right)(u)=a_{n}\left(\varphi+\mu_{T}\right)^{n}(u)+\cdots+a_{1}\left(\varphi+\mu_{T}\right)(u)+a_{0}(u)
$$

for all $u \in \bar{K}$. Thus we obtain a map $\xi: R_{T} \rightarrow A$ given by $\xi(T)=\varphi+\mu_{T}$, and $\xi(f(T))=f\left(\varphi+\mu_{T}\right)$. It is easy to see that $\xi$ is a ring homomorphism. Therefore $\xi$ provides $\bar{K}$ with the structure of a $R_{T}$-module.

Remark 12.2.2. We have

$$
\begin{aligned}
& \left(\varphi \circ \mu_{T}\right)(u)=\varphi(T u)=T^{q} u^{q} \\
& \left(\mu_{T}^{q} \circ \varphi\right)(u)=\mu_{T}^{q}\left(u^{q}\right)=T^{q} u^{q}
\end{aligned}
$$

Therefore $\varphi \circ \mu_{T}=\mu_{T}^{q} \circ \varphi$. In particular, $\varphi \circ \mu_{T} \neq \mu_{T} \circ \varphi$.
Notation 12.2.3. If $u \in \bar{K}$ and $M \in R_{T}$ we write $u^{M}=M\left(\varphi+\mu_{T}\right)(u)$. That is, $M \circ u=\xi(M)(u)=M\left(\varphi+\mu_{T}\right)(u)$.

Remark 12.2.4. For $\alpha \in \mathbb{F}_{q}$, we have $u^{\alpha}=\alpha u$, so the $R_{T}$-action preserves the $\mathbb{F}_{q^{-}}$ algebra structure of the algebraic closure of $K$.

For $u \in \bar{K}$ and $M, N \in R_{T}$, we have

$$
u^{M+N}=u^{M}+u^{N} \quad \text { and } \quad u^{M N}=\left(u^{M}\right)^{N}
$$

Theorem 12.2.5. If $M=a_{d} T^{d}+a_{d-1} T^{d-1}+\cdots+a_{1} T+a_{0}$ with $a_{d} \neq 0$, then

$$
u^{M}=\sum_{i=0}^{d}\left[\begin{array}{c}
M \\
i
\end{array}\right] u^{q^{i}}
$$

where $\left[\begin{array}{c}M \\ i\end{array}\right]$ is a polynomial of $R_{T}$ of degree $(d-i) q^{i}$. Furthermore, we have

$$
\left[\begin{array}{c}
M \\
0
\end{array}\right]=M, \quad\left[\begin{array}{c}
M \\
d
\end{array}\right]=a_{d} \quad \text { and } \quad\left[\begin{array}{c}
M \\
i
\end{array}\right]=a_{i}+\sum_{n=i+1}^{d} a_{n} h_{n}(i, T)
$$

 gree $(n-i) q^{i}$ (here we put $j_{0}=0$ ).

Proof. First we consider the case $u^{T^{n}}$. We will prove by induction on $n$ that

$$
u^{T^{n}}=\sum_{i=0}^{n-i}\left(\sum_{0 \leq j_{1} \leq j_{2} \leq \ldots \leq j_{n-i} \leq i} T^{q^{j_{1}}+q^{j_{2}}+\cdots+q^{j_{n-i}}}\right) u^{q^{i}}+u^{q^{n}}
$$

i.e.,

$$
\begin{equation*}
u^{T^{n}}=\sum_{i=0}^{n-1} h_{n}(i, T) u^{q^{i}}+u^{q^{n}} \tag{12.1}
\end{equation*}
$$

For $n=1$ we have $u^{T}=\left(\varphi+\mu_{T}\right)(u)=u^{q}+T u=T u+u^{q}$ and

$$
\begin{gathered}
\sum_{i=0}^{n-1} h_{n}(i, T) u^{q^{i}}+u^{q^{n}}=h_{1}(0, T) u^{q^{0}}+u^{q} \\
h_{1}(0, T)=\sum_{0 \leq j_{1} \leq \cdots \leq j_{1}=j_{1-0} \leq 0} T^{\left(q^{\left.j_{1}+\cdots+q^{j_{1}-0}\right)}=T^{q^{0}}=T^{1}=T .\right.} .
\end{gathered}
$$

Thus (12.1) holds for $n=1$. Assume that (12.1) holds for a given $n \geq 1$. For $n+1$ we have

$$
\begin{aligned}
u^{T^{n+1}} & =\left(u^{T^{n}}\right)^{T}=\left(\mu_{T}+\varphi\right)\left(u^{T^{n}}\right)=T u^{T^{n}}+\left(u^{T^{n}}\right)^{q} \\
& =\sum_{i=0}^{n}\left(\sum_{0 \leq j_{1} \leq \cdots \leq j_{n-i+1} \leq i} T^{q^{j_{1}}+\cdots+q^{j_{n-i+1}}}\right) u^{q^{i}}+u^{q^{n+1}}
\end{aligned}
$$

Thus $u^{T^{n+1}}=\sum_{i=0}^{n} h_{n+1}(i, T) u^{q^{i}}+u^{q^{n+1}}$ and (12.1) holds for $u^{T^{n+1}}$. Define $h_{n}(i, T)=1$ if $i=n$ and $h_{n}(i, T)=0$ if $i>n$.

Now $M=a_{0}+a_{1} T+\cdots+a_{d} T^{d}=\sum_{n=0}^{d} a_{n} T^{n}$, where $a_{d} \neq 0$. Hence

$$
u^{M}=u^{\sum_{n=0}^{d} a_{n} T^{n}}=\sum_{n=0}^{d} a_{n} u^{T^{n}}=\sum_{i=0}^{d}\left(\sum_{n=0}^{d} a_{n} h_{n}(i, T)\right) u^{q^{i}}
$$

Therefore for $0 \leq i \leq d-1$, we have

$$
\begin{aligned}
{\left[\begin{array}{c}
M \\
i
\end{array}\right] } & =\sum_{n=0}^{d} a_{n} h_{n}(i, T)=\sum_{n=i}^{d} a_{n} h_{n}(i, T) \\
& =a_{i}+\sum_{n=i+1}^{d} a_{n} h_{n}(i, T)
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& {\left[\begin{array}{c}
M \\
0
\end{array}\right]=\sum_{n=0}^{d} a_{n} h_{n}(0, T)=\sum_{n=0}^{d} a_{n} T^{n}=M,} \\
& {\left[\begin{array}{c}
M \\
d
\end{array}\right]=\sum_{n=0}^{d} a_{n} h_{n}(d, T)=a_{d} h_{d}(d, T)=a_{d} .}
\end{aligned}
$$

Remark 12.2.6. It is easy to see that if $\left[\begin{array}{c}M \\ i\end{array}\right]=0$ for $i<0$ and $i>\operatorname{deg} M$, then

$$
\begin{aligned}
{\left[\begin{array}{c}
\alpha M+\beta N \\
i
\end{array}\right] } & =\alpha\left[\begin{array}{c}
M \\
i
\end{array}\right]+\beta\left[\begin{array}{c}
N \\
i
\end{array}\right] \text { for } \alpha, \beta \in \mathbb{F}_{q} \\
{\left[\begin{array}{c}
T^{d+1} \\
i
\end{array}\right] } & =T\left[\begin{array}{c}
T^{d} \\
i
\end{array}\right]+\left[\begin{array}{c}
T^{d} \\
i-1
\end{array}\right]^{q}
\end{aligned}
$$

Remark 12.2.7. It turns out that in spite of the fact that the action $u^{M}$ is technically complicated, it is the counterpart in $\overline{\mathbb{Q}}^{*}$ to exponentiation.

More precisely, $\mathbb{Z}$ acts on $\overline{\mathbb{Q}}^{*}=\overline{\mathbb{Q}} \backslash\{0\}$ as follows: For $n \in \mathbb{Z}$ and $u \in \overline{\mathbb{Q}}^{*}$, put $n u=u^{n}$. The cyclotomic number fields correspond to $\left\{u \in \overline{\mathbb{Q}}^{*} \mid u^{n}=1\right\}=\left\{\zeta_{n}^{a}\right\}_{a=0}^{n-1}$, where $\zeta_{n}=e^{2 \pi i / n}$.


In our case $R_{T}$ acts on $\bar{K}$ by exponentiation: For $M \in R_{T}$ and $u \in \bar{K}$, we have $M \circ u=u^{M}$. The cyclotomic function fields will correspond to $\left\{u \in \bar{K} \mid u^{M}=0\right\}$.
Definition 12.2.8. Let $\Lambda_{M}$ be the set of elements in $\bar{K}$ corresponding to the $M$-torsion of $\bar{K}$. Thus

$$
\Lambda_{M}=\left\{u \in \bar{K} \mid u^{M}=0\right\} \text { is the set of zeros of the polynomial } u^{M} \text { in } u .
$$

$\Lambda_{M}$ is called the Carlitz-Hayes module of $M$.

Now $R_{T}$ is a commutative ring, so if $u \in \Lambda_{M}$ and $N \in R_{T}$, we have

$$
N \circ u=u^{N} \in \Lambda_{M}
$$

since $M \circ u^{N}=\left(u^{N}\right)^{M}=u^{N M}=\left(u^{M}\right)^{N}=0^{N}=0$. Therefore we obtain the following result:

Proposition 12.2.9. $\Lambda_{M}$ is an $R_{T}$-submodule of $\bar{K}$.
Remark 12.2.10. If $\alpha \in \mathbb{F}_{q} \backslash\{0\}$, we have $\Lambda_{M}=\Lambda_{\alpha M}$ since

$$
\lambda^{\alpha M}=\left(\lambda^{M}\right)^{\alpha}=\alpha \lambda^{M}=0 \Longleftrightarrow \lambda^{M}=0
$$

Proposition 12.2.11. Considered as a polynomial in $u$ over $K, u^{M}$ is a separable polynomial of degree $q^{d}$, where $d=\operatorname{deg} M$. Therefore $\Lambda_{M}$ is a finite set with $q^{d}$ elements. Furthermore, $\Lambda_{M}$ is a vector space of dimension d over $\mathbb{F}_{q}$.

Proof. We have $u^{M}=\sum_{i=0}^{d}\left[\begin{array}{c}M \\ i\end{array}\right] u^{q^{i}}$. Thus $\frac{d}{d u}\left(u^{M}\right)=\left[\begin{array}{c}M \\ 0\end{array}\right]=M \neq 0$, where $\frac{d}{d u}\left(u^{M}\right)$ is constant with respect to $u$. It follows that $u^{M}$ is a separable polynomial of degree $q^{d}$, and $\left|\Lambda_{M}\right|=\operatorname{deg}_{u} u^{M}=q^{d}$. Finally, since $\Lambda_{M}$ is an $\mathbb{F}_{q}$-module, we have $\operatorname{dim}_{\mathbb{F}_{q}} \Lambda_{M}=d$.

Remark 12.2.12. Over $\mathbb{Q}$ we have $\Lambda_{n}=\left\{\xi \in \overline{\mathbb{Q}}^{*} \mid \xi^{n}=1\right\}=W_{n} \cong \prod_{i=1}^{r} W_{p_{i}^{\alpha_{i}}}$, where $n=p_{1}^{\alpha_{1}} \cdots p_{r}^{\alpha_{r}}, p_{1}, \ldots, p_{r}$ are rational primes, and $W_{s}$ denotes the group of $s$ th roots of 1 . Thus $\Lambda_{n}$ is $\mathbb{Z}$-cyclic.

One would think intuitively that the same happens over $\bar{K}$, i.e.,

$$
\Lambda_{M}=\left\{u \in \bar{K} \mid u^{M}=0\right\} \cong \prod_{i=1}^{r} \Lambda_{P_{i}^{\alpha_{i}}}
$$

where $M=\prod_{i=1}^{r} P_{i}^{\alpha_{i}}, P_{1}, \ldots, P_{r}$ are irreducible polynomials in $R_{T}$, and $\Lambda_{M}$ is $R_{T}$-cyclic. It turns out that this is true.

Proposition 12.2.13. If $M=\prod_{i=1}^{i} P_{i}^{\alpha_{i}}$, then $\Lambda_{M} \cong \bigoplus_{i=1}^{r} \Lambda_{P_{i}^{\alpha_{i}}}$ as $R_{T}$-modules.
Proof. We know that $\Lambda_{M}$ is an $R_{T}$-module and $R_{T}$ is a principal ideal domain. Every torsion $R_{T}$-module $A$ decomposes as $A=\bigoplus_{P} A(P)$, where the sum runs over all prime elements of $R_{T}$ and $A(P)=\left\{a \in A \mid P^{n} \circ a=0\right.$ for some $\left.n \in \mathbb{N}\right\}$.

For $A=\Lambda_{M}$, we have (see Exercise 12.10.4)

$$
A(P)= \begin{cases}0 & \text { if } P \notin\left\{P_{1}, \ldots, P_{r}\right\} \\ \Lambda_{P_{i}^{\alpha_{i}}} & \text { if } P=P_{i}\end{cases}
$$

Thus $\Lambda_{M} \cong \bigoplus_{i=1}^{r} \Lambda_{P_{i}^{\alpha_{i}}}$.

Proposition 12.2.14. Assume that $M=P^{n}$ for some irreducible polynomial $P \in R_{T}$ and some positive integer $n$. Then $\Lambda_{M}$ is a cyclic $R_{T}$-module.

Proof. We proceed by induction on $n$. For $n=1$, let $\xi$ be a nonzero element of $\Lambda_{P}$. Define $\phi: R_{T} \rightarrow \Lambda_{P}$ given by $N \mapsto \xi^{N}$. Notice that $\phi \neq 0$ since $\phi(1)=\xi^{1}=\xi \neq$ 0 . On the other hand, $\phi(P)=\xi^{P}=0$, so $P \in \operatorname{ker} \phi$ and $(P) \subseteq \operatorname{ker} \phi$. Now since $R_{T}$ is a principal ideal domain and $P$ is a nonzero irreducible polynomial, it follows that $(P)$ is a maximal ideal. Hence

$$
(P) \subseteq \operatorname{ker} \phi \varsubsetneqq R_{T} \quad \text { and } \quad(P)=\operatorname{ker} \phi
$$

(We might also proceed as follows: If $N \notin(P)$, we have $(P, N)=1$. Let $A, B \in R_{T}$ be such that $1=A P+B N$. If $\phi(N)=0=\xi^{N}$ we have $\xi=\xi^{1}=\xi^{P A+N B}=$ $\left(\xi^{P}\right)^{A}+\left(\xi^{N}\right)^{B}=0+0=0$.) Returning to our proof, we obtain

$$
R_{T} /(P) \cong R_{T} / \operatorname{ker} \phi \cong \phi\left(R_{T}\right)
$$

On the other hand, we have $\left|\phi\left(R_{T}\right)\right|=\left|R_{T} /(P)\right|=q^{d}=\left|\Lambda_{P}\right|$. Hence $\phi\left(R_{T}\right)=\Lambda_{P}$ and $\Lambda_{P}$ is isomorphic to $R_{T} /(P)$. Finally, for any $S \in R_{T}, R_{T} /(S)$ is a cyclic $R_{T^{-}}$ module (because 1 is a generator). Thus $\Lambda_{P}$ is $R_{T}$-cyclic (or simply $\Lambda_{P}=\phi\left(R_{T}\right)=$ $\left\{\xi^{N} \mid N \in R_{T}\right\}=\langle\xi\rangle$ ).

Now for any $n \in \mathbb{N}$ we consider

$$
\begin{aligned}
\theta: \Lambda_{P^{n+1}} & \rightarrow \Lambda_{P^{n}} \\
u & \mapsto u^{P} .
\end{aligned}
$$

Then $\theta$ is an $R_{T}$-homomorphism and $\operatorname{ker} \theta=\Lambda_{P}$.
It follows that $\Lambda_{P^{n+1}} / \Lambda_{P}$ is isomorphic to $\theta\left(\Lambda_{P^{n+1}}\right)$ and

$$
\left|\theta\left(\Lambda_{P^{n+1}}\right)\right|=\left|\Lambda_{P^{n+1}} / \Lambda_{P}\right|=\frac{q^{d(n+1)}}{q^{d}}=q^{n d}=\left|\Lambda_{P^{n}}\right|
$$

Therefore $\theta$ is onto and $\Lambda_{P^{n+1}} / \Lambda_{P} \cong \Lambda_{P^{n}}$.
Let $\lambda \in \Lambda_{P^{n+1}}$ be such that $\lambda^{P}=\theta(\lambda)$ generates $\Lambda_{P^{n}}$. We will prove that $\lambda$ generates $\Lambda_{P^{n+1}}$.

Let $u \in \Lambda_{P^{n+1}}$. Then $\theta(u)=u^{P}=\theta(\lambda)^{A}=\lambda^{P A}$ for some $A \in R_{T}$. It follows that $u-\lambda^{A} \in \Lambda_{P}=\operatorname{ker} \theta$. Since $\theta\left(\lambda^{P^{n}}\right)=\lambda^{P^{n+1}}=0, \lambda^{P^{n}}$ belongs to $\Lambda_{P}$. Now $\lambda^{P}$ generates $\Lambda_{P^{n}}$, so $\left(\lambda^{P}\right)^{P^{n-1}}=\lambda^{P^{n}} \neq 0$. It follows from the case $n=1$ (or the fact that $\Lambda_{P}$ is a 1-dimensional $R_{T} /(P)$-vector space) that $\lambda^{P^{n}}$ is a generator of $\Lambda_{P}$. Therefore there exists $B \in R_{T}$ such that $u-\lambda^{A}=\lambda^{P^{n} B}$, so $u=\lambda^{A+P^{n} B} \in\langle\lambda\rangle$. Thus $\lambda$ generates $\Lambda_{P^{n+1}}$ as an $R_{T}$-module and $\Lambda_{P^{n+1}}$ is a cyclic $R_{T}$-module.

Corollary 12.2.15. Let $P$ be an irreducible polynomial in $R_{T}$. Then:
(i) $\Lambda_{P}$ is a one-dimensional $R_{T} /(P)$-vector space whose scalar product is given by $u^{N+(P)}=u^{N}$ for each $u \in \Lambda_{P}$ and $N \in R_{T}$.
(ii) For $n \in \mathbb{N}$, we have $\Lambda_{P^{n}} \subseteq \Lambda_{P^{n+1}}$ and $\Lambda_{P^{n+1}} / \Lambda_{P} \cong \Lambda_{P^{n}}$.
(iii) Given $n \in \mathbb{N}$, if $\lambda \in \Lambda_{P^{n+1}}$ is such that $\lambda^{P}$ generates $\Lambda_{P^{n}}$, then $\lambda$ generates $\Lambda_{P^{n+1}}$. Conversely, if $\lambda$ generates $\Lambda_{P^{n+1}}$, then $\lambda^{P}$ generates $\Lambda_{P^{n}}$.

Corollary 12.2.16. Let $M$ be a nonzero element of $R_{T}$ and let $M=\alpha P_{1}^{n_{1}} \cdots P_{r}^{n_{r}}$ be its factorization in $R_{T}$ in terms of irreducible monic polynomials. For each $i=$ $1, \ldots, r$, let $\lambda_{i}$ be a generator of $\Lambda_{P_{i}}$. Then $\Lambda_{M}$ is a cyclic $R_{T}$-module and $\lambda_{1}+$ $\cdots+\lambda_{r}$ is a generator of $\Lambda_{M}$.

Proof. We have $\Lambda_{M}=\bigoplus_{i=1}^{r} \Lambda_{P_{i}^{\alpha_{i}}}$. Each $\Lambda_{P_{i}^{\alpha_{i}}}$ is a cyclic $R_{T}$-module and $\Lambda_{P_{i}^{\alpha_{i}}}$ is the $P_{i}$ th primary component of $\Lambda_{M}$. The result follows.

A more precise version of Corollary 12.2.16 is the following.
Theorem 12.2.17. For each $M \in R_{T} \backslash\{0\}$, the $R_{T}$-module $\Lambda_{M}$ is canonically isomorphic to $R_{T} /(M)$. In particular, $\Lambda_{M}$ is a cyclic $R_{T}$-module.

Proof. If $\lambda$ is a generator of $\Lambda_{M}$, define $\theta: R_{T} \rightarrow \Lambda_{M}$ given by $A \mapsto \lambda^{A}$. Then $\theta$ is an epimorphism of $R_{T}$-modules and $\Lambda_{M} \cong R_{T} / \operatorname{ker} \theta$, where $\operatorname{ker} \theta=\left\{A \in R_{T} \mid \lambda^{A}=\right.$ $0\}=\operatorname{ann}(\lambda)=\operatorname{ann}\left(\Lambda_{M}\right)$.

Clearly, $M \in \operatorname{ker} \theta$ since $\lambda^{M}=0 \quad\left(\lambda \in \Lambda_{M}\right)$. Thus $(M) \subseteq \operatorname{ker} \theta$. On the other hand, $\left|\Lambda_{M}\right|=\left|R_{T} / M\right|=q^{d}$, where $d=\operatorname{deg} M$. Therefore $\operatorname{ker} \theta=(M)$ and $\Lambda_{M}$ is isomorphic to $R_{T} /(M)$.

Definition 12.2.18. For $M \in R_{T} \backslash\{0\}$ we define $\Phi(M)$ as the order of the group of units of $R_{T} /(M)$, that is, $\Phi(M)=\left|\left(R_{T} /(M)\right)^{*}\right|$. Equivalently $\Phi(M)=$ $\left|\left\{N \in R_{T} \mid(N, M)=1, \operatorname{deg} N<\operatorname{deg} M\right\}\right|$.

Remark 12.2.19. $\Phi$ is the analogue of the Euler function $\phi$ on $\mathbb{N}$, defined for $n \in \mathbb{N}$ by $\phi(n)=|\{m \in \mathbb{N} \mid(m, n)=1, m<n\}|$.

Proposition 12.2.20. For $M, N \in R_{T}$, we have:
(i) If $(M, N)=1$, then $\Phi(M N)=\Phi(M) \Phi(N)$.
(ii) If $P \in R_{T}$ is irreducible, then $\Phi(P)=q^{d}-1$, where $d=\operatorname{deg} P$.
(iii) If $P \in R_{T}$ is irreducible, then

$$
\Phi\left(P^{n}\right)=\left|R_{T} /\left(P^{n-1}\right)\right| \Phi(P)=q^{n d}-q^{(n-1) d}
$$

where $d=\operatorname{deg} P$.
Proof. Exercise 12.10.5.

Proposition 12.2.21. The $R_{T}$-cyclic module $\Lambda_{M}$ contains precisely $\Phi(M)$ generators. In fact, if $\lambda$ is any generator of $\Lambda_{M}$, then for $A \in R_{T}, \lambda^{A}$ is a generator if and only if $(A, M)=1$.

Proof. Let $\lambda$ be a generator of $\Lambda_{M}$. If $(A, M)=1$, let $\xi \in \Lambda_{M}$ and let $B \in R_{T}$ be such that $\xi=\lambda^{B}$. Let $S, U \in R_{T}$ be such that $S A+U M=1$. Then $B=S A B+U M B$. It follows that

$$
\xi=\lambda^{B}=\lambda^{S A B+U M B}=\lambda^{S A B}+\left(\lambda^{M}\right)^{U B}=\left(\lambda^{A}\right)^{S B}+0=\left(\lambda^{A}\right)^{S B}
$$

Thus $\lambda^{A}$ is a generator of $\Lambda_{M}$.
Conversely, if $\lambda^{A}$ is a generator of $\Lambda_{M}$, then there exists $B \in R_{T}$ such that $\lambda^{A B}=$ $\lambda$. Hence $\lambda^{A B-1}=0$. Since $\lambda$ is a generator it follows that if $\lambda^{C}=0$ for some $C \in R_{T}$, then $M$ divides $C$. Therefore $M$ divides $A B-1$. Thus $A B \equiv 1 \bmod M$ and $(A, M)=1$.

### 12.3 Cyclotomic Function Fields

Let $R_{T}=\mathbb{F}_{q}[T]$ and $K=\mathbb{F}_{q}(T)$ as before.
Definition 12.3.1. The pole divisor $\mathfrak{p}_{\infty}$ of $T$ in $K$, defined by $(T)_{K}=\frac{\mathfrak{p}_{0}}{\mathfrak{p}_{\infty}}$, is called the infinite prime in $K$.

Definition 12.3.2. Let $M \in R_{T} \backslash\{0\}$. The field $K\left(\Lambda_{M}\right)$ generated over $K$ by adjoining $\Lambda_{M}=\left\{u \in \bar{K} \mid u^{M}=0\right\}$ is called the cyclotomic function field determined by $M$ over $K$.

Proposition 12.3.3. $K\left(\Lambda_{M}\right) / K$ is a Galois extension.
Proof. Since $\Lambda_{M} \cong R_{T} /(M)$, which is a cyclic $R_{T}$-module generated by $\lambda$, we have $\lambda^{R_{T}}=\Lambda_{M}=\left\{\lambda^{A} \mid A \in R_{T}\right\}$, so $K\left(\Lambda_{M}\right)=K(\lambda)$. Indeed, any element $\xi \in \Lambda_{M}$ is of the form $\lambda^{A}$ for some $A \in R_{T}$ and

$$
\xi=A\left(\mu_{T}+\varphi\right)(\lambda) \in K\left(\lambda^{q},\left\{T^{S} \lambda\right\}\right)=K(\lambda)
$$

Finally, since $K\left(\Lambda_{M}\right)$ is the decomposition field of the separable polynomial $F(u)=$ $u^{M} \in K[u]$, it follows that $K\left(\Lambda_{M}\right) / K$ is a Galois extension.

Remark 12.3.4. Let $M(T)=a_{d} T^{d}+\cdots+a_{1} T+a_{0}$. Then

$$
\begin{aligned}
& u^{M}=a_{d} u^{q^{d}}+\left[\begin{array}{c}
M \\
d-1
\end{array}\right] u^{q^{d-1}}+\cdots+\left[\begin{array}{c}
M \\
1
\end{array}\right] u^{q}+M u \in R_{T}[u], \\
& u^{M}=a_{d}\left[u^{q^{d}}+\cdots+a_{d}^{-1} M u\right]
\end{aligned}
$$

with $u^{q^{d}}+\cdots+a_{d}^{-1} M u \in R_{T}[u]$ and the leading coefficient is 1 . It follows that the elements of $\Lambda_{M}$ are integral over $R_{T}$.

Definition 12.3.5. We will denote the Galois group of $K\left(\Lambda_{M}\right) / K$ by $G_{M}$, i.e., $G_{M}=$ $\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right)$.

Proposition 12.3.6. The action of $G_{M}$ over $K\left(\Lambda_{M}\right)$ commutes with the action of $R_{T}$. In other words, if $u \in K\left(\Lambda_{M}\right), \sigma \in G_{M}$, and $N \in R_{T}$, then $\sigma\left(u^{N}\right)=\sigma(u)^{N}$.

Proof. Let $u \in K\left(\Lambda_{M}\right)$. First note that $u^{N} \in K\left(\Lambda_{M}\right)$ since if $u=\sum_{i=1}^{r} a_{i} u_{i}$ with $a_{i} \in K$ and $u_{i} \in \Lambda_{M}$, we have $u^{N}=\sum_{i=1}^{r} a_{i}^{N} u_{i}^{N}$, where $a_{i}^{N} \in K$ and $u_{i}^{N} \in \Lambda_{M}$. Therefore $u^{N} \in K\left(\Lambda_{M}\right)$. Now

$$
\sigma\left(u^{N}\right)=\sigma\left(\sum_{i=0}^{\operatorname{deg} N}\left[\begin{array}{c}
N \\
i
\end{array}\right] u^{q_{i}}\right)=\sum_{i=0}^{\operatorname{deg} N}\left[\begin{array}{c}
N \\
i
\end{array}\right] \sigma(u)^{q^{i}}=\sigma(u)^{N} .
$$

When the fields under consideration are number fields, if $\mathbb{Q}\left(\zeta_{n}\right) / \mathbb{Q}$ is the cyclotomic extension, we have $\operatorname{Gal}\left(\mathbb{Q}\left(\zeta_{n}\right) / \mathbb{Q}\right) \cong U_{n}=(\mathbb{Z} / n \mathbb{Z})^{*}$. The analogue for function fields would be

$$
\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right) \cong\left(R_{T} /(M)\right)^{*}=G_{M}
$$

We will see that this is indeed the case.
Proposition 12.3.7. The group $G_{M}$ is a subgroup of $\left(R_{T} /(M)\right)^{*}$. In particular, $K\left(\Lambda_{M}\right) / K$ is an abelian extension and

$$
\left[K\left(\Lambda_{M}\right): K\right] \leq \Phi(M)=\left|\left(R_{T} /(M)\right)^{*}\right|
$$

Proof. Since $K\left(\Lambda_{M}\right)=K(\lambda)$, an element $\sigma$ of $G_{M}$ is determined by its action on $\lambda$. Now, $\sigma \lambda$ is a conjugate of $\lambda$, so $\sigma(\lambda) \in \Lambda_{M}$ and $\sigma(\lambda)=\lambda^{A}$ for some $A \in R_{T}$. We will show that $\sigma \lambda$ must be a generator of $\Lambda_{M}$.

If $\xi \in \Lambda_{M}$, then $\sigma^{-1}(\xi) \in \Lambda_{M}$, so $\sigma^{-1}(\xi)=\lambda^{B}$ for some $B \in R_{T}$. Hence $\xi=(\sigma \lambda)^{B}$. Therefore $\sigma \lambda$ is a generator of $\Lambda_{M}$ and it follows that $(A, M)=1$. Thus $A \bmod M \in\left(R_{T} /(M)\right)^{*}$. To see that $A$ does not depend on $\lambda$, let $\lambda_{1}$ be another generator of $\Lambda_{M}$, say $\lambda_{1}=\lambda^{B}$ for some $B \in R_{T}$. Then

$$
\sigma \lambda_{1}=\sigma\left(\lambda^{B}\right)=\sigma(\lambda)^{B}=\lambda^{A B}=\left(\lambda^{B}\right)^{A}=\lambda_{1}^{A}
$$

Now, if $\sigma(\lambda)=\lambda^{A}=\lambda^{A_{1}}$, we have $\lambda^{A-A_{1}}=0$. Thus $A-A_{1} \in(M)$ and $A \equiv$ $A_{1} \bmod M$.

Define $\theta: G_{M} \rightarrow\left(R_{T} /(M)\right)^{*}$ given by $\sigma \mapsto A \bmod M$ where $\sigma \lambda=\lambda^{A}$.
If $\Psi \in G_{M}$, we have $\Psi(\lambda)=\lambda^{B}$ and $(\Psi \circ \sigma)(\lambda)=\Psi\left(\lambda^{A}\right)=\lambda^{A B}$. Hence $\theta(\Psi \sigma)=A B \bmod M=\theta(\Psi) \theta(\sigma)$. Therefore $\theta$ is a group homomorphism.

Finally, if $\theta(\sigma)=1 \bmod M$, we have $\sigma \in \operatorname{ker} \theta$ and $\sigma \lambda=\lambda^{1}=\lambda$, so $\sigma=\mathrm{Id}$ and $\theta$ is a monomorphism. It follows that

$$
G_{M} \subseteq\left(R_{T} /(M)\right)^{*} \quad \text { and } \quad\left|G_{M}\right|=\left[K\left(\Lambda_{M}\right): K\right] \leq\left|\left(R_{T} /(M)\right)^{*}\right|=\Phi(M)
$$

Since $\left(R_{T} /(M)\right)^{*}$ is abelian, $G_{M}$ is abelian too and the proof is complete.

Definition 12.3.8. Let $S \in R_{T}$ be a monic polynomial. We define the $S$-cyclotomic polynomial or the cyclotomic polynomial with respect to $S$ by

$$
\Psi_{S}(u)=\prod_{\substack{(B, S)=1 \\ \operatorname{deg} B<\operatorname{deg} S}}\left(u-\lambda_{S}^{B}\right)
$$

where $\lambda_{S}$ is a generator of $\Lambda_{S}$. We have $\Psi_{S}(u) \in K\left(\Lambda_{S}\right)[u]$.
Proposition 12.3.9. For any monic polynomial $S \in R_{T}$ we have $\Psi_{S}(u) \in K[u]$.
Proof. Let $\sigma \in G_{S}=\operatorname{Gal}\left(K\left(\Lambda_{S}\right) / K\right)$. Then $\sigma\left(\lambda_{S}\right)=\lambda_{S}^{A}$, with $(A, S)=1$. Therefore $\left.\sigma\left(\Psi_{S}(u)\right)=\prod_{\operatorname{deg} B<\operatorname{deg} S}(u, S)=\lambda_{S}^{A B}\right)$. Now $(A, S)=1$ and $(B, S)=1$ imply $(A B, S)=1$. If $A B=Q S+B_{1}$ with $\operatorname{deg} B_{1}<\operatorname{deg} S$, then $\lambda_{S}^{A B}=\lambda_{S}^{B_{1}}$. Similarly, if $A B=Q_{1} S+B_{1}$ and $A C=Q_{2} S+C_{1}$ with $\operatorname{deg} B_{1}<\operatorname{deg} S$ and $\operatorname{deg} C_{1}<\operatorname{deg} S$, then $A B \equiv A C \bmod S$ implies $B_{1} \equiv C_{1} \bmod S$.

Therefore $\prod_{\operatorname{deg} B<\operatorname{deg} S}^{(B, S)=1}\left(u-\lambda_{S}^{A B}\right)=\prod_{\operatorname{deg} B_{1}<\operatorname{deg} S}^{\left(B_{1}, S\right)=1}\left(u-\lambda_{S}^{B_{1}}\right)=\Psi_{S}(u)$. It follows that $\sigma\left(\Psi_{S}(u)\right)=\Psi_{S}(u)$ for all $\sigma \in G_{S}$, and hence $\Psi_{S}(u) \in K[u]$.

Remark 12.3.10. We have $\operatorname{deg} \Psi_{S}(u)=\Phi(S)$. For $R, S \in R_{T}$ we choose generators $\lambda_{R}, \lambda_{S}, \lambda_{R S}$ of $\Lambda_{R}, \Lambda_{S}$, and $\Lambda_{R S}$ such that $\lambda_{R S}^{R}=\lambda_{S}$ and $\lambda_{R S}^{S}=\lambda_{R}$.

We wish to prove that we may choose such generators for all $M \in R_{T}$. More precisely:

Proposition 12.3.11. There exists a system $\left\{\lambda_{M}\right\}_{M \in R_{T}}$ such that $\lambda_{M}$ generates $\Lambda_{M}$ as an $R_{T}$-module and for all $N, M \in R_{T}$ such that $N$ divides $M$, we have $\lambda_{M}^{N}=$ $\lambda_{M / N}$.

Proof. We call a subset $I$ of $R_{T}$ admissible if for all $A \in I, A$ is a monic polynomial and there exists $\left\{\lambda_{A}\right\}_{A \in I} \subseteq \bar{K}$ such that for all $A \in I, \lambda_{A}$ generates $\Lambda_{A}$ and if $B$ is an element of $I$ that divides $\bar{A}$, we have $\lambda_{A}^{B}=\lambda_{A / B}$.

Let $\mathcal{A}=\{I \mid I$ is admissible $\}$. Then $\mathcal{A}$ is nonempty since $I=\{P, 1\} \in \mathcal{A}$, where $P$ is a monic irreducible polynomial (here we choose $\lambda_{P}$ to be any generator of $\Lambda_{P}$ and $\lambda_{1}=0$ ).

We define a relation $\leq$ in $\mathcal{A}$ as follows: $I \leq J$ if $I \subseteq J$ and for all $A \in I, \lambda_{A, I}=$ $\lambda_{A, J}$. Clearly $\leq$ is a partial order in $\mathcal{A}$ and if $\{I\}_{I \in \mathcal{A}}$ is a chain in $\mathcal{A}, \bar{I}=\bigcup_{I \in \mathcal{A}} I$ is an upper bound of $\{I\}_{I \in \mathcal{A}}$.

Let $I_{0}$ be a maximal element of $\mathcal{A}$. If $I_{0}$ does not contain all monic polynomials of $R_{T}$, there exists a monic polynomial $M$ in $R_{T} \backslash I_{0}$.

Let $M=P_{1}^{\alpha_{1}} \cdots P_{r}^{\alpha_{r}}$. Note that if $N$ is monic and $M$ divides $N$, then $N \notin I_{0}$ since otherwise, $N \in I_{0}$ and $\lambda_{M}:=\lambda_{N}^{N / M}$ would satisfy all the conditions.

Let $M \in R_{T}$ be a monic polynomial of minimal degree such that $M \notin I_{0}$. Then $P_{1}^{\beta_{1}} \cdots P_{r}^{\beta_{r}} \in I_{0}$ for all $\sum_{i=1}^{r} \beta_{i} \operatorname{deg} P_{i}<\sum_{i=1}^{r} \alpha_{i} \operatorname{deg} P_{i}$. Let $H_{i}=\frac{M}{P_{i}} \in I_{0}$, and let
$\lambda_{H_{i}}$ be the generator of $\Lambda_{H_{i}}$. Since $\left\{P_{i}\right\}_{i=1}^{r}$ are relatively prime, there exist elements $\gamma_{i} \in R_{T}$ satisfying $1=\sum_{i=1}^{r} \gamma_{i} P_{i}$. Let $\lambda_{M}:=\lambda_{H_{1}}^{\gamma_{1}}+\cdots+\lambda_{H_{r}}^{\gamma_{r}}$. Then

$$
\lambda_{M}^{P_{i}}=\lambda_{H_{1}}^{\gamma_{1} P_{i}}+\cdots+\lambda_{H_{i}}^{\gamma_{i} P_{i}}+\cdots+\lambda_{H_{r}}^{\gamma_{r} P_{i}}, \quad \text { and } \quad \gamma_{i} P_{i}=1-\sum_{j \neq i} \gamma_{j} P_{j}
$$

Hence

$$
\begin{aligned}
& \lambda_{M}^{P_{i}}=\left(\lambda_{H_{1}}^{P_{i}}-\lambda_{H_{i}}^{P_{1}}\right)^{\gamma_{1}}+\cdots+\left(\gamma_{H_{i-1}}^{P_{i}}-\lambda_{H_{i}}^{P_{i-1}}\right)^{\gamma_{i-1}}+\lambda_{H_{i}} \\
&+\left(\lambda_{H_{i+1}}^{P_{i}}-\lambda_{H_{i}}^{P_{i+1}}\right)^{\gamma_{i+1}}+\cdots+\left(\lambda_{H_{r}}^{P_{i}}-\lambda_{H_{i}}^{P_{r}}\right)^{\gamma_{r}} .
\end{aligned}
$$

Now for all $j \neq i$, we have $\lambda_{H_{j}}^{P_{i}}=\lambda_{H_{j} / P_{i}}=\lambda_{M / P_{i} P_{j}}=\lambda_{H_{i} / P_{j}}=\lambda_{H_{i}}^{P_{j}}$.
Therefore $\lambda_{M}^{P_{i}}=\lambda_{H_{i}}$ and $\lambda_{M}$ satisfies $\lambda_{M}^{S}=\lambda_{M / S}$ for all $S \in R_{T}$ such that $S \mid M$. In particular, $I_{1}=I_{0} \cup\{M\}$ is an element of $\mathcal{A}$ that is strictly larger than $I_{0}$. This contradicts the maximality of $I_{0}$ and proves the proposition.

Remark 12.3.12. Since $\Lambda_{M}$ is isomorphic to $R_{T} /(M)$ we may take $\lambda_{M}=1 \bmod M$ for all $M$. However, Proposition 12.3.11 provides a system that does not depend on the identification $\Lambda_{M} \cong R_{T} /(M)$.

Proposition 12.3.13. We have
(1) If $N$ and $M$ are two distinct monic polynomials in $R_{T}$, then ( $\Psi_{N}(u)$, $\left.\Psi_{M}(u)\right)=1$.
(2) $u^{M}=\prod_{N \mid M}^{N \mid M} \Psi_{N}(u)$, where $M$ is a monic polynomial in $R_{T}$.
(3) $\Psi_{M}(u)=\prod_{N \text { monic }}^{N \mid M}\left(u^{N}\right)^{\mu(M / N)}$, where

$$
\mu(D)= \begin{cases}1 & \text { if } D=1 \\ (-1)^{s} & \text { if } D=P_{1} \cdots P_{s}, \text { where the } P_{1}, P_{2}, \ldots, P_{s} \text { are } \\ \text { distinct irreducible monic polynomials of } R_{T} \\ 0 & \text { otherwise }\end{cases}
$$

and $M$ is a monic polynomial.
Proof. Exercises 12.10.6, 12.10.8, and 12.10.12.
Proposition 12.3.14. Let $P \in R_{T}$ be a monic irreducible polynomial of degree $d$ and let $M=P^{n}$ with $n \in \mathbb{N}$. Then:
(1) No divisor in $K$ other than $\mathfrak{p}_{\infty}$ and $\mathfrak{p}$ is ramified in $K\left(\Lambda_{M}\right) / K$. Here $(P)_{K}=$ $\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} \mathfrak{p}}}$.
(2) The ramification index of $\mathfrak{p}$ in $K\left(\Lambda_{M}\right) / K$ is

$$
e(\mathfrak{p})=\Phi(M)=q^{d n}-q^{d(n-1)}=\left[K\left(\Lambda_{M}\right): K\right]
$$

Proof. Let $\vartheta_{M}$ be the integral closure of $R_{T}$ in $K\left(\Lambda_{M}\right)$. Since $R_{T}$ is a Dedekind domain, then $\vartheta_{M}$ is a Dedekind domain (Theorem 5.7.7). The ramified primes in $K\left(\Lambda_{M}\right) / K$ other than the infinite prime $\mathfrak{p}_{\infty}$ are those appearing in the discriminant $\partial_{\vartheta_{M} / R_{T}}$.


Let $\lambda$ be a generator of $\Lambda_{M}$. Then $R_{T}[\lambda] \subseteq \vartheta_{M}$. Set $g(u):=\operatorname{Irr}(\lambda, u, K) \in$ $K[u]$. Let $f(u)=u^{M}$. Since $f(\lambda)=0$, there exists $h(u) \in K[u]$ such that $f(u)=$ $h(u) g(u)$. Therefore

$$
\begin{equation*}
M=f^{\prime}(u)=h^{\prime}(u) g(u)+h(u) g^{\prime}(u) . \tag{12.2}
\end{equation*}
$$

Substituting $u$ by $\lambda$ in (12.2) we obtain

$$
M=f^{\prime}(\lambda)=h^{\prime}(\lambda) g(\lambda)+h(\lambda) g^{\prime}(\lambda)=h(\lambda) g^{\prime}(\lambda)
$$

It follows that $\left(g^{\prime}(\lambda)\right)_{\vartheta_{M}} \mid(M)_{\vartheta_{M}}=P^{n} \vartheta_{M}$. By Theorem 5.7.21, the different $\mathfrak{D}_{\vartheta_{M} / R_{T}}$ satisfies

$$
\mathfrak{D}_{\vartheta_{M} / R_{T}}=\operatorname{gcd}\left\{\left(F^{\prime}(\alpha)\right) \mid \alpha \text { is integral, } K\left(\Lambda_{M}\right)=K(\alpha), F(u)=\operatorname{Irr}(\alpha, u, K)\right\}
$$

Therefore $\mathfrak{D}_{\vartheta_{M} / R_{T}} \mid\left(g^{\prime}(\lambda)\right)_{K\left(\Lambda_{M}\right)}=P^{n}=\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{h}\right)^{\text {en }}$, where

$$
\begin{equation*}
P \vartheta_{M}=\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{h}\right)^{e} . \tag{12.3}
\end{equation*}
$$

It follows that the only possible ramified prime divisors in $K\left(\Lambda_{M}\right) / K$ are $\mathfrak{p}$ and $\mathfrak{p}_{\infty}$. This proves (1).

Next, we calculate $e=e_{K\left(\Lambda_{M}\right) / K}\left(\mathfrak{p}_{i} \mid P\right)$. Let $d=\operatorname{deg} P$. We have

$$
\begin{aligned}
u^{P^{n}} & =\left(u^{P^{n-1}}\right)^{P}=\sum_{i=0}^{d}\left[\begin{array}{l}
P \\
i
\end{array}\right]\left(u^{P^{n-1}}\right)^{q^{i}} \\
& =u^{P^{n-1}}\left(\sum_{i=0}^{d}\left[\begin{array}{l}
P \\
u
\end{array}\right]\left(u^{P^{n-1}}\right)^{q^{i}-1}\right)=u^{p^{n-1}} t(u)
\end{aligned}
$$

with $t(u) \in R_{T}[u]$ and

$$
t(u)=\frac{u^{P^{n}}}{u^{P^{n-1}}}=\sum_{i=0}^{d}\left[\begin{array}{c}
P \\
i
\end{array}\right]\left(u^{P^{n-1}}\right)^{q^{i}-1}
$$

Therefore $t(\alpha)=0 \Longleftrightarrow \alpha \in \Lambda_{P^{n}} \backslash \Lambda_{P^{n-1}}$, or in other words, $t(\alpha)=0 \Longleftrightarrow \alpha$ is generator of $\Lambda_{P^{n}}$. Recall that $\Lambda_{P^{n}} / \Lambda_{P^{n-1}} \cong \Lambda_{P}$ (see Exercise 12.10.3).

Therefore

$$
\begin{aligned}
t(u) & =\prod_{(A, M)=1}\left(u-\lambda^{A}\right)=\left[\begin{array}{l}
P \\
0
\end{array}\right]+\sum_{i=1}^{d}\left[\begin{array}{l}
P \\
i
\end{array}\right]\left(u^{P^{n-1}}\right)^{q^{i}-1} \\
& =P+\sum_{i=1}^{d}\left[\begin{array}{l}
P \\
i
\end{array}\right]\left(u^{P^{n-1}}\right)^{q^{i}-1} .
\end{aligned}
$$

For $u=0$, we have

$$
\begin{equation*}
t(0)= \pm \prod_{(A, M)=1} \lambda^{A}=P \tag{12.4}
\end{equation*}
$$

Now by Theorem 12.2.5, $u^{A}=u(F(u))$ for some $F(u) \in R_{T}[u]$.
Thus $\lambda^{A}=\lambda F(\lambda)$ and $\lambda$ divides $\lambda^{A}$ in $\vartheta_{M}$. If $(A, M)=1$, then $\lambda^{A}$ is a generator and by symmetry we obtain $\lambda^{A} \mid \lambda$, so

$$
\begin{equation*}
\lambda=\beta_{A} \lambda^{A} \tag{12.5}
\end{equation*}
$$

with $\beta_{A} \in \vartheta_{M}^{*}$.
Using Equation (12.4) we obtain $\pm P=\beta_{0} \lambda^{\Phi(M)}$ for some $\beta_{0} \in \vartheta_{M}^{*}$. Hence (12.3) yields $\left(\mathfrak{p}_{1} \cdots \mathfrak{p}_{n}\right)^{e}=(P)_{\vartheta_{M}}=(\lambda)^{\Phi(M)}$. Now $v_{\mathfrak{p}_{i}}(\lambda) \geq 1$, so $e=v_{\mathfrak{p}_{i}}\left(\left(\mathfrak{p}_{1} \ldots \mathfrak{p}_{n}\right)^{e}\right)=$ $v_{\mathfrak{p}_{i}}\left(\lambda^{\Phi(M)}\right) \geq \Phi(M)$. Therefore $e \geq \Phi(M)=\left|\left(R_{T} /(M)\right)^{*}\right| \geq\left[K\left(\Lambda_{M}\right): K\right] \geq e$. It follows that

$$
e=\Phi(M)=\left[K\left(\Lambda_{M}\right): K\right]=q^{d n}-q^{d(n-1)}
$$

This proves (2) and the proposition.

Remark 12.3.15. We have

$$
t(u)=\frac{u^{P^{n}}}{u^{P^{n-1}}}=\frac{\prod_{N \mid P^{n}} \Psi_{N}(u)}{\prod_{N \mid P^{n-1}} \Psi_{N}(u)}=\Psi_{P^{n}}(u)=\prod_{(A, M)=1}\left(u-\lambda^{A}\right) .
$$

Thus the polynomial $t(u)$ found in the proof of Proposition 12.3.14 is nothing other than the $P^{n}$-cyclotomic polynomial.

Theorem 12.3.16. Let $M \in R_{T} \backslash\{0\}$ be a monic polynomial. Then
(1) $t(u)=\Psi_{M}(u)=\operatorname{Irr}(\lambda, u, K)$. In particular, $\Psi_{M}(u)$ is an irreducible polynomial.
(2) $G_{M}=\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right) \cong\left(R_{T} /(M)\right)^{*}$.
(3) $\left[K\left(\Lambda_{M}\right): K\right]=\Phi(M)$.
(4) If $M=P^{n}$ for some irreducible polynomial $P$, then $\mathfrak{p}$ is totally ramified in $K\left(\Lambda_{M}\right) / K$, where $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P}}$.

Proof. If $M=P^{n}$, where $P$ is an irreducible polynomial, we have

$$
\left[K\left(\Lambda_{M}\right): K\right]=\Phi(M)=\left|\left(R_{T} /(M)\right)^{*}\right|=\left|G_{M}\right|
$$

By Proposition 12.3.7, $G_{M}$ is a subset of $\left(R_{T} /(M)\right)^{*}$. Since both sets have the same order, they must be isomorphic. Further, $P$ is totally ramified since $e=\Phi(M)=$ [ $\left.K\left(\Lambda_{M}\right): K\right]$. From the latter we obtain (4).

Now let $M=P^{\alpha_{1}} \ldots P_{r}^{\alpha_{r}}$, where $P_{i}, \ldots, P_{r}$ are distinct irreducible polynomials in $R_{T}$. Then $\Lambda_{M} \cong \bigoplus_{i=1}^{r} \Lambda_{P_{i}^{\alpha_{i}}}$.

If we prove that $\left[K\left(\Lambda_{M}\right)^{i}: K\right]=\Phi(M)$ we will be able to deduce that $G_{M} \cong$ $\left(R_{T} /(M)\right)^{*}$ since $G_{M} \subseteq\left(R_{T} /(M)\right)^{*}$ and both sets have the same order $\Phi(M)$. Then (2) and (3) will follow, and then (1) will follow too from the facts that $t(\lambda)=0$, $\operatorname{deg}(t(u))=\Phi(u)=\operatorname{deg} \operatorname{Irr}(\lambda, u, K)$, and $\operatorname{Irr}(\lambda, u, K)$ divides $t(u)$, so $\Psi_{M}(u)=$ $t(u)=\operatorname{Ir}(\lambda, u, K)$. To prove that $\left[K\left(\Lambda_{M}\right): K\right]=\Phi(M)$, notice that $K\left(\Lambda_{P_{1}^{\alpha_{1}}}\right), \ldots$, $K\left(\Lambda_{P_{r}^{\alpha_{r}}}\right)$ are pairwise linearly disjoint because each $\mathfrak{p}_{i}$ is totally ramified in $K\left(\Lambda_{P_{i}^{\alpha_{i}}}\right) / K$ and unramified in $\prod_{j \neq i} K\left(\Lambda_{P^{\alpha_{i}}}\right) / K$.

It follows that

$$
\left[K\left(\Lambda_{M}\right): K\right]=\prod_{i=1}^{r}\left[K\left(\Lambda_{P_{i}^{\alpha_{i}}}\right): K\right]=\prod_{i=1}^{r} \Phi\left(P_{i}^{\alpha_{i}}\right)=\Phi(M)
$$

Corollary 12.3.17. For any $M \in R_{T} \backslash\{0\}$, the extension $K\left(\Lambda_{M}\right) / K$ is geometric, that is, the field of constants of $K\left(\Lambda_{M}\right)$ is the same as that of $K$.
Proof. Let $M=P_{1}^{\alpha_{1}} \cdots P_{r}^{\alpha_{r}}$, where $P_{1}, \ldots, P_{r}$ are distinct irreducible polynomials of $R_{T}$. Then

$$
\begin{array}{ll} 
& K\left(\Lambda_{M}\right)=\prod_{i=1}^{r} K\left(\Lambda_{P_{i}^{\alpha_{i}}}\right) . \\
K\left(\Lambda_{M}\right)
\end{array}
$$

K
For each $i=1, \ldots, r$, let $E_{i}=K\left(\Lambda_{M / P_{i}^{\alpha_{i}}}\right)$. Then $\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / E_{i}\right)$ is isomorphic to $\operatorname{Gal}\left(K\left(\Lambda_{P_{i}^{\alpha_{i}}} / K\right)\right)$. Let $L$ be the maximal unramified extension of $K$ contained in $K\left(\Lambda_{M}\right), K \subseteq L \subseteq K\left(\Lambda_{M}\right)$. Since $K\left(\Lambda_{M}\right) / E_{i}$ is totally ramified at the prime divisors above $\mathfrak{p}_{i}$ and $E_{i} L / E_{i}$ is unramified, it follows that $E_{i} L=E_{i}$. Thus $L \subseteq E_{i}$ for $1 \leq i \leq r$.

Therefore $K \subseteq L \subseteq \bigcap_{i=1}^{r} E_{i}=K$, and $L=K$. In particular, it follows that every extension $S / K$ such that $K \varsubsetneqq S \subseteq K\left(\Lambda_{M}\right)$ is ramified. If $\mathbb{F}_{q^{s}}$ is the field of constants of $K\left(\Lambda_{M}\right)$ and $\mathbb{F}_{q}$ is the field of constants of $K$, then $\mathbb{F}_{q}(T)=K \subseteq \mathbb{F}_{q^{s}}(T) \subseteq$ $K\left(\Lambda_{M}\right)$ and $\mathbb{F}_{q^{s}}(T) / \mathbb{F}_{q}(T)$ is unramified (Theorem 5.2.32). Thus $\mathbb{F}_{q^{s}}(T)=\mathbb{F}_{q}(T)$ and by Proposition 2.1.6,

$$
1=\left[\mathbb{F}_{q^{s}}(T): \mathbb{F}_{q}(T)\right]=\left[\mathbb{F}_{q^{s}}: \mathbb{F}_{q}\right]=s
$$

Proposition 12.3.18. Let $P$ be a monic irreducible polynomial in $R_{T}$ and $M=P^{n}$ for some $n \geq 1$. Then

$$
\Psi_{P^{n}}(u)=\frac{u^{P^{n}}}{u^{P^{n-1}}}
$$

is an Eisenstein polynomial over $R_{T}$ at $P$. In other words, if

$$
\Psi_{P^{n}}(u)=u^{d}+a_{d-1} u^{d-1}+\cdots+a_{0} \in R_{T}[u],
$$

then $P$ divides $a_{i}$ for $0 \leq i \leq d-1$, and $P^{2}$ does not divide $a_{0}$.
Proof. We have $\Psi_{P^{n}}(u)=\prod_{\left(A, P^{n}\right)=1}\left(u-\lambda_{P^{n}}^{A}\right)$, and $P$ is totally ramified.
Let $\mathfrak{p}^{\Phi(M)}=P \vartheta_{M}$. We have $\Psi_{P^{n}}(0)=P= \pm \prod_{\left(A, P^{n}\right)=1} \lambda_{P^{n}}^{A}$. It follows that

$$
\begin{aligned}
v_{\mathfrak{p}}(P) & =\Phi(M)=\sum_{A} v_{\mathfrak{p}}\left(\lambda^{A}\right)=\sum_{A} v_{\mathfrak{p}^{A^{-1}}}(\lambda) \\
& =\sum_{A} v_{\mathfrak{p}}(\lambda)=\Phi(M) v_{\mathfrak{p}}(\lambda)
\end{aligned}
$$

Thus $v_{\mathfrak{p}}\left(\lambda^{A}\right)=v_{\mathfrak{p}}(\lambda)=1$, so

$$
\begin{aligned}
\Psi_{P^{n}}(u)= & \left.u^{\Phi\left(P^{n}\right)}-f_{\Phi\left(P^{n}\right)-1}\left(\left\{\lambda^{A}\right)\right\}_{A}\right) u^{\Phi\left(P^{n}\right)-1}+\cdots \\
& +f_{1}\left(\left\{\lambda^{A}\right\}_{A}\right) u+(-1)^{\Phi\left(P^{n}\right)} f_{0}\left(\left\{\lambda^{A}\right\}_{A}\right)
\end{aligned}
$$

where the $f_{i}\left(\left\{\lambda^{A}\right\}_{A}\right)$ are the elementary symmetric polynomials in $\left\{\lambda^{A}\right\}_{A}$ and $f_{0}\left(\left\{\lambda^{A}\right\}_{A}\right)=\Psi_{P^{n}}(0)=P$. Hence

$$
\Psi_{P^{n}}(u)=u^{\Phi(M)}+\beta_{\Phi(M)-1} u^{\Phi(M)-1}+\cdots+\beta_{1} u+\beta_{0} \in R_{T}[u]
$$

$P$ divides $\beta_{i}$ for $1 \leq i \leq \Phi(M)-1, \beta_{0}= \pm P$, and $\beta_{\Phi(M)}=1$.
As a corollary we recover the irreducibility of $\Psi_{P^{n}}(u)$.
Corollary 12.3.19. The polynomial $\Psi_{P^{n}}(u) \in R_{T}$ is irreducible.
Proof. The statement is an application of Eisenstein's criterion.

### 12.4 Arithmetic of Cyclotomic Function Fields

In the case of number fields, assume that $\mathbb{Q}\left(\zeta_{n}\right) / \mathbb{Q}$ is a cyclotomic extension, where $n \in \mathbb{N}$ is such that $n \not \equiv 2 \bmod 4$. Then a rational prime $p$ is ramified in $\mathbb{Q}\left(\zeta_{n}\right) / \mathbb{Q}$ if and only if $p$ divides $n$ and the infinite prime is ramified. Furthermore, if $p$ is a finite prime not dividing $n$, then

$$
p \vartheta_{\mathbb{Q}\left(\zeta_{n}\right)}=\mathfrak{P}_{1} \cdots \mathfrak{P}_{g},
$$

where $\left[\vartheta_{\mathbb{Q}\left(\zeta_{n}\right)} / \mathfrak{P}_{i}: \mathbb{Z} / p\right]=f, f g=\phi(n)$, and $f=o(p \bmod n)$, that is

$$
f=\min \left\{m \in \mathbb{N} \mid p^{m} \equiv 1 \bmod n\right\}
$$

We will see that the same statements hold in the function field case. The key result is that $\mathfrak{p}_{\infty}$ is tamely ramified in $K\left(\Lambda_{M}\right) / K$. We need two general facts: Newton's method (Section 12.4.1) and Abhyankar's lemma (Section 12.4.2).

### 12.4.1 Newton Polygons

Let $F$ be a complete field with respect to a discrete valuation $v$ with place $\mathfrak{p}$. Let $\Omega$ be an algebraic closure of $F$ and

$$
f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n} \in F[x], \quad \text { where } \quad a_{0} a_{n} \neq 0
$$

We associate to each term of $f(x)$ a point in $\mathbb{R} \times(\mathbb{R} \cup\{\infty\})$ as follows:
If $a_{i} x^{i} \neq 0$, i.e., if $a_{i} \neq 0$, we take the point $\left(i, v\left(a_{i}\right)\right)$.
If $a_{i} x^{i}=0$, i.e., if $a_{i}=0$, we take the formal point $(i, \infty)=\left(i, v\left(a_{i}\right)\right)$ (which is the same as not taking any point of $\mathbb{R} \times \mathbb{R}$ ).


Consider the bottom convex cover of the set

$$
\left\{\left(i, v\left(a_{i}\right)\right)|i=0,1, \ldots, n,| a_{i} \neq 0\right\}
$$

Definition 12.4.1. This cover is called a Newton polygon.
More precisely, the set of vertices of this bottom cover is

$$
\left\{\left(0=i_{0}, v\left(a_{0}\right)\right),\left(i_{1}, v\left(a_{i_{1}}\right)\right), \ldots,\left(i_{m}=n, v\left(a_{n}\right)\right)\right\}
$$

where $a_{0}, a_{i_{1}}, \ldots, a_{n}$ satisfy the following. First, consider $S=\left\{i>0 \mid a_{i} \neq 0\right\}$ and let $i_{1}$ be maximum such that


Now let $i_{2}$ be maximum such that

$$
\frac{v\left(a_{i_{2}}\right)-v\left(a_{i_{1}}\right)}{i_{2}-i_{1}}=\min \left\{\left.\frac{v\left(a_{j}\right)-v\left(a_{i_{1}}\right)}{j-a_{i_{1}}} \right\rvert\, j \in S, j>i_{1}\right\}
$$

and so on.
Theorem 12.4.2. Let $\left[\left(r, v\left(a_{r}\right)\right),\left(s, v\left(a_{s}\right)\right)\right]$ be any segment of the Newton polygon corresponding to $f(x)$. Let $\frac{v\left(a_{s}\right)-v\left(a_{r}\right)}{s-r}=-m$ be its slope. Then $f(x)$ has exactly $s-r$ roots $\alpha_{1}, \ldots, \alpha_{s-r}$ satisfying $v\left(\alpha_{1}\right)=\cdots=v\left(\alpha_{s-r}\right)=m$.

Furthermore, define $f_{m}(x)=\prod_{i=1}^{s-r}\left(x-\alpha_{i}\right)$. Then $f_{m}(x) \in F[x]$ and $f_{m}(x)$ divides $f(x)$.

Proof. Let $f(x)=a_{n}^{-1} f(x)=a_{n}^{-1} a_{n} x^{n}+a_{n}^{-1} a_{n-1} x^{n-1}+\cdots+a_{n}^{-1} a_{1} x+a_{n}^{-1} a_{0}$.
Then

$$
\frac{v\left(a_{i} a_{n}^{-1}\right)-v\left(a_{j} a_{n}^{-1}\right)}{i-j}=\frac{v\left(a_{i}\right)-v\left(a_{j}\right)}{i-j}
$$

and the Newton polygon corresponding to $g(x)$ is obtained from the one corresponding to $f(x)$ by a translation of $-v\left(a_{n}\right)$ in the $y$-direction, as follows:

$$
\left(i, v\left(a_{i} a_{n}^{-1}\right)\right)=\left(i, v\left(a_{i}\right)-v\left(a_{n}\right)\right)=\left(i, v\left(a_{i}\right)\right)-\left(0, v\left(a_{n}\right)\right)
$$

Moreover, the roots of $g(x)$ and $f(x)$ are the same. Thus we may assume that $a_{n}=1$. Let $\alpha_{1}, \ldots, \alpha_{n} \in \Omega$ be the roots of $f(x)$. We partition the set of $\alpha_{i}$ 's according to the value $v\left(\alpha_{i}\right)$, obtaining

$$
\begin{gathered}
v\left(\alpha_{1}\right)=\cdots=v\left(\alpha_{s_{1}}\right)=m_{1} \\
v\left(\alpha_{s_{1}+1}\right)=\cdots=v\left(\alpha_{s_{2}}\right)=m_{2} \\
\vdots \\
v\left(\alpha_{s_{t}+1}\right)=\cdots=v\left(\alpha_{s_{t+1}}\right)=m_{t+1}
\end{gathered}
$$

with $m_{1}<m_{2}<\cdots<m_{t}<m_{t+1}$.
We have

$$
\begin{aligned}
f(x)= & \prod_{i=1}^{n}\left(x-\alpha_{i}\right)=x^{n}-h_{1}\left(\alpha_{1}, \ldots, \alpha_{n}\right) x^{n-1}+h_{2}\left(\alpha_{1}, \ldots, \alpha_{n}\right) x^{n-2}-\cdots \\
& +(-1)^{n-1} h_{n-1}\left(\alpha_{1}, \ldots, \alpha_{n}\right) x+(-1)^{n} h_{n}\left(\alpha_{1}, \ldots, \alpha_{n}\right)
\end{aligned}
$$

where $h_{j}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\sum_{i_{1}<\cdots<i_{j}} \alpha_{i_{1}}, \ldots \alpha_{i_{j}}=(-1)^{j} a_{n-j}, 1 \leq j \leq n$.
Also $v\left(a_{n}\right)=v(1)=0$.
For $0 \leq u<s_{j+1}-s_{j}$, we have $n-s_{j} \geq n-s_{j}-u>n-s_{j+1}$, so

$$
\begin{align*}
v\left(a_{n-s_{j}-u}\right) & =v\left(h_{s_{j}+u}\left(\alpha_{1}, \ldots, \alpha_{n}\right)\right)=v\left(\sum_{i_{1}<\cdots<i_{s_{j}+u}} \alpha_{i_{1}} \ldots \alpha_{i_{s_{j}+u}}\right) \\
& \geq \min _{i_{1}, \cdots, i_{s_{j}+u}}\left\{v\left(\alpha_{i_{1}} \ldots \alpha_{i_{s_{j}+u}}\right)\right\} \\
& =v\left(\alpha_{1} \cdots \alpha_{s_{1}} \alpha_{s_{1}+1} \cdots \alpha_{s_{2}} \alpha_{s_{2}+1} \cdots \alpha_{s_{j}+1} \alpha_{s_{j}+2} \cdots \alpha_{s_{j}+u}\right) \\
& =s_{1} m_{1}+\left(s_{2}-s_{1}\right) m_{2}+\cdots+\left(s_{j}-s_{j-1}\right) m_{j}+u m_{j} . \tag{12.6}
\end{align*}
$$

For $a_{n-s_{j+1}}$ there is a single term with minimum valuation such that

$$
\begin{align*}
v\left(a_{n-s_{j+1}}\right) & =v\left(\sum_{i_{1}<\cdots<i_{s_{j+1}}} \alpha_{i_{1}} \cdots \alpha_{i_{s_{j+1}}}\right)=v\left(\alpha_{1} \cdots \alpha_{s_{1}} \cdots \alpha_{s_{j}+1} \cdots \alpha_{s_{j+1}}\right) \\
& =s_{1} m_{1}+\left(s_{2}-s_{1}\right) m_{2}+\cdots+\left(s_{j+1}-s_{j}\right) m_{j+1} \tag{12.7}
\end{align*}
$$

We will deduce from (12.6) and (12.7) that the vertices of the Newton polygon of $f(x)$ are

$$
\begin{aligned}
& \left(0, v\left(a_{0}\right)\right)=\left(0, v\left(a_{n-s_{t+1}}\right)\right) \\
& \quad=\left(n-s_{t+1}, s_{1} m_{1}+\left(s_{2}-s_{1}\right) m_{2}+\cdots+\left(s_{t+1}-s_{t}\right) m_{t+1}\right), \\
& \left(n-s_{t}, v\left(a_{n-s_{t}}\right)\right)=\left(n-s_{t}, s_{1} m_{1}+\left(s_{2}-s_{1}\right) m_{2}+\cdots+\left(s_{t}-s_{t-1}\right) m_{t}\right), \\
& \quad \vdots \\
& \left(n-s_{2}, s_{1} m_{1}+\left(s_{2}-s_{1}\right) m_{2}\right), \\
& \left(n-s_{1}, s_{1} m_{1}\right) \\
& (n, 0) .
\end{aligned}
$$

Now the slope between $\left(n-s_{j+1}, v\left(a_{n-s_{j+1}}\right)\right)$ and $\left(n-s_{j}, v\left(a_{n}-s_{j}\right)\right)$ is given by

$$
\begin{aligned}
& \frac{v\left(a_{n-s_{j+1}}\right)-v\left(a_{n-s_{j}}\right)}{\left(n-s_{j+1}\right)-\left(n-s_{j}\right)} \\
& =\frac{\left[m_{1} s_{1}+\left(s_{2}-s_{1}\right) m_{2}+\cdots+\left(s_{j+1}-s_{j}\right) m_{j+1}\right]-\cdots}{-\left(s_{j+1}-s_{j}\right)} \cdots \\
& \cdots \frac{\cdots-\left[m_{1} s_{1}+\left(s_{2}-s_{1}\right) m_{2}+\cdots+\left(s_{j}-s_{j-1}\right) m_{j}\right]}{-\left(s_{j+1}-s_{j}\right)} \\
& \quad=-\frac{s_{j+1}-s_{j}}{s_{j+1}-s_{j}} m_{j+1}=-m_{j+1} .
\end{aligned}
$$

Thus the slope is $s_{j+1}-s_{j}$, which is the number of roots of $f$ with valuation $m_{j+1}$. This proves the first part.

For the second part, we proceed by induction on $n$ to show that $f_{m}(x)=\prod_{i=1}^{s-r}(x-$ $\left.\alpha_{i}\right) \in F[x]$. Clearly, $f_{m}(x)$ divides $f(x)$.

For $n=1, f_{0}(x)=x+a_{0}$ and there is nothing to prove.
For $n=2$, we consider two cases. If $f(x)$ is irreducible, assume that $E$ is the decomposition field of $f(x)$; then the other root of $f(x)$ is either $\alpha$ (if $E / F$ is inseparable) or $\sigma \alpha$, where $\operatorname{Gal}(E / F)=\{1, \sigma\}$. In any case we obtain

$$
v(\sigma \alpha)=v_{\mathfrak{p}}(\sigma \alpha)=v_{\sigma^{-1} \mathfrak{p}}(\alpha)=v_{\mathfrak{p}}(\alpha)=v(\alpha)
$$

because $F$ is a complete field. Therefore all the roots have the same valuation and the Newton polygon is a segment.

Suppose that $f(x)$ is reducible. If both roots have the same valuation, there is nothing to prove and if the two roots have different valuation, we have $f(x)=(x-$ $a)(x-b)$, with $a, b \in F$, so we are done.

Now assume that $f_{m}(x) \in F[x]$ and that $f(x)$ is any polynomial of degree less than $n$. For $n$, let

$$
f_{s_{j}}(x)=\prod_{i=s_{j}+1}^{s_{j+1}}\left(x-\alpha_{i}\right), \quad j=0,1, \ldots, t\left(\text { with } s_{0}=0\right), \quad f(x)=\prod_{j=0}^{t} f_{s_{j}}(x)
$$

Let $g(x)=\frac{f(x)}{\operatorname{Irr}\left(\alpha_{1}, x, F\right)}$. Then $g(x) \in F[x]$. Since every conjugate of $\alpha_{1}$ has the same valuation, it follows that $\operatorname{Irr}\left(\alpha_{1}, x, F\right) \mid f_{s_{0}}(x)$. Let $g_{0}(x)=\frac{f_{s_{0}}(x)}{\operatorname{Irr}\left(\alpha_{1}, x, F\right)}$. Then $g(x)=$ $g_{0}(x) \prod_{j=1}^{t} f_{s_{j}}(x)$. Since $\operatorname{deg} g(x)<\operatorname{deg} f(x)=n$, we use induction on $\operatorname{deg} g(x)$ to conclude that $f_{s_{j}}(x) \in F[x]$, for $j=1, \ldots, t$, and $g_{0}(x)=g_{s_{0}}(x) \in F[x]$.

Therefore $f_{s_{0}}(x)=g_{0}(x) \operatorname{Irr}\left(\alpha_{1}, x, F\right) \in F[x]$.

### 12.4.2 Abhyankar's Lemma

The other ingredient needed to determine the ramification type of $\mathfrak{p}_{\infty}$ in $K\left(\Lambda_{M}\right) / K$ is Abhyankar's lemma. First we establish a result on finite groups.

Proposition 12.4.3. Let $G$ be a finite group and let $U$ be a normal subgroup of $G$ of order $p^{n}$, where $p$ a rational prime or $p=1$. Let $G / U$ be a cyclic group of order relatively prime to $p$.

Assume that $H_{1}$ is a subgroup of $G$ whose order is a multiple of $p^{n}$. Then for any subgroup $H_{2}$ of $G$ we have $\left|H_{1} \cap H_{2}\right|=\left(\left|H_{1}\right|,\left|H_{2}\right|\right)$.

Proof. Since $\left|H_{1} \cap H_{2}\right|$ divides $\left|H_{i}\right|$ for $i=1$, 2, it follows that $\left|H_{1} \cap H_{2}\right| \mid\left(\left|H_{1}\right|,\left|H_{2}\right|\right)$. Put $\left|H_{1}\right|=a_{1} p^{n}$ and $\left|H_{2}\right|=a_{2} p^{m}$ with $\left(a_{1}, p\right)=\left(a_{2}, p\right)=1$, and let $d=\left(a_{1}, a_{2}\right)$. Then $\left(\left|H_{1}\right|,\left|H_{2}\right|\right)=d p^{m}$ with $(d, p)=1$. In particular, $\left|H_{1} \cap H_{2}\right| \leq d p^{m}$.

By hypothesis, the normal subgroup $U$ is the $p$-Sylow subgroup of $G$ (or $U=$ $\{e\}$ ). Thus $U$ contains any subgroup of $G$ of order $p^{m}$. Therefore, if $W$ is a $p$-Sylow subgroup of $H_{2}$, of order $p^{m}$, then $W \subseteq H_{2}$ and $W \subseteq U \subseteq H_{1}$. It follows that

$$
\begin{equation*}
W \subseteq H_{1} \cap H_{2} \quad \text { and } \quad p^{m}| | H_{1} \cap H_{2} \mid . \tag{12.8}
\end{equation*}
$$

Let $\pi: G \longrightarrow G / U$ be the canonical epimorphism.
We have $\pi\left(H_{i}\right)=\frac{H_{i} U}{U} \cong \frac{H_{i}}{U \cap H_{i}}$. Hence $\left|\pi\left(H_{i}\right)\right|=\frac{\left|H_{i}\right|}{\left|U \cap H_{i}\right|}=a_{i}$ for $i=1,2$.
Since $G / U$ is a cyclic group, $\pi\left(H_{1}\right) \cap \pi\left(H_{2}\right)$ is a cyclic group of order $d=$ $\left(a_{1}, a_{2}\right)$. In particular, there exists $x \in H_{1} \cap H_{2}$ such that $d$ divides $o(x)$. Since $(d, p)=$ 1 it follows by (12.8) that

$$
d p^{m}| | H_{1} \cap H_{2} \mid \quad \text { and } \quad\left|H_{1} \cap H_{2}\right|=d p^{m}=\left(\left|H_{1}\right|,\left|H_{2}\right|\right) .
$$

Theorem 12.4.4 (Abhyankar's Lemma). Let $L / K$ be a finite separable extension of function fields. Suppose that $L=K_{1} K_{2}$ with $K \subseteq K_{i} \subseteq L$. Let $\mathfrak{p}$ be a prime divisor of $K$ and $\mathfrak{P}$ a prime divisor in $L$ above $\mathfrak{p}$. Let $\mathfrak{P}_{i}=\mathfrak{P} \cap K_{i}$ for $i=1$, 2 . If at least one of the extensions $K_{i} / K, i=1,2$, is tamely ramified at $\mathfrak{p}$, then

$$
e_{L / K}(\mathfrak{P} \mid \mathfrak{p})=\left[e_{K_{1} / K}\left(\mathfrak{P}_{1} \mid \mathfrak{p}\right), e_{K_{2} / K}\left(\mathfrak{P}_{2} \mid \mathfrak{p}\right)\right]
$$

Proof. Let $\widetilde{L}$ be the Galois closure of $L / K$ and let $\mathfrak{B}$ be a prime divisor in $\tilde{L}$ such that $\left.\mathfrak{B}\right|_{L}=\mathfrak{P}$.


Let $G=I(\mathfrak{B} \mid \mathfrak{p})$ and let $H_{i}=I\left(\mathfrak{B} \mid \mathfrak{P}_{i}\right), i=1,2$, be the inertia groups. Define

$$
p= \begin{cases}\operatorname{char} K & \text { if char } K \neq 0 \\ 1 & \text { if char } K=0\end{cases}
$$

We may assume without loss of generality that $K_{1} / K$ is tamely ramified at $\mathfrak{P}_{1}$. Then $\left(e\left(\mathfrak{P}_{1} \mid \mathfrak{p}\right), p\right)=1$.

Let $\underset{\sim}{U}$ be a $p$-Sylow subgroup of $G$. Then $U$ corresponds to the wild ramification of $\mathfrak{p}$ in $\widetilde{L} / K$. Thus $U$ is the first ramification group (Corollary 5.9.10) and $U \triangleleft G$ (Theorem 5.9.4). Set $|U|=p^{n}$. Since the ramification in $\mathfrak{P}_{1} \mid \mathfrak{p}$ is tame, it follows by Corollary 5.9.17 that $U \subseteq H_{1}$ and $G / U$ is a cyclic group.

Therefore $H_{1}$ and $H_{2}$ satisfy the conditions of Proposition 12.4.3, and we have $\left|H_{1} \cap H_{2}\right|=\left(\left|H_{\tilde{d}}\right|,\left|H_{2}\right|\right)$. Now since $L=K_{1} K_{2}$, it follows that $\operatorname{Gal}(\tilde{L} / L)=$ $\operatorname{Gal}\left(\widetilde{L} / K_{1}\right) \cap \operatorname{Gal}\left(\widetilde{L} / K_{2}\right)$ and $I(\mathfrak{B} \mid \mathfrak{P})=I\left(\mathfrak{B} \mid \mathfrak{P}_{1}\right) \cap I\left(\mathfrak{B} \mid \mathfrak{P}_{2}\right)=H_{1} \cap H_{2}$. Therefore

$$
\begin{aligned}
e(\mathfrak{B} \mid \mathfrak{P}) & =|I(\mathfrak{B} \mid \mathfrak{P})|=\left|H_{1} \cap H_{2}\right|=\left(\left|H_{1}\right|,\left|H_{2}\right|\right) \\
& =\left(e\left(\mathfrak{B} \mid \mathfrak{P}_{1}\right), e\left(\mathfrak{B} \mid \mathfrak{P}_{2}\right)\right) \\
& =\left(e(\mathfrak{B} \mid \mathfrak{P}) e\left(\mathfrak{P} \mid \mathfrak{P}_{1}\right), e(\mathfrak{B} \mid \mathfrak{P}) e\left(\mathfrak{P} \mid \mathfrak{P}_{2}\right)\right) \\
& =e(\mathfrak{B} \mid \mathfrak{P})\left(e\left(\mathfrak{P} \mid \mathfrak{P}_{1}\right), e\left(\mathfrak{P} \mid \mathfrak{P}_{2}\right)\right) .
\end{aligned}
$$

Hence $\left(e\left(\mathfrak{P} \mid \mathfrak{P}_{1}\right), e\left(\mathfrak{P} \mid \mathfrak{P}_{2}\right)\right)=1$. We have

$$
e(\mathfrak{P} \mid \mathfrak{p})=e\left(\mathfrak{P} \mid \mathfrak{P}_{1}\right) e\left(\mathfrak{P}_{1} \mid \mathfrak{p}\right)=e\left(\mathfrak{P} \mid \mathfrak{P}_{2}\right) e\left(\mathfrak{P}_{2} \mid \mathfrak{p}\right)
$$

on the other hand. If $a, b, x, y \in \mathbb{Z} \backslash\{0\}$ satisfy $a x=b y$ and $(x, y)=1$, then $[a, b]=a x=b y$ (see Exercise 12.10.16).

Therefore $e(\mathfrak{P} \mid \mathfrak{p})=\left[\left(e\left(\mathfrak{P}_{1} \mid \mathfrak{p}\right), e\left(\mathfrak{P}_{2} \mid \mathfrak{p}\right)\right]\right.$.

### 12.4.3 Ramification at $\mathfrak{p}_{\infty}$

The main objective of this subsection is to prove that for any $M \in R_{T} \backslash\{0\}$, with $R_{T}=\mathbb{F}_{q}[T]$, the infinite prime of $K=\mathbb{F}_{q}(T)$, where $(T)_{K}=\frac{\mathfrak{p}_{0}}{\mathfrak{p}_{\infty}}$, is tamely ramified in $K\left(\Lambda_{M}\right) / K$.

Proposition 12.4.5. Assume $M=P^{n} \in R_{T}$, where $P$ is a monic irreducible polynomial of degree $d$. Then $\mathfrak{p}_{\infty}$ decomposes into $\Phi(M) /(q-1)$ prime divisors in $K\left(\Lambda_{M}\right)$. The ramification index of $\mathfrak{p}_{\infty}$ in $K\left(\Lambda_{M}\right)$ is $e_{\infty}=q-1$ and each prime divisor in $K\left(\Lambda_{M}\right)$ is of degree 1 , so the relative inertia degree $f_{\infty}$ is 1 .

Proof: Let $\mathfrak{B}$ be a prime divisor of $K\left(\Lambda_{M}\right)$ that lies above $\mathfrak{p}_{\infty}$. Since $K\left(\Lambda_{M}\right) / K$ is a Galois extension of degree $\Phi(M)$, it suffices to prove that $e_{\infty}=e\left(\mathfrak{B} \mid \mathfrak{p}_{\infty}\right)=q-1$ and $f_{\infty}=f\left(\mathfrak{B} \mid \mathfrak{p}_{\infty}\right)=1$. Let $\mathfrak{P}:=$ $\mathfrak{B} \cap K\left(\Lambda_{P}\right)$. First we will prove that $e_{\mathfrak{P}}=e\left(\mathfrak{P} \mid \mathfrak{p}_{\infty}\right)=q-1, f_{\mathfrak{P}}=$ $f\left(\mathfrak{P} \mid \mathfrak{p}_{\infty}\right)=1$, and that $\mathfrak{P}$ decomposes fully in $K\left(\Lambda_{M}\right) / K\left(\Lambda_{P}\right)$. Let $g(u)=u^{P} / u=\Psi_{P}(u)$. Then $K\left(\Lambda_{P}\right)$ is obtained by adjoining the
We have $g(u)=\sum_{i=0}^{d}\left[\begin{array}{c}P \\ i\end{array}\right] u^{q^{i}-1}=h\left(u^{q-1}\right)$ where $h(u)=\sum_{i=0}^{d}\left[\begin{array}{l}P \\ i\end{array}\right] u^{\frac{q^{i}-1}{q-1}}$ and $\operatorname{deg}_{T}\left[\begin{array}{c}P \\ i\end{array}\right]=(d-1) q^{i}$.

Let $K_{\infty}$ be the completion of $K$ at $\mathfrak{p}_{\infty}$ and denote by $v_{\infty}$ the corresponding valuation. Clearly, $v_{\infty}\left(\left[\begin{array}{c}P \\ i\end{array}\right]\right)=-(d-i) q^{i}=-\operatorname{deg}_{T}\left(\left[\begin{array}{c}P \\ i\end{array}\right]\right)$. We write $h(u)=$ $\sum_{j=0}^{\frac{q^{d}-1}{q-1}} f_{j}(T) u^{j}$ where $f_{j}(T) \neq 0 \Longleftrightarrow j=\frac{q^{i}-1}{q-1}$ for some $0 \leq i \leq d$.

We draw the Newton polygon corresponding to $h(u)$ in $K_{\infty}$. The vertices of the coefficients are given by

$$
\left(j, v_{\infty}\left(f_{j}(T)\right)\right)=\left(\frac{q^{i}-1}{q-1},-(d-i) q^{i}\right)=\beta_{i}
$$

for $j=\frac{q^{i}-1}{q-1}$.

The slope from $\beta_{i}$ to $\beta_{i+1}$ is

$$
s_{i}=\frac{-(d-(i+1)) q^{i+1}+(d-i) q^{i}}{\frac{q^{i+1}-1}{q-1}-\frac{q^{i}-1}{q-1}}=-d(q-1)+q+i(q-1)<s_{i+1}
$$



Thus the slopes increase with $i$ and therefore $\beta_{0}, \beta_{1}, \ldots, \beta_{d}$ are the vertices of the Newton polygon of $h(u)$.

The slope from $\beta_{0}$ to $\beta_{1}$ is $s_{0}=-d(q-1)+q$. Hence $h(u)$ contains $\frac{q^{1}-1}{q-1}-0=$ $1-0=1 \operatorname{root} \theta$ in $K_{\infty}$ such that $v_{\infty}(\theta)=d(q-1)-q$. Now since $g(u)=h\left(u^{q-1}\right)$, it follows that $K\left(\Lambda_{P}\right)_{\mathfrak{P}}=K_{\infty}(\lambda)$, where $\lambda$ is a root of $u^{q-1}-\theta$. Thus $\lambda^{q-1}=\theta$.

Let $v_{\mathfrak{P}}$ be the valuation above $v_{\infty}$. We have

$$
v_{\mathfrak{P}}\left(\lambda^{q-1}\right)=(q-1) v_{\mathfrak{P}}(\lambda)=v_{\mathfrak{P}}(\theta)=e_{\infty} v_{\infty}(\theta)=e_{\infty}(d(q-1)-q) .
$$

Since $(d(q-1)-q, q-1)=1$, it follows that $(q-1)$ divides $e_{\infty}$ and

$$
e_{\infty} \leq e_{\infty} f_{\infty}=\left[K\left(\Lambda_{P}\right)_{\mathfrak{P}}: K_{\infty}\right]=\left[K_{\infty}(\lambda): K_{\infty}\right] \leq q-1 \leq e_{\infty}
$$

Therefore $e_{\infty}=q-1$ and $f_{\infty}=1$, so $K\left(\Lambda_{P}\right)_{\mathfrak{P}} / K_{\infty}$ is totally ramified.
Now we will prove that $\mathfrak{P}$ decomposes fully in $K\left(\Lambda_{P^{n}}\right) / K\left(\Lambda_{P}\right)$. Let $\lambda$ be a root of $g(u)$, and $v_{\mathfrak{P}}(\lambda)=d(q-1)-q$. We have $u^{P}=u g(u)$. Then $u^{M}=u^{P^{n}}=$ $\left(u^{P}\right)^{P^{n-1}}=u^{P^{n-1}} g\left(u^{P^{n}-1}\right.$ ) (in other words, $\Psi_{P^{n}}(u)=\Psi_{P}\left(u^{P^{n-1}}\right)=u^{P^{n}} / u^{P^{n-1}}$ ).

The field $K\left(\Lambda_{M}\right)$ is obtained by adjoining any root of $g\left(u^{P^{n-1}}\right)$ to $K\left(\Lambda_{P}\right)$. If $\lambda_{P^{n}}$ is a generator of $\Lambda_{P^{n}}=\Lambda_{M}$, then $\lambda_{P^{n}}^{P^{n-1}}=\lambda_{P^{n} / P^{n-1}}=\lambda_{P}=\lambda$ is a generator of $\Lambda_{P}$. Therefore $K\left(\Lambda_{M}\right)$ is obtained from $K\left(\Lambda_{P}\right)$ by adjoining a root of $u^{P^{n-1}}-\lambda$.

Next, we determine the Newton polygon of $u^{P^{n-1}}-\lambda$. We have

$$
u^{P^{n-1}}-\lambda=\sum_{i=0}^{d(n-1)}\left[\begin{array}{c}
P^{n-1} \\
i
\end{array}\right] u^{q^{i}}-\lambda
$$

Define

$$
\gamma_{-1}=\left(0, v_{\mathfrak{P}}(-\lambda)\right)=(0, d(q-1)-q),
$$

and

$$
\begin{aligned}
\gamma_{i} & =\left(q^{i}, v_{\mathfrak{P}}\left(\left[\begin{array}{c}
P^{n-1} \\
i
\end{array}\right]\right)=\left(q^{i}, e\left(\mathfrak{P} \mid \mathfrak{p}_{\infty}\right) v_{\infty}\left(\left[\begin{array}{c}
P^{n-1} \\
i
\end{array}\right]\right)\right)\right. \\
& =\left(q^{i},-(q-1)(d(n-1)-i) q^{i}\right) \quad \text { for } \quad 0 \leq i \leq d(n-1)
\end{aligned}
$$

The slope from $\gamma_{-1}$ to $\gamma_{0}$ is

$$
\begin{aligned}
\frac{-(q-1)(d(n-1))-(d(q-1)-q)}{1-0} & =-(q-1)(d(n-1)+d)+q \\
& =-\operatorname{dn}(q-1)+q=t_{-1}
\end{aligned}
$$

Next, for $0 \leq i \leq d(n-1)$ the slope from $\gamma_{i}$ to $\gamma_{i+1}$ is given by

$$
\begin{aligned}
t_{i} & =\frac{-(q-1)(d(n-1)-(i+1)) q^{i+1}+(q-1)(d(n-1)-i) q^{i}}{q^{i+1}-q^{i}} \\
& =-q(d(n-1)-(i+1))+(d(n-1)-i)=-(q-1)(d(n-1)-i)+q \\
& =-(q-1) d(n-1)+i(q-1)+q
\end{aligned}
$$

Therefore $t_{i}<t_{i+1}$. Similarly $t_{-1}=-d n(q-1)+q<-(q-1) d(n-1)+q=t_{0}$, so $t_{j}$ is an increasing function of $j$.

It follows that $\gamma_{-1}, \gamma_{0}, \ldots, \gamma_{d(n-1)}$ are precisely the vertices of the Newton polygon of $u^{p^{n-1}}-\lambda$. Now the segment from $\gamma_{-1}$ to $\gamma_{0}$ shows that $u^{p^{n-1}}-\lambda$ has a root in $K\left(\Lambda_{P}\right)_{\mathfrak{P}}$. Since the extension $K\left(\Lambda_{M}\right)_{\mathfrak{B}} / K\left(\Lambda_{P}\right)_{\mathfrak{P}}$ is Galois, it follows that $K\left(\Lambda_{M}\right)_{\mathfrak{B}}=K\left(\Lambda_{P}\right)_{\mathfrak{P}}$. Thus $u^{p^{n-1}}-\lambda$ decomposes in $K\left(\Lambda_{P}\right)_{\mathfrak{P}}[u]$ and $f(\mathfrak{B} \mid \mathfrak{P})=$ $e(\mathfrak{B} \mid \mathfrak{P})=1$. This proves the proposition.

Theorem 12.4.6. Let $M$ be a nonzero polynomial of $R_{T}$. Then $\mathfrak{p}_{\infty}$ is tamely ramified in $K\left(\Lambda_{M}\right) / K$. Furthermore, we have $e_{\infty}=q-1$ and $f_{\infty}=1$, and there are exactly $h_{\infty}=\Phi(M) /(q-1)$ prime divisors of $K\left(\Lambda_{M}\right)$ above $\mathfrak{p}_{\infty}$.
Proof. Let $M=P_{1}^{\alpha_{1}} \cdots P_{r}^{\alpha_{r}}$ and $K\left(\Lambda_{M}\right)=\prod_{i=1}^{r} K\left(\Lambda_{P_{i}^{\alpha_{i}}}\right)$. By Proposition 12.4.5, $e_{K\left(\Lambda_{P_{i}}^{\alpha_{i}}\right)}=q-1$. Moreover, $\mathfrak{p}_{\infty}$ is tamely ramified in $K\left(\Lambda_{P_{i}^{\alpha_{i}}}\right) / K$ for every $i$. Indeed, set $p=$ char $K$, where $q=p^{n}$ for some $n \geq 1$; then $p$ does not divide $q-1$.

We obtain from Abhyankar's lemma that

$$
e_{\infty}=\left[e_{K\left(\Lambda_{P_{1}^{\alpha_{1}}}\right)}, \ldots, e_{K\left(\Lambda_{P_{r}^{\alpha_{r}}}\right)}\right]=[q-1, \ldots, q-1]=q-1
$$



We wish to prove by induction on $r$ that $f_{\infty}=1$. The case $r=1$ is a consequence of Proposition 12.4.5. For the general case, let $\mathfrak{B}$ be a prime divisor in $K\left(\Lambda_{M}\right)$ that lies above $\mathfrak{p}_{\infty}$. Let $\mathfrak{P}_{i}=\mathfrak{B} \cap K\left(\Lambda_{p_{i}^{\alpha_{i}}}\right)$ and $\mathfrak{q}_{i}=\mathfrak{B} \cap K\left(\Lambda_{M / p_{i}^{\alpha_{i}}}\right)$. Then $1=f\left(\mathfrak{P}_{i} \mid \mathfrak{p}_{\infty}\right) \geq$ $f\left(\mathfrak{B} \mid \mathfrak{q}_{i}\right)$ and $f\left(\mathfrak{B} \mid \mathfrak{p}_{\infty}\right)=f\left(\mathfrak{B} \mid \mathfrak{q}_{i}\right) f\left(\mathfrak{q}_{i} \mid \mathfrak{p}_{\infty}\right)=f\left(\mathfrak{B} \mid \mathfrak{q}_{i}\right)$. By the induction hypothesis $f\left(\mathfrak{q}_{i} \mid \mathfrak{p}_{\infty}\right)=1$. It follows that $f_{\infty}=f\left(\mathfrak{B} \mid \mathfrak{p}_{\infty}\right)=1$. Finally, the equality $h_{\infty}=$ $\Phi(M) /(q-1)$ follows from Corollary 5.2.17 and the facts that $e_{\infty}=q-1, f_{\infty}=1$, and $\left[K\left(\Lambda_{M}\right): K\right]=\Phi(M)$.

### 12.5 The Artin Symbol in Cyclotomic Function Fields

First we determine the Artin symbol in an extension $K\left(\Lambda_{M}\right) / K$ (see Definition 11.2.5).

Theorem 12.5.1. Let $M \in R_{T} \backslash\{0\}$ and let $P$ be an irreducible polynomial that does not divide $M$. Then the map

$$
\begin{aligned}
\varphi_{P}: \Lambda_{M} & \longrightarrow \Lambda_{M} \\
\lambda & \longmapsto \lambda^{P}
\end{aligned}
$$

corresponds to the Artin symbol $\left[\frac{K\left(\Lambda_{M}\right) / K}{P}\right]$.
Proof. Let $\left(R_{T}\right)_{P}$ denote the localization of $P$, i.e.,

$$
\left(R_{T}\right)_{P}=\left\{\left.\frac{f}{g} \right\rvert\, f, g \in R_{T}, P \nmid g\right\} .
$$

If $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{leg} P}}$, then $k(\mathfrak{p})=\left(R_{T}\right)_{P} / P\left(R_{T}\right)_{P} \cong R_{T} /(P) \cong \mathbb{F}_{q^{d}}$, where $d=\operatorname{deg} P$ (see Section 2.4).

Let $\mathfrak{P}$ be a prime divisor in $K\left(\Lambda_{M}\right)$ that divides $\mathfrak{p}$.
Clearly, $N(\mathfrak{p})=\left|\mathbb{F}_{q^{d}}\right|=q^{d}$ and $\Lambda_{M} \subseteq \vartheta \mathfrak{P}$. It follows by Proposition 11.2.2 that

$$
\left[\frac{K\left(\Lambda_{M}\right) / K}{P}\right](\lambda) \equiv \lambda^{q^{d}} \bmod \mathfrak{P}
$$

We have $u^{P}=u \Psi_{P}(u)=u\left(u^{q^{d}-1}+\beta_{q^{d}-2} u^{q^{d}-2}+\cdots+\beta_{1} u+\beta_{0}\right)$. Moreover, by Proposition 12.3.18, $P$ divides $\beta_{i}$ for all $0 \leq i \leq q^{d}-2$. Hence $\lambda^{P} \equiv \lambda^{q^{d}} \bmod \mathfrak{P}$. Now

$$
\begin{equation*}
u^{M}=\prod_{A \bmod M}\left(u-\lambda^{A}\right), \tag{12.9}
\end{equation*}
$$

so taking the derivative with respect to $u$ in (12.9) we obtain, using Proposition 12.2.11,

$$
\begin{equation*}
M=\sum_{A \bmod M}\left(\prod_{\substack{B \neq A \\ B \bmod M}}\left(u-\lambda^{\beta}\right)\right), \tag{12.10}
\end{equation*}
$$

which is constant with respect to $u$.
Taking $u=\lambda^{C}$ in (12.10), we obtain $M=\prod_{C \neq B}\left(\lambda^{C}-\lambda^{B}\right)$. Since $P$ does not divide $M$, it follows that $\lambda^{C} \not \equiv \lambda^{B} \bmod \mathfrak{P}$ whenever $C \not \equiv B \bmod M$.

Hence $\lambda^{P} \equiv \lambda^{Q} \bmod \mathfrak{P}$ implies $\lambda^{P}=\lambda^{Q}$.
Finally, from $\lambda^{P} \equiv\left[\frac{K\left(\Lambda_{M}\right) / K}{P}\right](\lambda) \equiv \lambda^{q^{d}}$, we conclude that $\varphi_{P}=\left[\frac{K\left(\Lambda_{K}\right) / K}{P}\right]$. $\square$
Proposition 12.5.2. Let $M \in R_{T} \backslash\{0\}$ and let $P$ be an irreducible polynomial that does not divide $M$. In $K\left(\Lambda_{M}\right) / K$ we have

$$
e_{P}=1, \quad f_{P}=o(P \bmod M), \quad \text { and } \quad h_{P}=\Phi(M) / f_{P}
$$

Proof. Let $\lambda=\lambda_{M}$ be a generator of $\Lambda_{M}$. Then $K\left(\Lambda_{M}\right)=K(\lambda)$.
Let $\mathfrak{P}$ be a prime divisor in $K\left(\Lambda_{M}\right)$ dividing $\mathfrak{p}$, where $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P}}$. Then

$$
\vartheta_{\mathfrak{P}}=\left\{\xi \in K\left(\Lambda_{M}\right) \mid v_{\mathfrak{P}}(\xi) \geq 0\right\}
$$

and

$$
\begin{aligned}
f_{P} & =\left[\vartheta_{\mathfrak{P}} / \mathfrak{P}:\left(R_{T}\right)_{P} / P\left(R_{T}\right)_{P}\right]=\left[\left(\vartheta_{M}\right)_{\mathfrak{P}} / \mathfrak{P}\left(\vartheta_{M}\right)_{\mathfrak{P}}: R_{T} /(P)\right] \\
& =\left[\vartheta_{M} / \mathfrak{P} \vartheta_{M}: R_{T} /(P)\right],
\end{aligned}
$$

where $\vartheta_{M}$ denotes the integral closure of $R_{T}$ in $K\left(\Lambda_{M}\right)$.
Set $d=\operatorname{deg} P$. By Proposition 12.3.14, $\mathfrak{p}$ is not ramified in $K\left(\Lambda_{M}\right) / K$. Furthermore, the Artin symbol $\varphi_{P}=\left[\frac{K\left(\Lambda_{M}\right) / K}{P}\right]$ at $P$ is given by $\varphi_{P}(\lambda)=\lambda^{P}$. Then $e_{P}=1$ and $h_{P}=\left[K\left(\Lambda_{M}\right): K\right] / f_{P}=\Phi(M) / f_{P}$.

Now $f_{P}=o\left(\varphi_{P}\right)$, so $f_{P}$ is the minimum natural number such that

$$
\varphi_{P}^{f_{P}}=\operatorname{Id} \in G_{M}=\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right)
$$

We have

$$
\begin{aligned}
\varphi_{P}^{f}=\mathrm{Id} & \Longleftrightarrow \varphi_{P}^{f}(\lambda)=\lambda^{P^{f}}=\lambda \\
& \Longleftrightarrow \lambda^{P^{f}-1}=0 \Longleftrightarrow M \mid P^{f}-1 \\
& \Longleftrightarrow P^{f} \equiv 1 \bmod M .
\end{aligned}
$$

Thus $f_{P}=o(P \bmod M)$.
We are ready to state the general theorem about the behavior of prime divisors in cyclotomic extensions.

Theorem 12.5.3. Let $M=P_{1}^{\alpha_{1}} \cdots P_{r}^{\alpha_{r}} \in R_{T}$, where $P_{1}, \ldots, P_{r}$ are irreducible polynomials, and let $K\left(\Lambda_{M}\right) / K$ be a cyclotomic extension. If $P \in R_{T}$ is distinct from $P_{1}, \ldots, P_{r}, P_{\infty}$, then

$$
e_{P}=1, \quad f_{P}=o(P \bmod M), \quad \text { and } \quad h_{P}=\Phi(M) / f_{P}
$$

If $P=P_{i}$, then

$$
e_{P}=\Phi\left(P^{\alpha_{i}}\right), \quad f_{P}=o\left(P_{i} \bmod \frac{M}{P_{i}^{\alpha_{i}}}\right)
$$

and

$$
h_{P}=\frac{\Phi(M)}{\Phi\left(P_{i}^{\alpha_{i}}\right) f_{P}}=\frac{\Phi\left(M / P_{i}^{\alpha_{i}}\right)}{o\left(P_{i} \bmod M / P_{i}^{\alpha_{i}}\right)} .
$$

If $P=P_{\infty}$, then

$$
e_{\infty}=q-1, \quad f_{\infty}=1, \quad \text { and } \quad h_{\infty}=\Phi(M) /(q-1)
$$

Proof. The statement follows from Proposition 12.3.14, Theorem 12.4.6, and Proposition 12.5.2.

Next we determine the inertia group of the infinite prime.
Proposition 12.5.4. We have $\mathbb{F}_{q}^{*}=G_{0}$, where $G_{0}$ denotes the inertia group of any prime divisor of $K\left(\Lambda_{M}\right)$ above $\mathfrak{p}_{\infty}$.

Proof. Let $\mathfrak{P}$ be a prime divisor of $K\left(\Lambda_{M}\right)$ above $\mathfrak{p}_{\infty}$. If $M$ is a nonzero element of $R_{T}$, then for $A=\alpha \in \mathbb{F}_{q}^{*} \subseteq\left(R_{T} /(M)\right)^{*}$ we have $\sigma_{A}(\lambda)=\sigma_{\alpha}(\lambda)=\lambda^{\alpha}=\alpha \lambda$, where $\lambda=\lambda_{M}$ is a generator of $\Lambda_{M}$.

Since $f_{\infty}=f\left(\mathfrak{P} \mid \mathfrak{p}_{\infty}\right)=1$, it follows that $G_{0}$ is equal to the decomposition group of $\mathfrak{P}$. Assume that $M=P^{n}$ for some irreducible polynomial $P$. Then

$$
G_{M}=\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right) \cong\left(R_{T} /\left(P^{n}\right)\right)^{*}
$$

and

$$
\left|G_{M}\right|=\Phi\left(P^{n}\right)=q^{d n}-q^{d(n-1)}=q^{d(n-1)}(q-1)
$$

where $d=\operatorname{deg} P$.
It follows by the decomposition law for abelian groups that $G_{M}$ contains a unique subgroup or order $(q-1)$, and this can only be $\mathbb{F}_{q}^{*}$.

On the other hand, we have $\left|G_{0}\right|=e_{\infty} f_{\infty}=(q-1) 1=q-1$. Thus $G_{0} \cong \mathbb{F}_{q}^{*}$. Now let $M \in R_{T} \backslash\{0\}$ be arbitrary. Assume that $P$ divides $M$. First we will see that there exists $\lambda \in \Lambda_{P} \subseteq \Lambda_{M}$ such that $v_{\mathfrak{P}^{\prime}}(\lambda)=-1$, where $\mathfrak{P}^{\prime}=\mathfrak{P} \cap K\left(\Lambda_{P}\right)$.

For $\lambda \in \Lambda_{P} \backslash\{0\}$,

$$
\frac{\lambda^{P}}{\lambda}=\lambda^{q^{d}-1}+\left[\begin{array}{c}
P  \tag{12.11}\\
d-1
\end{array}\right] \lambda^{q^{d-1}-1}+\cdots+\left[\begin{array}{c}
P \\
1
\end{array}\right] \lambda^{q-1}+P=0
$$

where $d=\operatorname{deg} P$ and $\left[\begin{array}{c}P \\ i\end{array}\right] \in R_{T}$ is of degree $(d-i) q^{i}$.
Dividing by $T^{q^{d}-1}$ in (12.11) we obtain

$$
\left(\frac{\lambda}{T}\right)^{q^{d}-1}+g_{d-1}\left(\frac{1}{T}\right)\left(\frac{\lambda}{T}\right)^{q^{d-1}-1}+\cdots+g_{1}\left(\frac{1}{T}\right)\left(\frac{\lambda}{T}\right)^{q-1}+g_{0}\left(\frac{1}{T}\right)=0
$$

where $g_{i}\left(\frac{1}{T}\right) \in \mathbb{F}_{q}\left[\frac{1}{T}\right]$,

$$
g_{d-i}\left(\frac{1}{T}\right)=\frac{1}{T^{\left(q^{d}-1\right)-\left(q^{d-i}-1\right)}}\left[\begin{array}{c}
P \\
d-i
\end{array}\right]=\frac{1}{T^{q^{d}-q^{d-i}}}\left[\begin{array}{c}
P \\
d-i
\end{array}\right]
$$

and

$$
\begin{aligned}
v_{\infty}\left(g_{d-i}\left(\frac{1}{T}\right)\right) & =v_{\infty}\left(\left[\begin{array}{c}
P \\
d-i
\end{array}\right]\right)-v_{\infty}\left(T^{q^{d}-q^{d-i}}\right) \\
& =-i q^{d-i}+q^{d}-q^{d-i}=q^{d}-(i+1) q^{d-i}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
v_{\infty}\left(g_{d-1}\left(\frac{1}{T}\right)\right) & =q^{d}-2 q^{d-1}<q^{d}-(i+1) q^{d-i} \\
& =v_{\infty}\left(g_{d-i}\left(\frac{1}{T}\right)\right) \quad \text { for all } \quad i>1
\end{aligned}
$$

Now $\frac{\lambda}{T}$ is an integral element with respect to $\mathfrak{P}^{\prime} \mid \mathfrak{p}_{\infty}$, since it satisfies a monic polynomial with coefficients in $\mathbb{F}_{q}\left[\frac{1}{T}\right]$. Since $\frac{1}{T}$ is a prime element at $\mathfrak{p}_{\infty}$ it follows that $\frac{\lambda}{T}$ is integral with respect to $\frac{1}{T}$. Thus $v_{\mathfrak{P}^{\prime}}\left(\frac{\lambda}{T}\right) \geq 0$. Assume for the sake of contradiction that $v_{\mathfrak{P}^{\prime}}\left(\left(\frac{\lambda}{T}\right)^{q^{d}-1}\right)<v_{\mathfrak{P}^{\prime}}\left(g_{d-1}\left(\frac{1}{T}\right)\right)$. Then

$$
v_{\mathfrak{P}^{\prime}}\left(\left(\frac{\lambda}{T}\right)^{q^{d}-1}\right)<v_{\mathfrak{P}^{\prime}}\left(g_{d-i}\left(\frac{1}{T}\right)\right)<v_{\mathfrak{P}^{\prime}}\left(g_{d-i}\left(\frac{1}{T}\right)\left(\frac{\lambda}{T}\right)^{q^{d-i}-1}\right)
$$

for all $i>0$.
Thus,

$$
\begin{aligned}
\infty=v_{\mathfrak{P}^{\prime}}(0)= & v_{\mathfrak{P}^{\prime}}\left(\left(\frac{\lambda}{T}\right)^{q^{d}-1}+g_{d-1}\left(\frac{1}{T}\right)\left(\frac{\lambda}{T}\right)^{q^{d-1}-1}+\cdots\right. \\
& \left.+g_{1}\left(\frac{1}{T}\right)\left(\frac{\lambda}{T}\right)^{q-1}+g_{0}\left(\frac{1}{T}\right)\right)=v_{\mathfrak{P}^{\prime}}\left(\left(\frac{\lambda}{T}\right)^{q^{d}-1}\right) \neq \infty .
\end{aligned}
$$

This shows that

$$
\begin{aligned}
& \left(q^{d}-1\right)\left(v_{\mathfrak{P}^{\prime}}(\lambda)-v_{\mathfrak{P}^{\prime}}(T)\right)=v_{\mathfrak{P}^{\prime}}\left(\left(\frac{\lambda}{T}\right)^{q^{d}-1}\right) \\
& \quad \geq v_{\mathfrak{P}^{\prime}}\left(g_{d-1}\left(\frac{1}{T}\right)\right)=e\left(\mathfrak{P}^{\prime} \mid \mathfrak{p}_{\infty}\right) v_{\infty}\left(g_{d-1}\left(\frac{1}{T}\right)\right)=(q-1)\left(q^{d}-2 q^{d-1}\right)
\end{aligned}
$$

Therefore

$$
v_{\mathfrak{P}^{\prime}}(\lambda) \geq \frac{(q-1)\left(q^{d}-2 q^{d-1}\right)}{q^{d}-1}+v_{\mathfrak{P}^{\prime}}(T) \geq-1
$$

In particular, $v_{\mathfrak{P}^{\prime}}(\lambda)<0 \Rightarrow v_{\mathfrak{P}^{\prime}}(\lambda)=-1$. By Exercise 12.10.19, $\left[K\left(\Lambda_{P}\right): \mathbb{F}_{q}(\lambda)\right]=q^{d-1}$.

Therefore $\operatorname{deg} \mathfrak{Z}_{\lambda}=\operatorname{deg} \mathfrak{N}_{\lambda}=q^{d-1}$ and $e_{\infty}=q-1$, where $\left(q-1, q^{d-1}\right)=1$.
It follows that there are $q^{d-1}$ prime divisors $\mathfrak{q}$ of $K\left(\Lambda_{P}\right)$ such that $v_{\mathfrak{q}}(\lambda)=-1$ in the pole divisor of $\lambda$.

Note that since $\lambda \in \Lambda_{P}, \lambda$ belongs to $\vartheta_{P}$. Thus the pole divisor of $\lambda$ consists of prime divisors dividing $\mathfrak{p}_{\infty}$. Therefore if $\mathfrak{q}$ is any prime divisor in $K\left(\Lambda_{P}\right)$ that divides $\mathfrak{Z}_{\lambda}$, then $v_{\mathfrak{q}}(\lambda)=-1$. Let $A \in R_{T}$ be such that $\sigma_{A^{-1}}(\mathfrak{q})=\mathfrak{P}^{\prime}, \sigma_{A}(\lambda)=\lambda^{A}$, and $\sigma_{A} \in G_{P}$.

Thus $v_{\mathfrak{P}^{\prime}}\left(\lambda^{A}\right)=v_{\mathfrak{P}^{\prime} A^{-1}}(\lambda)=v_{\mathfrak{q}}(\lambda)=-1$. We may assume $\lambda=\lambda^{A}$.
Our claim is thereby proved. Now since $\mathfrak{P} \mid \mathfrak{P}^{\prime}$ is unramified (Theorem 12.4.6), then $v_{\mathfrak{P}}(\lambda)=e\left(\mathfrak{P} \mid \mathfrak{P}^{\prime}\right) v_{\mathfrak{P}^{\prime}}(\lambda)=1 \times v_{\mathfrak{P}^{\prime}}(\lambda)=-1$. In short, there exists an element $\lambda \in \Lambda_{P^{n}} \subseteq \Lambda_{M}$ such that $v_{\mathfrak{P}}(\lambda)=-1$. Then $\frac{1}{\lambda}$ is a prime element for $\mathfrak{P} \mid \mathfrak{p}_{\infty}$, that is, $v_{\mathfrak{P}}\left(\frac{1}{\lambda}\right)=1$. Finally, if $\alpha \in \mathbb{F}_{q}^{*}$, then $\sigma_{\alpha}\left(\frac{1}{\lambda}\right)=\alpha \frac{1}{\lambda}$. Therefore $\sigma_{\alpha}\left(K\left(\Lambda_{M}\right)_{\mathfrak{P}}\right)=$ $\sigma_{\alpha}\left(\mathbb{F}_{q^{d}}((\lambda))\right)=\mathbb{F}_{q^{d}}((\lambda))=K\left(\lambda_{M}\right)_{\mathfrak{P}}$. Thus $\sigma_{\alpha} \in \operatorname{Gal}\left(K\left(\lambda_{M}\right)_{\mathfrak{P}} / K_{\mathfrak{p}}\right)$, so $\mathfrak{P}^{\sigma_{\alpha}}=\mathfrak{P}$ and $\mathbb{F}_{q}^{*} \subseteq D\left(\mathfrak{P} \mid \mathfrak{p}_{\infty}\right)=G_{0}$. Since $\mathbb{F}_{q}^{*}$ and $G_{0}$ are of order $q-1$, the result follows.

Definition 12.5.5. Let $M$ be a nonzero element of $R_{T}$, and

$$
K\left(\Lambda_{M}\right)^{+}:=K\left(\Lambda_{M}\right)^{G_{0}} .
$$

$K\left(\Lambda_{M}\right)^{+}$is called the maximal real subfield of $K\left(\Lambda_{M}\right)$.
Remark 12.5.6. We have $\left[K\left(\Lambda_{M}\right): K\left(\Lambda_{M}\right)^{+}\right]=\left|G_{0}\right|=q-1$ and $\mathfrak{p}_{\infty}$ decomposes totally into $\Phi(M) /(q-1)$ prime divisors in $K\left(\Lambda_{M}\right)^{+} / K$.

Remark 12.5.7. The inertia group of the infinite prime divisors in the cyclotomic number field $\mathbb{Q}\left(\zeta_{n}\right) / \mathbb{Q}$ is $G_{0}=\{1, J\}$, where $J$ denotes complex conjugation, and $\mathbb{Q}\left(\zeta_{n}\right)^{+}=\mathbb{Q}\left(\zeta_{n}\right) \cap \mathbb{R}=\mathbb{Q}\left(\zeta_{n}\right)^{\{1, J\}}$. The above equality motivates Definition 12.5.5.

For any $M \in R_{T}$, denote by $\vartheta_{M}$ the integral closure of $R_{T}$ in $K_{M}=K\left(\Lambda_{M}\right)$.
Proposition 12.5.8. Assume that $M=P^{n}$ for some irreducible polynomial $P$. Then $\vartheta_{M}=R_{T}\left[\lambda_{M}\right]$, where $\lambda_{M}$ is a generator of $\Lambda_{M}$.

Proof. Set $\lambda=\lambda_{M}$. Since $\lambda$ is integral, we have $R_{T}[\lambda] \subseteq \vartheta_{M}$. Let $\alpha \in \vartheta_{M}$. Since $\left\{1, \lambda, \ldots, \lambda^{\Phi(M)-1}\right\}$ is a basis of $K_{M} / K$, there exist $a_{1}, a_{2}, \ldots, a_{r} \in K$ such that $\alpha=a_{0}+a_{1} \lambda+\cdots+a_{r} \lambda^{r}$, where $r=\Phi(M)-1$. We wish to show that $a_{i} \in R_{T}$ for $i=1,2, \ldots, r$. By the proof of Proposition 12.3 .14 we have $v_{\mathfrak{P}}(\lambda)=1$, where $\mathfrak{P}$ is the (unique) prime divisor of $K_{M}$ above $\mathfrak{p}$ and $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} p}}$.

Clearly, $v_{\mathfrak{P}}\left(a_{i} \lambda^{i}\right)=i+\Phi(M) v_{\mathfrak{p}}\left(a_{i}\right) \equiv i \bmod \Phi(M)$. Thus, whenever $i \neq j$, $a_{i} \neq 0$, and $a_{j} \neq 0$, we have $v_{\mathfrak{P}}\left(a_{i} \lambda^{i}\right) \neq v_{\mathfrak{P}}\left(a_{j} \lambda^{j}\right)$. It follows that

$$
0 \leq v_{\mathfrak{P}}(\alpha)=\min _{a_{i} \neq 0}\left\{v_{\mathfrak{P}}\left(a_{i} \lambda^{i}\right)\right\}=\min _{a_{i} \neq 0}\left\{i+\Phi(M) v_{\mathfrak{P}}\left(a_{i}\right)\right\}
$$

Hence $v_{\mathfrak{P}}\left(a_{i}\right) \geq 0$ for all $i$. Now for any $\sigma_{A} \in G_{M}=\operatorname{Gal}\left(K_{M} / K\right)$ such that $\sigma_{A}(\lambda)=$ $\lambda^{A}$, we have

$$
\begin{equation*}
\alpha_{A}=\sigma_{A}(\alpha)=a_{0}+a_{1} \lambda^{A}+\cdots+a_{r}\left(\lambda^{A}\right)^{r} \tag{12.12}
\end{equation*}
$$

where $A \bmod M \in\left(R_{T} /(M)\right)^{*}$. If $\left\{\bar{A}_{1}, \ldots, \bar{A}_{\Phi(M)}\right\}$ is a set of representatives of $\left(R_{T} /(M)\right)^{*}$ we obtain from (12.12), writing $\alpha_{i}=\alpha^{A_{i}}, \lambda_{i}=\lambda^{A_{i}}$, that

$$
\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{\Phi(M)}
\end{array}\right)=\left(\begin{array}{ccccc}
1 & \lambda_{1} & \lambda_{1}^{2} & \cdots & \lambda_{1}^{r} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
1 & \lambda_{r+1} & \lambda_{r+1}^{2} & \cdots & \lambda_{r+1}^{r}
\end{array}\right)\left(\begin{array}{c}
a_{0} \\
\vdots \\
a_{r}
\end{array}\right)
$$

The determinant of the matrix $\left[\lambda_{i}^{j}\right]_{\substack{0 \leq j \leq r \leq r+1}}$ is a Vandermonde determinant, so that $\operatorname{det}\left[\lambda_{i}^{j}\right]=\prod_{1 \leq t \leq \ell \leq r+1}\left(\lambda_{\ell}-\lambda_{t}\right)=d$ (see Exercise 12.10.22). Therefore

$$
a_{i}=\frac{\operatorname{det}\left[\begin{array}{cccccccc}
1 & \lambda_{1} & \cdots & \lambda_{1}^{i-1} & \alpha_{1} & \lambda_{1}^{i+1} & \cdots & \lambda_{1}^{r} \\
\vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\
1 & \lambda_{r+1} & \cdots & \lambda_{r+1}^{i-1} & \alpha_{r+1} & \lambda_{r+1}^{i+1} \cdots & \lambda_{r+1}^{r}
\end{array}\right]}{\operatorname{det}\left[\begin{array}{ccccc}
1 & \lambda_{1} & \cdots & \cdots & \lambda_{1}^{r} \\
\vdots & \vdots & \cdots & \cdots & \vdots \\
1 & \lambda_{r+1} & \cdots & \cdots & \lambda_{r+1}^{r}
\end{array}\right]}=\frac{b_{i}}{d}
$$

where $b_{i} \in \vartheta_{M}$.
By the proof of Proposition 12.3.14 ((12.5)), for all $A \bmod \left(R_{T} /(M)\right)^{*}$, we have $\lambda=\beta_{A} \lambda^{A}$ and $P=\beta_{0} \lambda^{\Phi(M)}$ for some $\beta_{A}, \beta_{0} \in \vartheta_{M}^{*}$.

Then for any prime divisor $\mathfrak{q}$ in $K\left(\Lambda_{M}\right)$ dividing neither $\mathfrak{p}$ nor $\mathfrak{p}_{\infty}$, we have $v_{\mathfrak{q}}(\lambda)=v_{\mathfrak{q}}\left(\lambda^{A}\right)=0$. It follows that the support of the pole divisor of $a_{i}$ can consist only of $\mathfrak{p}$ and $\mathfrak{p}_{\infty}$. Since $v_{\mathfrak{p}}\left(a_{i}\right) \geq 0$, we have $a_{i} \in R_{T}$. Thus $\vartheta_{M}=R_{T}[\lambda]$.

Proposition 12.5.8 holds for any $M \in R_{T} \backslash\{0\}$. To see this fact, first we prove the following proposition:

Proposition 12.5.9. Let $M, N \in R_{T} \backslash\{0\}$ be two relatively prime polynomials. Then $\vartheta_{M N}=\vartheta_{M} \vartheta_{N}$.

Proof. By Theorem 5.7.15,

$$
\mathfrak{D}_{\vartheta_{M N} / R_{T}}=\mathfrak{D}_{\vartheta_{M N} / \vartheta_{M}} \operatorname{con}_{M / M N} \mathfrak{D}_{\vartheta_{M} / R_{T}}=\mathfrak{D}_{\vartheta_{M N} / \vartheta_{N}} \operatorname{con}_{N / M N} \mathfrak{D}_{\vartheta_{N} / R_{T}} .
$$

Since $\mathfrak{p}_{\infty}$ is not being considered in the Dedekind domain $\vartheta_{E}(E \in\{N, M, N M\})$ and $M$ and $N$ are relatively prime, it follows by Theorem 12.5.3 and Proposition 5.6.7 that $\operatorname{con}_{M / M N} \mathfrak{D}_{\vartheta_{M} / R_{T}}$ and $\operatorname{con}_{N / M N} \mathfrak{D}_{\vartheta_{N} / R_{T}}$ have no common factor, and neither do $\mathfrak{D}_{\vartheta_{M N} / \vartheta_{M}}$ and $\mathfrak{D}_{\vartheta_{M N} / \vartheta_{N}}$.


Thus

$$
\begin{equation*}
\operatorname{con}_{M / M N} \mathfrak{D}_{\vartheta_{M} / R_{T}}=\mathfrak{D}_{\vartheta_{M N} / \vartheta_{N}} \quad \text { and } \quad \operatorname{con}_{N / M N} \mathfrak{D}_{\vartheta_{N} / R_{T}}=\mathfrak{D}_{\vartheta_{M N} / \vartheta_{M}} \tag{12.13}
\end{equation*}
$$

Now since $R_{T}$ is a principal ideal domain and $\vartheta_{E}$ is a torsion-free $R_{T}$-module, it follows using the theory of finitely generated modules over principal ideal domains that $\vartheta_{E}$ is $R_{T}$-free. Let $V$ be a basis for $\vartheta_{M} / R_{T}$ and $V^{*}$ the dual basis of $V$ with respect to the trace map. Then $V^{*}$ generates $\mathfrak{D}_{\vartheta_{M} / R_{T}}^{-1}$ as an $R_{T}$-module. By (12.13) it follows that $V^{*}$ generates $\mathfrak{D}_{\vartheta_{M N} / \vartheta_{N}}^{-1}$. Hence $V^{* *}=V$ generates $\vartheta_{M N}$ over $\vartheta_{N}$, and therefore $\vartheta_{M N}=\vartheta_{M} \vartheta_{N}$.

As a corollary, we obtain the following theorem:
Theorem 12.5.10. For any $M \in R_{T} \backslash\{0\}$, let $\lambda=\lambda_{M}$ be a generator of the CarlitzHayes module $\Lambda_{M}$. Then $\vartheta_{M}=R_{T}[\lambda]$.

Proof. Let $M=\alpha P_{1}^{\alpha_{1}} \cdots P_{r}^{\alpha_{r}}$, where $P_{1}, \ldots, P_{r}$ are distinct monic irreducible polynomials in $R_{T}$. Using Propositions 12.5.8 and 12.5.9 we obtain

$$
\vartheta_{M}=\prod_{i=1}^{r} \vartheta_{P_{i}^{\alpha_{i}}}=\prod_{i=1}^{r} R_{T}\left[\lambda_{P_{i}^{\alpha_{i}}}\right]=R_{T}[\lambda] .
$$

Next we present a particular case of an analogue of Dirichlet theorem on distribution of primes in arithmetic progressions without using the Čebotarev density theorem.

Proposition 12.5.11. Let $M \in R_{T} \backslash\{0\}$. If $M$ is not a prime power, then $\Psi_{M}(u) \equiv$ $1+C u^{q-1}\left(\bmod u^{2(q-1)}\right)$, where $C \in R_{T}$ and $\operatorname{deg} C=(\operatorname{deg} M-1)(q-1)-1$.

Proof. By Exercise 12.10.12, $\Psi_{M}(u)=\prod_{A \mid M}\left(u^{A}\right)^{\mu(M / A)}$. Since $M$ is not a prime power, it follows that $\sum_{A \mid M} \mu(M / A)=0$ (Exercise 12.10.9). Hence $\Psi_{M}(u)=$ $\prod_{A \mid M}\left(u^{A} / u\right)^{\mu(M / A)}$. Let $y=u^{q-1}$. By Theorem 12.2.5, $u^{A} / u \equiv A+\left[\begin{array}{c}A \\ 1\end{array}\right] y \bmod y^{2}$. Thus

$$
\begin{aligned}
\Psi_{M}(u) & \equiv \prod_{A \mid M}\left(A+\left[\begin{array}{c}
A \\
1
\end{array}\right] y\right)^{\mu(M / A)} \bmod y^{2} \\
& \equiv\left(\prod_{A \mid M} A^{\mu(M / A)}\right) \prod_{A \mid M}\left(1+\left(\left[\begin{array}{c}
A \\
1
\end{array}\right] / A\right) y\right)^{\mu(M / A)} \bmod y^{2}
\end{aligned}
$$

By Exercise 12.10.23,

$$
\begin{aligned}
\Psi_{M}(u) & \equiv \prod_{A \mid M}\left(1+\left(\left[\begin{array}{c}
A \\
1
\end{array}\right] / A\right) y\right)^{\mu(M / A)} \bmod y^{2} \\
& \equiv 1+C(T) y \bmod y^{2},
\end{aligned}
$$

where $C(T)=\sum_{A \mid M} \mu(M / A)\left(\left[\begin{array}{c}A \\ 1\end{array}\right] / A\right)$. Therefore

$$
M(T) C(T)=\sum_{A \mid M} \mu(M / A)\left(\frac{M}{A}\right)\left[\begin{array}{c}
A \\
1
\end{array}\right]
$$

Set $d_{1}=\operatorname{deg} A$. Then

$$
\begin{aligned}
\operatorname{deg}\left(\frac{M}{A}\right)\left[\begin{array}{c}
A \\
1
\end{array}\right] & =\operatorname{deg} M-d_{1}+\left(d_{1}-1\right) q \\
& =(\operatorname{deg} M-1) q+\left(d_{1}-\operatorname{deg} M\right)(q-1) \leq(\operatorname{deg} M-1) q
\end{aligned}
$$

and we have equality if and only if $d_{1}=\operatorname{deg} M$, i.e., $A=M$. Hence

$$
\operatorname{deg} C=(\operatorname{deg} M-1) q-\operatorname{deg} M=(\operatorname{deg} M-1)(q-1)-1
$$

Corollary 12.5.12. If $M \in R_{T} \backslash\{0\}$ is not a prime power and $\lambda \in \Lambda_{M}$ is a generator, then $\lambda$ is a unit in $\vartheta_{M}$.

Proof. We have $0=\Psi_{M}(\lambda)=1+C(T) \lambda^{q-1} \bmod \lambda^{2(q-1)}$. Therefore $1=$ $\lambda\left(-C_{1}(T) \lambda^{q-2}+\lambda^{2 q-3} \alpha\right)$ for some $\alpha \in \vartheta_{M}$. It follows that $\lambda$ is invertible in $\vartheta_{M}$.

Definition 12.5.13. Let $P \in R_{T}$ be a monic irreducible polynomial and let $A \in R_{T}$. We say that

$$
\hat{o}(A \bmod P)=M \in R_{T}
$$

if $M$ is monic and of minimal degree satisfying $A^{M} \equiv 0 \bmod P$.

Remark 12.5.14. The notation given in Definition 12.5.13 is $\hat{o}(A \bmod P)$ instead of $o(A \bmod P)$, that is, the one that denotes the order of an element in a quotient group.

Remark 12.5.15. Assume that $N \in R_{T}$ satisfies $A^{N} \equiv 0 \bmod P$, and let $N=Q M+R$ with $Q, R \in R_{T}$ and $R=0$ or $\operatorname{deg} R<\operatorname{deg} M$. Then $A^{N}=\left(A^{M}\right)^{Q}+A^{R}$. It follows that $A^{R} \equiv 0 \bmod P$. Therefore $R=0$ and $M$ divides $N$. In particular, the polynomial $M$ given in Definition 12.5.13 is unique.

Remark 12.5.16. Since $R_{T} /(P)$ is finite, $\left\{A^{M} \bmod P \mid M \in R_{T}\right\}$ is finite too, and there exist two distinct elements $M_{1}, M_{2}$ in $R_{T}$ such that $A^{M_{1}} \equiv A^{M_{2}} \bmod P$. Hence $A^{M_{1}-M_{2}} \equiv 0 \bmod P$.

Proposition 12.5.17. Let $P \in R_{T}$ be an irreducible polynomial and $M \in R_{T}$ monic polynomial not divisible by $P$. If $A \in R_{T}$, then

$$
P \mid \Psi_{M}(A) \Longleftrightarrow \hat{o}(A \bmod P)=M
$$

Proof. First assume that $P$ divides $\Psi_{M}(A)$. Since $u^{M}=\prod_{D \mid M} \Psi_{D}(u)$ it follows that $A^{M}=\prod_{D \mid M} \Psi_{D}(A) \equiv 0 \bmod P$.

Let $\hat{o}(A \bmod P)=N$. Then $N$ divides $M$. Hence $A^{N}=\prod_{D \mid N} \Psi_{D}(A) \equiv 0 \bmod$ $P$. Therefore, there exists $D_{0}$ dividing $N$ such that $P \mid \Psi_{D_{0}}(A)$.

Suppose that $D_{0} \neq M$. Then $A^{M}=\Psi_{M}(A) \Psi_{D_{0}}(A) \prod_{\substack{D \mid M \\ D \neq D_{0}, D \neq M}} \Psi_{D}(A) \equiv$ $0 \bmod P^{2}$. Now $\Psi_{M}(A+P) \equiv \Psi_{M}(A) \bmod P \equiv 0 \bmod P$ and $\Psi_{D_{0}}(A+P) \equiv$ $\Psi_{D_{O}}(A) \bmod P \equiv 0 \bmod P$. Hence $0 \equiv(A+P)^{M}=A^{M}+P^{M} \equiv P^{M} \bmod P^{2}$. We have

$$
P^{M}=\sum_{i=0}^{\operatorname{deg} M}\left[\begin{array}{c}
M \\
i
\end{array}\right] P^{q^{i}}=M P+P^{2} C \equiv M P \bmod P^{2}
$$

But this is impossible since $P \nmid M$. It follows that $\hat{o}(A \bmod P)=M$.
Conversely, let $\hat{o}(A \bmod P)=M$, where $A^{M}=\prod_{D \mid M} \Psi_{D}(A) \equiv 0 \bmod P$. Thus $P$ divides $\Psi_{D}(A)$ for some $D$ dividing $M$. If $D \neq M$, then $A^{D}=\prod_{D^{\prime} \mid D} \Psi_{D^{\prime}}(A) \equiv$ $0 \bmod P$, which contradicts the fact that $\hat{o}(A \bmod P)=M$. Hence $D=M$ and $P$ divides $\Psi_{M}(A)$.

Proposition 12.5.18. Let $P \in R_{T}$ be an irreducible polynomial, and $M \in R_{T}$ a monic polynomial such that $P \nmid M$. Then $P$ divides $\Psi_{M}(A)$ for some $A \in R_{T}$ if and only if $P \equiv 1 \bmod M$.

Proof: If $P$ divides $\Psi_{M}(A)$ for some $A \in R_{T}$, then by Proposition 12.5.17, $\hat{o}(A \bmod$ $P)=M$. By Proposition 12.3.18, the polynomial $\Psi_{P}(u)=u^{P} / u$ is Eisenstein. Thus $u^{P}=u \Psi_{P}(u) \equiv u^{q^{d}} \bmod P$, where $d=\operatorname{deg} P$. In particular, we have $A^{P} \equiv A^{q^{d}} \bmod P$.

Since $\Phi(P)=q^{d}-1=\left|\left(R_{T} /(P)\right)^{*}\right|$, it follows that if $P \nmid A$, we have $A^{q^{d}-1} \equiv$ $1 \bmod P$, so that $A^{q^{d}} \equiv A \bmod P$. If $P$ divides $A$, we have $A^{q^{d}} \equiv 0 \equiv A \bmod P$.

In any case we obtain $A^{q^{d}} \equiv A \bmod P$. Therefore $A^{P} \equiv A \bmod P$, or $A^{P}-A=$ $A^{P-1} \equiv 0 \bmod P$. Since $\hat{o}(A \bmod P)=M$, it follows by Remark 12.5.15 that $M$ divides $(P-1)$. Thus $P \equiv 1 \bmod M$.

Conversely, assume that $P \equiv 1 \bmod M$. Then $d=\operatorname{deg}(P-1)=\operatorname{deg} P$ and $u^{P-1}=\sum_{i=0}^{d}\left[\begin{array}{c}P-1 \\ i\end{array}\right] u^{q^{i}}$. Hence $\left(u^{P-1}\right)^{\prime} \bmod P \equiv(P-1) \bmod P \equiv-1 \bmod$ $P \not \equiv 0$.

Therefore the polynomial $u^{P-1} \bmod P \in\left(R_{T} /(P)\right)[u]$ is separable.
Since $\operatorname{deg}_{u} u^{P-1}=q^{d}=\left|R_{T} /(P)\right|$ and $A^{P-1} \equiv 0 \bmod P$ for all $A \in R_{T}$, it follows that

$$
u^{P-1} \bmod P=\prod_{D \mid P-1} \Psi_{D}(u) \bmod P=\prod_{\substack{A \bmod P \\ A \in R_{T}}}(u-A) \bmod P
$$

Therefore there exists $A \in R_{T}$ such that $\psi_{M}(A) \equiv 0 \bmod P$. Thus $P$ divides $\Psi_{M}(A)$ and $\hat{o}(A \bmod P)=M$.

Corollary 12.5.19. For any nonconstant polynomial $M \in R_{T}$, there exist infinitely many irreducible polynomials $P$ in $R_{T}$ such that $P \equiv 1 \bmod M$.

Proof. Let $\left\{P_{1}, \ldots, P_{r}\right\}$ be any finite set of irreducible polynomials satisfying $P_{i} \equiv$ $1 \bmod M$. Set $N=M P_{1} \cdots P_{r}$ and let $Q \in R_{T}$ be arbitrary. Then $\Psi_{M}(N Q) \equiv$ $\Psi_{M}(0) \bmod N$. Since we may take $r \geq 1$ and $P_{1}$ not dividing $M$, it follows that $M$ is not a prime power. By Exercise 12.10.26, we have $\Psi_{M}(0)=1$. Thus $\Psi_{M}(N Q) \equiv$ $1 \bmod N$. In particular,

$$
\Psi_{M}(N Q) \equiv 1 \bmod M \quad \text { and } \quad \Psi_{M}(N Q) \equiv 1 \bmod P_{i} \quad \text { for } \quad 1 \leq i \leq r .
$$

It follows from the above that if $P$ is any irreducible polynomial dividing $\Psi_{M}(N Q)$, we have $P \equiv 1 \bmod M$ by Proposition 12.5.18, and $P \neq P_{i}$ for $1 \leq i \leq r$.

Remark 12.5.20. Corollary 12.5 .19 is a particular case of Dirichlet's theorem (Theorem 12.5.21 above), which is an easy consequence of Čebotarev's density theorem (Theorem 11.2.20). However, the proof we provided for Corollary 12.5.19 does not use Čebotarev's density theorem.

Theorem 12.5.21 (Dirichlet). Let $M, N \in R_{T}$ be two nonconstant monic polynomials such that $(M, N)=1$. Then there exist infinitely many irreducible polynomials $P \in R_{T}$ such that $P \equiv N \bmod M$.

Proof. Consider the extension $K\left(\Lambda_{M}\right) / K$ with $\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right) \cong\left(R_{T} /(M)\right)^{*}$. Let $\sigma \in \operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right)$ be the element of the Galois group corresponding to the element $N \bmod M \in\left(R_{T} /(M)\right)^{*}$. Then $\sigma\left(\lambda_{M}\right)=\lambda_{M}^{N}$, where $\lambda_{M}$ is a generator of $\Lambda_{M}$.

By Theorem 12.5.1, the Artin symbol $\left[\frac{K\left(\Lambda_{M}\right) / K}{P}\right]$ corresponds to the map

$$
\begin{aligned}
\varphi_{P}: K\left(\Lambda_{M}\right) & \rightarrow K\left(\Lambda_{M}\right) \\
\lambda_{M} & \mapsto \lambda_{M}^{P} .
\end{aligned}
$$

By Čebotarev's density theorem, there exist infinitely many irreducible polynomials $P \in R_{T}$ such that $\left[\frac{K\left(\Lambda_{M}\right) / K}{P}\right]=\sigma$. Therefore $\sigma=\varphi_{P}$ for infinitely many irreducible polynomials $P \in \bar{R}_{T}$. Now

$$
\sigma=\varphi_{P} \Longleftrightarrow \lambda_{M}^{N}=\lambda_{M}^{P} \Longleftrightarrow N \equiv P \bmod M .
$$

### 12.6 Dirichlet Characters

Definition 12.6.1. Let $M \in R_{T} \backslash\{0\}$ be a monic polynomial. A Dirichlet character $\bmod M$ is a homomorphism

$$
\mathcal{X}:\left(R_{T} /(M)\right)^{*} \rightarrow \mathbb{C}^{*}
$$

Remark 12.6.2. Assume that $M$ divides an element $N$ of $R_{T}$ and consider the canonical homomorphism
$\varphi_{N, M}:\left(R_{T} /(N)\right)^{*} \rightarrow\left(R_{T} /(M)\right)^{*}$
$A \bmod N \mapsto A \bmod M$.
Then for any Dirichlet character $\bmod M, \mathcal{X}:\left(R_{T} /(M)\right)^{*} \rightarrow \mathbb{C}^{*}, \varphi_{N, M}$ induces a Dirichlet character $\bmod N$, namely $\mathcal{X} \circ \varphi_{N, M}:\left(R_{T} /(N)\right)^{*} \rightarrow \mathbb{C}^{*}$.


Next we show the existence of the conductor. Let $\mathcal{X}:\left(R_{T} / M\right)^{*} \rightarrow \mathbb{C}^{*}$ be a Dirichlet character and $A$ and $B$ such that $A|M, B| M$, and $\mathcal{X}=\mathcal{X}_{A} \circ \varphi_{M, A}$ and $\mathcal{X}=\mathcal{X}_{B} \circ \varphi_{M, B}$. Consider $C=(A, B)$ and set $D$ as the product of all the monic irreducible polynomials dividing $M$ but not dividing $B$. It follows that $C=(D A, B)$. Consider any $U, V \in R_{T}$ such that $(U V, M)=1$ and $U \equiv V \bmod C$. By the Chinese remainder theorem, there exists $S \in R_{T}$ such that $S \equiv U \bmod D A$ and $S \equiv V \bmod B$.

If $P$ is any irreducible polynomial such that $P \mid S$ and $P \mid M$, then writing $S=V+Q B$, we deduce that $P \nmid B$, since otherwise $P \mid V$ and then $P \mid(V, M)=1$. Now since $P \mid M$ and $P \nmid B$, it follows that $P \mid D$. Therefore $P \mid D A$ and $P \mid S$. Hence $P \mid U$ and $P \mid(U, M)=1$. This contradiction shows that $(S, M)=1$. It follows that

$$
\mathcal{X}(S)=\mathcal{X}_{A} \circ \varphi_{M, A}(S)=\mathcal{X}_{D A} \circ \varphi_{M, D A}(S)=\mathcal{X}_{D A} \circ \varphi_{M, D A}(U)=\mathcal{X}(U)
$$

and

$$
\mathcal{X}(S)=\mathcal{X}_{B} \circ \varphi_{M, B}(S)=\mathcal{X}_{B} \circ \varphi_{M, B}(V)=\mathcal{X}(V)
$$

Thus $\mathcal{X}(S)=\mathcal{X}(U)=\mathcal{X}(V)$. Therefore $\mathcal{X}$ can be defined $\bmod C$.


In particular, if $\mathcal{X}$ can be defined $\bmod F_{1}$ and $\bmod F_{2}$ with $F_{1}$ and $F_{2}$ monic of minimal degree, then since it can be defined $\bmod C, C=\left(F_{1}, F_{2}\right)$ and $C \mid F_{1}$ and $C \mid F_{2}$, it follows that $C=F_{1}=F_{2}$.

Theorem 12.6.3. Given a Dirichlet character $\mathcal{X}$, there exists a unique monic polynomial $F$ in $R_{T}$ of minimal degree dividing $M$ such that $\mathcal{X}$ can be defined $\bmod F$.

Definition 12.6.4. Given a Dirichlet character $\mathcal{X} \bmod M$ the conductor of $\mathcal{X}$ is $F$ if $F \in R_{T}$ is a monic polynomial of minimal degree dividing $M$ such that $\mathcal{X}$ can be defined $\bmod F$. We denote the conductor of $\mathcal{X}$ by $F \mathcal{X}$.

Example 12.6.5. Let $\mathcal{X}:\left(R_{T} /\left(T^{3}\right)\right)^{*} \rightarrow \mathbb{C}^{*}($ with $q=2)$ be given by $\mathcal{X}(1)=1$, $\mathcal{X}(T+1)=-1, \mathcal{X}\left(T^{2}+T+1\right)=-1$, and $\mathcal{X}\left(T^{2}+1\right)=1$.

Let $\xi:\left(R_{T} /\left(T^{2}\right)\right)^{*} \rightarrow \mathbb{C}^{*}$ be defined by $\xi(1)=1$ and $\xi(T+1)=-1$.
Then $\varphi_{T^{3}, T^{2}}:\left(R_{T} /\left(T^{3}\right)\right)^{*} \rightarrow\left(R_{T} /\left(T^{2}\right)\right)^{*}$ is given by

$$
\varphi_{T^{3}, T^{2}}(1)=\varphi_{T^{3}, T^{2}}\left(T^{2}+1\right)=1
$$

and

$$
\varphi_{T^{3}, T^{2}}(T+1)=\varphi_{T^{3}, T^{2}}\left(T^{2}+T+1\right)=T+1
$$

Hence $\xi \circ \varphi_{T^{3}, T^{2}}=\mathcal{X}$. Clearly $T^{2}$ is minimal since $\left(R_{T} /(T)\right)^{*}=\{1\}$. Therefore $F_{\mathcal{X}}=T^{2}$ 。

Example 12.6.6. Let $\mathcal{X}:\left(R_{T} /\left(T^{2}(T+1)\right)\right)^{*} \rightarrow \mathbb{C}^{*}$ with $q=2$ given by

$$
\mathcal{X}(1)=1 \quad \text { and } \quad \mathcal{X}\left(T^{2}+T+1\right)=-1
$$

Then $\xi \circ \varphi_{T^{2}(T+1), T^{2}}=\mathcal{X}$ where $\xi(1)=1 \quad$ and $\quad \xi(T+1)=-1$. Hence $F \mathcal{X}=T^{2}$.
Remark 12.6.7. Given a Dirichlet character $\mathcal{X}$ we may regard $\mathcal{X}$ as a map $\mathcal{X}: R_{T} \rightarrow \mathbb{C}$ by defining $\mathcal{X}(Q)=0$ if $(Q, F \mathcal{X}) \neq 1$. Unless otherwise specified, we will always view $\mathcal{X}$ as being defined modulo its conductor.

Definition 12.6.8. A Dirichlet character $\mathcal{X}$ defined modulo its conductor is called primitive. In this case $\mathcal{X}(Q)=0$ as infrequently as possible. Also notice that when $\mathcal{X}$ is defined modulo its conductor, we have $\mathcal{X}(A+F \mathcal{X})=\mathcal{X}(A)$. Thus $\mathcal{X}$ is periodic of period $F_{\mathcal{X}}$.

Notation 12.6.9. Whenever we mention the characters of $\left(R_{T} /(M)\right)^{*}$ for $M \in R_{T}$ or characters $\bmod M$, we will be including all characters whose conductor divides $M$ and the trivial character of conductor 1 . The trivial character $\varepsilon$ satisfies $\varepsilon(Q)=1$ for all $Q \in R_{T}$.
Definition 12.6.10. Let $\mathcal{X}$ and $\phi$ be two Dirichlet characters of conductors $F_{\mathcal{X}}$ and $F_{\phi}$ respectively. We define the product of $\mathcal{X}$ and $\phi$ as follows. First let

$$
Q=\left[F_{\mathcal{X}}, F_{\phi}\right] \quad \text { and define } \quad \gamma:\left(R_{T} /(Q)\right)^{*} \rightarrow \mathbb{C}^{*}
$$

by $\gamma(\bar{A})=\mathcal{X}(\bar{A}) \phi(\bar{A})$. Then the product $\mathcal{X} \phi$ is defined as the primitive character associated to $\gamma$.

Remark 12.6.11. It is not true in general that $(\mathcal{X} \phi)(\bar{A})=\mathcal{X}(\bar{A}) \phi(\bar{A})$.
Example 12.6.12. Let $q=2$, and $\mathcal{X} \bmod T^{2}\left(T^{2}+1\right)$ be given by

$$
\mathcal{X}(1)=1, \quad \mathcal{X}\left(T^{2}+T+1\right)=1, \quad \mathcal{X}\left(T^{3}+T^{2}+1\right)=-1,
$$

and

$$
\mathcal{X}\left(T^{3}+T+1\right)=-1
$$

If $F_{\mathcal{X}}$ is the conductor of $\mathcal{X}$, then

$$
F_{\mathcal{X}} \in\left\{1, T, T+1, T(T+1), T^{2}, T^{2}(T+1), T^{2}+1, T\left(T^{2}+1\right), T^{2}\left(T^{2}+1\right)\right\}
$$

Note that $\left|\left(R_{T} /(T)\right)^{*}\right|=\left|\left(R_{T} /(T+1)\right)^{*}\right|=\left|\left(R_{T} /(T(T+1))\right)^{*}\right|=1$. Thus $F_{\mathcal{X}} \neq 1, T, T+1, T(T+1)$.

Now $T^{3}+T^{2}+1 \bmod T^{2}=1, \mathcal{X}\left(T^{3}+T^{2}+1\right)=-1 \neq 1, T^{3}+T+1 \bmod$ $\left(T^{2}+1\right)=1$ and $\mathcal{X}\left(T^{3}+T+1\right)=-1 \neq 1$. Thus $F \mathcal{X} \neq T^{2}, T^{2}+1$. Finally we have

$$
\begin{aligned}
T^{3}+T^{2}+1 \bmod T^{2}(T+1) & =1, \quad \mathcal{X}\left(T^{3}+T^{2}+1\right)=-1 \neq 1 \\
T^{3}+T+1 \bmod T\left(T^{2}+1\right)=1, & \mathcal{X}\left(T^{3}+T+1\right)=-1 \neq 1
\end{aligned}
$$

Hence $F_{\mathcal{X}} \neq T^{2}(T+1), T\left(T^{2}+1\right)$. It follows that $F_{\mathcal{X}}=T^{2}\left(T^{2}+1\right)$. Now let $\varphi \bmod \left(T^{2}\right)$ be given by $\varphi(1)=1$ and $\varphi(T+1)=-1$. Then $F_{\varphi}=T^{2}$.

Consider the product $\mathcal{X} \varphi$. We have $\left[F \mathcal{X}, F_{\varphi}\right]=\left[T^{2}\left(T^{2}+1\right), T^{2}\right]=T^{2}\left(T^{2}+1\right)$. Define $\gamma:\left(R_{T} / T^{2}\left(T^{2}+1\right)\right)^{*} \rightarrow \mathbb{C}^{*}$ by $\gamma(A)=\mathcal{X}(A) \varphi(A)$. Then

$$
\begin{aligned}
\gamma(1) & =\mathcal{X}(1) \varphi(1)=1 \times 1=1 \\
\gamma\left(T^{2}+T+1\right) & =\mathcal{X}\left(T^{2}+T+1\right) \varphi\left(T^{2}+T+1\right)=(1)(-1)=-1 \\
\gamma\left(T^{3}+T^{2}+1\right) & =\mathcal{X}\left(T^{3}+T^{2}+1\right) \varphi\left(T^{3}+T^{2}+1\right)=(-1)(1)=-1 \\
\gamma\left(T^{3}+T+1\right) & =\mathcal{X}\left(T^{3}+T+1\right) \varphi\left(T^{3}+T+1\right)=(-1)(-1)=1
\end{aligned}
$$

Let $\xi:\left(R_{T} /\left(T^{2}+1\right)\right)^{*} \rightarrow \mathbb{C}^{*}$ be such that $\xi(1)=1$ and $\xi(T)=-1$.
Then $\xi \circ \varphi_{T^{2}\left(T^{2}+1\right), T^{2}+1}=\gamma$. Thus $F_{\gamma}=T^{2}+1$ and $\xi=\mathcal{X} \varphi$. Notice that $\xi(T)=-1 \neq 0=\varphi(T)=\mathcal{X}(T) \varphi(T)$.

Definition 12.6.13. If $\mathcal{X}$ is any Dirichlet character, we define the conjugate $\overline{\mathcal{X}}$ of $\mathcal{X}$ by $\overline{\mathcal{X}}(A)=\overline{\mathcal{X}}(A)$. Notice that $\overline{\mathcal{X}}(A)=\mathcal{X}(A)^{-1}$ for any $A$ such that $(A, F \mathcal{X})=1$. Hence $\mathcal{X} \overline{\mathcal{X}}$ is the trivial character defined by

$$
\mathcal{X} \overline{\mathcal{X}}(A) \equiv 1 \quad \text { for all } \quad A \in R_{T}
$$

Remark 12.6.14. We have $G_{M}=\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right) \cong\left(R_{T} /(M)\right)^{*}$, where $R_{T}=$ $\mathbb{F}_{q}[T], K=\mathbb{F}_{q}(T)$, and $\Lambda_{M}=\left\{\lambda \in \bar{K} \mid \lambda^{M}=0\right\}$. Then a Dirichlet character is a character of $G_{M}$ for some $M \in R_{T}$. In this case the Dirichlet character may be considered as a Galois character.

Example 12.6.15. Let $\mathcal{X}$ be as in Example 12.6.5. Then

$$
\mathcal{X}:\left(R_{T} /\left(T^{3}\right)\right)^{*} \cong G_{T^{3}}=\operatorname{Gal}\left(K\left(\Lambda_{T^{3}}\right) / K\right) \rightarrow \mathbb{C}^{*}
$$

and $\operatorname{ker} \mathcal{X}=\left\{1 \bmod T^{3},\left(T^{2}+1\right) \bmod T^{3}\right\}$. Therefore $\mathcal{X}$ is a character of $\left(R_{T} /\left(T^{3}\right)\right)^{*} /$ $\operatorname{ker} \mathcal{X} \cong\left(R_{T} /\left(T^{2}\right)\right)^{*} \cong \operatorname{Gal}\left(K\left(\Lambda_{T^{2}}\right) / K\right)$ and it may be considered as a character of $\operatorname{Gal}\left(K\left(\Lambda_{T^{2}}\right) / K\right)$.

Example 12.6.16. Let $\mathcal{X}$ be as in Example 12.6.6. Then $\left(R_{T} / T^{2}(T+1)\right)^{*} \cong$ $\left(R_{T} / T^{2}\right)^{*}$, and since any character $\bmod T^{2}(T+1)$ or $\bmod T^{2}$ is the same character, it follows that $K\left(\Lambda_{T^{2}(T+1)}\right)=K\left(\Lambda_{T^{2}}\right)$.

Our main interest in the topic of Dirichlet characters is the study of some arithmetic properties of cyclotomic function fields. For this purpose, we need some general facts on group characters, which we now review.

Definition 12.6.17. Let $G$ be any finite group. The character group of $G$ is

$$
\hat{G}=\operatorname{Hom}\left(G, \mathbb{C}^{*}\right)
$$

Assume that $\mathcal{X} \in \operatorname{Hom}\left(G, \mathbb{C}^{*}\right)$. Since $\mathbb{C}^{*}$ is an abelian group, we have $\mathcal{X}([a, b])=$ 1 for any $a, b \in G$, where $[a, b]=a b a^{-1} b^{-1}$ is the commutator of $a$ and $b$. Therefore we can factor $\mathcal{X}$ through $[G, G]=\langle[a, b] \mid a, b \in G\rangle$ by defining $\tilde{\mathcal{X}}: G /[G, G]=$ $G^{a b} \longrightarrow \mathbb{C}^{*}$. In particular, $\hat{G}=\operatorname{Hom}\left(G, \mathbb{C}^{*}\right) \cong \operatorname{Hom}\left(G^{a b}, \mathbb{C}^{*}\right)=G^{a b}$. For instance, if $G$ is a simple nonabelian group, we have $[G, G]=G$ and $\hat{G}=\{\mathrm{Id}\}$.

From now on, all groups considered will be abelian (and finite).
Proposition 12.6.18. Any abelian group $G$ is isomorphic to its character group $\hat{G}$.
Proof. If $G$ is a cyclic group of order $m$ and if $a$ is a generator of $G$, let $\mathcal{X} \in \hat{G}$ be given by $\mathcal{X}(a)=\zeta_{m}$, where $\zeta_{m}$ is a generator of the $m$ th roots of 1 in $\mathbb{C}^{*}$. We have $\mathcal{X}^{n}(a)=\mathcal{X}(a)^{n}=\zeta_{m}^{n}$. Hence $o(\mathcal{X})=m$.

Now let $\varphi \in \hat{G}$ be arbitrary. Then $\varphi(a) \in \mathbb{C}$ and since $1=\varphi(1)=\varphi\left(a^{m}\right)=$ $\varphi(a)^{m}$, it follows that $\varphi(a)=\zeta_{m}^{i}$ for some $0 \leq i \leq m-1$. Thus $\varphi=\mathcal{X}^{i}$ and $\hat{G}=$ $\langle\mathcal{X}\rangle \cong \mathbb{Z} / m \mathbb{Z} \cong G$. In general, let $G \cong \prod_{i=1}^{r} \mathbb{Z} / m_{i} \mathbb{Z}$. If $\mathcal{X} \in \hat{G}$, let $\mathcal{X}_{i}: \mathbb{Z} / m_{i} \mathbb{Z} \longrightarrow$
$\mathbb{C}^{*}$ be given by $\mathcal{X}_{i}(a)=\mathcal{X}(0, \ldots, 0, a, 0, \ldots, 0)$. It is clear that $\mathcal{X}=\prod_{i=1}^{r} \mathcal{X}_{i}$ and this factorization is unique. Moreover,

$$
\hat{G} \cong \prod_{i=1}^{r}\left(\widehat{\mathbb{Z} a / m_{i} \mathbb{Z}}\right) \cong \prod_{i=1}^{r}\left(\mathbb{Z} / m_{i} \mathbb{Z}\right) \cong G
$$

Now we consider the pairing $\Psi: G \times \hat{G} \rightarrow \mathbb{C}^{*},(g, \mathcal{X}) \mapsto \mathcal{X}(g)$.
Proposition 12.6.19. $\Psi$ is a perfect pairing, which means that $\Psi$ is not degenerate. In other words, if $g \in G$ is such that $\mathcal{X}(g)=1$ for all $\mathcal{X} \in \hat{G}$, then $g=1$. Conversely, if $\mathcal{X} \in \hat{G}$ is such that $\mathcal{X}(g)=1$ for all $g \in G$, then $\mathcal{X}=1$ (by definition).

Proof. If $g \neq 1$, it follows by Proposition 12.6 .18 that there exists $\mathcal{X} \in \hat{G}$ such that $\mathcal{X}(g) \neq 1$.

Proposition 12.6.20. There is a canonical isomorphism between $G$ and $\hat{\hat{G}}$.
Proof. We have $\hat{\hat{G}}=(\hat{\hat{G}}) \cong \hat{G} \cong G$. Furthermore, if $g \in G$, let $\hat{g} \in \hat{\hat{G}}$ be defined by $\hat{g}(\mathcal{X})=\mathcal{X}(g)=\Psi(g, \mathcal{X})$ for all $\mathcal{X} \in \hat{G}$. Then $\theta: G \longrightarrow \hat{\hat{G}}$ is a natural group homomorphism. It follows by Proposition 12.6.19 that $\theta$ is an isomorphism.

Definition 12.6.21. Let $G$ be an abelian group, and $H$ a subgroup of $G$. We define

$$
H^{\perp}=\{\mathcal{X} \in \hat{G} \mid \mathcal{X}(h)=1 \text { for all } h \in H\}=\{\mathcal{X} \in \hat{G} \mid H \subseteq \operatorname{ker} \mathcal{X}\}
$$

If $M$ is a subgroup of $\hat{G}$, let

$$
\begin{aligned}
M^{\perp} & =\{g \in G \mid \mathcal{X}(g)=1 \text { for all } \mathcal{X} \in M\} \\
& =\{\hat{g} \in \hat{\hat{G}} \mid \hat{g}(\mathcal{X})=1 \text { for all } \mathcal{X} \in M\}
\end{aligned}
$$

Proposition 12.6.22. For any $H<G$ and any $M<\hat{G}$ we have

$$
H^{\perp} \cong(\widehat{G / H}) \quad \text { and } \quad M^{\perp}=(\widehat{\hat{G} / M})
$$

Proof. If suffices to exhibit an isomorphism between $H^{\perp}$ and $\widehat{G / H}$. If $\mathcal{X} \in H^{\perp}$ then $\mathcal{X}(h)=1$ for all $h \in H$ and $\mathcal{X}$ can be factored as $\tilde{\mathcal{X}} \circ \pi$.

Thus $H^{\perp} \rightarrow \widehat{G / H}, \mathcal{X} \mapsto \tilde{\mathcal{X}}$ is a group isomorphism.


Proposition 12.6.23. For any subgroup $H$ of $G, \hat{H}$ is isomorphic to $\hat{G} / H^{\perp}$.

Proof. Let $\mathcal{X} \in \hat{G}$. Then the restriction map $\hat{G} \rightarrow \hat{H},\left.\mathcal{X} \mapsto \mathcal{X}\right|_{\hat{H}}$ is a group homomorphism with kernel $H^{\perp}$. Thus $\hat{G} / H^{\perp} \subseteq \hat{H}$. On the other hand,

$$
\left|\hat{G} / H^{\perp}\right|=\frac{|\hat{G}|}{\left|H^{\perp}\right|}=\frac{|G|}{|(\widehat{G / H})|}=\frac{|G|}{|G / H|}=|H|=|\hat{H}| .
$$

It follows that $\hat{G} / H^{\perp} \cong \hat{H}$.
Proposition 12.6.24. With the identification $G=\hat{\hat{G}}$, we have $\left(H^{\perp}\right)^{\perp}=H$.
Proof. If $h \in H$, then for any $\mathcal{X} \in H^{\perp}$ we have $\mathcal{X}(h)=1$. Hence $\hat{h}(\mathcal{X})=\mathcal{X}(h)=1$, so $\hat{h} \in\left(H^{\perp}\right)^{\perp}$. Thus $H \subseteq\left(H^{\perp}\right)^{\perp}$. Finally, by Proposition 12.6.23,

$$
\left|\left(H^{\perp}\right)^{\perp}\right|=\left|\left(\widehat{\hat{G} /\left(H^{\perp}\right)}\right)\right|=\frac{|G|}{\left|H^{\perp}\right|}=\frac{|G|}{|\widehat{G / H}|}=\frac{|G|}{|G| /|H|}=|H| .
$$

Therefore $H=\left(H^{\perp}\right)^{\perp}$.

Definition 12.6.25. Let $M \in R_{T} \backslash\{0\}$ and let

$$
\mathcal{X} \in\left(\widehat{R_{T} /(M)}\right)^{*} \cong \hat{G}_{M}=\operatorname{Gal}\left(\widehat{K\left(\Lambda_{M}\right)} / K\right)
$$

be a Dirichlet character $\bmod M$. We have $\mathbb{F}_{q}^{*} \subseteq G_{M}$. We say that $\mathcal{X}$ is even if $\mathcal{X}(\alpha)=$ 1 for $\alpha \in \mathbb{F}_{q}^{*}$, and odd otherwise.
Definition 12.6.26. Let $\mathcal{X}$ be any Dirichlet character $\bmod M$ with conductor $M$, that is, $\mathcal{X} \in \widehat{G}_{M}$. Let $\operatorname{ker} \mathcal{X} \subseteq G_{M}$ and

$$
K_{\mathcal{X}}=K\left(\Lambda_{M}\right)^{\operatorname{ker} \mathcal{X}}
$$

Then $K_{\mathcal{X}}$ is called the field belonging to $\mathcal{X}$ or the field associated to $\mathcal{X}$.
Remark 12.6.27. We have that $\mathcal{X}$ is even iff $\mathfrak{p}_{\infty}$ decomposes totally in $K_{\mathcal{X}} / K$.
Remark 12.6.28. Let $\mathcal{X}$ be a Dirichlet character $\bmod M$ and let $N \in R_{T} \backslash\{0\}$ be a multiple of $M$. Consider the Dirichlet character $\widetilde{\mathcal{X}}$ defined $\bmod N$, that is,


$$
\left(R_{T} /(M)\right)^{*}
$$

Let $K_{1}=K\left(\Lambda_{M}\right)^{\operatorname{ker} \mathcal{X}}$ and $K_{2}=K\left(\Lambda_{N}\right)^{\mathrm{ker} \tilde{\mathcal{X}}}$. Then

$$
\operatorname{ker} \varphi_{N, M}=\{A \bmod N \mid A \equiv 1 \bmod M\}
$$

and

$$
\left(R_{T} /(N)\right)^{*} / \operatorname{ker} \varphi_{N, M} \cong\left(R_{T} /(M)\right)^{*}
$$

Since $G_{N} \cong\left(R_{T} /(N)\right)^{*}$ and $G_{M} \cong\left(R_{T} /(M)\right)^{*}$,

it follows that $K\left(\Lambda_{M}\right)=K\left(\Lambda_{N}\right)^{H}$, where $H=\operatorname{Gal}\left(K\left(\Lambda_{N}\right) / K\left(\Lambda_{M}\right)\right.$ ). Hence $\operatorname{ker} \varphi_{N, M} \cong \operatorname{Gal}\left(K\left(\Lambda_{N}\right) / K\left(\Lambda_{M}\right)\right)$.

Now, $\operatorname{ker} \tilde{\mathcal{X}}=\varphi_{N, M}^{-1}(\operatorname{ker} \mathcal{X})$, and since $\varphi_{N, M}^{-1}(\operatorname{ker} \mathcal{X}) \supseteqq \varphi_{N, M}^{-1}(\{1\})=\operatorname{ker} \varphi_{N, M}$, we have $K_{2}=K\left(\Lambda_{N}\right)^{\operatorname{ker} \tilde{\mathcal{X}}} \subseteq K\left(\Lambda_{N}\right)^{\operatorname{ker} \varphi_{N, M}}=K\left(\Lambda_{M}\right)$. Thus $K_{2} \subseteq K\left(\Lambda_{M}\right)^{\operatorname{ker} \mathcal{X}}=$ $K_{1}$. On the other hand,

$$
\begin{aligned}
|\operatorname{ker} \tilde{\mathcal{X}}| & =\left|\varphi_{N, M}^{-1}(\operatorname{ker} \mathcal{X})\right|=\left|\operatorname{ker} \varphi_{N, M}\right||\operatorname{ker} \mathcal{X}| \\
& =\left[K\left(\Lambda_{N}\right): K\left(\Lambda_{M}\right)\right]\left[K\left(\Lambda_{M}\right): K_{1}\right] \\
& =\left[K\left(\Lambda_{N}\right): K_{1}\right]
\end{aligned}
$$

and $|\operatorname{ker} \tilde{\mathcal{X}}|=\left[K\left(\Lambda_{N}\right): K_{2}\right]$. Therefore $K_{1}=K_{2}$.
Thus, given any Dirichlet character $\mathcal{X}$ defined $\bmod M$ (the conductor does not matter) the field $K_{\mathcal{X}, M}=K\left(\Lambda_{M}\right)^{\text {ker } \mathcal{X}}$ depends only on $\mathcal{X}$ and not on $M$.

Definition 12.6.29. Let $X$ be any finite group of Dirichlet characters. Let $M$ be the least common multiple of $\left\{F_{\mathcal{X}} \mid \mathcal{X} \in X\right\}$. Then $X \subseteq \widehat{G_{M}}$. Set $H=\bigcap_{\mathcal{X} \in X}$ ker $\mathcal{X}$ and $K_{X}=K\left(\Lambda_{M}\right)^{H} ; K_{X}$ is called the field belonging to $X$ or the field associated to $X$.

When $X=\langle\mathcal{X}\rangle$, we have $K_{X}=K_{\mathcal{X}}$.
Remark 12.6.30. $H$ is a subgroup of $G_{M}$ and $G_{M} / H \cong \mathrm{Gal}\left(K_{X} / K\right)$. Therefore, by Proposition 12.6.22, $H^{\perp} \cong \operatorname{Gal} \widehat{\left(K_{X} / K\right)}$. Since $G_{M}$ is abelian, it follows that $H^{\perp} \cong$ $\operatorname{Gal} \widehat{\left(K_{X} / K\right)} \cong \operatorname{Gal}\left(K_{X} / K\right)$.

Also, if $\mathcal{X} \in X<\hat{G}_{M}$, then since ker $\mathcal{X} \supseteq H$, we can consider the induced map $\tilde{\mathcal{X}}: G_{M} / H \rightarrow \mathbb{C}^{*}$. Therefore $X \subseteq \widehat{G_{M} / H} \cong H^{\perp}$. Now $X^{\perp}<G_{M}$ and if $\alpha \in X^{\perp}$, then $\mathcal{X}(\alpha)=1$ for all $\mathcal{X} \in X$. Hence $\alpha \in H$ and $X^{\perp} \subseteq H$, so $H^{\perp} \subseteq X^{\perp \perp}=X$.

It follows that

$$
\begin{equation*}
\left.X=H^{\perp} \cong \operatorname{Gal} \widehat{K_{X} / K}\right) \cong \operatorname{Gal}\left(K_{X} / K\right) \tag{12.14}
\end{equation*}
$$

Let $X$ be any finite group of Dirichlet characters. Since $\left.X \cong \operatorname{Gal} \widehat{\left(K_{X} \mid\right.} K\right)$, we can consider the natural pairing

$$
\begin{aligned}
\Psi: \operatorname{Gal}\left(K_{X} / K\right) \times X & \longrightarrow \mathbb{C}^{*} \\
(g, \mathcal{X}) & \longmapsto \mathcal{X}(g)
\end{aligned}
$$

Under $\Psi$ we have that if $L$ is a subfield of $K_{X}$, let

$$
\left.Y_{L}=\operatorname{Gal}\left(K_{X} / L\right)^{\perp} \cong \frac{\operatorname{Gal}\left(\widehat{K_{X} / K}\right)}{\operatorname{Gal}\left(K_{X} / L\right)} \cong \widehat{\operatorname{Gal}(L / K}\right)
$$

Conversely, if $Y \subseteq X$ is a subgroup of $X$, let $L_{Y}=K_{X}^{Y^{\perp}}$. Then $L_{Y}$ is the fixed subfield of $\left\{g \in \operatorname{Gal}\left(K_{X} / K\right) \mid \mathcal{X}(g)=1\right.$ for all $\left.\mathcal{X} \in Y\right\}$.

We have $Y^{\perp}=\operatorname{Gal}\left(K_{X} / L_{Y}\right)$, so $Y=Y^{\perp \perp}=\operatorname{Gal}\left(K_{X} / L_{Y}\right)^{\perp}=Y_{L_{Y}}$. Conversely, $L_{Y_{L}}=K_{X}^{Y_{L}^{\perp}}=K_{X}^{\left(\operatorname{Gal}\left(K_{X} / L\right)^{\perp}\right)^{\perp}}=K_{X}^{\mathrm{Gal}\left(K_{X} / L\right)}=L$. In other words, we have the following theorem:

Theorem 12.6.31. There is a bijective correspondence between $\mathcal{A}=\{Y \mid Y<X\}$ and $\mathcal{B}=\left\{L \mid L \subseteq K_{X}\right\}$ given by

$$
\begin{aligned}
\mathcal{A} & \longleftrightarrow \mathcal{B} \\
Y & \longrightarrow L_{Y}=K_{X}^{Y^{\perp}} \\
\widehat{\operatorname{Gal}(L / K}) \cong \operatorname{Gal}\left(K_{X} / L\right)^{\perp}=Y_{L} & \longleftrightarrow L
\end{aligned}
$$

In particular, we obtain a one-to-one correspondence between all groups of Dirichlet characters and subfields of cyclotomic function fields.

Remark 12.6.32. Since $\operatorname{Gal}(L / K)$ is a finite group, we have $\operatorname{Gal}(L / K) \cong \widehat{\operatorname{Gal}(L / K)} \cong$ $Y_{L}$. This may be expressed by means of the natural nondegenerate pairing

$$
\begin{aligned}
\operatorname{Gal}(L / K) \times Y_{L} & \longrightarrow \mathbb{C}^{*} \\
(g, \mathcal{X}) & \longmapsto \mathcal{X}(g) .
\end{aligned}
$$

Proposition 12.6.33. Let $X_{1}, X_{2}$ be two groups of Dirichlet characters and let $K_{i}=$ $K_{X_{i}}(i=1,2)$ be the field belonging to $X_{i}$. Then
(1) $X_{1} \subseteq X_{2} \Longleftrightarrow K_{1} \subseteq K_{2}$,
(2) $K_{\left\langle X_{1}, X_{2}\right\rangle}=K_{1} K_{2}$.

Proof. See Exercise 12.10.28.
Now we shall see the way Dirichlet characters may be applied to study some arithmetic properties of cyclotomic function fields.

Let $M \in R_{T} \backslash\{0\}$ and let $M=\prod_{i=1}^{r} P_{i}^{\alpha_{i}}$ be its decomposition as a product of irreducible polynomials. Then

$$
\begin{equation*}
\left(R_{T} /(M)\right)^{*} \cong \prod_{i=1}^{r}\left(R_{T} /\left(P_{i}^{\alpha_{i}}\right)\right)^{*} \tag{12.15}
\end{equation*}
$$

If $\mathcal{X}$ is a Dirichlet character $\bmod M$, then corresponding to (12.15) let $\mathcal{X}=\prod_{i=1}^{r} \mathcal{X}_{P_{i}}$ where $\mathcal{X}_{P_{i}}$ is a character $\bmod P_{i}^{\alpha_{i}}$. In other words,

$$
\mathcal{X}(A \bmod M)=\prod_{i=1}^{r} \mathcal{X}_{P_{i}}\left(A \bmod P_{i}^{\alpha_{i}}\right)
$$

Example 12.6.34. Let $\mathcal{X}$ and $\varphi$ be as in Example 12.6.12. Then $\mathcal{X}$ is defined mod $T^{2}\left(T^{2}+1\right)$ and $\varphi$ is defined $\bmod T^{2}$. Let $\phi:=\mathcal{X} \varphi$, where $\phi$ is defined $\bmod T^{2}+1$. We have $\mathcal{X}=(\mathcal{X} \varphi) \varphi^{-1}=\phi \varphi^{-1}$ and $\phi$ is defined $\bmod T^{2}+1$, so $\mathcal{X}_{T^{2}}=\varphi^{-1}=\varphi$, and $\mathcal{X}_{T^{2}+1}=\phi$.
Definition 12.6.35. Let $X$ be any finite group of Dirichlet characters. Then for a monic irreducible polynomial $P$ in $R_{T}$ we set

$$
X_{P}=\left\{\mathcal{X}_{P} \mid \mathcal{X} \in X\right\}
$$

Theorem 12.6.36. Let $X$ be a finite group of Dirichlet characters and $K_{X}$ its associated field. Let $P \in R_{T} \backslash\{0\}$ be an irreducible polynomial and set $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P}}$. Let $\mathfrak{P}$ be a prime divisor of $K_{X}$ that lies above $\mathfrak{p}$ and set $e=e(\mathfrak{P} \mid \mathfrak{p})$. Then $e=\left|X_{P}\right|$.
Proof. Let $M$ be the least common multiple of $\{F \mathcal{X} \mid \mathcal{X} \in X\}$. Then $K_{X} \subseteq K\left(\Lambda_{M}\right)$. Let $M=P^{a} A$, where $A \in R_{T}$ and $P$ does not divide $A$. Let $L=K_{X}\left(\Lambda_{A}\right)=K_{X} K\left(\Lambda_{A}\right)$.


By Proposition 12.6.33,

$$
L=K_{X} K\left(\Lambda_{A}\right)=K_{X} K_{\widehat{G_{A}}}=K_{\left\langle X, \widehat{G_{A}}\right\rangle} .
$$

Thus $L$ is the field belonging to the group generated by $X$ and $\hat{G}_{A}$. Equivalently, the group of characters of $L$ is generated by $X$ and each Dirichlet character of $G_{M}$ whose conductor is prime with $P$. Thus

$$
\left\langle X, \hat{G}_{A}\right\rangle \cong X_{P} \times \hat{G}_{A}
$$

We have $K_{X_{P}} \subseteq K\left(\Lambda_{P^{a}}\right)$ and $L=K_{X_{P}} K\left(\Lambda_{A}\right)$.
Notice that $\mathfrak{p}$ is unramified in $K\left(\Lambda_{A}\right) / K$. It follows that the ramification index of $\mathfrak{p}$ in $K_{X} / K$ is the same as that of $L / K$. Since $L / K_{X_{P}}$ is not ramified in the prime divisors above $\mathfrak{p}$ and $\mathfrak{p}$ is fully ramified in $K_{X_{P}} / K$ (Proposition 12.3.14), we conclude that $e=\left[K_{X_{P}}: K\right]=\left|X_{P}\right|$.

Example 12.6.37. Set $q=2$ and consider the character $\mathcal{X}$ given in Example 12.6.12. The conductor of $\mathcal{X}$ is $T^{2}\left(T^{2}+1\right)$. By Example 12.6 .34 we have $\mathcal{X}_{T^{2}}=\varphi$ and $\mathcal{X}_{T^{2}+1}=\phi$. Note that

$$
\Phi\left(T^{2}\right)=\Phi\left(T^{2}+1\right)=q^{d n}-q^{d(n-1)}=2^{1 \times 2}-2^{1 \times(2-1)}=2^{2}-2=4-2=2
$$

Hence $\left[K\left(\Lambda_{T^{2}}\right): K\right]=\left[K\left(\Lambda_{T^{2}+1}\right): K\right]=2$. We have

$$
u^{T^{2}}=\sum_{i=0}^{2}\left[\begin{array}{c}
T^{2} \\
i
\end{array}\right] u^{q^{i}}=T^{2} u+\left[\begin{array}{c}
T^{2} \\
1
\end{array}\right] u^{q}+u^{q^{2}}
$$

Now $\left[\begin{array}{c}T^{2} \\ 1\end{array}\right]=T\left[\begin{array}{l}T \\ 1\end{array}\right]+\left[\begin{array}{l}T \\ 0\end{array}\right]^{q}=T+T^{q}=T+T^{2}$, where $\left[\begin{array}{c}T \\ 1\end{array}\right]=a_{1}=1$. Thus $u^{T^{2}}=T^{2} u+\left(T+T^{2}\right) u^{2}+u^{4}$. We also have

$$
\Psi_{T^{2}}(u)=u^{T^{2}} / u^{T}=\frac{T^{2} u+\left(T+T^{2}\right) u^{2}+u^{4}}{T u+u^{2}}=u^{2}+T u+T .
$$

Hence each root $\alpha$ of $\Psi_{T^{2}}(u)$ is of the form $\left(\frac{\alpha}{T}\right)^{2}+\left(\frac{\alpha}{T}\right)=-\frac{1}{T}=\frac{1}{T}$. Hence $K\left(\Lambda_{T^{2}}\right)=$ $K(\beta)$, where $\beta$ is a root of the Artin-Schreier extension satisfying $\beta^{2}-\beta=\frac{1}{T}$. Similarly, $K\left(\Lambda_{T^{2}+1}\right)=K(\gamma)$ where $\gamma^{2}-\gamma=\frac{1}{T+1}$. It follows that $K \mathcal{X}=K(\varepsilon)$ with $\varepsilon^{2}-\varepsilon=\frac{1}{T(T+1)}$ and we have the following diagram:


In $K(\varepsilon) / K, T$ and $T+1$ are the ramified primes; in $K(\beta) / K, T$ is the only ramified prime and in $K(\gamma) / K, T+1$ is the only ramified prime.

Corollary 12.6.38. Let $\mathcal{X}$ be a Dirichlet character. Then $P$ ramifies in $K \mathcal{X} / K$ if and only if $\mathcal{X}(P)=0$ (or equivalently $P$ divides $F_{\mathcal{X}}$ ). If $X$ is any finite group of Dirichlet characters, then $P$ is unramified in $K_{X} / K$ if and only if $\mathcal{X}(P) \neq 0$ for all $\mathcal{X} \in X$.

Proof. We have the following equivalences: $P$ is ramified in $K_{X} / K \Leftrightarrow X_{P} \neq 1 \Leftrightarrow$ $\exists \mathcal{X} \in X$ such that $\mathcal{X}_{P} \neq 1 \Leftrightarrow \exists \mathcal{X} \in X$ with $P \mid F \mathcal{X} \Leftrightarrow \exists \mathcal{X} \in X$ with $\mathcal{X}(P)=0$.

The inertia group and the decomposition group are related to Dirichlet characters in the following manner:

Theorem 12.6.39. Let $X$ be a finite group of Dirichlet characters and let $K_{X}$ be its associated field. Let $P \in R_{T}$, and $Y=\{\mathcal{X} \in X \mid \mathcal{X}(P) \neq 0\}, Z=\{\mathcal{X} \in X \mid \mathcal{X}(P)=1\}$. $\operatorname{Set}(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{dg} P} P}$ and consider $\mathfrak{P}$ to be a prime divisor in $K_{X}$ lying above $\mathfrak{p}$. Then

$$
X / Y \cong \widehat{I(P) \mid p}) \cong I(\mathfrak{P} \mid \mathfrak{p}) \quad \text { and } \quad X / Z \cong D(\mathfrak{P} \mid \mathfrak{p}) .
$$

In particular, $e=e(\mathfrak{P} \mid \mathfrak{p})=[X: Y], f=f(\mathfrak{P} \mid \mathfrak{p})=[Y: Z]$, and $h=[Z: 1]=|Z|$, where $h$ is the number of prime divisors in $K_{X}$ above $\mathfrak{p}$. Finally, the group $Y / Z$ is cyclic of order $f$.

Proof. Let $K_{Y}$ be the field corresponding to $Y$. Since $Y \subseteq X$ we have $K_{Y} \subseteq K_{X}$. By Corollary 12.6.38, $K_{Y} / K$ is the maximal extension in which $\mathfrak{p}$ is unramified. Since $K_{X} / K$ is an abelian extension, it follows that any place in $K_{Y}$ above $\mathfrak{p}$ is fully ramified in $K_{X} / K_{Y}$ and $K_{Y}=K_{X}^{I(\mathfrak{B} \mid \mathfrak{p})}$. By Theorem 12.6.31, $K_{Y}=K_{X}^{Y^{\perp}}$. Thus $Y^{\perp}=I(\mathfrak{P} \mid \mathfrak{p})=\operatorname{Gal}\left(K_{X} / K_{Y}\right)$. Therefore, using Proposition 12.6.23 we obtain

$$
\left.X / Y=\operatorname{Gal} \widehat{\left(K_{X} / K\right.}\right) / \operatorname{Gal}\left(K_{X} / K_{Y}\right)^{\perp} \cong \operatorname{Gal} \widehat{\left(K_{X} / K_{Y}\right)}=I(\widehat{\mathfrak{P} \mid \mathfrak{p}}) \cong I(\mathfrak{P} \mid \mathfrak{p}) .
$$

Now, $\mathfrak{p}$ is unramified in $K_{Y} / K$. Let $M$ be the least common multiple of $\left\{F_{X} \mid\right.$ $\mathcal{X} \in Y\}$.

By Corollary 12.6.38, $P$ does not divide $M$ and $Y \subseteq \hat{G}_{M}$, so by Proposition 12.6.33, $K_{Y} \subseteq K\left(\Lambda_{M}\right)$. Clearly, the Frobenius map $\varphi_{P}$ for $K\left(\Lambda_{M}\right)$ corresponds to the map $\lambda_{M} \longrightarrow \lambda_{M}^{P}$, where $\lambda_{M}$ is a generator of $\Lambda_{M}$. Thus $\varphi_{P} \in G_{M} \cong\left(R_{T} /(M)\right)^{*}$ corresponds to $P \bmod M$. Since

$$
\operatorname{Gal}\left(K_{Y} / K\right) \cong \frac{\operatorname{Gal}\left(K_{( }\left(\Lambda_{M}\right) / K\right)}{\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K_{Y}\right)},
$$

the Frobenius map $\widetilde{\varphi}_{P}$ for $K_{Y} / K$ corresponds to the coset of $P$ in this quotient.
If $\mathcal{X} \in Y$, $\operatorname{ker} \mathcal{X} \supseteq \operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K_{Y}\right)$. Then $\mathcal{X}\left(\widetilde{\varphi}_{P}\right)=\mathcal{X}(P)$. In particular, $\mathcal{X}\left(\widetilde{\varphi}_{P}\right)=1$ if and only if $\mathcal{X}(P)=1$. Thus $Z=\left\langle\widetilde{\varphi}_{P}\right\rangle^{\perp}$ under the pairing $\operatorname{Gal}\left(K_{Y} / K\right) \times Y \rightarrow \mathbb{C}^{*}$.

Using Propositions 12.6.18 and 12.6 .23 we obtain

$$
Y /\left\langle\widetilde{\varphi}_{P}\right\rangle^{\perp}=Y / Z \cong\left\langle\widehat{\widehat{\varphi}_{P}}\right\rangle \cong\left\langle\widetilde{\varphi}_{P}\right\rangle .
$$

The latter is a cyclic group of order $f=[Y: Z]$.
Set $L=K_{Y}^{\left\langle\varphi\left({ }_{P}\right)\right.}$. Then $L$ is the decomposition field of $\mathfrak{p}$, so $\mathfrak{p}$ is fully decomposed in $L / K$ and any prime divisor in $L$ above $\mathfrak{p}$ is inert in $K_{Y} / L$ (because $[\ell(\mathfrak{q}): k(\mathfrak{p})]=1$ and $\left[k_{Y}(\mathfrak{P}): k(\mathfrak{p})\right]=\left[k_{Y}(\mathfrak{P}): \ell(\mathfrak{q})\right]=\left[K_{Y}: L\right]=o\left(\widetilde{\varphi}_{P}\right)$, where $\mathfrak{q}$ is a prime divisor of $L$ above $\mathfrak{p}$ and $\ell, k$, and $k_{Y}$ are the fields of constants of $L, K$, and $K_{Y}$ respectively). Therefore if $h$ is the number of prime divisors in $K_{X}$ above $\mathfrak{p}$, we have

$$
h=[L: K]=\frac{\left[K_{Y}: K\right]}{\left[K_{Y}: L\right]}=\frac{|Y|}{\left|\left\langle\widetilde{\varphi}_{P}\right\rangle\right|}=|Z| .
$$

In $K_{X} / K$, the splitting field of $\mathfrak{p}$ is the fixed field of the decomposition group, and this is $L$. Thus $L$ is the field corresponding to $Z$, and $Z=\widehat{\operatorname{Gal}(L \mid K)}$.


By Exercise 12.10.29,

$$
X / Z=\frac{\operatorname{Gal} \widehat{\left(K_{X} / K\right)}}{\operatorname{Gal(L/K)}} \cong \frac{\operatorname{Gal} \widehat{\left(K_{X} / K\right)}}{\left(\frac{\operatorname{Gal}\left(K_{X} / K\right)}{\operatorname{Gal}\left(K_{X} / L\right)}\right)} \cong \widehat{\operatorname{Gal}\left(K_{X} / L\right)} \cong \widehat{D(\mathfrak{P} \mid \mathfrak{p})}
$$

Lemma 12.6.40. Let $P \in R_{T}$ be a monic irreducible polynomial of degree $d$ and let $n=p^{t}$. Then $\left(R_{T} /\left(P^{n}\right)\right)^{*}$ contains a cyclic subgroup of order $p^{t}$ a for any a dividing $q^{d}-1$.

Proof. We have $\left|\left(R_{T} /\left(P^{n}\right)\right)^{*}\right|=\Phi\left(P^{n}\right)=q^{d n}-q^{d(n-1)}=q^{d(n-1)}\left(q^{d}-1\right)$. Therefore the groups $\left(R_{T} /\left(P^{n}\right)\right)^{*}$ is isomorphic to a direct sum $H \oplus A$ where $|H|=$ $q^{d(n-1)}$ and $|A|=q^{d}-1$. Note that $A$ is the only subgroup of $\left(R_{T} /\left(P^{n}\right)\right)^{*}$ of order $q^{d}-1$. Define

$$
\begin{aligned}
\theta:\left(R_{T} /\left(P^{n}\right)\right)^{*} & \longrightarrow\left(R_{T} / P\right)^{*} \\
B \bmod P^{n} & \longmapsto B \bmod P .
\end{aligned}
$$

Then $\theta$ is an epimorphism and $\left(R_{T} /\left(P^{n}\right)\right)^{*} / \operatorname{ker} \theta \cong\left(R_{T} /(P)\right)^{*}$.
Since $\left|\left(R_{T} /(P)\right)^{*}\right|=\Phi(P)=q^{d}-1$, it follows that

$$
A \cong\left(R_{T} /(P)\right)^{*} \text { and } H \cong \operatorname{ker} \theta \cong\left\{B \bmod P^{n} \mid B \equiv 1 \bmod P\right\}
$$

But $R_{T} /(P)$ and $\mathbb{F}_{q^{d}}$ are isomorphic, so $A$ must be the multiplicative group of nonzero elements of a field, and therefore $A$ is a cyclic group.

Now let $B=1+P$. We wish to determine the order of $B \bmod P^{n}$ in the quotient $R_{T} / P^{n}$. Since $B$ belongs to $\operatorname{ker} \theta$, we have $B \in H$ and $o(B)=p^{s}$ for some $s \geq 0$. Then

$$
B^{p^{s}}=1+P^{p^{s}} \equiv 1 \bmod P^{n} \Leftrightarrow p^{s} \geq n=p^{t} \Leftrightarrow s \geq t .
$$

Thus $o(B)=p^{t}$, and the result follows.

Theorem 12.6.41. Let $G$ be any finite abelian group. There exist fields $E$ and $F$ such that:
(i) $\operatorname{Gal}(F / E) \cong G$.
(ii) $F / E$ is unramified at all prime divisors.
(iii) $F / K$ is an abelian extension and $E / K$ is a cyclic extension, where, as usual, $K=\mathbb{F}_{q}(T)$.
(iv) The field of constants of $E$ and $F$ is $\mathbb{F}_{q}$.

Proof. Assume $G \cong \mathbb{Z} / m_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / m_{r} \mathbb{Z}$. Let $m_{i}=p^{t_{i}} a_{i}$ with $\left(a_{i}, p\right)=1$ for $t_{i} \geq 0$ and $1 \leq i \leq r$. Let $d_{i}^{\prime}=o\left(p \bmod a_{i}\right)$ for $1 \leq i \leq r$, that is, $p^{d_{i}^{\prime}} \equiv 1 \bmod a_{i}$. Suppose $d_{1}<d_{2}<\cdots<d_{r}$, where each $d_{i}^{\prime}$ divides $d_{i}$ (for instance, take $d_{1}=d_{1}^{\prime}, d_{i}=$ $\left.2 d_{i-1} d_{i}^{\prime}, i=2, \ldots, r\right)$. Let $P_{i} \in R_{T}$ be a monic irreducible polynomial of degree $d_{i}$. Such a $P_{i}$ exists since $\mathbb{F}_{q^{d_{i}}}=\mathbb{F}_{q}\left(\alpha_{i}\right)$ for some $\alpha_{i}$ and if $P_{i}=\operatorname{Irr}\left(\alpha_{i}, T, \mathbb{F}_{q}\right)$, then $\mathbb{F}_{q}\left(\alpha_{i}\right) \cong R_{T} /\left(P_{i}\right)$. By Lemma 12.6.40, $\left(R_{T} /\left(P_{i}^{p^{t_{i}}}\right)\right)^{*}$ contains an element of order $p^{t_{i}} a_{i}=m_{i}$. Since the character group of $\left(R_{T} /\left(P_{i}^{p^{t_{i}}}\right)\right)^{*}$ is isomorphic to the group, there exists a character $\mathcal{X}_{i} \bmod P_{i}^{p^{t_{i}}}$ and order $m_{i}$. Thus, $\mathcal{X}_{i}$ satisfies $o\left(\mathcal{X}_{i}\right)=m_{i}$ and $F_{\mathcal{X}_{i}}=P_{i}^{s_{i}}$ with $s_{i} \leq p^{t_{i}}$.

Let $P_{r+1}$ be another monic irreducible polynomial of degree $d_{r+1}>d_{r}$ such that $a_{1} \cdots a_{r} \mid q^{d_{r+1}}-1$. Such $d_{r+1}$ exists since $\left(a_{1} \cdots a_{r}, q\right)=1$. Let $\mathcal{X}_{r+1}$ be a Dirichlet character defined $\bmod P_{r+1}^{p^{t}}$ for $t=t_{1}+\cdots+t_{r}$ and order $m_{r+1}=$ $p^{t}\left(q^{d_{r+1}}-1\right)$ (Lemma 12.6.40). Then $m_{1} \cdots m_{r}=a_{1} \cdots a_{r} p^{t_{1}+\cdots+t_{r}} \mid m_{r+1}$. Let $\mathcal{X}=\mathcal{X}_{1} \ldots \mathcal{X}_{r} \mathcal{X}_{r+1}$ and $E=K_{X}$ be the field corresponding to $X=\langle\mathcal{X}\rangle$. Let $Y=\left\langle\mathcal{X}_{1}, \ldots, \mathcal{X}_{r}, \mathcal{X}_{r+1}\right\rangle$ and $F=K_{Y}$ be the field corresponding to $Y$. We have $K \subseteq E=K_{X} \subseteq K_{Y}=F \subseteq K\left(\Lambda_{M}\right)$, where

$$
M=P_{1}^{\alpha_{1}} \cdots P_{r}^{\alpha_{r}} P_{r+1}^{\alpha_{r+1}} \quad \text { with } \quad \alpha_{i}=p^{t_{i}}, \quad 1 \leq i \leq r, \quad \text { and } \quad \alpha_{r+1}=p^{t}
$$

Thus the field of constants of $E$ and $F$ is $\mathbb{F}_{q}$. This proves (d). Also, $F / K$ is an abelian extension.

Now by (12.14), the $\operatorname{group} \operatorname{Gal}(E / K) \cong X=\langle\mathcal{X}\rangle$ is cyclic. This proves (c).
We have $Y=\left\langle\mathcal{X}_{1}, \ldots, \mathcal{X}_{r}, \mathcal{X}_{r+1}\right\rangle=\left\langle\mathcal{X}_{1}, \ldots, \mathcal{X}_{r}, \mathcal{X}\right\rangle$. Moreover, $o(\mathcal{X})=$ $o\left(\mathcal{X}_{r+1}\right)=m_{r+1}$ and since $m_{1} \cdots m_{r}$ divides $m_{r+1}, \mathcal{X}$ is of maximal order. It follows that on the one hand, $Y / X=Y /\langle\mathcal{X}\rangle \cong\left\langle\mathcal{X}_{1}, \ldots, \mathcal{X}_{r}\right\rangle$, and on the other hand, by Exercise 12.10.29,

$$
\begin{aligned}
Y / X & =\frac{\operatorname{Gal} \widehat{\left(K_{Y} / K\right)}}{\operatorname{Gal}\left(K_{X} / K\right)} \cong \frac{\operatorname{Gal(K_{Y}/K)}}{\left(\frac{\operatorname{Gal}\left(K_{Y} / K\right)}{\operatorname{Gal}\left(K_{Y} / K_{X}\right)}\right)} \cong \operatorname{Gal} \widehat{\left(K_{Y} / K_{X}\right)} \\
& \cong \operatorname{Gal(F/E)} \cong \operatorname{Gal}(F / E)
\end{aligned}
$$



Thus $\operatorname{Gal}(F / E) \cong\left\langle\mathcal{X}_{1}, \ldots, \mathcal{X}_{r}\right\rangle \cong \mathbb{Z} / m_{1} \mathbb{Z} \times \cdots \times \mathbb{Z} / m_{r} \mathbb{Z} \cong G$. This proves (a).
Finally, by Theorem 12.5 .3 the ramified primes in $F / K$ are $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{r}, \mathfrak{p}_{r+1}$, and $\mathfrak{p}_{\infty}$, where $\left(P_{i}\right)_{K}=\frac{\mathfrak{p}_{i}}{\mathfrak{p}_{\infty}^{\operatorname{leg} P_{i}}}$. Notice that the ramification index of $\mathfrak{p}_{\infty}$ in $E / K$ is $q-1$ as well as in $F / K$ since $E$ is the field belonging to $\mathcal{X}, q-1 \mid o(\mathcal{X}),\left(R_{T} /\left(P_{r+1}^{p^{t}}\right)\right)^{*}$ contains a unique subgroup of order $q-1$ (Lemma 12.6.40), and this subgroup is precisely the inertia group of $\mathfrak{p}_{\infty}$ (Proposition 12.5.4). Therefore $\mathfrak{p}_{\infty}$ is unramified in $F / E$. Finally, we have $Y_{P_{i}}=\left\langle\mathcal{X}_{i}\right\rangle=X_{P_{i}}$. By Theorem 12.6.36, the ramification index in $F / E$ of any prime divisor in $F$ above $\mathfrak{p}_{i}$ is $\frac{\left|Y_{P_{i}}\right|}{\left|X_{P_{i}}\right|}=1$. Thus $F / E$ is unramified for every prime divisor. This proves (b) and the theorem.

### 12.7 Different and Genus

Let $M \in R_{T} \backslash\{0\}$ be a monic nonconstant polynomial. We denote by $\mathfrak{D}_{M}$ the different of the extension $K\left(\Lambda_{M}\right) / K$ and by $g_{M}$ the genus of $K\left(\Lambda_{M}\right)$. Since the extension $K\left(\Lambda_{M}\right) / K$ is geometric and separable we may apply the Riemann-Hurwitz genus formula. For an irreducible polynomial $P \in R_{T}$, we write $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P}}$.
Proposition 12.7.1. Let $P$ be a monic irreducible polynomial of degree $d$ and let $n \in$ $\mathbb{N}$. If $M=P^{n}$, then

$$
\mathfrak{D}_{M}=\mathfrak{P}^{s} \prod_{\mathfrak{B} \mid \mathfrak{p}_{\infty}} \mathfrak{B}^{q-2},
$$

where $\mathfrak{P}$ is the only prime divisor in $K\left(\Lambda_{M}\right)$ above $\mathfrak{p}$,

$$
s=n \Phi(M)-q^{d(n-1)}=n q^{d n}-n q^{d(n-1)}-q^{d(n-1)}=n q^{d n}-(n+1) q^{d(n-1)}
$$

and

$$
2 g_{M}-2=(d q n-d n-q) \frac{\Phi\left(P^{n}\right)}{q-1}-d q^{d(n-1)}
$$

Proof. By Theorem 12.5.3 any prime divisor other than $\mathfrak{p}$ and $\mathfrak{p}_{\infty}$ is unramified in $K\left(\Lambda_{M}\right) / K$. Also, $\mathfrak{p}$ is fully ramified, $e_{\infty}=q-1$, and $\mathfrak{p}_{\infty}$ is tamely ramified. Thus $\mathfrak{D}_{M}=\mathfrak{P}^{s} \prod_{\mathfrak{B} \mid \mathfrak{p}_{\infty}} \mathfrak{B}^{q-2}$.

Now we shall find $s$. To this end we calculate $\left.\left(\mathfrak{D}_{M}\right)_{\mathfrak{p}}=\mathfrak{D}_{\left(K\left(\Lambda_{M}\right)\right.} \mathfrak{P}^{\prime} / K_{\mathfrak{p}}\right)=\mathfrak{P}^{s}$. Clearly, $K\left(\Lambda_{M}\right)_{\mathfrak{P}}$ is generated over $K_{\mathfrak{p}}$ for a root $\lambda$ of $\Psi_{P^{n}}(u)=\frac{u^{P^{n}}}{u^{P^{n-1}}}$.

By Proposition 12.5.8, $\left\{\lambda^{i}\right\}_{i=0}^{\Phi(M)-1}$ is an integral basis of the extension $K\left(\Lambda_{M}\right)_{\mathfrak{P}} / K_{\mathfrak{p}}$. By Theorem 5.7.17, we have $\left(\mathfrak{D}_{M}\right)_{\mathfrak{P}}=\left(\Psi_{P^{n}}^{\prime}(\lambda)\right)_{\mathfrak{P}}$. Now $u^{P^{n}}=u^{P^{n-1}} \Psi_{P^{n}}(u)$, so

$$
\begin{aligned}
P^{n} & =\left(u^{P^{n}}\right)^{\prime}=\left(u^{P^{n-1}}\right)^{\prime} \Psi_{P^{n}}(u)+u^{P^{n-1}} \Psi_{P^{n}}^{\prime}(u) \\
& =P^{n-1} \Psi_{P^{n}}(u)+u^{P^{n-1}} \Psi_{P^{n}}^{\prime}(u) .
\end{aligned}
$$

Therefore $P^{n}=\lambda^{P^{n-1}} \Psi_{P^{n}}^{\prime}(\lambda)$ and $\left(\Psi_{P^{n}}^{\prime}(\lambda)\right)=\left(\frac{P^{n}}{\lambda^{P^{n-1}}}\right)$.
Since $\lambda^{P^{n-1}} \in \Lambda_{P}$ and $\Psi_{P}(u)=\prod_{(A, P)=1}\left(u-\lambda_{P}^{A}\right)$, it follows that

$$
\Psi_{P}(0)=P= \pm \prod_{(S, P)=1} \lambda_{P}^{S}=(\text { unity }) \times \lambda_{P}^{\Phi(P)}
$$

We obtain that $\left(\left(\lambda^{P^{n-1}}\right)^{\Phi(P)}\right)=(P)$ and if $\mathfrak{q}$ is the prime divisor of $K\left(\Lambda_{P}\right)$ above $\mathfrak{p}$, we have $v_{\mathfrak{q}}\left(\lambda^{P^{n-1}}\right)=\frac{v_{\mathfrak{q}}(P)}{\Phi(P)}=\frac{e(\mathfrak{q} \mid \mathfrak{p}) v_{\mathfrak{p}}(P)}{\Phi(P)}=1$ because $\mathfrak{q} \mid \mathfrak{p}$ is totally ramified in $K\left(\Lambda_{P}\right) / K$. Then $v_{\mathfrak{P}}\left(\lambda^{P^{n-1}}\right)=e(\mathfrak{P} \mid \mathfrak{q}) v_{\mathfrak{q}}\left(\lambda^{P^{n-1}}\right)=\frac{\Phi\left(P^{n}\right)}{\Phi(P)}$. Consequently,

$$
s=v_{\mathfrak{P}}\left(\Psi_{P^{n}}^{\prime}(\lambda)\right)=v_{\mathfrak{P}}\left(\frac{P^{n}}{\lambda^{P^{n-1}}}\right)=n \Phi\left(P^{n}\right)-q^{d(n-1)}
$$

Finally, by Theorem 9.4.2 we have

$$
2 g_{M}-2=(d n q-d n-q)\left(\Phi\left(P^{n}\right) /(q-1)\right)-d q^{d(n-1)}
$$

Now we state the general result.
Theorem 12.7.2 (Genus and Different formulas). Let $M \in R_{T} \backslash \mathbb{F}_{q}$ be a monic polynomial of the form $M=P_{1}^{\alpha_{1}} \ldots P_{r}^{\alpha_{r}}$, where $P_{1}, \ldots, P_{r}$ are distinct irreducible polynomials. Set $d_{i}=\operatorname{deg} P_{i}$. Then

$$
\mathfrak{D}_{M}=\prod_{i=1}^{r}\left(\prod_{\mathfrak{P} \mid \mathfrak{p}_{i}} \mathfrak{P}\right)^{s_{i}} \prod_{\mathfrak{B} \mid \mathfrak{p}_{\infty}} \mathfrak{B}^{q-2}
$$

where $\left(P_{i}\right)_{K}=\frac{\mathfrak{p}_{i}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P_{i}}}, s_{i}=\alpha_{i} \Phi\left(P_{i}^{\alpha_{i}}\right)-q^{d_{i}\left(\alpha_{i}-1\right)}$, and

$$
2 g_{M}-2=-2 \Phi(M)+\sum_{i=1}^{r} d_{i} s_{i} \frac{\Phi(M)}{\Phi\left(P_{i}^{\alpha_{i}}\right)}+(q-2) \frac{\Phi(M)}{q-1}
$$

Proof. For each $i \in\{1, \ldots, r\}, \mathfrak{p}_{i}$ is fully ramified in $K\left(\Lambda_{P_{i}^{\alpha_{i}}}\right) / K$ and unramified in $K\left(\Lambda_{M}\right) / K\left(\Lambda_{P_{i}^{\alpha_{i}}}\right)$.

Now, for each $\mathfrak{q}$ prime divisor in $K\left(\Lambda_{P_{i}^{\alpha_{i}}}\right)$ that lies above $\mathfrak{p}_{i}$, there are $\frac{\Phi(M) / \Phi\left(P_{i}^{\alpha_{i}}\right)}{f_{i}}$ prime divisors in $K\left(\Lambda_{M}\right)$ above $\mathfrak{q}$, each of them of relative degree $f_{i}$. Therefore the contribution to $\mathfrak{D}_{M}$ of $\mathfrak{p}_{i}$ is $\left(\prod_{\mathfrak{P} \mid \mathfrak{p}_{i}} \mathfrak{P}\right)^{s_{i}}$, where $s_{i}$ is as in Proposition 12.7.1. We have $\operatorname{deg}_{K\left(\Lambda_{M}\right)}\left(\prod_{\mathfrak{P} \mid \mathfrak{p}_{i}} \mathfrak{P}\right)=d_{i} \frac{\Phi(M) / \Phi\left(P_{i}^{\alpha_{i}}\right)}{f_{i}} f_{i}=d_{i} \frac{\Phi(M)}{\Phi\left(P_{i}^{\alpha_{i}}\right)}$. Thus $\mathfrak{D}_{M}=$ $\prod_{i=1}^{r}\left(\prod_{\mathfrak{P} \mid \mathfrak{p}_{i}} \mathfrak{P}\right)^{s_{i}} \prod_{\mathfrak{B} \mid \mathfrak{p}_{\infty}} \mathfrak{B}^{q-2}$ and

$$
\begin{aligned}
2 g_{M}-2 & =\left(2 g_{K}-2\right)\left[K\left(\Lambda_{M}\right): K\right]+\operatorname{deg}_{K\left(\Lambda_{M}\right)} \mathfrak{D}_{M} \\
& =-2 \Phi(M)+\sum_{i=1}^{r} s_{i} d_{i} \frac{\Phi(M)}{\Phi\left(P_{i}^{\alpha_{i}}\right)}+(q-2) \frac{\Phi(M)}{q-1}
\end{aligned}
$$

with $s_{i}=\alpha_{i} \Phi\left(P_{i}^{\alpha_{i}}\right)-q^{d_{i}\left(\alpha_{i}-1\right)}$.

### 12.8 The Maximal Abelian Extension of $\boldsymbol{K}$

We will denote by $A$ the maximal abelian extension of $K$. We will construct $A$ explicitly, namely $A$ is generated by certain extensions of finite degree over $K$, each one of which is generated by roots of a polynomial that can be given explicitly. We can also describe Artin's reciprocity law over these roots (Theorem 11.5.6).

It turns out that $A$ is the composition of three pairwise linearly disjoint extensions $E / K, K_{T} / K$, and $L_{\infty} / K$.

### 12.8.1 $E / K$

Let $E$ be the union of constant extensions of $K$. More precisely, $E=\bigcup_{n=1}^{\infty} \mathbb{F}_{q^{n}}(T)$. By Theorem 6.1.3, $\left[\mathbb{F}_{q^{n}}(T): \mathbb{F}_{q}(T)\right]=\left[\mathbb{F}_{q^{n}}: \mathbb{F}_{q}\right]=n$ and

$$
\operatorname{Gal}\left(\mathbb{F}_{q^{n}}(T) / \mathbb{F}_{q}(T)\right) \cong \operatorname{Gal}\left(\mathbb{F}_{q^{n}} / \mathbb{F}_{q}\right) \cong \mathbb{Z} / n \mathbb{Z}
$$

Recall that $\mathbb{F}_{q^{n}}(T)$ is obtained by adding the roots of $u^{q^{n}}-u=f(u)$ to $K$. We have

$$
\begin{align*}
\operatorname{Gal}(E / K) & =\operatorname{Gal}\left(\bigcup_{n=1}^{\infty} \mathbb{F}_{q^{n}}(T) / \mathbb{F}_{q}(T)\right) \\
& =\operatorname{Gal}\left(\underset{n}{\lim } \mathbb{F}_{q^{n}}(T) / \mathbb{F}_{q}(T)\right) \\
& \cong{\underset{\check{n}}{ }}_{\lim }^{\operatorname{Gal}}\left(\mathbb{F}_{q^{n}} / \mathbb{F}_{q}\right)={\underset{\check{n}}{ }}_{\lim }^{\mathbb{Z}_{n}} / n \mathbb{Z} \tag{12.16}
\end{align*}
$$

The inverse limit in (12.16) is given by maps $\pi_{m, n}: C_{m}:=\mathbb{Z} / m \mathbb{Z} \rightarrow \mathbb{Z} / n \mathbb{Z}=$ $C_{n}, x \bmod m \mapsto x \bmod n$ for $n$ dividing $m$.

Thus $\operatorname{Gal}(E / K) \cong{\underset{\hbar}{\check{l}}}_{\lim }^{\mathbb{Z}} / n \mathbb{Z} \cong \hat{\mathbb{Z}}$, where $\hat{\mathbb{Z}}$ denotes the Prüfer ring, which is the completion of $\mathbb{Z}$.

More precisely, assume that $n$ divides $m$. Then $n=P_{1}^{\alpha_{1}} \cdots P_{r}^{\alpha_{r}}$ and $m=$ $P_{1}^{\beta_{1}} \cdots P_{r}^{\beta_{r}}$ for some $\alpha_{i} \leq \beta_{i}$ and $1 \leq i \leq r$. We have $\pi_{m, n}=\pi_{P_{1}^{\beta_{1}}, P_{1}^{\alpha_{1}}} \times \cdots \times$ $\pi_{P_{r}^{\beta_{r}}, P_{r}^{\alpha_{r}}}$ where $\pi_{P_{i}^{\beta_{i}}, P_{i}^{\alpha_{i}}}: \mathbb{Z} / P_{i}^{\beta_{i}} \mathbb{Z} \rightarrow \mathbb{Z} / P_{i}^{\alpha_{i}} \mathbb{Z}, x \bmod P_{i}^{\beta_{i}} \mapsto x \bmod P_{i}^{\alpha_{i}}$.

Therefore $\underset{n}{\lim } \mathbb{Z} / n \mathbb{Z} \cong \prod_{p}$ prime $\underset{\alpha}{\lim _{\overleftarrow{\prime}}} \mathbb{Z} / p^{\alpha} \mathbb{Z}$. Now $\underset{\alpha}{\lim } \mathbb{Z} / p^{\alpha} \mathbb{Z} \cong \mathbb{Z}_{p}$, where $\mathbb{Z}_{p}$ is the ring of $p$-adic integers.

Theorem 12.8.1. $G_{E}:=\operatorname{Gal}(E / K) \cong \hat{\mathbb{Z}} \cong \prod_{p \text { prime }} \mathbb{Z}_{p}$.
Remark 12.8.2. Topologically, the group $G_{E}=\operatorname{Gal}(E / K)$ is generated by the Frobenius automorphism $\sigma: E \rightarrow E, u \mapsto u^{q}$.

### 12.8.2 $K_{T} / K$

Put $K_{T}=\bigcup_{M \in R_{T}} K\left(\Lambda_{M}\right)$. Now $\operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right) \cong\left(R_{T} /(M)\right)^{*}$, and we have

$$
\begin{aligned}
G_{T} & :=\operatorname{Gal}\left(K_{T} / K\right)=\operatorname{Gal}\left(\underset{M}{\lim } K\left(\Lambda_{M}\right) / K\right) \\
& \cong \lim _{\overleftarrow{M}} \operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right) \cong \lim _{\overleftarrow{M}}\left(R_{T} /(M)\right)^{*}
\end{aligned}
$$

We define an action of $G_{T}$ on $K_{T}$ as follows. If $u \in K_{T}$, then $u \in K\left(\Lambda_{M}\right)$ for some $M \in R_{T}$. For $\sigma \in G_{T}$, we have $\left.\sigma\right|_{K\left(\Lambda_{M}\right)}=\phi$ with $\phi\left(\lambda_{M}\right)=\lambda_{M}^{A}$ and $(A, M)=1$. In fact, if $\mathcal{G}:=\underset{M}{\lim _{M}}\left(R_{T} /(M)\right)^{*}$, there exists a natural projection $\mathcal{G} \xrightarrow{\pi_{M}}\left(R_{T} /(M)\right)^{*}$, which corresponds to the restriction $\sigma\left(\lambda_{M}\right)=\pi_{M}(\sigma)\left(\lambda_{M}\right)$.

We shall now describe explicitly $G_{T} \cong \mathcal{G}$.
Proposition 12.8.3. Let $M=P^{n} \in R_{T}$, where $n \geq 1$ and $P$ is a monic irreducible polynomial. Then $\left(R_{T} /(M)\right)^{*} \cong H_{M} \oplus C_{q^{d}-1}$, where $H_{M}$ is a p-group of order $q^{d(n-1)}$ and $C_{q^{d}-1}$ is a cyclic group of order $q^{d}-1$ with $d=\operatorname{deg} P$.
Proof. The group $\left(R_{T} /(M)\right)^{*}$ is abelian of order $\Phi(M)=q^{d n}-q^{d(n-1)}=q^{d(n-1)}\left(q^{d}-\right.$ 1). It follows that $\left(R_{T} /(M)\right)^{*} \cong H_{M} \oplus B$ with $\left|H_{M}\right|=q^{d(n-1)}$ and $|B|=q^{d}-1$. Finally, since

$$
\begin{aligned}
\theta:\left(R_{T} /(M)\right)^{*} & \longrightarrow\left(R_{T} /(P)\right)^{*} \\
C \bmod M & \longmapsto C \bmod P
\end{aligned}
$$

is an epimorphism, it follows that $B$ is isomorphic to $\left(R_{T} /(P)\right)^{*}$, which is a cyclic group because it is the multiplicative group of the nonzero elements of a finite field.

Remark 12.8.4. In fact we have

$$
H_{M} \cong \operatorname{ker} \theta=\left\{D \bmod P^{n} \mid D \equiv 1 \bmod P\right\}
$$

That is, if $D \in H_{M}$, then $D \equiv 1+C P^{s} \bmod P^{n}$ with $C \in R_{T},(C, P)=1$, and $1 \leq s \leq n$. Now the elements of $H_{M}$ of the form $D \equiv 1+C P^{s} \bmod P^{n}$, where $1 \leq s \leq n-1$ and $(C, P)=1$, are in correspondence with $\left(R_{T} /\left(P^{n-s}\right)\right)^{*}$. Therefore $H_{M}$ contains $\Phi\left(P^{n-s}\right)=q^{d(n-s)}-q^{d(n-s-1)}$ elements of the form $1+C P^{s} \bmod P^{n}$ with $1 \leq s \leq n-1$, and $(C, P)=1$.

Proposition 12.8.5. Set $M=P^{n}$ and let $t$ be the positive integer satisfying $p^{t-1}<$ $n \leq p^{t}$. Let $n_{0}=\left[\frac{n}{p^{t-1}}\right]$ be the integral part of $n / p^{t-1}$. Then the elements of maximum order in $H_{M}$ are those of order $p^{t}$. Furthermore
(i) If $n_{0}=n / p^{t-1}$, then the number of elements of order $p^{t}$ in $H_{M}$ is

$$
q^{d(n-1)}-q^{d\left(n-n_{0}\right)} .
$$

(ii) If $n_{0}<n / p^{t-1}$, then the number of elements of order $p^{t}$ in $H_{M}$ is

$$
q^{d(n-1)}-q^{d\left(n-n_{0}-1\right)}
$$

Proof. We have

$$
\begin{equation*}
\left(1+C P^{s}\right)^{p^{m}} \equiv 1+C^{P^{m}} P^{s p^{m}} \bmod P^{p^{m+1}} \tag{12.17}
\end{equation*}
$$

Thus $o\left(1+C P^{s}\right)=p^{m} \Leftrightarrow s p^{m} \geq n$ and $s p^{m-1}<n$.
Since any $s \geq 1$ satisfies $s p^{t} \geq n$, we have $H_{M}^{p^{t}}=\{1\}$ and $(1+P)^{p^{t-1}} \equiv$ $1+P^{p^{t-1}} \not \equiv 1 \bmod P^{n}$. Therefore $H_{M}$ is exactly of exponent $p^{t}$.

It follows from (12.17) that the elements of order $p^{t}$ are those such that $s p^{t} \geq n$ and $s p^{t-1}<n$. Since $s p^{t} \geq n$ for any $s \geq 1$, we get $o\left(1+C P^{s}\right)=p^{t}$ if and only if $1 \leq s<\frac{n}{p^{t-1}}$.

If $n_{0}=\frac{n}{p^{t-1}}$, then $1 \leq s \leq n_{0}-1$ and there exist

$$
\sum_{s=1}^{n_{0}-1}\left(q^{d(n-s)}-q^{d(n-s-1)}\right)=q^{d(n-1)}-q^{d\left(n-n_{0}\right)}
$$

elements of order $p^{t}$ in $H_{M}$.
If $n_{0}<n / p^{t-1}$, there are

$$
\sum_{s=1}^{n_{0}}\left(q^{d(n-s)}-q^{d(n-s-1)}\right)=q^{d(n-1)}-q^{d\left(n-n_{0}-1\right)}
$$

elements of order $p^{t}$ in $H_{M}$.

Corollary 12.8.6. With the notation of Proposition 12.8 .5 assume

$$
H_{M} \cong\left(\mathbb{Z} / p^{t} \mathbb{Z}\right)^{\alpha} \times \mathbb{Z} / p^{n_{1}} \mathbb{Z} \times \cdots \times \mathbb{Z} / p^{n_{s}} \mathbb{Z}=G
$$

with $t>n_{1} \geq \cdots \geq n_{s} \geq 0$. Then
(i) $\alpha=u d\left(n_{0}-1\right)$ if $n_{0}=n / p^{t-1}$,
(ii) $\alpha=u d n_{0}$ if $n_{0}<n / p^{t-1}$,
where $q=p^{u}$. In particular, if $n=p^{t}$, then $\alpha=u d(p-1)$.

Proof. The element $\left(a_{1}, \ldots, a_{\alpha}, b_{1}, \ldots, b_{s}\right)$ of $G$ is of order $p^{t}$ if and only if $\left(a_{i}, p\right)=1$ for some $i \in\{1, \ldots, \alpha\}$. Therefore $G$ contains

$$
\left(p^{\alpha t}-p^{\alpha(t-1)}\right) p^{n_{1}+\cdots+n_{s}}=\left(p^{\alpha}-1\right) p^{\alpha(t-1)+m}=p^{\alpha t+m}-p^{\alpha(t-1)+m}
$$

elements of order $p^{t}$, where $m=n_{1}+\cdots+n_{s}$.
Thus if $n_{0}=n / p^{t-1}$, we obtain using Proposition 12.8.5 that

$$
\begin{aligned}
q^{d(n-1)}-q^{d\left(n-n_{0}\right)} & =p^{u d(n-1)}-p^{u d\left(n-n_{0}\right)}=p^{u d\left(n-n_{0}\right)}\left(p^{u d\left(n_{0}-1\right)}-1\right) \\
& =p^{\alpha(t-1)+m}\left(p^{\alpha}-1\right)
\end{aligned}
$$

Hence $\alpha=u d\left(n_{0}-1\right)$. Now if $n_{0}<\frac{n}{p^{t}}$, we have

$$
p^{u d\left(n-n_{0}-1\right)}\left(p^{u d n_{0}}-1\right)=p^{\alpha(t-1)+m}\left(p^{\alpha}-1\right)
$$

So $\alpha=u d n_{0}$ in this case.
Now for each $t \in \mathbb{N}$, let $p H_{P p^{t}}$ denote the subgroup of $H_{P p^{t}}$ consisting of all elements of the form $v^{p}$ with $v \in H_{P p^{t}}$.

Proposition 12.8.7. For every integer $t \geq 2$, the map $\Psi: H_{P p^{t-1}} \longrightarrow p H_{P p^{t}}$ defined by

$$
\Psi\left(\left(1+C P^{s}\right) \bmod P^{p^{t-1}}\right)=\left(\left(1+C P^{s}\right) \bmod P^{p^{t}}\right)^{p}
$$

with $(C, P)=1$ and $1 \leq s \leq p^{t-1}$, is a group isomorphism.
Proof. Clearly, $\Psi$ is a well-defined epimorphism. Now

$$
\begin{gathered}
\left(1+C P^{s}\right) \bmod P^{p^{t-1}} \in \operatorname{ker} \Psi \\
\Longleftrightarrow\left(\left(1+C P^{s}\right) \bmod P^{p^{t}}\right)^{p}=\left(1+C^{p} P^{s p}\right)\left(\bmod P^{p^{t}}\right) \equiv 1 \bmod P^{p^{t}} \\
\Longleftrightarrow 0 \equiv C^{p} P^{s p} \bmod P^{p^{t}} \Longleftrightarrow s=p^{t-1} \Longleftrightarrow 1+C P^{s} \equiv 1 \bmod P^{p^{t-1}}
\end{gathered}
$$

Thus $\Psi$ is a monomorphism and consequently a group isomorphism.

Theorem 12.8.8. We have
(i) $H_{P^{p}} \cong(\mathbb{Z} / p \mathbb{Z})^{\alpha_{1}}$ with $\alpha_{1}=u d(p-1)$
(ii) For $t \geq 2, H_{P p^{t}} \cong \prod_{i=1}^{t}\left(\mathbb{Z} / p^{i} \mathbb{Z}\right)^{\alpha_{i}}$,
where $\alpha_{i}=u d p^{t-i-1}(p-1)^{2}$ if $1 \leq i \leq t-1$ and $\alpha_{t}=u d(p-1)$.
Proof. Each element of $H_{P^{p}} \backslash\{0\}$ is of order $p$, and since $\left|H_{P^{p}}\right|=q^{d(p-1)}=p^{u d(p-1)}$, statement (i) follows. We shall prove (ii) by induction on $t$ for $t \geq 2$.

We have

$$
H_{P p^{2}} \cong\left(\mathbb{Z} / p^{2} \mathbb{Z}\right)^{\alpha_{2}} \times(\mathbb{Z} / p \mathbb{Z})^{\alpha_{1}}
$$

and $\left|H_{P p^{2}}\right|=p^{u d\left(p^{2}-1\right)}$, where $\alpha_{2}=u d(p-1)$ and $\alpha_{1} \geq 0$.
Thus $u d\left(p^{2}-1\right)=2 u d(p-1)+\alpha_{1}$, and $\alpha_{1}=u d(p-1)^{2}$. It follows that (ii) holds for $t=2$. Now by Proposition 12.8.7, $p H_{P^{p^{t+1}}}$ and $H_{P^{t}}$ are isomorphic. Hence $p H_{P^{t+1}} \cong \prod_{i=1}^{t}\left(\mathbb{Z} / p^{i} \mathbb{Z}\right)^{\alpha_{i+1}}$, where $\alpha_{i+1}=u d p^{t-i-1}(p-1)^{2}$ if $1 \leq i \leq t-1$ and $\alpha_{t+1}=u d(p-1)$.

Therefore $H_{P^{p} t+1} \cong \prod_{i=1}^{t+1}\left(\mathbb{Z} / p^{i} \mathbb{Z}\right)^{\alpha_{i}}$ for some $\alpha_{1} \geq 0$. Since $\left|H_{P p^{t+1}}\right|=$ $p^{u d\left(p^{t+1}-1\right)}$, we have

$$
u d\left(p^{t+1}-1\right)=\sum_{i=1}^{t+1} i \alpha_{i}=(t+1) u d(p-1)+\sum_{i=2}^{t} i \alpha_{i}+\alpha_{1}
$$

Thus $\alpha_{1}=u d p^{(t+1)-2}(p-1)^{2}$. This proves (ii).

Theorem 12.8.9. If $P$ is an irreducible polynomial of degree $d$ in $R_{T}$ and $q=p^{u}$, then:
(i) $\operatorname{Gal}\left(K\left(\Lambda_{P^{p}}\right) / K\right) \cong(\mathbb{Z} / p \mathbb{Z})^{\alpha_{1}} \times\left(\mathbb{Z} /\left(q^{d}-1\right) \mathbb{Z}\right)$ with $\alpha_{1}=u d(p-1)$.
(ii) For each positive integer $t \geq 2$,

$$
\operatorname{Gal}\left(K\left(\Lambda_{P p^{t}}\right) / K\right) \cong \prod_{i=1}^{t}\left(\mathbb{Z} / p^{i} \mathbb{Z}\right)^{\alpha_{i}} \times \mathbb{Z} /\left(q^{d}-1\right) \mathbb{Z}
$$

where $\alpha_{i}=u d p^{t-i-1}(p-1)^{2}$ if $1 \leq i \leq t-1$ and $\alpha_{t}=u d(p-1)$.
Proof. The statements follow immediately by Proposition 12.8 .3 and Theorem 12.8.8.

We have $\Lambda_{P} \subseteq \Lambda_{P^{2}} \subseteq \cdots \subseteq \Lambda_{P^{n}} \subseteq \cdots$, so $K \subseteq K\left(\Lambda_{P}\right) \subseteq \cdots \subseteq K\left(\Lambda_{P^{n}}\right) \subseteq$ $\cdots$ is a tower of field extensions. In particular, for each $n \geq 1$ there exists $t \geq 1$ such that $K\left(\Lambda_{P^{n}}\right) \subseteq K\left(\Lambda_{P^{t}}\right)$. Let $K\left(\Lambda_{P^{\infty}}\right):=\bigcup_{n=1}^{\infty} K\left(\Lambda_{P^{n}}\right)=\bigcup_{t=1}^{\infty} K\left(\Lambda_{P^{p}}\right)$.

Theorem 12.8.10. With the previous notation, we have

$$
\operatorname{Gal}\left(K\left(\Lambda_{P^{\infty}}\right) / K\left(\Lambda_{P}\right)\right) \cong \lim _{\leftarrow} H_{P p^{t}} \cong \lim _{t}\left(\prod_{i=1}^{t}\left(\mathbb{Z} / p^{i} \mathbb{Z}\right)^{\alpha_{i}}\right),
$$

where $\alpha_{i}=u d p^{t-i-1}(p-1)^{2}$ if $1 \leq i \leq t-1, \alpha_{t}=u d(p-1)$, and $q=p^{u}$.
Proof. For each $t \geq 2$, denote by $\Psi_{t}$ the composition of the homomorphisms

\[

\]

Let $\lambda$ be a generator of $\Lambda_{P^{p^{t}}}$. Then $\lambda^{P^{\left(p^{t}-p^{t-1}\right)}}$ is a generator of $\Lambda_{P p^{t-1}}$. Let $\sigma \in H_{P p^{t}}$, and let $C \in R_{T}$ be such that $(C, P)=1$ and $\sigma(\lambda)=\lambda^{C}$. We have $\sigma\left(\lambda^{P^{\left(p^{t}-p^{t-1}\right)}}\right)=\left(\lambda^{P^{\left(p^{t}-p^{t-1}\right)}}\right)^{C}$. Therefore, $\Psi_{t}$ is the homomorphism $H_{P p^{t}} \rightarrow$ $H_{P p^{t-1}},\left.\sigma \mapsto \sigma\right|_{K\left(\Lambda_{P p^{t-1}}\right)}$. Hence the homomorphisms $\Psi_{t}(t \geq 2)$ induce the projective system of the groups $\operatorname{Gal}\left(K\left(\Lambda_{P p^{t}}\right) / K\left(\Lambda_{P}\right)\right)$, and consequently

$$
\operatorname{Gal}\left(K\left(\Lambda_{P^{\infty}}\right) / K\left(\Lambda_{P}\right)\right)={\underset{t}{\lim }}_{\overleftarrow{\lim }} \operatorname{Gal}\left(K\left(\Lambda_{P p^{t}}\right) / K\left(\Lambda_{P}\right)\right) \cong{\underset{t}{\lim }}_{\lim _{P^{t}}}
$$

The second isomorphism follows using Theorem 12.8.9.
The next result is a corollary of Theorem 12.8.10.
Theorem 12.8.11. We have

$$
\begin{aligned}
\operatorname{Gal}\left(K\left(\Lambda_{P \infty}\right) / K\right) & \cong \lim _{t} \operatorname{Gal}\left(\left(\Lambda_{P p^{t}}\right) / K\left(\Lambda_{P}\right)\right) \times\left(\mathbb{Z} /\left(q^{d}-1\right) \mathbb{Z}\right) \\
& \cong \lim _{t}\left(\prod_{i=1}^{t}\left(\mathbb{Z} / p^{i} \mathbb{Z}\right)^{\alpha_{i}}\right) \times\left(\mathbb{Z} /\left(q^{d}-1\right) \mathbb{Z}\right) \\
& \cong \mathbb{Z}_{p}^{\infty} \times\left(\mathbb{Z} /\left(q^{d}-1\right) \mathbb{Z}\right)
\end{aligned}
$$

where $\alpha_{i}=u d p^{t-i-1}(p-1)^{2}$ if $1 \leq i \leq t-1, \alpha_{t}=u d(p-1)$, and $\mathbb{Z}_{p}^{\infty}$ denotes the direct product of a countable number of copies of the ring of p-adic integers.

Proof. The result is a consequence of the fact that the inverse limit commutes with direct product and the isomorphism between $\underset{\lim _{i}}{ }\left(\mathbb{Z} / p^{i} \mathbb{Z}\right)$ and $\mathbb{Z}_{p}$.

Theorem 12.8.12. Let $\mathcal{M}$ be the set of all monic irreducible polynomials in $R_{T}$. Then

$$
\operatorname{Gal}\left(K_{T} / K\right) \cong \mathbb{Z}_{p}^{\infty} \times \prod_{p \in \mathcal{M}}\left(\mathbb{Z} /\left(q^{d_{P}}-1\right) \mathbb{Z}\right)
$$

where $d_{P}=\operatorname{deg} P$ for each $P \in \mathcal{M}$ and $K_{T}=\bigcup_{M \in R_{T}} K\left(\Lambda_{M}\right)$.
Proof. Let $M \in R_{T}$ be a nonconstant polynomial, and let $M=\alpha P_{1}^{n_{1}} \cdots P_{r}^{n_{r}}$ be its factorization into powers of monic irreducible polynomials.

We have $K\left(\Lambda_{M}\right)=K\left(\Lambda_{P_{1}^{n_{1}}}, \ldots, \Lambda_{P_{r}^{n_{r}}}\right)=\prod_{i=1}^{r} K\left(\Lambda_{P_{i}^{n_{i}}}\right)$. Therefore $K_{T}=$ $\prod_{P \in \mathcal{M}} K\left(\Lambda_{P \infty}\right)$.

For each $P \in \mathcal{M}$, if $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P}}$, then $\mathfrak{p}$ is fully ramified in $K\left(\Lambda_{P \infty}\right) / K$ and unramified in $\prod_{Q \in \mathcal{M} \backslash\{P\}} K\left(\Lambda_{Q^{\infty}}\right) / K$. In particular, if $P, Q$ are distinct elements of $\mathcal{M}$, then $K\left(\Lambda_{P} \infty\right)$ and $K\left(\Lambda_{Q^{\infty}}\right)$ are linearly disjoint over $K$.

Thus $\operatorname{Gal}\left(K_{T} / K\right) \cong \prod_{P \in \mathcal{M}} \operatorname{Gal}\left(K\left(\Lambda_{P^{\infty}}\right) / K\right)$ and the result follows by Theorem 12.8.11.

### 12.8.3 $L_{\infty} / K$

Note that $E K_{T}$ cannot be the maximal abelian extension of $K$ because $\mathfrak{p}_{\infty}$ is tamely ramified in $E K_{T} / K$. We need certain extensions for which $\mathfrak{p}_{\infty}$ is wildly ramified. For instance consider the Artin-Schreier extension $K(y)$, where

$$
y^{p}-y=T .
$$

Since $(T)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}}$, it follows by Example 5.8.8 that $\mathfrak{p}_{\infty}$ is the only ramified prime in $K(y) / K$ and the index of ramification of $\mathfrak{p}_{\infty}$ is $e=p=[K(y): K]$. Thus $\mathfrak{p}_{\infty}$ is wildly ramified in $K(y) / K$.

Let $X=\frac{1}{T}$. Then $K=\mathbb{F}_{q}(X)$ and $R_{X}=\mathbb{F}_{q}[X]=\mathbb{F}_{q}\left[\frac{1}{T}\right]$. For $n \geq 1$, put $F_{n}=$ $K\left(\Lambda_{X^{n+1}}\right)$ and let $\lambda_{X^{n+1}}$ be a generator of the cyclic $R_{X}$-module $\Lambda_{X^{n+1}}=\Lambda_{T^{-n-1}}$.

Any polynomial $N \in R_{X}$ acts on $F_{n}$. Furthermore, we have

$$
\begin{aligned}
\operatorname{Gal}\left(F_{n} / K\right) & \cong\left(R_{X} /\left(X^{n+1}\right)^{*}\right. \\
& \cong\left\{f(X) \bmod X^{n+1} \mid f(X) \in R_{X} \text { and } f(0) \neq 0\right\}
\end{aligned}
$$

If $N=\beta \in \mathbb{F}_{q}^{*}$, then $\beta \in\left(R_{X} / X^{n+1}\right)^{*}$, so $\mathbb{F}_{q}^{*} \subseteq \operatorname{Gal}\left(F_{n} / K\right)$.
We have $\lambda^{\beta}=\beta \lambda$, where $\lambda=\lambda_{X^{n+1}}$. Let $L_{n}$ be the subfield of $F_{n}$ fixed by $\mathbb{F}_{q}^{*}$ : $L_{n}:=F_{h}^{\mathbb{F}_{q}^{*}}$. Then

$$
\left[L_{n}: K\right]=\frac{\left[F_{n}: K\right]}{\left[F_{n}: L_{n}\right]}=\frac{q^{n}(q-1)}{q-1}=q^{n}
$$

It is easy to see that $\mathfrak{p}_{\infty}$ is totally ramified in $F_{n} / L$. The only other ramified prime in $F_{n} / K$ is $\mathfrak{p}_{0}$, where $(T)_{K}=\frac{\mathfrak{p}_{0}}{\mathfrak{p}_{\infty}}$. Here $\mathfrak{p}_{0}$ is the infinite prime in $R_{X}$. Now, $\mathfrak{p}_{0}$ is tamely ramified in $F_{n} / K$ with ramification index $q-1$. The decomposition group corresponds to $\mathbb{F}_{q}^{*}$ (Proposition 12.5.4).

$$
\left(\frac{R_{x}}{\left(X^{n+1}\right)}\right)^{*}\left\{\begin{array}{l}
\left.\right|_{\mathbb{F}_{q}^{*}} ^{F_{n}} L_{K} \frac{\mathrm{I}}{\left.L_{X} / X^{n+1}\right)^{*}} \\
\mathbb{F}_{q}^{*}
\end{array}\right.
$$

and it is totally and wildly ramified.
Theorem 12.8.13. Let $G_{n}$ be the group of polynomials in $R_{X} \bmod X^{n+1}$ with constant term equal to 1 , namely

$$
G_{n}:=\left\{\overline{f(X)} \in\left(R_{X} /\left(X^{n+1}\right)^{*} \mid f(0)=1\right\}\right.
$$

Then for each $n \geq 1, \mathrm{Gal}\left(L_{n} / K\right)$ and $G_{n}$ are isomorphic.

Proof. Define $\phi:\left(\frac{R_{X}}{X^{n+1}}\right)^{*} \rightarrow G_{n}, \overline{f(X)} \mapsto f^{-1}(0)(\overline{f(X)})$. Notice that if $\overline{f(X)}=$ $b_{0}+b_{1} X+\cdots+b_{n} X^{n}$ with $b_{0} \neq 0$, then

$$
\phi(\overline{f(X)})=1+\left(b_{0}^{-1} b_{1}\right) X+\cdots+\left(b_{0}^{-1} b_{n}\right) X^{n}
$$

Clearly $\phi$ is a group epimorphism and

$$
\operatorname{ker} \phi=\left\{\overline{f(x)} \mid f(0)^{-1} \overline{f(X)}=1\right\}=\{\overline{f(X)} \mid \overline{f(X)}=f(0)\}=\mathbb{F}_{q}^{*}
$$

Thus $G_{n} \cong \frac{\left(R_{X} /\left(X^{n+1}\right)\right)^{*}}{\mathbb{F}_{q}^{*}} \cong \operatorname{Gal}\left(L_{n} / K\right)$.
Now we have $L_{n} \subseteq L_{n+1}$ for all $n \geq 1$. Let $L_{\infty}:=\bigcup_{n=1}^{\infty} L_{n}$.
Theorem 12.8.14. We have that $L_{\infty} / K$ is an abelian extension, where $\mathfrak{p}_{\infty}$ is the only ramified prime and it is totally and wildly ramified. Furthermore,

$$
G_{\infty}:=\operatorname{Gal}\left(L_{\infty} / K\right)={\underset{\hbar}{n}}_{\lim _{n}} G_{n} \cong\left\{\left.f\left(\frac{1}{T}\right) \in \mathbb{F}_{q}\left[\left[\frac{1}{T}\right]\right] \right\rvert\, f(0)=1\right\} .
$$

Proof: For each positive integer $n$, the extension $L_{n} / K$ is abelian, where $\mathfrak{p}_{\infty}$ is totally and wildly ramified and there is no other ramified prime. Thus the same holds for $L_{\infty} / K$. We also have $\operatorname{Gal}\left(L_{\infty} / K\right)=\underset{\check{n}}{\lim } \operatorname{Gal}\left(L_{n} / K\right) \cong \underset{n}{\lim _{n}} G_{n}$. Finally, if $H=$ $\left\{f(X) \in \mathbb{F}_{q}[[X]] \mid f(0)=1\right\}$, define $\Psi: H \rightarrow G_{n}, f(X) \mapsto f(X) \bmod X^{n+1}$. Then $\Psi$ is a group epimorphism that satisfies the universal property of the inverse limit (see Exercise 11.7.17). Hence $H$ is isomorphic to $\underset{n}{\underset{n}{\lim } G_{n}}$.

### 12.8.4 $A=E K_{T} L_{\infty}$

Let $A$ be the composite of $E, K_{T}$, and $L_{\infty}$. Since $E / K, K_{T} / K$, and $L_{\infty} / K$ are abelian extensions, it follows that $A / K$ is an abelian extension too.

Theorem 12.8.15. The extensions $E / K, K_{T} / K$, and $L_{\infty} / K$ are pairwise linearly disjoint over $K$. Therefore the Galois group of $A / K$ is naturally isomorphic to

$$
G_{E} \times G_{T} \times G_{\infty}
$$

Proof. First note that for any finite subextension of $E K_{T} / K, \mathfrak{p}_{\infty}$ is tamely ramified; indeed, the extension is contained in the composition of a finite subextension of $E$ with one of $K_{T}$ (and therefore in $K\left(\Lambda_{M}\right)$ for some $M \in R_{T}$ ). In both subextensions $\mathfrak{p}_{\infty}$ is tamely ramified. On the other hand, in any subextension of $L_{\infty}, \mathfrak{p}_{\infty}$ is totally and wildly ramified since any finite subextension of $L_{\infty} / K$ is contained in some $L_{n}$. It follows that $E K_{T}$ and $L_{\infty}$ are linearly disjoint over $K$. In particular, $E$ and $L_{\infty}$ as well as $K_{T}$ and $L_{\infty}$ are linearly disjoint over $K$.

To prove that $E$ and $K_{T}$ are linearly disjoint over $K$, it suffices to show that for any $M \in R_{T}, K\left(\Lambda_{M}\right) \cap E=K$.

If $M$ is constant, then $K\left(\Lambda_{M}\right)=K$ and there is nothing to prove. Now if $R=$ $E \cap K\left(\Lambda_{M}\right)$ and $R \neq K$, then $R / K$ is ramified (see the proof of Corollary 12.3.17 or Remark 12.6.30 together with Theorem 12.6.36).

On the other hand, $R / K$ is unramified by Theorem 5.2.32. Thus $R=K$. This proves the theorem.

Now we will prove that $A$ is the maximal abelian extension of $K$. For this purpose, we consider first (see Definition 11.5.2)

$$
\begin{aligned}
J=J_{K}= & \left\{\alpha=\left(\alpha_{\mathfrak{p}}\right)_{\mathfrak{p} \in \mathbb{P}_{K}} \mid \alpha_{\mathfrak{p}} \in K_{\mathfrak{p}}^{*} \text { for all } \mathfrak{p}\right. \text { and } \\
& \left.v_{\mathfrak{p}}\left(\alpha_{\mathfrak{p}}\right)=0 \text { for almost all } \mathfrak{p}\right\}
\end{aligned}
$$

Thus, $J$ consists of all sequences $\left(\alpha_{\mathfrak{p}}\right)_{\mathfrak{p} \in \mathbb{P}_{K}}$ such that $\alpha_{\mathfrak{p}} \neq 0$ for all $\mathfrak{p}, \alpha_{\mathfrak{p}}$ belongs to the completion $K_{\mathfrak{p}}$ of $K$ at $\mathfrak{p}$ and such that all but finitely many $\alpha_{\mathfrak{p}}$ are units, $\alpha_{\mathfrak{p}} \in$ $\vartheta_{\mathfrak{p}}^{*}:=U_{\mathfrak{p}}$. The topology of $J$ is given in Definition 11.5.2.

Our next task is to construct a group homomorphism

$$
\Psi: J \longrightarrow \operatorname{Gal}(A / K)
$$

This will be done by writing $J$ as a direct product of four subgroups of $J$ and then defining $\Psi$ on each factor separately. The map will be trivial on one factor and the other three factors map into the Galois groups of $E / K, K_{T} / K$, and $L_{\infty} / K$ respectively.

We choose a canonical prime element $\pi_{\mathfrak{p}}$ for $\mathfrak{p}$ defined by:
(a) $\pi_{\mathfrak{p}}=P$ if $\mathfrak{p}$ is not the infinite prime $\mathfrak{p}_{\infty}$ and $P$ is the monic irreducible polynomial in $R_{T}$ such that $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P}}$.
(b) $\pi_{\mathfrak{p}}=\frac{1}{T}$ if $\mathfrak{p}=\mathfrak{p}_{\infty}$ is the infinite prime.

Every element $\zeta \in K_{\mathfrak{p}}^{*}$ can be written uniquely as

$$
\begin{equation*}
\zeta=u \pi_{\mathfrak{p}}^{n} \tag{12.18}
\end{equation*}
$$

for some $u \in U_{\mathfrak{p}}=\vartheta_{\mathfrak{p}}^{*}$ and $n \in \mathbb{Z}$.
Definition 12.8.16. For $\zeta \in K_{\mathfrak{p}}^{*}$ given by (12.18) we define

$$
\operatorname{sgn}_{\mathfrak{p}} \zeta:=\bar{u}
$$

where $\bar{u}$ is the residue class of $u$ in the class field $k(\mathfrak{p})$.
Remark 12.8.17. The map sgn: $K_{\mathfrak{p}}^{*} \longrightarrow k(\mathfrak{p})^{*}$ is a multiplicative epimorphism.
For $\alpha \in \mathbb{F}_{q}^{*}$, we identify $\alpha$ with $\operatorname{sgn}_{\mathfrak{p}}(\alpha)$.
Definition 12.8.18. We define the groups

$$
V_{\mathfrak{p}}:=\operatorname{ker}\left(\operatorname{sgn}_{\mathfrak{p}}\right) \quad \text { and } \quad K_{\mathfrak{p}}^{(1)}:=V_{\mathfrak{p}} \cap U_{\mathfrak{p}}=V_{\mathfrak{p}} \cap \vartheta_{\mathfrak{p}}^{*}
$$

Proposition 12.8.19. As a topological group, $V_{\mathfrak{p}}$ is isomorphic to $K_{\mathfrak{p}}^{(1)} \times \mathbb{Z}$.
Proof: Using (12.18) we obtain a map

$$
\begin{aligned}
K_{\mathfrak{p}}^{(1)} \times \mathbb{Z} & \xrightarrow{\phi} V_{\mathfrak{p}} \\
(\alpha, n) & \longmapsto \alpha \pi_{\mathfrak{p}}^{n} .
\end{aligned}
$$

Since $\operatorname{sgn}_{\mathfrak{p}}\left(\alpha \pi_{\mathfrak{p}}^{n}\right)=\operatorname{sgn}_{\mathfrak{p}}(\alpha), \phi$ is a well-defined epimorphism of groups. Now if $\zeta \notin \vartheta_{\mathfrak{p}}^{*}$, then $v_{\mathfrak{p}}(\zeta)=n \in \mathbb{Z} \backslash\{0\}$. Thus $\|\zeta\|_{\mathfrak{p}} \neq 1$, where $\left\|\|_{\mathfrak{p}}\right.$ denotes the absolute value associated to $\mathfrak{p}$. Therefore if $\varepsilon=\left|1-\|\zeta\|_{\mathfrak{p}}\right|>0$ and $\zeta^{\prime} \in B(\zeta, \varepsilon)=\left\{x \in K_{\mathfrak{p}} \mid\right.$ $\left.\|x-\zeta\|_{\mathfrak{p}}<\varepsilon\right\}$, we have

$$
\left|\left\|\zeta^{\prime}\right\|_{\mathfrak{p}}-\|\zeta\|_{\mathfrak{p}}\right| \leq\left\|\zeta-\zeta^{\prime}\right\|_{\mathfrak{p}}<\varepsilon=\left|1-\|\zeta\|_{\mathfrak{p}}\right| .
$$

Hence $\left\|\zeta^{\prime}\right\|_{\mathfrak{p}} \neq 1$, and $\vartheta_{\mathfrak{p}}^{*}$ is open in $K_{\mathfrak{p}}$. It follows that $K_{\mathfrak{p}}^{(1)}=V_{\mathfrak{p}} \cap \vartheta_{\mathfrak{p}}^{*}$ is open in $V_{\mathfrak{p}}$.
Let $C$ be an open set in $K_{\mathfrak{p}}^{(1)}$ and $B \subseteq \mathbb{Z}$. Then $\phi(C \times B)=\bigcup_{n \in B} C \pi_{\mathfrak{p}}^{n}$, which is open in $V_{\mathfrak{p}}$ since $C$ is open and so is $C \pi_{\mathfrak{p}}^{n}$. Thus $\phi$ is an open map.

Now if $\mathcal{U}$ is any open set of $V_{\mathfrak{p}}$, then since for all $n \in \mathbb{Z}, \pi_{\mathfrak{p}}^{n} \mathcal{U}$ is homeomorphic to $\mathcal{U}$, the set $\pi_{\mathfrak{p}}^{n} \mathcal{U} \cap K_{\mathfrak{p}}^{(1)}$ is open in $K_{\mathfrak{p}}^{(1)}$. Therefore

$$
\begin{aligned}
\phi^{-1}(\mathcal{U}) & =\phi^{-1}\left(\mathcal{U} \bigcap\left(\bigcup_{n \in \mathbb{Z}} \pi_{\mathfrak{p}}^{n} K_{\mathfrak{p}}^{(1)}\right)\right)=\bigcup_{n \in \mathbb{Z}} \phi^{-1}\left(\mathcal{U} \cap \pi_{\mathfrak{p}}^{n} K_{\mathfrak{p}}^{(1)}\right) \\
& =\bigcup_{n \in \mathbb{Z}}\left(\left(\pi_{\mathfrak{p}}^{-n} \mathcal{U} \cap K_{\mathfrak{p}}^{(1)}\right) \times\{n\}\right)
\end{aligned}
$$

is open in $K_{\mathfrak{p}}^{(1)} \times \mathbb{Z}$. The result follows.
Definition 12.8.20. Let $\xi \in J$. We define

$$
\partial \xi=\prod_{\mathfrak{p} \in \mathbb{P}_{K}} \mathfrak{p}^{v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}\right)} \quad \text { and } \quad d_{T} \xi=\operatorname{sgn}_{\mathfrak{p}_{\infty}}\left(\xi_{\mathfrak{p}_{\infty}}\right) \prod_{\substack{\mathfrak{p} \in \mathbb{P}_{K} \\ \mathfrak{p} \neq \mathfrak{p}_{\infty}}} \pi_{\mathfrak{p}}^{v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}\right)}
$$

Since $\xi \in J, \pi_{\mathfrak{p}} \in K$ we have $\partial \xi \in D_{K}$ and $d_{T} \xi \in K^{*}$.
Lemma 12.8.21. The maps $\partial: J \rightarrow D_{K}$ and $d_{T}: J \rightarrow K^{*}$ are group epimorphisms.
Proof. This is clear.

Definition 12.8.22. Consider $K^{*} \subseteq J$ with the discrete topology ( $K^{*} \subseteq J$ along the diagonal $x \mapsto(x)_{\mathfrak{p} \in \mathbb{P}_{K}}$ ) (see Exercise 12.10.35). We can view $V_{\infty}=K_{\mathfrak{p}_{\infty}}^{(1)} \times \mathbb{Z}$ as a subgroup of $K_{\mathfrak{p}_{\infty}}^{*} \subseteq J$, by identifying $V_{\infty}$ with the group of ideles with all components equal to 1 except the component corresponding to $\mathfrak{p}_{\infty}$.

Finally, consider the subgroup $\mathcal{U}_{T}$ of $J$ consisting of all ideles whose $\mathfrak{p}_{\infty}$-component is 1 and whose other components are elements of $\vartheta_{\mathfrak{p}}^{*}$.

Remark 12.8.23. The topology of $K_{\mathfrak{p}_{\infty}}^{*}$ considered as a subgroup of $J$ is the same as its usual topology (if $C \subseteq K_{\mathfrak{p}_{\infty}}^{*}$ is open in the usual topology, then $C \times \prod_{\mathfrak{p} \neq \mathfrak{p}_{\infty}} U_{\mathfrak{p}}=\mathcal{U}$ is open in $J$ and $\mathcal{U} \cap K_{\mathfrak{p}_{\infty}}^{*}=C$ ). Also the topological groups $\mathcal{U}_{T}$ and $\prod_{\mathfrak{p} \neq \mathfrak{p}_{\infty}} U_{\mathfrak{p}}$ are equal.

Theorem 12.8.24. We have

$$
J \cong K^{*} \times \mathcal{U}_{T} \times K_{\mathfrak{p}_{\infty}}^{(1)} \times \mathbb{Z}
$$

both algebraically and topologically.
Proof. Let $\xi \in J$ and consider

$$
d_{T}(\xi)=\operatorname{sgn}_{\mathfrak{p}_{\infty}}\left(i_{\mathfrak{p}_{\infty}}\right) \prod_{\mathfrak{p} \neq \mathfrak{p}_{\infty}} \pi_{\mathfrak{p}}^{v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}\right)} \in K^{*} \subseteq J \quad \text { and let } \quad \xi^{*}=d_{T}(\xi)^{-1} \xi
$$

For $\mathfrak{p} \neq \mathfrak{p}_{\infty}$, we have

$$
\xi_{\mathfrak{p}}^{*}=\left(\operatorname{sgn}_{\mathfrak{p}_{\infty}}\left(\xi_{\mathfrak{p}_{\infty}}\right) \prod_{\mathfrak{q} \neq \mathfrak{p}, \mathfrak{p}_{\infty}} \pi_{\mathfrak{q}}^{v_{\mathfrak{q}}\left(\xi_{\mathfrak{q}}\right)}\right)^{-1} \pi_{\mathfrak{p}}^{-v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}\right)} u \pi_{\mathfrak{p}}^{v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}\right)},
$$

where $u \in U_{\mathfrak{p}}$. Thus $\xi_{\mathfrak{p}}^{*} \in U_{\mathfrak{p}}$ for all $\mathfrak{p} \neq \mathfrak{p}_{\infty}$.
For $\mathfrak{p}=\mathfrak{p}_{\infty}$ we have

$$
\xi_{\mathfrak{p}_{\infty}}^{*}=\operatorname{sgn}_{\mathfrak{p}_{\infty}}\left(\xi_{\mathfrak{p}_{\infty}}\right)^{-1} \xi_{\mathfrak{p}_{\infty}} u \in V_{\mathfrak{p}_{\infty}}=K_{\mathfrak{p}_{\infty}}^{(1)} \times \mathbb{Z} \quad \text { for some } \quad u \in U_{\mathfrak{p}_{\infty}}
$$

Thus $\xi^{*} \in \mathcal{U}_{T} \times V_{\mathfrak{p}_{\infty}}$ and

$$
\begin{equation*}
\xi=d_{T}(\xi) \xi^{*} \tag{12.19}
\end{equation*}
$$

The decomposition of $\xi \in J$ as a product of an element of $K^{*}$ and an element of $\mathcal{U}_{T} \times V_{\mathfrak{p}_{\infty}}$ is unique since if $\xi=\alpha \theta$ is another such decomposition with $\alpha \in K^{*}$ and $\theta \in V_{\mathfrak{p}_{\infty}}$, then for all $\mathfrak{p} \neq \mathfrak{p}_{\infty}$,

$$
v_{\mathfrak{p}}(\xi)=v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}\right)=v_{\mathfrak{p}}(\alpha)+v_{\mathfrak{p}}\left(\theta_{\mathfrak{p}}\right)=v_{\mathfrak{p}}(\alpha)=v_{\mathfrak{p}}\left(d_{T} \xi\right)
$$

Now $\operatorname{deg}_{K}\left((\alpha)_{K}\right)=\operatorname{deg}_{K}\left(\left(d_{T} \xi\right)_{K}\right)=0$, so $(\alpha)_{K}=\left(d_{T} \xi\right)_{K}$. Thus $\alpha=C d_{T} \xi$ with $C \in k^{*}$.

Since $C=\alpha\left(d_{T} \xi\right)^{-1}=\theta_{\mathfrak{p}_{\infty}}^{-1} \xi_{\mathfrak{p}_{\infty}}^{*} \in K^{*} \cap V_{\infty}=\{1\}$, it follows that $\alpha=d_{T} \xi$ and $\theta=\xi^{*}$.

In particular, $J$ and $K^{*} \times \mathcal{U}_{T} \times V_{\mathfrak{p}_{\infty}}$ are isomorphic as groups. Now since $V_{\mathfrak{p}_{\infty}}$ is an open subgroup of $K_{\mathfrak{p}_{\infty}}^{*}$ (because $V_{\mathfrak{p}_{\infty}}=\operatorname{sgn}_{\mathfrak{p}_{\infty}}^{-1}(\{1\})$ and $\{1\}$ is open in $k\left(\mathfrak{p}_{\infty}\right) \subseteq K_{\mathfrak{p}_{\infty}}$ ), it follows that $\mathcal{U}_{T} \times V_{\mathfrak{p}_{\infty}}$ is open in $J$. Using the fact that $K^{*}$ is a discrete subspace of $J$, we obtain

$$
J \cong K^{*} \times \mathcal{U}_{T} \times V_{\mathfrak{p}_{\infty}}
$$

Finally, since $V_{\mathfrak{p}_{\infty}} \cong K_{\mathfrak{p}}^{(1)} \times \mathbb{Z}$ we obtain the result using Proposition 12.8.19.

Theorem 12.8.25. The group $\mathcal{U}_{T}$ is isomorphic to $G_{T}=\operatorname{Gal}\left(K_{T} / K\right)$ in a natural way. The isomorphism will be denoted by $\psi_{T}$.

Proof. Let $\xi \in \mathcal{U}_{T}$ and let $M \in R_{T}$ be a monic polynomial. Suppose $M=\prod P^{n}$ is the factorization of $M$. By the Chinese remainder theorem, there exists $C \in R_{T}$ such that $C \equiv \xi_{\mathfrak{p}} \bmod P^{n}$ for every $P$ dividing $M$, where $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P} P}$. Then $C$ is unique $\bmod M$ and $C \bmod M$ determines a unique automorphism $\sigma_{C}$ of $K\left(\Lambda_{M}\right) / K$ such that $\sigma_{C}(\lambda)=\lambda^{C}$ or all $\lambda \in \Lambda_{M}$.

Define $\Psi_{T}^{M}: \mathcal{U}_{T} \rightarrow \operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right), \xi \mapsto \sigma_{C}$. Then $\left(\Psi_{T}^{M}\right)^{-1}\left(\left\{\sigma_{C}\right\}\right)=\{\xi \in$ $\left.\mathcal{U}_{T}\left|\xi_{\mathfrak{p}} \equiv C \bmod P^{n} \forall P\right| M\right\}$.

For each $P$ dividing $M$, let

$$
T_{\mathfrak{p}}=\left\{X \in \mathcal{U}_{\mathfrak{p}} \mid X \equiv C \bmod P^{n}\right\}=\left\{X \in K_{\mathfrak{p}}^{*} \mid\|X-C\|_{\mathfrak{p}}<\|P\|_{\mathfrak{p}}^{n-1}\right\}
$$

and notice that $T_{\mathfrak{p}}$ is open in $K_{\mathfrak{p}}^{*}$.
Set $S=\left\{\mathfrak{p} \in \mathbb{P}_{K} \backslash\left\{\mathfrak{p}_{\infty}\right\} \mid v_{\mathfrak{p}}(M) \neq 0\right\}$. Then

$$
\left(\Psi_{T}^{M}\right)^{-1}\left(\left\{\sigma_{C}\right\}\right)=\prod_{\mathfrak{p} \in S} T_{\mathfrak{p}} \times \prod_{\mathfrak{p}^{\prime} \in \mathbb{P}_{K} \backslash\left(S \cup\left\{\mathfrak{p}_{\infty}\right\}\right)} U_{\mathfrak{p}^{\prime}}
$$

which is open in $\mathcal{U}_{T}$. It follows that $\Psi_{T}^{M}$ is a continuous epimorphism.
On the other hand, if $M$ divides $N$ the restriction of $\Psi_{T}^{N}$ to $K\left(\Lambda_{M}\right)$ is just $\Psi_{T}^{M}$. Using the universal property of inverse limits $\left(G_{T}=\underset{M}{\lim _{M}} \operatorname{Gal}\left(K\left(\Lambda_{M}\right) / K\right)\right)$ we obtain a continuous homomorphism

$$
\Psi_{T}: \mathcal{U}_{T} \longrightarrow G_{T}
$$

If $\xi \in \operatorname{ker} \Psi_{T}$, then for every $\mathfrak{p} \neq \mathfrak{p}_{\infty}, \xi_{\mathfrak{p}} \equiv 1 \bmod P^{n}$ for all $n \in \mathbb{N}$ and $v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}-1\right) \geq n$ for all $n$. Thus $\xi_{\mathfrak{p}}=1$ and $\xi$ is the unit idele.

Now let $\tau \in G_{T}$ and let $N$ be an open normal subgroup of $G_{T}$. Since $K_{T}=$ $\bigcup_{M \in R_{T}} K\left(\Lambda_{M}\right)$, if $L=K_{T}^{N}$ we have $L \subseteq K\left(\Lambda_{M}\right)$ for some $M$. Let $\xi \in \mathcal{U}_{T}$ be such that $\left.\Psi_{T}(\xi)\right|_{K\left(\Lambda_{M}\right)}=\left.\tau\right|_{K\left(\Lambda_{M}\right)}$. Then $\left.\tau^{-1} \Psi_{T}(\xi)\right|_{K\left(\Lambda_{M}\right)}=\operatorname{Id}_{K\left(\Lambda_{M}\right)}$ and $\left.\tau^{-1} \Psi_{T}(\xi)\right|_{L}=\operatorname{Id}_{L}$. Hence $\tau^{-1} \Psi_{T}(\xi) \in N$ and $\Psi_{T}(\xi) \in \tau N$. Therefore $\Psi_{T}\left(\mathcal{U}_{T}\right)$ is dense.

Since $\mathcal{U}_{T}$ is compact, it follows that $\Psi_{T}$ is onto and hence an isomorphism of topological groups.

Theorem 12.8.26. As a topological group, $K_{\mathfrak{p}_{\infty}}^{(1)}$ is naturally isomorphic to $G_{\infty}=$ $\operatorname{Gal}\left(L_{\infty} / K\right)$. The corresponding isomorphism from $K_{\mathfrak{p}_{\infty}}^{(1)}$ to $G_{\infty}$ will be denoted by $\Psi_{\infty}$.

Proof. By Theorem 12.8.14, $G_{\infty} \cong\left\{f(X) \in \mathbb{F}_{q}[[X]] \mid f(0)=1\right\}$. On the other hand, by Theorem 2.5.20, $\vartheta_{\mathfrak{p}_{\infty}} \cong \mathbb{F}_{q}[[X]]$ since $\operatorname{deg}_{K} \mathfrak{p}_{\infty}=1$. Now $K_{\mathfrak{p}_{\infty}}^{(1)}=V_{\mathfrak{p}_{\infty}} \cap U_{\mathfrak{p}_{\infty}}=$
$\left\{f(x) \in \mathbb{F}_{q}[[x]] \mid f(0)=1\right\}$. The action of $K_{\mathfrak{p}_{\infty}}^{(1)}$ on $L_{\infty}$ is described in Section 12.8.3.

Finally we have the monomorphism

$$
\Psi_{\mathbb{Z}}: \mathbb{Z} \longrightarrow G_{E}=\operatorname{Gal}(E / K) \cong \widehat{\mathbb{Z}}
$$

defined in such a way that $\Psi_{\mathbb{Z}}(1)$ is the Frobenius automorphism.
Since $\mathbb{Z}$ has the discrete topology, $\Psi_{\mathbb{Z}}$ is a dense continuous monomorphism.
By Theorem 12.8.24, any element $\xi$ in $J$ can be written uniquely as

$$
\begin{equation*}
\xi=d_{T}(\xi) \xi_{T} \xi_{\infty} \xi_{\mathbb{Z}} \tag{12.20}
\end{equation*}
$$

with $d_{T}(\xi) \in K^{*}, \xi_{T} \in \mathcal{U}_{T}, \xi_{\infty} \in K_{\mathfrak{p}_{\infty}}^{(1)}$, and $\xi_{\mathbb{Z}} \in \mathbb{Z}$. Note that $\xi_{\infty} \neq \xi_{\mathfrak{p}_{\infty}}$.
Definition 12.8.27. We define a homomorphism of topological groups

$$
\Psi: J \longrightarrow \operatorname{Gal}(A / K) \cong G_{T} \times G_{\infty} \times G_{E}
$$

as follows: If $\xi \in J$, then $\xi$ can be written as in (12.20), and we put

$$
\begin{equation*}
\Psi(\xi)=\Psi_{T}\left(\xi_{T}^{-1}\right) \Psi_{\infty}\left(\xi_{\infty}^{-1}\right) \Psi_{\mathbb{Z}}\left(\xi_{\mathbb{Z}}\right) \tag{12.21}
\end{equation*}
$$

Since $\Psi_{T}$ and $\Psi_{\infty}$ are isomorphisms and $\Psi_{\mathbb{Z}}$ is a monomorphism, it follows that $\operatorname{ker} \Psi=K^{*}\left(=\left\{d_{T}(\xi) \mid \xi \in J\right\}\right)$ and that $\Psi$ is continuous.

Therefore we have proved the following result:
Theorem 12.8.28. The map $\Psi$ defined by (12.21) is a continuous dense homomorphism from $J$ into $\operatorname{Gal}(A / K)$ whose kernel is $K^{*}$.

Remark 12.8.29. Our reason for defining

$$
\Psi(\xi)=\Psi_{T}\left(\xi_{T}^{-1}\right) \Psi_{\infty}\left(\xi_{\infty}^{-1}\right) \Psi_{\mathbb{Z}}\left(\xi_{\mathbb{Z}}\right)
$$

instead of

$$
\Psi(\xi)=\Psi_{T}\left(\xi_{T}\right) \Psi_{\infty}\left(\xi_{\infty}\right) \Psi_{\mathbb{Z}}\left(\xi_{\mathbb{Z}}\right)
$$

is that the former yields Artin's reciprocity law homomorphism for $K$, as will now be seen.

Let $A^{*}$ be the maximal abelian extension of $K$. Since $A / K$ is abelian, $A \subseteq A^{*}$. Let $\Psi^{*}: J \longrightarrow A^{*}$ be the reciprocity law homomorphism (see Remark 11.5.7).

Let res: $\operatorname{Gal}\left(A^{*} / K\right) \longrightarrow \operatorname{Gal}(A / K)$ be the restriction map.
We will prove that res $\circ \Psi^{*}=\Psi$ and since $\operatorname{ker} \Psi=\operatorname{ker} \Psi^{*}=K^{*}$ it will follow that

$$
K^{*}=\operatorname{ker} \Psi=\left(\Psi^{*}\right)^{-1}(\text { ker res })=\left(\Psi^{*}\right)^{-1}(\{1\})
$$

Thus kerres $=1$, res is an isomorphism, and res $=\mathrm{Id}$. Therefore $A=A^{*}$.
Now in order to show that res $\circ \Psi^{*}=\Psi$, it suffices to prove that for any idele $\xi \in J,\left.\Psi^{*}(\xi)\right|_{F}=\left.\Psi(\xi)\right|_{F}$ for all $K \subseteq F \subseteq A$ such that $[F: K]<\infty$. Any such extension $L$ is contained in the composite $\mathbb{F}_{q^{m}} K\left(\Lambda_{M}\right) L_{n}$ for some $m, n \in \mathbb{N}$, $M \in R_{T}$, and $K\left(\Lambda_{M}\right)=\prod_{P \mid M} K\left(\Lambda_{P^{t} t}\right)$. Thus it will be sufficient to show that $\left.\Psi^{*}(\xi)\right|_{F}=\left.\Psi(\xi)\right|_{F}$ for any $F$ that has one of the following forms:
(i) $F=\mathbb{F}_{q^{m}}$ for some $m \geq 1$,
(ii) $F=K\left(\Lambda_{P^{t}}\right)$ for some monic irreducible polynomial $P \in R_{T}$ and $t \geq 1$,
(iii) $F=L_{n}$ for some $n \geq 1$.

Let $F / K$ be a finite extension of type (i), (ii), or (iii). The restriction of $\Psi^{*}(\xi)$ from $\operatorname{Gal}\left(A^{*} / K\right)$ to $\operatorname{Gal}(F / K)$ induces

$$
\Psi_{F}^{*}: J \longrightarrow \operatorname{Gal}(F / K)
$$

The Takagi-Artin theorem (Theorem 11.5.6) yields the following characterization of $\Psi_{F}^{*}$ : For any finite set $S$ of prime divisors containing all those prime divisors that ramify in $F / K$, then $\Psi_{F}$ is the unique homomorphism $J \rightarrow \operatorname{Gal}(F / K)$ such that
(a) $\Psi_{F}^{*}$ is continuous,
(b) $\Psi_{F}^{*}\left(K^{*}\right)=1$,
(c) $\Psi_{F}^{*}(\xi)=\prod_{\mathfrak{p} \notin S}\left(\frac{F / K}{\mathfrak{p}}\right)^{v_{\mathfrak{p}}\left(\xi_{\mathfrak{p}}\right)}=\left(\frac{F / K}{\partial \xi}\right)$, where $\left(\frac{F / K}{}\right)$ is the Artin symbol (Definition 11.2.5).
In short, we need to verify that $\Psi_{F}: J \rightarrow \operatorname{Gal}(F / K)$ satisfies (a), (b), and (c) on all extensions of type (i), (ii), or (iii) of (12.22).

By (12.21), $\Psi_{F}$ satisfies (a) and (b), so we only need to prove (c). For $\mathfrak{p} \in \mathbb{P}_{K}$ we call an idele a $\mathfrak{p}$-idele if $\xi \in J$ is such that for some $\mathfrak{p} \in \mathbb{P}_{K}$,

$$
\xi_{\mathfrak{p}^{\prime}}= \begin{cases}\mu_{\mathfrak{p}^{\prime}} & \text { if } \mathfrak{p}^{\prime} \neq \mathfrak{p}, \\ P=\pi_{\mathfrak{p}} & \text { if } \mathfrak{p}^{\prime}=\mathfrak{p},\end{cases}
$$

where $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P} P}\left(\right.$ or if $\mathfrak{p}=\mathfrak{p}_{\infty}, \xi_{\mathfrak{p}_{\infty}}=\frac{1}{T}$ ) and $\mu_{\mathfrak{p}^{\prime}} \in U_{\mathfrak{p}^{\prime}}$.
Now every $\xi \in J^{S}$ can be written as the finite product of $\mathfrak{p}$-ideles and inverses of $\mathfrak{p}$-ideles for various $\mathfrak{p} \notin S$, so it suffices to prove (c) for a $\mathfrak{p}$-idele $\xi$.

Proposition 12.8.30. If $F$ is of any of the three types of (12.22) and $\xi$ is $\mathfrak{p}$-idele, then $\Psi_{F}=\Psi_{F}^{*}$.

Proof.
Case 1: $F / K$ is a finite constant field extension. The extension $F / K$ is unramified. Let $S=\left\{\mathfrak{p}_{\infty}\right\}$. Let $\xi$ be a $\mathfrak{p}$-idele with $\mathfrak{p} \neq \mathfrak{p}_{\infty}$. Then $\partial \xi=\mathfrak{p}$ and by Proposition 11.2.2, $\left(\frac{F / K}{\mathfrak{p}}\right)=\sigma^{\operatorname{deg} \mathfrak{p}}$, where $\sigma$ is the Frobenius automorphism.

On the other hand, if $\theta=\xi d_{T}(\xi)^{-1}$ then

$$
\theta_{\mathfrak{p}_{\infty}}=\xi_{\mathfrak{p}_{\infty}}\left(\operatorname{sgn}_{\mathfrak{p}_{\infty}} \xi_{\mathfrak{p}_{\infty}}\right)^{-1} \prod_{\substack{\mathfrak{p}^{\prime} \in \mathbb{P}_{K} \\ \mathfrak{p}^{\prime} \neq \mathfrak{p}_{\infty}}} \pi_{\mathfrak{p}^{\prime}}^{-v_{\mathfrak{p}^{\prime}}\left(\xi_{\mathfrak{p}^{\prime}}\right)}=1 \times 1 \times \pi_{\mathfrak{p}}^{-1}=P^{-1} \in V_{\mathfrak{p}_{\infty}}
$$

Thus $v_{\mathfrak{p}_{\infty}}\left(\theta_{\mathfrak{p}_{\infty}}\right)=\operatorname{deg}_{R_{T}} P=\operatorname{deg} \mathfrak{p}$. Therefore $\xi_{\mathbb{Z}}=\operatorname{deg} \mathfrak{p}$.
Since $F / K$ is a constant extension, it follows that

$$
\Psi_{F}(\xi)=\Psi_{\mathbb{Z}}\left(\xi_{\mathbb{Z}}\right)=\sigma^{\operatorname{deg} \mathfrak{p}}
$$

Hence in this case we obtain $\Psi_{F}=\Psi_{F}^{*}$.
Case 2: $F=K\left(\Lambda_{P^{t}}\right)$ for a monic irreducible polynomial $P \in R_{T}$ and some $t \geq 1$. In this case the only ramified primes are $\mathfrak{p}$ and $\mathfrak{p}_{\infty}$, where $(P)_{K}=\frac{\mathfrak{p}}{\mathfrak{p}_{\infty}^{\operatorname{deg} P}}$ (Theorem 12.5.3).

Set $S=\left\{\mathfrak{p}, \mathfrak{p}_{\infty}\right\}$. Let $\mathfrak{q}$ be a prime divisor such that $\mathfrak{q} \notin S$ and let $\xi \in J^{S}$ be a $\mathfrak{q}$ idele. Then $d_{T}(\xi)=Q=\pi_{\mathfrak{q}}$. We write $\xi=d_{T}(\xi) \xi^{*} \in J^{S}$. Therefore $\xi_{\mathfrak{p}}=1=Q \xi_{\mathfrak{p}}^{*}$, and $\xi_{\mathfrak{p}}^{*}=Q^{-1}$.

Now $\xi$ acts on $K\left(\Lambda_{P^{t}}\right) / K$ via the pth component of $\xi^{*}$, so on $K\left(\Lambda_{P^{t}}\right) \Psi(\xi)=$ $\Psi_{T}\left(\xi_{T}^{-1}\right)$ is the automorphism $\Lambda_{P^{t}} \rightarrow \Lambda_{P^{t}}, \lambda \mapsto \lambda^{Q}$. By Theorem 12.5.1 this corresponds to the Artin symbol at $Q=\partial \xi$. This proves that $\Psi_{F}=\Psi_{F}^{*}$ in this case.
Case 3: $F=L_{n}$ for some $n \geq 1$. Set $S=\left\{\mathfrak{p}_{0}, \mathfrak{p}_{\infty}\right\}$ where $(T)_{K}=\frac{\mathfrak{p}_{0}}{\mathfrak{p}_{\infty}}$. The only ramified prime is $\mathfrak{p}_{\infty}$. Let $\xi \in J^{S}$ be a $\mathfrak{p}$-idele where $\mathfrak{p}$ corresponds to some $P \in R_{T}$ distinct from $T$. Note that

$$
d_{T}(\xi)^{-1}=\pi_{\mathfrak{p}}^{-1}=P^{-1}=\left(P^{-1} T^{d}\right)(1 / T)^{d}
$$

where $d=\operatorname{deg} P$ and $P^{-1} T^{d}$ is a unit at $\mathfrak{p}_{\infty}$. Hence the $\mathfrak{p}_{\infty}$-coordinate of $\xi^{*}=$ $\xi d_{T}(\xi)^{-1}$ is $\xi_{\mathfrak{p}_{\infty}}^{*}=P^{-1}$. Therefore $\xi_{\infty}=P^{-1} T^{d}$. Now if $P=T^{d}+a_{d-1} T^{d-1}+$ $\cdots+a_{1} T+a_{0}$ with $a_{0} \neq 0$, then

$$
\xi_{\infty}^{-1}=\frac{P(T)}{T^{d}}=1+\frac{a_{d-1}}{T}+\cdots+\frac{a_{1}}{T^{d-1}}+\frac{a_{0}}{T^{d}}=a_{0} P_{1}(1 / T)
$$

where $P_{1}$ is a monic polynomial. We have $v_{\mathfrak{p}}\left(P_{1}\right)=v_{\mathfrak{p}}\left(\frac{P}{T^{d}}\right)=1$. Thus $P_{1}$ is the canonical uniformizer when we consider $K=\mathbb{F}_{q}(1 / T)$, i.e., $1 / T$ is a generator of $K$. By definition $\xi$ acts on $L_{n}$ via the component of $\xi_{\infty}$, that is, $\Psi(\xi)=\Psi_{\infty}\left(\xi_{\infty}^{-1}\right)$. Considered on $L_{n} / K$ this is the restriction of the automorphism of $F_{n}=K\left(\Lambda_{T^{-n-1}}\right)$ such that $\Lambda_{T^{-n-1}} \rightarrow \Lambda_{T^{-n-1}}, \lambda \mapsto \lambda^{a_{0} P_{1}}$. The restriction of this automorphism to $L_{n}$ is the same as the restriction of the automorphism

$$
\begin{align*}
\Lambda_{T-n-1} & \longrightarrow \Lambda_{T-n-1} \\
\lambda & \longmapsto \lambda^{P_{1}} \tag{12.23}
\end{align*}
$$

because the automorphism of $F_{n}$ associated to $a_{0} \in \mathbb{F}_{q}^{*}$ fixes $L_{n}$. By Theorem 12.5.1 the automorphism defined by (12.23) corresponds to the Artin symbol in $F_{n}$ at $\mathfrak{p}$ and therefore its restriction to $L_{n}$ is the Artin symbol in $L_{n}$ at $\mathfrak{p}$.

This shows that $\Psi_{F}=\Psi_{F}^{*}$ in this case, and the proof is complete.
We have obtained the analogue of the Kronecker-Weber theorem for function fields:

Theorem 12.8.31. The extension $A / K$ constructed in Section 12.8 .4 is the maximal abelian extension of $K$, and the homomorphism

$$
\Psi: J \longrightarrow \operatorname{Gal}(A / K)
$$

given in (12.21) is the Artin reciprocity law homomorphism.

In particular, $A$ and $\Psi$ do not depend upon the original choice of the generator $T$. As a corollary of Theorem 12.8.31 we have the following:

Theorem 12.8.32. The maximal abelian extension of $K$ is $K_{T} K_{1 / T}$.
Proof. According to the construction of $\Psi$, the group of ideles fixing $K_{T}$ is $K^{*} V_{\mathfrak{p}_{\infty}}=$ $K^{*} K_{\mathfrak{p}_{\infty}}$. Similarly, the group of ideles fixing $K_{1 / T}$ is $K^{*} K_{\mathfrak{p}_{0}}$ (where $(T)_{K}=\frac{\mathfrak{p}_{0}}{\mathfrak{p}_{\infty}}$ ). The intersection of these two groups is $K^{*}$, so the kernel of the map

$$
J \longrightarrow \operatorname{Gal}\left(K_{T} K_{1 / T} / K\right),
$$

induced by restriction, is $K^{*}=\operatorname{ker} \Psi$. It follows that $A=K_{T} K_{1 / T}$.

### 12.9 The Analogue of the Brauer-Siegel Theorem

As we saw in Section 7.6, the analogue of the Brauer-Siegel theorem for function fields is the limit

$$
\begin{equation*}
\lim _{g \rightarrow \infty} \frac{\ln h}{g \ln q}=1 \tag{12.24}
\end{equation*}
$$

where $g$ is the genus, $h$ is the class number, and $q$ is the cardinality of the constant field. In this section we prove that the analogue of the Brauer-Siegel theorem holds for the class of cyclotomic function fields. We shall prove that in the class of cyclotomic function fields over the finite field of constants $\mathbb{F}_{q}$, we have

$$
\lim _{g \rightarrow \infty} \frac{\Phi(M)}{g}=0
$$

where $g=g_{M}$ is the genus of $K\left(\Lambda_{M}\right)$ and $\Phi(M)=\left[K\left(\Lambda_{M}\right): K\right]=\left|\left(R_{T} /(M)\right)^{*}\right|$.
Therefore, in this class of function fields, the conditions of Theorem 7.6.3 are satisfied and we have

$$
\lim _{g \rightarrow \infty} \frac{\ln h}{g \ln q}=1
$$

Let $M=\prod_{i=1}^{t} P_{i}^{n_{i}}$ be the factorization of $M \in R_{T} \backslash \mathbb{F}_{q}$ into powers of irreducible polynomials with $n_{i} \geq 1$ and $d_{i}=\operatorname{deg}\left(P_{i}\right) \geq 1$ for $i=1, \ldots, t$. Let $g_{M}$ be the genus of $K\left(\Lambda_{M}\right)$. Then by Theorem 12.7.2,

$$
\begin{equation*}
g_{M}=\frac{\Phi(M)}{2}\left(\sum_{i=1}^{t}\left(n_{i} d_{i}-\frac{d_{i}}{q^{d_{i}}-1}\right)-\frac{q}{q-1}\right)+1 \tag{12.25}
\end{equation*}
$$

Now if $d=\operatorname{deg} M$, using (12.25) we obtain

$$
\begin{align*}
g_{M} & \leq \Phi(M) d+1=d \prod_{i=1}^{t} q^{d_{i}\left(n_{i}-1\right)}\left(q^{d_{i}}-1\right)+1 \\
& \leq d \prod_{i=1}^{d} q^{d_{i} n_{i}}+1=d q^{d}+1 \tag{12.26}
\end{align*}
$$

Suppose that $d$ is sufficiently large so as to satisfy $d \geq \frac{4 q}{q-1}$. If $n_{i}=d_{i}=1$ for some $i \in\{1, \ldots, t\}$, we have $\Phi(M)=(q-1) \prod_{\substack{j=1 \\ j \neq i}}^{t} \Phi\left(P_{j}^{n_{j}}\right)$.

Since we want to estimate the quotient $\Phi(M) / g_{M}$ when $g_{M}$ is sufficiently large and the number of irreducible polynomials of degree one in $R_{T}$ is finite, we may assume that $n_{i} \geq 2$ or $d_{i} \geq 2$ for $i=1, \ldots, t$. Hence for $i=1, \ldots, t$, we have $n_{i}\left(q^{d_{i}}-1\right) \geq 2$. Therefore

$$
\begin{equation*}
n_{i} d_{i}-\frac{d_{i}}{q^{d_{i}}-1} \geq \frac{n_{i} d_{i}}{2} \tag{12.27}
\end{equation*}
$$

for $i=1, \ldots, t$.
Using (12.25) and (12.27) we obtain

$$
\begin{aligned}
g_{M} & \geq \frac{g_{M}}{\Phi(M)} \geq \frac{1}{2}\left(\sum_{i=1}^{t}\left(n_{i} d_{i}-\frac{d_{i}}{q^{d_{i}}-1}\right)-\frac{q}{q-1}\right) \\
& \geq \frac{1}{2}\left(\sum_{i=1}^{t} \frac{n_{i} d_{i}}{2}-\frac{q}{q-1}\right)=\frac{1}{2}\left(\frac{d}{2}-\frac{q}{q-1}\right) \geq \frac{d}{8}
\end{aligned}
$$

Therefore we obtain the following
Proposition 12.9.1. In the class of cyclotomic function fields $K_{( }\left(\Lambda_{M}\right)$ over the finite field of constants $\mathbb{F}_{q}$, we have

$$
g_{M} \longrightarrow \infty \Longleftrightarrow d \longrightarrow \infty
$$

where $M \in R_{T} \backslash \mathbb{F}_{q}, d=\operatorname{deg} M$ and $g_{M}$ is the genus of $K\left(\Lambda_{M}\right)$. Furthermore,

$$
\lim _{g_{M} \rightarrow \infty} \frac{\Phi(M)}{g_{M}}=0
$$

As a corollary we get the following theorem:
Theorem 12.9.2. In the class of cyclotomic function fields $K\left(\Lambda_{M}\right)$ over the finite field of constants $\mathbb{F}_{q}$, we have

$$
\lim _{g_{M} \rightarrow \infty} \frac{\ln h_{M}}{g_{M} \ln q}=1
$$

where $h_{M}$ is the class number of $K\left(\Lambda_{M}\right) / \mathbb{F}_{q}$.
Proof. The statement is an immediate consequence of Theorem 7.6.3 and Proposition 12.9.1.

### 12.10 Exercises

Exercise 12.10.1. Let $M, N \in R_{T}=\mathbb{F}_{q}[T], u \in \bar{K}$, and $K=\mathbb{F}_{q}(T)$. Prove that

$$
u^{M+N}=u^{M}+u^{N} \quad \text { and } \quad u^{M N}=\left(u^{M}\right)^{N} .
$$

Exercise 12.10.2. Let $k$ be any field and let $T$ be an indeterminate over $k$. Prove that for all $n \in \mathbb{N}$,

$$
\left[k\left(T^{1 / n}\right): k(T)\right]=\left[k(T): k\left(T^{n}\right)\right]=n .
$$

Exercise 12.10.3. Prove that if $P \in R_{T}$ is an irreducible polynomial and $n \in \mathbb{N}$, then $\Lambda_{P^{n}} / \Lambda_{P^{n-1}} \cong \Lambda_{P}$.

Exercise 12.10.4. Let $M=\prod_{i=1}^{r} P_{i}^{\alpha_{i}} \in R_{T}$, where $P_{1}, P_{2}, \ldots, P_{r}$ are irreducible polynomials. Let $A=\Lambda_{M}$. Prove that

$$
A(P)= \begin{cases}0 & \text { if } P \notin\left\{P_{1}, \ldots, P_{r}\right\} \\ \Lambda_{P_{i}^{\alpha_{i}}} & \text { if } P=P_{i}\end{cases}
$$

where $A(P)$ denotes the $P$-torsion of $A$.
Exercise 12.10.5. Let $\Phi(M)=\left|\left(R_{T} / M\right)^{*}\right|$ for $M \in R_{T}$. Prove that:
(i) If $M=P$ is irreducible with $d=\operatorname{deg} P$, then $\Phi(P)=q^{d}-1$.
(ii) If $M, N \in R_{T}$ are relatively prime, then

$$
\left(R_{T} /(M N)\right)^{*} \cong\left(R_{T} / M\right)^{*} \times\left(R_{T} / N\right)^{*}
$$

(iii) If $M, N \in R_{T}$ are relatively prime, then

$$
\Phi(M N)=\Phi(M) \Phi(N)
$$

(iv) If $M=P^{n}$ with $P$ irreducible of degree $d$, then

$$
\Phi\left(P^{n}\right)=\left|\left(R_{T} /\left(P^{n-1}\right)\right)^{*}\right| \Phi(P)=q^{d n}-q^{d(n-1)}
$$

Exercise 12.10.6. If $M$ and $N$ are distinct elements of $\in R_{T} \backslash\{0\}$, prove that $\left(\Psi_{M}(u)\right.$, $\left.\Psi_{N}(u)\right)=1$.

Exercise 12.10.7. If $M \in R_{T} \backslash\{0\}$ is of degree $d$, prove that

$$
\sum_{\substack{D \mid M \\ D \text { monic }}} \Phi(D)=q^{d}
$$

Exercise 12.10.8. Let $M \in R_{T} \backslash\{0\}$ be a monic polynomial. Prove that

$$
u^{M}=\prod_{\substack{D \mid M \\ D \text { monic }}} \Psi_{D}(u)
$$

Exercise 12.10.9. Let $\mu: R_{T} \backslash\{0\} \rightarrow \mathbb{Q}$ be given by

$$
\mu(D)=\left\{\begin{array}{lc}
1 & \text { if } D=1 \\
(-1)^{t} & \text { if } D=P_{1} \cdots P_{t}, \quad P_{i} \in R_{T} \\
0 & \text { otherwise }
\end{array} \quad \begin{array}{l}
\text { distinct irreducible } \\
\text { polynomials }
\end{array}\right.
$$

Prove that

$$
\sum_{\substack{D \mid M \\ D \text { monic }}} \mu(D)=\varepsilon(M)= \begin{cases}1 & \text { if } M \text { is a nonzero constant } \\ 0 & \text { otherwise }\end{cases}
$$

Exercise 12.10.10. Let $E$ be a field and let $\mathcal{A}=\left\{\xi: R_{T} \backslash\{0\} \rightarrow E\right\}$. We define the convolution product $*$ in $\mathcal{A}$ by

$$
(\xi * \phi)(M)=\sum_{\substack{D \mid M \\ M \text { monic }}} \xi(D) \phi(M / D)
$$

Prove that $(\mathcal{A}, *,+)$ is a commutative ring with unit $1_{\mathcal{A}}=\varepsilon$, where $\varepsilon: R_{T} \backslash\{0\} \rightarrow$ $E$ is defined by

$$
\varepsilon(M)=\left\{\begin{array}{l}
1 \text { if } M \text { is a nonzero constant } \\
0 \quad \text { otherwise }
\end{array}\right.
$$

Exercise 12.10.11. Prove that if $f, g \in \mathcal{A}$ are such that

$$
g(M)=\sum_{\substack{D \mid M \\ D \text { monic }}} f(D)
$$

for all $M \in R_{T} \backslash\{0\}$, then

$$
f(M)=\sum_{\substack{D \mid M \\ D \text { monic }}} g(D) \mu\left(\frac{M}{D}\right)
$$

where $\mu$ is as in Exercise 12.10.9.
Exercise 12.10.12. Prove that

$$
\Psi_{M}(u)=\prod_{\substack{D \mid M \\ D \text { monic }}}\left(u^{D}\right)^{\mu(M / D)}
$$

Exercise 12.10.13. Let $M, N \in R_{T} \backslash\{0\}$. Prove that

$$
\left(u^{M}, u^{N}\right)=u^{(M, N)},
$$

where ( $\quad$, _) denotes the greatest common divisor.
Exercise 12.10.14. Show that if $P \in R_{T}$ is a monic polynomial and $n \in \mathbb{N}$, then

$$
\Psi_{P^{n}}(u)=\Psi_{P}\left(u^{P^{n-1}}\right)
$$

Exercise 12.10.15. Show that the vertices of the Newton polygon of $f(x)$ given in the proof of Theorem 12.4.2 are

$$
\begin{aligned}
&\left(n-s_{t+1}, v\left(a_{n-s_{t+1}}\right),\right.\left(n-s_{t}, v\left(a_{n-s_{t}}\right), \ldots\right. \\
& \ldots,\left(n-s_{2}, s_{1} m_{1}+\left(s_{2}-s_{1}\right) m_{2}\right),\left(n-s_{1}, s_{1} m_{1}\right),(n, 0)
\end{aligned}
$$

Exercise 12.10.16. Let $a, b, x, y \in \mathbb{Z} \backslash\{0\}$ be such that $(x, y)=1$ and $a x=b y$. Prove that $[a, b]=a x=b y$ where [, , _] denotes the greatest common divisor.

Exercise 12.10.17. Let $F$ be a complete field with respect to a discrete valuation $v$. Prove that if $f(x) \in F[x]$ has all its roots with distinct valuations, then $f(x)$ is a product of linear factors in $F[x]$.

Exercise 12.10.18. Let $F$ and $v$ be as in Exercise 12.10.17. Let $f(x) \in F[x]$. Prove that if $f(x)$ is irreducible, then the Newton polygon of $f(x)$ is a segment.

Exercise 12.10.19. Let $M=P^{n}$, where $P \in R_{T}=\mathbb{F}_{q}[T]$ is a monic irreducible polynomial of degree $d$. Let $\lambda$ be a generator of the Carlitz-Hayes module $\Lambda_{M}$. Let $N_{1}$ and $N_{2}$ be the zero and pole divisors of $\lambda$ respectively.
(i) Let $g_{n}(T, u)=\Psi_{P^{n}}(u)$ considered as a polynomial in two variables $T$ and $u$. Prove that

$$
\operatorname{deg}_{T} g_{n}(T, u)= \begin{cases}q^{d-1} & \text { if } n=1 \\ q^{d(n-1)-1}\left(q^{d}-1\right) & \text { if } n>1\end{cases}
$$

(ii) Let $h_{n}(z)=g_{n}(z, \lambda)$. Deduce from (i) that

$$
\operatorname{deg} h_{n}(z)= \begin{cases}q^{d-1} & \text { if } n=1 \\ q^{d(n-1)-1}\left(q^{d}-1\right) & \text { if } n>1\end{cases}
$$

(iii) Using the irreducibility of $\Psi_{P^{n}}(u)$, prove that $h_{n}(z)$ is an irreducible polynomial in $z$ with coefficients in $\mathbb{F}_{q}[\lambda]$.
(iv) Show that if $T$ is a root of $h_{n}(z)$ and $L=\mathbb{F}_{q}(\lambda)$, then $K\left(\Lambda_{M}\right)=L(T)$, where $K=\mathbb{F}_{q}(T)$. Therefore $\left[K\left(\Lambda_{M}\right): \mathbb{F}_{q}(\lambda)\right]=\operatorname{deg}_{z} h_{n}$.
(v) Deduce that

$$
\operatorname{deg} N_{1}=\operatorname{deg} N_{2}=\operatorname{deg} h_{n}= \begin{cases}q^{d-1} & \text { if } n=1 \\ q^{d(n-1)-1}\left(q^{d}-1\right) & \text { if } n>1\end{cases}
$$

Exercise 12.10.20. Let $k$ be a field of characteristic $p>0$ such that $\mathbb{F}_{p^{2}} \subseteq k$, and let $K=k(x)$ be a rational function field over $k$. Let $L=K(y)=k(x, y)$ where

$$
\begin{equation*}
y^{p^{2}}-y=x \tag{12.28}
\end{equation*}
$$

Let $\wp_{\infty}$ be the infinite prime divisor in $K$ and $\mathfrak{p}$ a prime divisor in $L$ above $\wp_{\infty}$.
(i) Show that $v_{\mathfrak{p}}(y)<0$ using equation (12.28).
(ii) Deduce from (i) that $p^{2} \mid e(\mathfrak{p} \mid \wp \infty)$.
(iii) Deduce from (ii) that $[L: K]=p^{2}$ and that $\wp_{\infty}$ is totally ramified in $L / K$.
(iv) Prove that

$$
T^{p^{2}}-T-x=\prod_{\alpha \in \mathbb{F}_{p^{2}}}(T-(y+\alpha)) .
$$

(v) Prove that $L / K$ is a Galois extension with Galois group

$$
\operatorname{Gal}(L / K) \cong\left(\mathbb{F}_{p^{2}},+\right) \cong C_{p} \times C_{p}
$$

(vi) Using two subextensions $F_{1}, F_{2}$ such that $K \subseteq F_{i} \subseteq L$ and $\left[F_{i}: K\right]=p$, $i=1$, 2, deduce that Abhyankar's lemma does not hold for two wildly ramified extensions.

Exercise 12.10.21. Let $\lambda \in \Lambda_{P} \backslash\{0\}$. Prove that $\left[K\left(\Lambda_{P}\right): \mathbb{F}_{q}(\lambda)\right]=q-1$.
Exercise 12.10.22. Let $E$ be a field, $\beta_{1}, \ldots, \beta_{n} \in E$, and

$$
A=\left[\begin{array}{cccc}
1 & \beta_{1} & \cdots & \beta_{1}^{n-1} \\
\vdots & \vdots & \vdots & \vdots \\
1 & \beta_{n} & \cdots & \beta_{n}^{n-1}
\end{array}\right]
$$

Prove that $\operatorname{det} A=\prod_{1 \leq i<j \leq n}\left(\beta_{j}-\beta_{i}\right)$.

Exercise 12.10.23. Prove that if $M \in R_{T} \backslash\{0\}$ and $\mu$ is the function given in Exercise 12.10.9, then

$$
\prod_{A \mid M} A^{\mu(M / A)}= \begin{cases}P & \text { if } M=P^{n}, P \text { an irreducible polynomial } \\ 1 & \text { otherwise }\end{cases}
$$

Exercise 12.10.24. Let $P \in R_{T}$ be an irreducible polynomial. Prove that

$$
\Psi_{P}(u)=1+\prod_{\substack{D \mid(P-1) \\ D \neq 1}} \Psi_{D}(u)
$$

Exercise 12.10.25. Let $P \in R_{T}$ be an irreducible polynomial. Let $\mathcal{M}:=R_{T} /(P)$. We define an action of $R_{T}$ on $\mathcal{M}$ as follows: if $A \bmod P \in \mathcal{M}$ and $Q \in R_{T}$, then $Q \circ(A \bmod P):=A^{Q} \bmod P$.

Prove that this action is well defined, that is, if $A \equiv B \bmod P$ then $A^{Q} \equiv$ $B^{Q} \bmod P$.

Show that $A^{P} \equiv A \bmod P$ for all $A \in R_{T}$ and deduce that $\mathcal{M}$ is an $R_{T} /(P-1)$ module. Does it hold that $\mathcal{M} \cong R_{T} /(P-1)$ as modules?
Exercise 12.10.26. Prove that $\Psi_{M}(0)= \begin{cases}P & \text { if } M=P^{n} \text { for some } n \in \mathbb{N}, \\ 1 & \text { otherwise } .\end{cases}$
Exercise 12.10.27. If $\chi, \phi$ are two Dirichlet characters such that $\left(F_{\chi}, F_{\phi}\right)=1$, prove that $F_{\chi \phi}=F_{\chi} F_{\phi}$.

Exercise 12.10.28. Prove Proposition 12.6.33.
Exercise 12.10.29. Let $G$ be a finite abelian group and let $H<G$. Prove that there exists an exact sequence of groups

$$
1 \longrightarrow \widehat{(G / H)} \longrightarrow \hat{G} \xrightarrow{\phi} \hat{H} \longrightarrow 1
$$

where $\phi(\sigma)=\left.\sigma\right|_{H}$. In particular, $\hat{G} / \widehat{(G / H)} \cong \hat{H}$.
Exercise 12.10.30. Let $G$ be a finite abelian group and let $H<G$. Prove that $G$ contains a subgroup isomorphic to $G / H$.

Exercise 12.10.31. Let $X$ be a finite group of Dirichlet characters. Describe in terms of $X$ the maximal abelian extensions $L$ of $K_{X}$ such that $L$ is abelian over $K$, the field of constants of $L$ is $\mathbb{F}_{q}$, and $L / K_{X}$ is unramified at every prime divisor.

Exercise 12.10.32. Let $\chi$ be a Dirichlet character and let $\chi=\prod_{P} \chi_{P}$ be its decomposition.
(i) Prove that $(\chi \psi)_{P}=\chi_{P} \psi_{P}$.
(ii) Prove that if $\left(F_{\chi}, F_{\phi}\right)=1$ then $\chi(A) \psi(A)=(\chi \psi)(A)$ for all $A \in R_{T}$.
(iii) Prove that if $\chi$ and $\psi$ are two arbitrary Dirichlet characters, then $\chi(A) \psi(A)=$ $(\chi \psi)(A)$ unless $\chi(A)=\psi(A)=0$.

Exercise 12.10.33. Prove that if $\chi$ is any nontrivial character of conductor $F_{\chi}=F$, then $\sum_{A \bmod F} \chi(A)=0$.

Exercise 12.10.34. Let $M \in R_{T}$ and $A \in R_{T}$ be such that $A \not \equiv 1 \bmod M$ and $(A, M)=1$. Prove that there exists a character $\chi$ defined modulo $M$ and of conductor $F=F_{\chi} \mid M$ such that $\chi(A) \neq 1$.

Conclude that $\sum_{\chi \bmod M} \chi(A)=0$.
Show that if $q=2$ and $M=T^{2}\left(T^{2}+1\right)$, then $\sum_{\chi \bmod M} \chi\left(T^{2}\right) \neq 0$.
Exercise 12.10.35. Show that the subgroup $K^{*}$ of $J_{K}$ is discrete.
Exercise 12.10.36. Let $P \in R_{T}$ be an irreducible monic polynomial and let $\lambda \in \Lambda_{P}$ be a generator. Prove that $P=\prod_{\operatorname{deg} M<\operatorname{deg} P} \lambda^{M}$, where the product is over all nonzero polynomials of degree less than $\operatorname{deg} P$.

Exercise 12.10.37. Let $\mathcal{M}:=\left\{M \mid M \in R_{T}\right.$, $\operatorname{deg} M<\operatorname{deg} P$ monic $\}$ and let $\varrho=$ $\prod_{M \in \mathcal{M}} \lambda^{M}$. Using Exercise 12.10 .36 , obtain that $P=(-1)^{\operatorname{deg} P} \varrho^{q-1}$.

Exercise 12.10.38. Assume that $d$ divides $q-1$. If $M \in R_{T}$ is such that $P \nmid M$, prove that $N^{d} \equiv M \bmod P$ is solvable if and only if $M^{\frac{q^{d}-1}{d}} \equiv 1 \bmod P$, where $d=\operatorname{deg} P$. The order of the element $M^{\frac{q^{d}-1}{d}}$ is a divisor of $d$ in $\left(R_{T} / P\right)^{*}$. In particular, $M^{\frac{q^{d}-1}{d}} \equiv$ $\alpha \bmod P$ for a unique $\alpha \in \mathbb{F}_{q}^{*}$. We write $M^{\frac{q^{d}-1}{d}} \equiv\left(\frac{M}{P}\right)_{d} \bmod P$ and call $\left(\frac{M}{P}\right)_{d}$ the $d$ th power residue symbol. Set $\left(\frac{M}{P}\right)_{d}=0$ if $P \mid M$. Also define $\left(\frac{M}{P}\right):=\left(\frac{M}{P}\right)_{q-1}$. Thus $\left(\frac{M}{P}\right)_{d}=\left(\frac{M}{P}\right)^{\frac{q-1}{d}}$.

Exercise 12.10.39. If $Q$ and $P$ are two distinct monic irreducible polynomials, prove that $\varphi_{Q}(\varrho)=\left(\frac{P^{*}}{Q}\right) \varrho$, where $\varrho$ is given in Exercise 12.10.37, $\varphi_{Q}$ is the Artin automorphism (Theorem 12.5.1), and $P^{*}:=(-1)^{\operatorname{deg} P} P=\varrho^{q-1}$.

Exercise 12.10.40. Show that every nonzero residue class module $P$ has a unique representative of the form $\mu M$, where $\mu \in \mathbb{F}_{q}^{*}$ and $M \in \mathcal{M}$. Let $S \in R_{T}$ be such that $P \nmid S$. For $M \in \mathcal{M}$ write $S M=\mu_{M} M^{\prime} \bmod P$ with $\mu_{M} \in \mathbb{F}_{q}^{*}$ and $M^{\prime} \in \mathcal{M}$. Show that $\left(\frac{S}{P}\right)_{q-1}=\left(\frac{S}{P}\right)=\prod_{M \in \mathcal{M}} \mu_{M}$.

Exercise 12.10.41. Using Theorems 12.5 .1 and 12.5.3, show that $\varphi_{Q}(\varrho)=$ $\prod_{M \in \mathcal{M}} \lambda^{Q M}$. Use Exercise 12.10 .40 to show that $\varphi_{Q}(\varrho)=\left(\frac{Q}{P}\right) \varrho$.

Exercise 12.10.42. Combine Exercises 12.10 .39 and 12.10 .41 to show that if $P$ and $Q$ are two distinct monic irreducible polynomials, then $\left(\frac{P}{Q}\right)\left(\frac{Q}{P}\right)^{-1}=(-1)^{\operatorname{deg} P \operatorname{deg} Q}$.

## Drinfeld Modules

### 13.1 Introduction

In this chapter we present a brief introduction to Drinfeld modules or, as they were called by Drinfeld himself, elliptic modules. The main goal of V. G. Drinfeld [30] was to generalize three classical results: a) the Kronecker-Weber Theorem; b) the EichlerShimura Theorem on $\zeta$ functions of modular curves and c) the fundamental theorem on complex multiplication.

In Chapter 12 we studied cyclotomic function fields, that is, the Carlitz-Hayes theory. These fields are the analogue to the classical cyclotomic fields $\mathbb{Q}\left(\zeta_{n}\right)$, and, as we saw, this analogy provides an explicit class field theory for congruence rational function fields (Theorem 12.8.31). The Drinfeld paper cited above provides an explicit class field theory for arbitrary congruence function fields.

Independently, D. Hayes [62] applied one rank Drinfeld modules in order to develop explicit class fields for global fields in characteristic $p$. His method does not require the use of the scheme-theoretic machinery used by Drinfeld; instead, Hayes used methods which are similar to Deuring's complex multiplication theory of elliptic curves.

With these results of Drinfeld and Hayes, Hilbert's problem 12 becomes completely solved for the function field case. Note that there is no similar explicit class field theory for number fields except for $\mathbb{Q}$ and the imaginary quadratic extensions of $\mathbb{Q}$, which are in some way similar to one rank Drinfeld modules.

The case considered in Chapter 12 is a particular case of Drinfeld modules, namely, the Carlitz module. The study of this module, provides explicit class fields, namely, the cyclotomic function fields. Drinfeld modules are one-dimensional objects and their rank can be any positive integer. When such a module is of rank one, as we mentioned before, there are some analogies with number fields, whereas in rank two there are analogies with the theory of elliptic curves. Nothing analogous to the classical case is known for Drinfeld modules of rank larger than or equal to three.

In Section 13.5 we apply the theory of rank one Drinfeld modules over the analogue in characteristic $p$ of the field of complex numbers and, as in Chapter 12, we
find explicit class fields over an arbitrary congruence function field $K$ and we give explicitly the maximal abelian extension of $K$.

We follow very closely the seminal paper of D. Hayes [63]. Other important sources are the class field paper of Hayes [62] and the books of Goss [51] and of Thakur [151].

### 13.2 Additive Polynomials and the Carlitz Module

Our first goal in this section will be to define an exponential function in characteristic $p>0$. Assume $R_{T}=\mathbb{F}_{q}[T]$ and $K=\mathbb{F}_{q}(T)$. The usual power series for $e^{z}=\sum_{n=0}^{\infty} \frac{z^{n}}{n!}$ does not make sense in positive characteristic, in which case we do not even know what $e$ means. Recall that the classical exponential function $e^{z}$ is multiplicative, that is, $e^{z+w}=e^{z} e^{w}$ for all $z, w \in \mathbb{C}$. Consider a multiplicative function $f$ in characteristic $p$, that is, $f(x+y)=f(x) f(y)$. Assume that $f$ is defined on some integral domain of characteristic $p$. Then $f(x)^{p}=f(p x)=f(0)=f(0+0)=f(0)^{2}$. Therefore $f(0)$ is 0 or 1 , and $f(x)$ is identically 0 or 1 .

On the other hand, there exist several additive functions in characteristic $p$; indeed, any polynomial of the form $f(x)=\sum_{i=0}^{n} a_{i} x^{p^{i}}$ is additive: $f(x+y)=f(x)+f(y)$. Moreover, in the zero characteristic case, any additive function $f$ satisfies $f(x)=c x$ for some constant $c$.

Now let $\mathbb{C}_{\infty}$ be the completion of an algebraic closure of $K_{\mathfrak{p}_{\infty}}$, where $\mathfrak{p}_{\infty}$ is the pole divisor of $T$. We want to define an additive exponential ex: $\mathbb{C}_{\infty} \rightarrow \mathbb{C}_{\infty}$.

In the classical case we have $e^{z}=1$ if and only if $z$ is of the form $2 n \pi i$ with $n \in \mathbb{Z}$, and such elements are zeros of multiplicity one of the equation $e^{z}-1=0$. Therefore the analogous situation in positive characteristic would be a function ex $(u)$ satisfying $\mathrm{ex}(u)=0$ if and only if $u=\tilde{\pi} M$ with $M \in R_{T}\left(u \in \mathbb{C}_{\infty}\right)$ for some $\tilde{\pi} \in \mathbb{C}_{\infty}$, which would be similar to the classical $2 \pi i$.

Considering ex $(u)$ as an infinite product, we obtain

$$
\begin{equation*}
\operatorname{ex}(u)=c u \prod_{\lambda \in \tilde{\pi} R_{T} \backslash\{0\}}\left(1-\frac{u}{\lambda}\right) . \tag{13.1}
\end{equation*}
$$

We normalize (13.1) by taking $c=1$. Observe that since the zeros of ex $(T u)$ and $\prod_{\lambda \in(\tilde{\pi} / T) R_{T} / \tilde{\pi} R_{T}}(\mathrm{ex}(u)-\mathrm{ex}(\lambda))$ are the same, it follows that

$$
\begin{equation*}
\operatorname{ex}(T u)=\alpha \prod_{\lambda \in(\tilde{\pi} / T) R_{T} / \tilde{\pi} R_{T}}(\operatorname{ex}(u)-\operatorname{ex}(\lambda)) \tag{13.2}
\end{equation*}
$$

for some $\alpha \neq 0$. We normalize (13.2) by taking $\alpha=1$. It follows that ex $(T u)$ is an $\mathbb{F}_{q}$-linear polynomial in ex $(u)$ of degree $q=\left|R_{T} / T R_{T}\right|=\left|(\tilde{\pi} / T) R_{T} / \tilde{\pi} R_{T}\right|$.

From Corollary 13.2.5 below, we obtain

$$
\begin{equation*}
\operatorname{ex}(T u)=\operatorname{ex}(u)^{q}+T \operatorname{ex}(u) . \tag{13.3}
\end{equation*}
$$

Note that (13.3) corresponds to the action given in Definition 12.2.1:

$$
u^{T}=\left(\varphi+\mu_{T}\right)(u)=\varphi(u)+\mu_{T}(u)=u^{q}+T u
$$

For this reason (13.3) is called the Carlitz exponential and $u^{T}=u^{q}+T u$ defines the Carlitz module. It is clear that if $M \in R_{T}$, then ex $(M u)$ is a polynomial $C_{M}(\operatorname{ex}(u))$ in $\operatorname{ex}(u)$. In fact, it can be shown that $\operatorname{ex}(u)=C_{M}(\operatorname{ex}(u / M))=\lim _{\operatorname{deg} M \rightarrow \infty} C_{M}(u / M)$, which is the analogue of $e^{z}=\lim _{n \rightarrow \infty}\left(1+\frac{z}{n}\right)^{n}$ in the classical case.

Definition 13.2.1. Let $E$ be a field of characteristic $p>0$ and $p(x) \in E[x]$. We say that $p(x)$ is additive if $p(x+y)=p(x)+p(y)$ whenever $x+y \in E[x, y]$ in the polynomial ring of two variables.

Example 13.2.2. Let $\tau_{p}(x)=x^{p}$. Then $\tau_{p}$ is additive.
Example 13.2.3. If $p(x)$ and $h(x)$ are additive, then $p(x)+h(x), \alpha p(x)$ and $p(h(x))$ are additive for any $\alpha \in E$.

Proposition 13.2.4. If $p(x) \in E[x]$ is an additive polynomial, then $p(x)=\sum_{i=0}^{n} a_{i} x^{p^{i}}$ for some $a_{0}, \ldots, a_{n}$.

Proof. Consider the equality $p(x+y)=p(x)+p(y)$ and take the formal derivative of both sides with respect to $x$. We obtain $p^{\prime}(x+y)=p^{\prime}(x)$ and $p(0)=0$. It follows that $p^{\prime}(y)=p^{\prime}(0)=c_{0} \in E$. Thus

$$
p(x)=c_{0} x+\sum_{j=1}^{m} c_{j} x^{p j}=c_{0} x+p_{1}(x)^{p}
$$

where $p_{1}(x) \in E\left[c_{1}^{1 / p}, \ldots, c_{m}^{1 / p}\right][x]$ and $p_{1}(x)$ is additive. By induction on $\operatorname{deg} p(x)$, we obtain $p_{1}(x)=\sum_{t=0}^{m_{1}} b_{t} x^{p^{t}}$. Thus $p(x)=c_{0} x+\sum_{t=0}^{m_{1}} b_{t}^{p} x^{p^{t+1}} \in E[x]$.

Corollary 13.2.5. If $E$ contains $\mathbb{F}_{q}\left(q=p^{u}\right)$ and $p(x) \in E[x]$ is $\mathbb{F}_{q}$-linear, that is, $p(x)$ is additive and satisfies $p(\alpha x)=\alpha p(x)$ with $\alpha \in \mathbb{F}_{q}$, then $p(x)$ is of the form $p(x)=\sum_{i=0}^{n} a_{i} x^{q^{i}}$.

Proof. Since $p(x)=\sum_{j=0}^{m} b_{j} x^{p^{j}}$ and $p(\alpha x)=\alpha p(x)$ for all $\alpha \in \mathbb{F}_{q}$, we have $\sum_{j=0}^{m} b_{j} \alpha^{p^{j}} x^{p^{j}}=\sum_{j=0}^{m} b_{j} \alpha x^{p^{j}}$. Thus $\alpha^{p^{j}}=\alpha$ for every $j$ such that $b_{j} \neq 0$, and the result follows.

It follows from Example 13.2.3 and Corollary 13.2 .5 that the set of $\mathbb{F}_{q}$-linear maps in $E[x]$, where $\mathbb{F}_{q}$ is contained in $E$, forms a ring under composition.

Definition 13.2.6. Let $E$ be a field containing $\mathbb{F}_{q}$, and let $R$ be the ring of $\mathbb{F}_{q}$-linear polynomials in $E[x]$. Set $\tau(x)=x^{q}$. Then $R \cong E\langle\tau\rangle$, where $E\langle\tau\rangle$ is the twisted polynomial ring consisting of the $\mathbb{F}_{q}$-algebra generated by $E$ and the element $\tau$ such that

$$
\begin{equation*}
\tau u=u^{q} \tau \tag{13.4}
\end{equation*}
$$

for all $u \in E$.

In other words, $E\langle\tau\rangle$ is similar to a polynomial ring except that the multiplication of $\tau$ by elements of $E$ is given by (13.4).

Definition 13.2.7. Let $R_{T}=\mathbb{F}_{q}[T]$ and $K=\mathbb{F}_{q}(T)$ as usual. The Carlitz module for $R_{T}$ defined over $K$ is the $\mathbb{F}_{q}$-algebra homomorphism

$$
\begin{aligned}
C: R_{T} & \rightarrow K\langle\tau\rangle \\
M & \mapsto C_{M}
\end{aligned}
$$

such that $C_{T}=T+\tau$.
Note that Definition 13.2.7 is the same as Definition 12.2.1. Also, Definition 13.2.7 provides an $\mathbb{F}_{q}$-algebra homomorphism such that the constant term of $C_{M}$ is $M$ and there exists $M \in R_{T}$, for instance $M=T$, such that $C_{M} \notin K$.

### 13.3 Characteristic, Rank, and Height of Drinfeld Modules

In this section we generalize the definition of a Carlitz module, which is the simplest example of a Drinfeld module.

Let $K$ be a congruence function field whose exact field of constants is the finite field $\mathbb{F}_{q}$ of $q$ elements. We fix a prime divisor $\mathfrak{P}_{\infty}$ of $K$, which will be called the infinite prime. Let $A \subset K$ be the ring of elements in $K$ whose only poles are at $\mathfrak{P}_{\infty}$. That is, $A=\bigcup_{t=1}^{\infty} L\left(\mathfrak{P}_{\infty}^{-t}\right)$.

Now, $A$ is the integral closure of some $\mathbb{F}_{q}[T]$ with $T \in K$ (choose $T$ such that $\mathfrak{N}_{T}=\mathfrak{P}_{\infty}^{t}$ for some positive $t$ ). By Theorems 5.7.7 and 5.7.9, $A$ is a Dedekind domain whose prime ideals other than zero are in one-to-one correspondence with the prime divisors of $K$ other than $\mathfrak{P}_{\infty}$ : if $\mathfrak{P}$ is a prime divisor, distinct from $\mathfrak{P}_{\infty}$, then $A \subset \vartheta_{\mathfrak{P}}$ and $\mathfrak{P} \cap A$ is the corresponding nonzero prime ideal of $A$.

We set $d_{\infty}=\operatorname{deg}_{K} \mathfrak{P}_{\infty} \geq 1$. Let $k$ be any field containing $\mathbb{F}_{q}$ and consider the twisted polynomial ring $k\langle\tau\rangle$, where $\tau(u)=u^{q}, u \in \Omega$, and $\Omega$ is any $k$-algebra. The action of $k\langle\tau\rangle$ on $\Omega$ is given by

$$
\left(\sum_{i=0}^{n} a_{i} \tau^{i}\right)(u)=\sum_{i=0}^{n} a_{i} u^{q^{i}} \in k[u],
$$

where $\sum_{i=0}^{n} a_{i} u^{q^{i}}$ is an additive polynomial. Let $D: k\langle\tau\rangle \rightarrow k$ be the augmentation homomorphism, that is, $D\left(\sum_{i=0}^{n} a_{i} \tau^{i}\right)=a_{0}$.

Definition 13.3.1. Let $\iota: k \rightarrow k\langle\tau\rangle$ be the inclusion map defined by $\iota(\alpha)=\alpha\left(=\alpha \tau^{0}\right)$. A Drinfeld module over $k$ is a homomorphism $\rho: A \rightarrow k\langle\tau\rangle$ of $\mathbb{F}_{q}$-algebras such that $\rho \neq \iota \circ D \circ \rho$. We denote $\rho(a)$ by $\rho_{a}$.

Remark 13.3.2. $\delta:=D \rho: A \rightarrow k$ is a homomorphism of $\mathbb{F}_{q}$-algebras. We say that $k$ is an A-field. Also, notice that $D\left(\rho_{a}\right)=\delta(a)$ for $a \in A$. The condition $\rho \neq \iota D \circ \rho=$ $\iota \circ \delta$ means that $\rho$ does not factor through $k$ via $\iota$.


Alternatively, if we fix a homomorphism $\delta: A \rightarrow k$, a Drinfeld $A$-module over $k$ is a homomorphism $\rho: A \rightarrow k\langle\tau\rangle$ of $\mathbb{F}_{q}$-algebras such that $D \circ \rho=\delta$ and $\rho_{a} \neq \delta(a) \tau^{0}$ for some $a \in A$.

Example 13.3.3. Assume that $A=R_{T}, k$ is any field containing $A$, and $\delta: A \rightarrow k$ is any $\mathbb{F}_{q}$-algebra homomorphism. Let $n$ be an integer greater than or equal than one and $a_{n}$ a nonzero element of $k$. Let $\rho_{T}=\delta(T)+\sum_{i=1}^{n} a_{i} \tau^{i}$ be arbitrary with $a_{n} \neq 0$, $n \geq 1$. Then $\rho$ can be extended in a unique way to a homomorphism $\rho: A \rightarrow k\langle\tau\rangle$, and $\rho$ is a Drinfeld $A$-module.

Definition 13.3.4. The kernel $\mathfrak{P}$ of the map $\delta: A \rightarrow k$ is called the characteristic of $\rho$. If $\mathfrak{P}=(0)$, we say that $\rho$ has generic characteristic or infinite characteristic in order to avoid confusion with the usual 0 characteristic. If $\mathfrak{P} \neq(0)$ we say that $\rho$ has finite characteristic. We denote the characteristic of a Drinfeld $A$-module by char $(\rho)$.

Proposition 13.3.5. The map $\rho$ given above is injective.
Proof. Exercise 13.7.1.
Note that Drinfeld $A$-modules are essentially nontrivial embeddings of $A$ into $k\langle\tau\rangle$.
Example 13.3.6. Assume $A=R_{T}, k=K=\mathbb{F}_{q}(T), \delta=\mathrm{id}: R_{T} \xrightarrow{\mathrm{id}} K, \rho=$ $C: R_{T} \rightarrow K\langle\tau\rangle, \rho(M)=\rho_{M}=C_{M}$, and $C_{T}=T+\tau$ is the Carlitz module. Then $C$ is a Drinfeld module.

Notation 13.3.7. We use the notation $\operatorname{Drin}_{A}(k)$ for the set of all Drinfeld $A$-modules over $k$ once the map $\delta=D \rho: A \rightarrow k$ has been fixed.

In practice $\delta$ is either an inclusion or a reduction map module over some nonzero prime ideal of $A$.

Now, given any $k$-algebra $V, A$ acts con $V$ via $\delta$ if we define

$$
\begin{equation*}
a \circ v=\delta(a) v \quad \text { for all } \quad v \in V \quad \text { and } \quad a \in A . \tag{13.5}
\end{equation*}
$$

In this way $V$ is an $A$-module. However, if we consider $\rho, V$ is also an $A$-module under the operation defined by

$$
\begin{equation*}
a * v=\rho_{a}(v) \quad \text { for all } \quad v \in V \quad \text { and } \quad a \in A . \tag{13.6}
\end{equation*}
$$

The linear term of $a * v$ is $\delta(a) v=a \circ v$ but by the definition of a Drinfeld module, there exists $a \in A$ such that $a * v \neq a \circ v$. Thus, the idea of a Drinfeld module may be understood as the deformation of a standard $A$-module. The $A$-module structure of $V$ given by (13.6) will be denoted by $V_{\rho}$.

Definition 13.3.8. Given two Drinfeld $A$-modules $\rho, \rho^{\prime}$ over $k$, an isogeny from $\rho$ to $\rho^{\prime}$ is a twisted polynomial $f \in k\langle\tau\rangle$ such that $f \rho_{a}=\rho_{a}^{\prime} f$ for all $a \in A$.

The product of two isogenies is easily seen to be again an isogeny. In this way, using the language of categories, we may say that $\operatorname{Drin}_{A}(k)$ is a category whose morphisms are the isogenies. The isogenies from $\rho$ to $\rho^{\prime}$ will be denoted by $\operatorname{Isog}\left(\rho, \rho^{\prime}\right)$.

In particular, the isomorphisms in $\operatorname{Drin}_{A}(k)$ are the invertible twisted polynomials in $k\langle\tau\rangle$ and these polynomials are precisely the nonzero constant polynomials $k^{*}$. Therefore $\rho$ and $\rho^{\prime}$ are isomorphic if and only if there exists an element $\alpha \in k^{*}$ such that $\alpha \rho_{a}=\rho_{a}^{\prime} \alpha$ for all $a \in A$.

Example 13.3.9. Assume as usual $A=R_{T}$ and $K=\mathbb{F}_{q}(T)$, and consider the following two Drinfeld $A$-modules, where $\delta: A \rightarrow K$ is the inclusion map:

$$
\begin{array}{rlrl}
\rho:=C & A & \rightarrow K\langle\tau\rangle \\
& T & \mapsto C_{T}=T+\tau
\end{array} \quad \text { and } \quad \rho^{\prime}:=C^{\prime}: A \rightarrow K\langle\tau\rangle
$$

Then $C$ is the Carlitz module. Now $\rho$ and $\rho^{\prime}$ are isomorphic if and only if there exists $\alpha \in k^{*}$ such that $\alpha C_{M}=C_{M}^{\prime} \alpha$ for all $M \in R_{T}$. It is easily seen that $\alpha$ must be a $(q-1)$ th root of -1 (see Exercise 13.7.2).

For $p \neq 2, K$ does not contain any $(q-1)$ th root of -1 and therefore $C$ and $C^{\prime}$ are not isomorphic over $K$. However, they are isomorphic over any overfield of $K$ that contains the $(q-1)$ th roots of -1 .

More generally, if $\alpha_{1} \in A$ and $k$ is a field containing $\mathbb{F}_{q}\left(T, \alpha_{1}^{1 /(q-1)}\right)$ then the module $\rho_{T}=T+\alpha_{1} \tau$ is isomorphic to the Carlitz module over $K$.

Now we will define the rank of a Drinfeld $A$-module $\rho \in \operatorname{Drin}_{A}(k)$. Let $\phi: A \rightarrow \mathbb{Z}$ be defined by $\phi(a):=-\operatorname{deg} \rho_{a}$ (in $\tau$ ). Then $\phi$ is a nontrivial valuation on $A$ (Exercise 13.7.3).

Now the unique extension of $\phi$ to $K=$ quot $A$ defines the prime divisor $\mathfrak{P}_{\infty}$. Therefore there exists a unique rational number $r_{\rho}$ such that

$$
\begin{equation*}
\operatorname{deg} \rho_{a}=-d_{\infty} \times r_{\rho} \times v_{\mathfrak{P}_{\infty}}(a) \tag{13.7}
\end{equation*}
$$

for all $a \in A$.
Definition 13.3.10. The number $r_{\rho}$ is called the rank of $\rho$.
We will see (Theorem 13.3.19) that $r_{\rho}$ is a positive integer.
Example 13.3.11. Assume that $C$ is the Carlitz module. Then $d_{\infty}=1$ and $\operatorname{deg} C_{T}=$ $1=-d_{\infty} \times r_{C} \times v_{\mathfrak{P}}^{\infty}(T)=-1 \times r_{C} \times(-1)=r_{C}$. Therefore the Carlitz module is of rank one.

Now we define another number attached to a Drinfeld $A$-module $\rho$. If $\operatorname{char}(\rho)=0$, define the height of $\rho$ by $h_{\rho}=0$.

Assume that $\mathfrak{P}=\operatorname{char}(\rho) \neq 0$ and let $v_{\mathfrak{P}}$ be the valuation associated to the place $\mathfrak{P}$. Let $a$ be a nonzero element of $A$, and $\rho_{a}=\sum_{i=0}^{n} \alpha_{i} \tau^{i}$. Pick $i_{0}$ such that $\alpha_{i_{0}} \neq 0$ and $\alpha_{j}=0$ whenever $0 \leq j \leq i_{0}-1$. We define

$$
j_{\rho}(a)=\operatorname{ord}\left(\rho_{a}\right)=i_{0}
$$

Note that $\operatorname{ord}\left(\rho_{a}\right)>0$ if and only if $a \in \mathfrak{P}$. Furthermore, $j_{\rho}$ defines a nontrivial valuation on $A$ (Exercise 13.7.3) that is equivalent to $v_{\mathfrak{P}}$.

Hence, there exists a positive rational number $h_{\rho}$ such that

$$
\begin{equation*}
j_{\rho}(a)=\operatorname{ord}\left(\rho_{a}\right)=h_{\rho} \times v_{\mathfrak{P}}(a) \times \operatorname{deg}_{K} \mathfrak{P} \tag{13.8}
\end{equation*}
$$

for all $a \in A$.
Definition 13.3.12. The number $h_{\rho}$ defined above is called the height of the Drinfeld $A$-module $\rho$.

We will prove (Theorem 13.3.19) that $h_{\rho}$ is a nonnegative integer.
Example 13.3.13. If $C$ is the Carlitz module, the structural map $\delta$ is injective, so the height of $C$ is $h_{C}=0$.

Example 13.3.14. Let $A=R_{T}, k$ be any field containing $\mathbb{F}_{q}$, and $\rho: A \rightarrow k\langle\tau\rangle$ a Drinfeld module of rank $r$ and height $h$. Then $\rho_{T}=\sum_{i=0}^{r} \alpha_{i} \tau^{i}$ with $\alpha_{0}, \ldots, \alpha_{r} \in k$ and $\alpha_{r} \neq 0$, since

$$
\operatorname{deg} \rho_{T}=-d_{\mathfrak{P}_{\infty}} \times r_{\rho} \times v_{\mathfrak{P}_{\infty}}(T)=r_{\rho}=r
$$

Now $\delta(T)=\alpha_{0}$, so $\delta(f(T))=f(\delta(T))=f\left(\alpha_{0}\right)$. Therefore

$$
\operatorname{char}(\rho)= \begin{cases}(0) & \text { if } \alpha_{0} \text { is transcendental over } \mathbb{F}_{q} \\ \left(\operatorname{Irr}\left(\alpha_{0}, T, \mathbb{F}_{q}\right)\right) & \text { if } \alpha_{0} \text { is algebraic over } \mathbb{F}_{q}\end{cases}
$$

If $\mathfrak{P}$ is any nonzero prime ideal of $A, k=A / \mathfrak{P}$, and $\delta$ is the canonical projection, then $\operatorname{char}(\rho)=\mathfrak{P}$.

In general, assume that $\operatorname{char}(\rho)=\mathfrak{P} \neq(0)$. Then if $\alpha_{0}=0$, we have $\mathfrak{P}=(T)$ and $\operatorname{ord}\left(\rho_{T}\right)=i_{0}=h_{\rho} \times v_{\mathfrak{P}}(T) \times \operatorname{deg}_{K}(T)=h_{\rho} \times 1 \times 1=h_{\rho}=h$.

Therefore if $k=\mathbb{F}_{q}=A /(T), \delta: A \rightarrow k$ is the canonical projection and $\rho: A \rightarrow$ $k\langle\tau\rangle$, then $\rho_{T}=\tau^{h}+\tau^{r}$ is a Drinfeld $A$-module of height $h$ and rank $r$. Note that if $\alpha_{0} \neq 0, \alpha_{0}$ algebraic over $\mathbb{F}_{q}$, and $\mathfrak{P}=\left(\operatorname{Irr}\left(\alpha_{0}, T, \mathbb{F}_{q}\right)\right)=(f(T))$, then
$\operatorname{ord}\left(\rho_{f(T)}\right)=h_{\rho} \times v_{\mathfrak{P}}(f(T)) \times \operatorname{deg}_{K}(f(T))=h_{\rho} \times \operatorname{deg}_{T} f(T)=h \times \operatorname{deg}_{T} f(T)$, that is, $h=\frac{\operatorname{ord}\left(\rho_{f(T)}\right)}{\operatorname{deg}_{T} f(T)}$.

In order to show that the rank $r_{\rho}$ and the height $h_{\rho}$ of a Drinfeld $A$-module are integers, we need the basic general results on finitely generated modules over Dedekind domains. The structure of these modules is similar to that of finitely generated modules over principal ideal domains.

Let $\rho$ be a Drinfeld $A$-module over $k$. If $\mathfrak{A}$ is an integral ideal of $A$, then $\mathfrak{A}$ can be generated by at most two elements (Exercise 13.7.4). Let $k$ be any field containing $\mathbb{F}_{q}$. Given any two twisted polynomials $f(\tau), g(\tau) \in k\langle\tau\rangle$ with $g(\tau) \neq 0$ there exists
a unique pair of twisted polynomials $q(\tau)$ (the right quotient) and $r(\tau)$ (the right residue) such that $\operatorname{deg} r(\tau)<\operatorname{deg} g(\tau)$ and

$$
\begin{equation*}
f(\tau)=q(\tau) g(\tau)+r(\tau) \tag{13.9}
\end{equation*}
$$

The proof of (13.9) is similar to that in the case of a polynomial ring $k[x]$. As in that case, we deduce that every left ideal of $k\langle\tau\rangle$ is principal. Now if we assume that $k$ is a perfect field, we obtain the left analogue of (13.9), namely, if $f(\tau), g(\tau) \in k\langle\tau\rangle$ and $g(\tau) \neq 0$, then there exists a unique pair $q_{1}(\tau)$ and $r_{1}(\tau)$, consisting of the left quotient and the left residue, such that $\operatorname{deg} r_{1}(\tau)<\operatorname{deg} g(\tau)$ and

$$
\begin{equation*}
f(\tau)=g(\tau) q_{1}(\tau)+r_{1}(\tau) \tag{13.10}
\end{equation*}
$$

Again, the proof is similar to the polynomial ring case but here we need the fact that $k^{q}=k$. As a consequence we obtain that when $k$ is perfect, every right ideal of $k\langle\tau\rangle$ is principal.
Example 13.3.15. If $k=\mathbb{F}_{q}(T), f(\tau)=T+\tau-\tau^{2}$, and $g(\tau)=\tau+T^{2}$, then using the same Euclidean algorithm and the relation (13.4) ( $\tau a=a^{q} \tau$ for $a \in k$ ), we obtain

$$
-\tau^{2}+\tau+T=\left(-\tau+\left(1+T^{2}\right)^{q}\right)\left(\tau+T^{2}\right)+\left(T-\left(1+T^{2}\right)^{q} T^{2}\right)
$$

Therefore $q(\tau)=-\tau+\left(1+T^{2}\right)^{q}$ and $r(\tau)=T-\left(1+T^{2}\right)^{q} T^{2}=T-T^{2}-T^{2 q+2}$.
In the algebraic closure $\bar{k}$ of $k$ we have

$$
-\tau^{2}+\tau+T=\left(\tau+T^{2}\right)\left(-\tau+\left(1+T^{2}\right)^{1 / q}\right)+T+T^{2}\left(1+T^{2}\right)^{1 / q}
$$

Therefore $q_{1}(\tau)=-\tau+\left(1+T^{2}\right)^{1 / q}$ and $r(\tau)=T+T^{2}\left(1+T^{2}\right)^{1 / q}=T+T^{2}+T^{2+2 / q}$.
Definition 13.3.16. Given $f(\tau), g(\tau) \in k\langle\tau\rangle$, the right greatest common divisor of $f(\tau)$ and $g(\tau)$ is the monic generator of the left ideal of $k\langle\tau\rangle$ generated by $f(\tau)$ and $g(\tau)$. We will denote it by $\operatorname{rgcd}(f(\tau), g(\tau))$.

If $h(\tau)=\operatorname{rgcd}(f(\tau), g(\tau))$, the left ideal of $k\langle\tau\rangle$ generated by $f(\tau)$ and $g(\tau)$ is $k\langle\tau\rangle h(\tau)$.

Example 13.3.17. We have $\operatorname{rgcd}\left(T+\tau-\tau^{2}, \tau+T^{2}\right)=1$. In fact,

$$
\operatorname{rgcd}(f(\tau), g(\tau))=\operatorname{gcd}(f(x), g(x))_{x=\tau}
$$

(see Exercise 13.7.5).
Now let $\rho \in \operatorname{Drin}_{A}(k)$, and let $\mathfrak{A}=(a, b)$ be an integral ideal of $A$. Let $\rho_{a}, \rho_{b} \in$ $k\langle\tau\rangle$, and consider $\operatorname{rgcd}\left(\rho_{a}, \rho_{b}\right):=\rho_{\mathfrak{A}}$. That is, $\rho_{\mathfrak{A}}$ denotes the monic generator of the left ideal of $k\langle\tau\rangle$ generated by $\rho_{a}$ and $\rho_{b}$.

Definition 13.3.18. Let $\bar{k}$ be an algebraic closure of $k$ and $\rho \in \operatorname{Drin}_{A}(k)$. We define $\rho[\mathfrak{A}] \subseteq \bar{k}$ as the set of roots of $\rho_{\mathfrak{A}}$ in $\bar{k}$. Note that

$$
\rho[\mathfrak{A}]=\left\{u \in \bar{k} \mid \rho_{a}(u)=0 \forall a \in \mathfrak{A}\right\}
$$

(this corresponds to the $\Lambda_{M}$ given in Definition 12.2.8).

Note that $\rho[\mathfrak{A}]$ is a finite additive subgroup of $\bar{k}$ since $\rho_{a}$ is an additive polynomial. Furthermore, if $a \in A$ and $u \in \rho[\mathfrak{A}]$, let $\rho_{a}(u) \in \bar{k}^{*}$. Then for $f \in \mathfrak{A}$, we have $\rho_{f} \circ \rho_{a}(u)=\rho_{f a}(u)=\rho_{a f}(u)=\rho_{a} \circ \rho_{f}(u)=\rho_{a}(0)=0$.

In other words, $\rho[\mathfrak{A}]$ is also a finite $A$-module under the action given in (13.6). This is the natural generalization of Proposition 12.3.6.

Theorem 13.3.19. Let $\rho \in \operatorname{Drin}_{A}(k)$ be any Drinfeld $A$-module of rank $r$ and height $h$. Then $r$ is a positive integer and $h$ is a nonnegative integer.

Proof. Let $\rho_{\mathfrak{A}}=a_{i_{0}} \tau^{i_{0}}+\cdots+a_{n} \tau^{n}$, where $i_{0}:=\operatorname{ord} \rho_{\mathfrak{A}}, a_{i_{0}}, a_{n} \neq 0$, and $n=\operatorname{deg} \rho_{\mathfrak{A}}$. Then $|\rho[\mathfrak{A}]|=q^{n-i_{0}}=q^{\operatorname{deg} \rho_{\mathfrak{A}}-\operatorname{ord} \rho_{\mathfrak{A}}}$. Let $\mathfrak{P}$ be any nonzero prime ideal of $A$. The sequence

$$
\begin{equation*}
0 \rightarrow \rho[\mathfrak{P}] \rightarrow \rho\left[\mathfrak{P}^{m}\right] \xrightarrow{\varphi} \rho\left[\mathfrak{P}^{m-1}\right] \rightarrow 0 \tag{13.11}
\end{equation*}
$$

where $\varphi: \rho\left[\mathfrak{P}^{m}\right] \rightarrow \rho\left[\mathfrak{P}^{m-1}\right]$ is defined by $\varphi(u)=\pi \times u$ with $\pi \in \mathfrak{P} \backslash \mathfrak{P}^{2}$, is exact (this result corresponds to the proof of Proposition 12.2.14). Now $\rho[\mathfrak{P}]$ is an $A$-module that is annihilated by $\mathfrak{P}$. Thus $\rho[\mathfrak{P}]$ is a finite $A / \mathfrak{P}$ vector space, say of dimension $d_{\mathfrak{P}}$. From (13.11) we obtain that

$$
\left|\rho\left[\mathfrak{P}^{m}\right]\right|=\left|\rho\left[\mathfrak{P}^{m-1}\right]\right||\rho[\mathfrak{P}]|=|A / \mathfrak{P}|^{m d_{\mathfrak{P}}}=q^{m d_{\mathfrak{P}} \operatorname{deg}_{K} \mathfrak{P}} .
$$

By Exercise 13.7.6, there exists $m \in \mathbb{N}$ such that $\mathfrak{P}^{m}=(a)$ is principal. Therefore $\rho[a]:=\rho[(a)]=\rho\left[\mathfrak{P}^{m}\right]$. Since $|\rho[a]|=q^{\operatorname{deg} \rho_{a}-\operatorname{ord} \rho_{a}}$, it follows that

$$
\begin{equation*}
m d_{\mathfrak{P}} \operatorname{deg}_{K} \mathfrak{P}=\operatorname{deg} \rho_{a}-\operatorname{ord} \rho_{a} \tag{13.12}
\end{equation*}
$$

where $\mathfrak{P}^{m}=(a)$ and $d_{\mathfrak{P}}=\operatorname{dim}_{A / \mathfrak{P}} \rho[\mathfrak{P}]$.
If $\mathfrak{P} \neq \operatorname{char}(\rho)$, then $\rho_{a}$ is separable since $\delta(a) \neq 0$. Hence $|\rho[a]|=q^{\operatorname{deg} \rho_{a}}$ and we obtain

$$
m \times d_{\mathfrak{P}} \times \operatorname{deg}_{K} \mathfrak{P}=\operatorname{deg} \rho_{a}=-d_{\infty} \times r \times v_{\mathfrak{P}_{\infty}}(a)
$$

Now in $K$, we have $(a)_{K}=\frac{\mathfrak{P}^{m}}{\mathfrak{P}_{\infty}^{-v} \mathfrak{P}_{\infty}(a)}$. Thus $m \operatorname{deg}_{K} \mathfrak{P}=-v_{\mathfrak{P}}^{\infty}(a) d_{\infty}$, and therefore $m \times d_{\mathfrak{P}} \times \operatorname{deg}_{K} \mathfrak{P}=r \times m \times \operatorname{deg}_{K} \mathfrak{P}$. It follows that $r=d_{\mathfrak{P}}=\operatorname{dim}_{A / \mathfrak{P}} \rho[\mathfrak{P}] \in \mathbb{N}$.

In the case that $\rho$ is of generic characteristic, we have $h_{\rho}=0$. Otherwise, assume $\mathfrak{P}=\operatorname{char}(\rho)$ and that $\rho$ is of finite characteristic. Then ord $\rho_{a}=j_{\rho}(a)=$ $h v_{\mathfrak{P}}(a) \operatorname{deg}_{K} \mathfrak{P}=h m \operatorname{deg}_{K} \mathfrak{P}$.

From (13.12) we obtain

$$
m d_{\mathfrak{P}} \operatorname{deg}_{K} \mathfrak{P}=r m \operatorname{deg}_{K} \mathfrak{P}-h m \operatorname{deg}_{K} \mathfrak{P} .
$$

Therefore $d_{\mathfrak{P}}=r-h$, and $h$ is an integer.

Remark 13.3.20. We have obtained that

$$
\rho[\mathfrak{P}] \cong \begin{cases}(A / \mathfrak{P})^{r} & \text { if } \mathfrak{P} \neq \operatorname{char}(\rho) \\ (A / \mathfrak{P})^{r-h} & \text { if } \mathfrak{P}=\operatorname{char}(\rho)\end{cases}
$$

Using the theory of Dedekind domains, it can be proved that for any $m \geq 1$,

$$
\rho\left[\mathfrak{P}^{m}\right] \cong \begin{cases}\left(A / \mathfrak{P}^{m}\right)^{r} & \text { if } \mathfrak{P} \neq \operatorname{char}(\rho) \\ \left(A / \mathfrak{P}^{m}\right)^{r-h} & \text { if } \mathfrak{P}=\operatorname{char}(\rho)\end{cases}
$$

For the reader who is familiar with the torsion of the Jacobian (which is isomorphic to $C_{K, 0}$ ) of a function field over an algebraically closed field, we observe that if $p=$ char $k$ and $\ell$ is any prime number, then

$$
C_{K, 0}(\ell) \cong \begin{cases}R^{2 g_{K}} & \text { if } \ell \neq p \\ R^{\lambda_{K}} & \text { if } \ell=p\end{cases}
$$

where $R=\mathbb{Q}_{\ell} / \mathbb{Z}_{\ell}, g_{K}$ is the genus of $K$, and $\lambda_{K}$ is the Hasse-Witt invariant of $K$. Thus the rank $r$ of a Drinfeld module is the analogue of $2 g_{K}$ and $r-h$ is the analogue of $\lambda_{K}$.

### 13.4 Existence of Drinfeld Modules. Lattices

As we saw in Example 13.3.3, if $A=\mathbb{F}_{q}(T)$ and $\delta: A \rightarrow k$ is any $\mathbb{F}_{q}$-algebra homomorphism, then any assignment $T \mapsto f(\tau) \in k\langle\tau\rangle \backslash k$, where $f(0)=\delta(T)$, can be extended to a Drinfeld $A$-module.

Now we want to construct Drinfeld $A$-modules for a general $A$. The method for achieving this goal is due to Drinfeld, and we will follow D. Hayes's papers [62, 63] and M. Rosen's book [128] to present the construction.

The idea is to make an analogous construction to the one used in the classical case of elliptic curves over $\mathbb{C}$. More precisely, consider a lattice $\Gamma=\mathbb{Z} \omega_{1}+\mathbb{Z} \omega_{2}$ in $\mathbb{C}$, with im $\frac{\omega_{1}}{\omega_{2}}>0$. Then $\mathbb{C} / \Gamma$ corresponds to an elliptic curve over $\mathbb{C}$, and $\Gamma$ and $\Gamma^{\prime}$ give $\mathbb{C}$-isomorphic elliptic curves if and only if there exists a nonzero complex number $\alpha$ such that $\alpha \Gamma=\Gamma^{\prime}$.

Thus the procedure to obtain a Drinfeld $A$-module $\rho$ over $\mathbb{C}_{\infty}$ is to define an $A$ lattice $\Gamma$ in $\mathbb{C}_{\infty}$ and to find a Drinfeld $A$-module $\rho^{\Gamma}$ attached to $\Gamma$. Finally, we will see that every Drinfeld $A$-module $\rho$ over $\mathbb{C}_{\infty}$ is of the form $\rho^{\Gamma}$ for some lattice $\Gamma$.

Let $K_{\infty}=K_{\mathfrak{P}_{\infty}} \cong \mathbb{F}_{q^{d \infty}}[[\pi]]$ be the completion of $K$ at $\mathfrak{P}_{\infty}$ and let $\pi$ be a uniformizer at $\mathfrak{P}_{\infty}$. Let $\bar{K}_{\infty}$ be an algebraic closure of $K_{\infty}$. Then $\bar{K}_{\infty}$ is not a complete field, but its completion $\mathbb{C}_{\infty}$ is algebraically closed. We consider $\mathbb{C}_{\infty}$ as the function field analogue of $\mathbb{C}$. The analytic theory of power series and infinite products can be developed similarly to the way it is done in $\mathbb{C}$ (see [51, Chapter 2]).

Let $\delta: A \rightarrow k$ be any $\mathbb{F}_{q}$-algebra monomorphism. By abuse of language we also use the notation $\delta$ for the extension $\delta: K \rightarrow k$. Let $k\langle\langle\tau\rangle\rangle$ by the ring of left twisted
power series generated over $k$ by $\tau$. Thus the relation (13.4), $\tau \alpha=\alpha^{q} \tau$, holds for all $\alpha \in k$. Finally, let $D$ be the derivative at 0 or the augmentation homomorphism $D: k\langle\langle\tau\rangle\rangle \rightarrow k$, defined by $D(f(\tau)):=f(0)$.

Definition 13.4.1. Any ring homomorphism $\rho: K \rightarrow k\langle\langle\tau\rangle\rangle$ such that $D \circ \rho=\delta$ is called a formal $K$-module over $k$. We assume that $\rho$ is nontrivial, or in other words, that $\rho(K)$ is not contained in $k$.

Note that if $\rho \in \operatorname{Drin}_{A}(k)$ satisfies $\operatorname{char}(\rho)=0$, then $\rho_{a}$ is invertible in $k\langle\langle\tau\rangle\rangle$ for each $a \in A \backslash\{0\}$. The proof is the same as in the case of formal power series. Therefore $\rho$ extends to a nontrivial $K$-module. This extension is also called $\rho$.

For the rest of this section, $\delta: A \rightarrow \mathbb{C}_{\infty}$ will denote the inclusion map. As we mentioned before, the exponential map $e^{z}: \mathbb{C} \rightarrow \mathbb{C}$ is a fundamental entire function on $\mathbb{C}$. The exponential functions associated to lattices in $\mathbb{C}_{\infty}$ have turned out to be an important source for the construction of Drinfeld $A$-modules of arbitrary rank. Our main goal in this section is to sketch a proof of one of the fundamental results in the analytic theory of Drinfeld modules. The result is the analytic uniformization theorem for Drinfeld $A$-modules over $\mathbb{C}_{\infty}$.

Theorem 13.4.2 (Analytic Uniformization Theorem). Let $\rho$ be a Drinfeld A-module over $\mathbb{C}_{\infty}$. There exists a unique lattice $\Gamma$ in $\mathbb{C}_{\infty}$ such that $\rho=\rho^{\Gamma}$.

We will see the meaning of $\rho^{\Gamma}$ soon.
Definition 13.4.3. A lattice $\Gamma$ is a discrete finitely generated $A$-submodule of $\mathbb{C}_{\infty}$.
In other words, $\Gamma$ is discrete in the topology of $\mathbb{C}_{\infty}$ and the action of $A$ on $\Gamma$ is multiplication in $\mathbb{C}_{\infty}$.

Definition 13.4.4. If $\Gamma$ is a lattice, then the dimension over $K_{\infty}$ of the $K_{\infty}$ vector space $K_{\infty} \Gamma$ is called the rank of $\Gamma$ and will be denoted by $r_{\Gamma}:=\operatorname{dim}_{K_{\infty}} K_{\infty} \Gamma$.

Example 13.4.5. Let $\left\{\alpha_{1}, \ldots, \alpha_{r}\right\} \subseteq \mathbb{C}_{\infty}$ be linearly independent over $K_{\infty}$ (we have $\left[\mathbb{C}_{\infty}: K_{\infty}\right]=\infty$, so $r$ can be chosen arbitrarily). Pick any nonzero elements $a_{1}, \ldots, a_{r}$ in $A$. Then

$$
\Gamma:=A \frac{\alpha_{1}}{a_{1}}+\cdots+A \frac{\alpha_{r}}{a_{r}}
$$

is a lattice of rank $r_{\Gamma}=r$.
The following result is the nonarchimedean analogue of the Weierstrass factorization theorem.

Theorem 13.4.6. Let $f: \mathbb{C}_{\infty} \rightarrow \mathbb{C}_{\infty}$ be an entire function, that is, a function that can be represented as a power series $f(u)=\sum_{n=0}^{\infty} a_{n} u^{n} \in \mathbb{C}_{\infty}[[u]]$ that is convergent everywhere. Let $\{\lambda\}_{\lambda \in I}$ be the nonzero roots of $f$ in $\mathbb{C}_{\infty}$, where each $\lambda$ is of multiplicity $m_{\lambda}$. Then $I$ is at most countable, $\{\lambda\}_{\lambda \in I}=\left\{\lambda_{1}, \ldots, \lambda_{t}, \ldots\right\}, \lim _{t \rightarrow \infty} v_{\mathfrak{P}_{\infty}}\left(\lambda_{t}\right)=$ $-\infty$, and if $n$ is the multiplicity of the zero of $f$ at $z=0$, we have

$$
\begin{equation*}
f(u)=c u^{n} \prod_{t=1}^{\infty}\left(1-\frac{u}{\lambda_{t}}\right)^{m_{t}} \tag{13.13}
\end{equation*}
$$

for some constant $c \in \mathbb{C}_{\infty}$ and where $m_{t}=m_{\lambda_{t}}$. Conversely (13.13) defines an entire function on $\mathbb{C}_{\infty}$.

Proof. See Goss [51].
An entire function $f(u)=\sum_{n=0}^{\infty} a_{n} u^{n}$ that is $\mathbb{F}_{q}$-linear satisfies that if $q \nmid n$ then $a_{n}=0$. Thus $f$ must be of the form $f(u)=\sum_{n=0}^{\infty} b_{n q} \alpha^{n q}$. We define the derivative at 0 by $D f=b_{0}(=f(0))$.

As a corollary of Theorem 13.4.6, we obtain the following:
Corollary 13.4.7. Assume that $f_{1}(u), f_{2}(u)$ are two $\mathbb{F}_{q}$-linear entire functions with $D f_{1}=D f_{2} \neq 0$, and $f_{1}(u)$ and $f_{2}(u)$ have the same set of roots with the same multiplicities. Then $f_{1}(u)=f_{2}(u)$.

In order to define the exponential function of a lattice, we need the following result, whose proof is left to the reader.

Proposition 13.4.8. If $\Gamma$ is a lattice, then $\sum_{\gamma \in \Gamma \backslash\{0\}} \frac{1}{\gamma}$ is absolutely convergent in $\mathbb{C}_{\infty}$.

Definition 13.4.9. Let $\Gamma$ be a lattice. We define the exponential function associated to $\Gamma$ as the entire function defined by

$$
\begin{equation*}
e_{\Gamma}(u)=u \prod_{\gamma \in \Gamma \backslash\{0\}}\left(1-\frac{u}{\gamma}\right) . \tag{13.14}
\end{equation*}
$$

The usual exponential function is multiplicative; indeed, we have $e^{z_{1}+z_{2}}=e^{z_{1}} e^{z_{2}}$ for all $z_{1}, z_{2} \in \mathbb{C}$. As expected, we have the following result:

Proposition 13.4.10. The exponential function $e_{\Gamma}$ associated to any lattice $\Gamma$ is $\mathbb{F}_{q^{-}}$ linear, that is,

$$
e_{\Gamma}(\alpha u+\beta w)=\alpha e_{\Gamma}(u)+\beta e_{\Gamma}(w)
$$

for all $\alpha, \beta \in \mathbb{F}_{q}$ and $u, w \in \mathbb{C}_{\infty}$.
Proof. Let $N$ be a positive integer and let $\Gamma_{N}:=\left\{\left.\lambda \in \Gamma| | \lambda\right|_{\mathfrak{P}_{\infty}} \leq N\right\}$. Since $\lim _{\gamma \in \Gamma}|\gamma|_{\infty}=\infty, \Gamma_{N}$ is finite and clearly it is an $\mathbb{F}_{q}$-linear space.

Let $p_{N}(u)=u \prod_{\gamma \in \Gamma_{N}}\left(1-\frac{u}{\gamma}\right) \in \mathbb{C}_{\infty}[u]$. Since $\lim _{N \rightarrow \infty} p_{N}(u)=e_{\Gamma}(u)$, it suffices to show that $p_{N}(u)$ is $\mathbb{F}_{q}$-linear. More generally, if $V$ is a finite $\mathbb{F}_{q}$-linear space and we define $f_{V}(u)=A \prod_{v \in V}(u-v)$ for a constant $A \in \mathbb{C}_{\infty}$, then $f_{V}(u)$ is an $\mathbb{F}_{q}$-linear polynomial.

We will prove the latter statement by induction on $\operatorname{dim}_{\mathbb{F}_{q}} V=n$. For $n=0$, we have $f_{V}(u)=A u$ and the result follows. Assume $n \geq 1$ and let $W$ be an $(n-1)$ dimensional subspace of $V$. Then for $v_{0} \in V \backslash W$, we have $V=W+\mathbb{F}_{q} v_{0}$.

Therefore $f_{V}(u)=A \prod_{\substack{w \in W \\ \mu \in \mathbb{F}_{q}}}\left(u-\left(w+\mu v_{0}\right)\right)$. Let $f_{W}(u)=\prod_{w \in W}(u-w)$. Then $f_{W}(u)$ is $\mathbb{F}_{q}$-linear and

$$
\begin{aligned}
f_{V}(u) & =A \prod_{w \in W}(u-w) \times \prod_{\substack{w \in W \\
\mu \in \mathbb{F}_{q}^{*}}}\left(\left(u-\mu v_{0}\right)-w\right) \\
& =A f_{W}(u) \times \prod_{\mu \in \mathbb{F}_{q}^{*}} f_{W}\left(u-\mu v_{0}\right) \\
& =A f_{W}(u) \times \prod_{\mu \in \mathbb{F}_{q}^{*}}\left(\left(f_{W}(u)\right)-\mu f_{W}\left(v_{0}\right)\right) \\
& =A \times \prod_{\mu \in \mathbb{F}_{q}^{*}}\left(f_{w}(u)-\mu f_{W}\left(v_{0}\right)\right) \\
& =A\left[f_{W}(u)\right]\left[f_{W}(u)^{q-1}-f_{W}\left(v_{0}\right)^{q-1}\right]
\end{aligned}
$$

Thus $f_{V}(u)$ is $\mathbb{F}_{q}$-linear.
Note that since the polynomial $p_{N}(u)$ defined in the proof of Proposition 13.4.10 is $\mathbb{F}_{q}$-linear, it follows by Corollary 13.2 .5 that $p_{N}(u)=u+\sum_{i=1}^{n} a_{i} u^{q^{i}}$. Therefore, the power series extension of $e_{\Gamma}(u)$ is of the form $e_{\Gamma}(u)=u+\sum_{i=1}^{\infty} c_{i} u^{q^{i}}$. Since $e_{\Gamma}$ is a nonconstant entire function, it follows that $e_{\Gamma}: \mathbb{C}_{\infty} \rightarrow \mathbb{C}_{\infty}$ is an epimorphism. In fact, any nonconstant entire function has a zero (see [51, Proposition 2.13]). Therefore if $f$ is any nonconstant entire function and $c \in \mathbb{C}_{\infty}$, then $g=-c+f$ has a zero. Thus $f$ is onto.

The importance of the lattices and exponential functions is that for any lattice $\Gamma$ of rank $r$ we will obtain a Drinfeld $A$-module $\rho^{\Gamma}$ over $\mathbb{C}_{\infty}$ of rank $r$.

Now we consider two lattices $\Gamma, \Gamma^{\prime}$ such that $\Gamma \subseteq \Gamma^{\prime}$ and $\Gamma$ is of finite index in $\Gamma^{\prime}$. Since $e_{\Gamma}(u)$ is periodic with group of periods $\Gamma$, it follows that $e_{\Gamma}\left(\Gamma^{\prime}\right)$ and $\Gamma^{\prime} / \Gamma$ are isomorphic as $\mathbb{F}_{q}$-vector spaces. In particular, $e_{\Gamma}\left(\Gamma^{\prime}\right)$ is a finite set.

Definition 13.4.11. Let $\Gamma, \Gamma^{\prime}$ be two lattices such that $\Gamma \subseteq \Gamma^{\prime}$ and $\Gamma$ has finite index in $\Gamma^{\prime}$. We define,

$$
\begin{equation*}
P\left(\Gamma^{\prime} / \Gamma ; u\right)=u \prod_{\lambda \in e_{\Gamma}\left(\Gamma^{\prime}\right) \backslash\{0\}}\left(1-\frac{u}{\lambda}\right) \tag{13.15}
\end{equation*}
$$

which is an $\mathbb{F}_{q}$-linear polynomial of degree $\left|\Gamma^{\prime} / \Gamma\right|$ associated to $\Gamma^{\prime} / \Gamma$.
Proposition 13.4.12. Let $\Gamma, \Gamma^{\prime}, \Gamma^{\prime \prime}$ be three lattices such that $\Gamma^{\prime \prime} \supseteq \Gamma^{\prime} \supseteq \Gamma$ and $\Gamma$ has finite index in $\Gamma^{\prime \prime}$. Then

$$
\begin{equation*}
e_{\Gamma^{\prime}}(u)=P\left(\Gamma^{\prime} / \Gamma ; e_{\Gamma}(u)\right) \quad \text { with } \quad u \in \mathbb{C}_{\infty} \tag{13.16}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\Gamma^{\prime \prime} / \Gamma ; u\right)=P\left(\Gamma^{\prime \prime} / \Gamma^{\prime} ; P\left(\Gamma^{\prime} / \Gamma ; u\right)\right) . \tag{13.17}
\end{equation*}
$$

Proof. The roots of the left side of (13.16) are elements $\lambda$ of $\Gamma^{\prime}$, and the roots of the right side are precisely the elements $u$ such that $e_{\Gamma}(u) \in e_{\Gamma}\left(\Gamma^{\prime}\right)$. Therefore both sides of (13.16) are entire functions with the same roots and $D\left(e_{\Gamma^{\prime}}(u)\right)=$ $D\left(P\left(\Gamma^{\prime} / \Gamma ; e_{\Gamma}(u)\right)=1\right.$. Thus (13.16) is a consequence of Corollary 13.4.7.

Finally, (13.17) follows from (13.16) and (13.15).
Next, we will see that the lattice $\Gamma$ provides a Drinfeld $A$-module $\rho_{\Gamma} \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$. First note that if $a \in A \backslash\{0\}$, then $a^{-1} \Gamma \supseteq \Gamma$.

Theorem 13.4.13. Let $\Gamma$ be a lattice of rank $r$. For $a \in A \backslash\{0\}$, let $\rho_{a}^{\Gamma}: \mathbb{C}_{\infty} \rightarrow \mathbb{C}_{\infty}$ be given by

$$
\begin{equation*}
\rho_{a}^{\Gamma}(u):=a P\left(a^{-1} \Gamma / \Gamma ; u\right) . \tag{13.18}
\end{equation*}
$$

Then $\rho_{a}^{\Gamma} \in \mathbb{C}_{\infty}\langle\tau\rangle$. Let $\rho^{\Gamma}: A \rightarrow \mathbb{C}_{\infty}\langle\tau\rangle$ be defined by $\rho^{\Gamma}(a)=\rho_{a}^{\Gamma}$ if $a \neq 0$ and $\rho^{\Gamma}(0)=0$. Then $\rho^{\Gamma}$ is a Drinfeld A-module of rankr over $\mathbb{C}_{\infty}$.

Proof. We have $\rho_{a}^{\Gamma} \in \mathbb{C}_{\infty}\langle\tau\rangle$ by Definition 13.4.11. Now

$$
\rho_{a}^{\Gamma}(u)=a P\left(a^{-1} \Gamma / \Gamma ; u\right)=a u \prod_{\lambda \in e_{\Gamma}\left(a^{-1} \Gamma\right) \backslash\{0\}}\left(1-\frac{u}{\lambda}\right) .
$$

Therefore $D\left(\rho_{a}^{\Gamma}\right)=a=\delta(a)$, where $\delta: A \rightarrow \mathbb{C}_{\infty}$ is the inclusion map. Thus $D \circ \rho^{\Gamma}=\delta$. Now we have

$$
\begin{align*}
e_{a^{-1} \Gamma}(u) & =u \prod_{\lambda \in a^{-1} \Gamma \backslash\{0\}}\left(1-\frac{u}{\lambda}\right)=u \prod_{\mu \in \Gamma \backslash\{0\}}\left(1-\frac{u}{a^{-1} \mu}\right) \\
& =a^{-1}(a u) \prod_{\mu \in \Gamma \backslash\{0\}}\left(1-\frac{a u}{\mu}\right)=a^{-1} e_{\Gamma}(a u) . \tag{13.1}
\end{align*}
$$

Using (13.16) and (13.19), we obtain

$$
\begin{equation*}
e_{\Gamma}(a u)=a e_{a^{-1} \Gamma}(u)=a P\left(a^{-1} \Gamma / \Gamma ; e_{\Gamma}(u)\right)=\rho_{a}^{\Gamma}\left(e_{\Gamma}(u)\right) . \tag{13.20}
\end{equation*}
$$

If $a, b \in A$, we have

$$
\begin{aligned}
\rho_{a+b}^{\Gamma}\left(e_{\Gamma}(u)\right) & =e_{\Gamma}((a+b) u)=e_{\Gamma}(a u)+e_{\Gamma}(b u)=\rho_{a}^{\Gamma}\left(e_{\Gamma}(u)\right)+\rho_{b}^{\Gamma}\left(e_{\Gamma}(u)\right), \\
\rho_{a b}^{\Gamma}\left(e_{\Gamma}(u)\right) & =e_{\Gamma}(a b u)=\rho_{a}^{\Gamma}\left(e_{\Gamma}(b u)\right)=\rho_{a}^{\Gamma}\left(\rho_{b}^{\Gamma}\left(e_{\Gamma}(u)\right) .\right.
\end{aligned}
$$

Since the exponential map is onto, it follows that

$$
\rho_{a+b}^{\Gamma}=\rho_{a}^{\Gamma}+\rho_{b}^{\Gamma} \quad \text { and } \quad \rho_{a b}^{\Gamma}=\rho_{a}^{\Gamma} \rho_{b}^{\Gamma} \quad \text { for all } \quad a, b \in A .
$$

Therefore $\rho^{\Gamma} \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$. It remains to show that the rank of $\rho^{\Gamma}$ is $r$. Now $\rho_{a}^{\Gamma}(u)=a P\left(a^{-1} \Gamma / \Gamma ; u\right)$, so we have $\operatorname{deg}_{u} \rho_{a}^{\Gamma}(u)=\left|a^{-1} \Gamma / \Gamma\right|$. Since $\Gamma$ is of rank $r$, $\Gamma$ is isomorphic to a sum of $r$ fractional ideals of $A$. Moreover, if $\mathfrak{A}$ is any fractional ideal, we have $a^{-1} \mathfrak{A} / \mathfrak{A} \cong a^{-1} A / A \cong A / a A$, and hence $\left|a^{-1} \Gamma / \Gamma\right|=|A / a A|^{r}=$ $q^{r \operatorname{deg}_{K} a}$. It follows that

$$
r \operatorname{deg}_{K} a=\log _{q}\left|a^{-1} \Gamma / \Gamma\right|=\operatorname{deg}_{\tau} \rho_{a}^{\Gamma}=-d_{\infty} r_{\rho} \Gamma v_{\mathfrak{P}_{\infty}}(a)=r_{\rho \Gamma} \operatorname{deg}_{K} a
$$

Hence $r_{\rho^{\Gamma}}=r$.
Now we are ready to present a sketch of the proof of Theorem 13.4.2.

Proof of Theorem 13.4.2 (sketch). First pick an element $\phi$ in the left twisted power series $\mathbb{C}_{\infty}\langle\langle\tau\rangle\rangle$ such that $D(\phi)=\alpha$ is a transcendental element over $\mathbb{F}_{q}$. By equating coefficients, we obtain a unique power series $\lambda_{\phi}=\sum_{i=0}^{\infty} c_{i} \tau^{i} \in \mathbb{C}_{\infty}\langle\langle\tau\rangle\rangle$ such that

$$
\begin{equation*}
\lambda_{\phi} \alpha=\phi \lambda_{\phi} \tag{13.21}
\end{equation*}
$$

and $c_{0}=1$.
Next, we show that for each $\beta \in \mathbb{C}_{\infty}$,

$$
\tau_{\beta}=\lambda_{\phi} \beta \lambda_{\phi}^{-1}
$$

is the unique power series $\mathbb{C}_{\infty}\langle\langle\tau\rangle\rangle$ with constant term $\beta$ that commutes with $\phi$. Finally, we obtain that if $\Lambda: K \rightarrow \mathbb{C}_{\infty}\langle\langle\tau\rangle\rangle$ is a formal $K$-module over $\mathbb{C}_{\infty}$, then there exists a unique power series $\lambda_{\Lambda}=\sum_{i=0}^{\infty} c_{i} \tau^{i}$ such that $c_{0}=1$ and

$$
\begin{equation*}
\Lambda_{a}=\lambda_{\Lambda} \delta(a) \lambda_{\Lambda}^{-1} \tag{13.22}
\end{equation*}
$$

for all $a \in K$.
For the proofs of the above statements see [62, 63] and [51, Chapter 4].
Now for the given Drinfeld $A$-module $\rho$, let $\lambda_{\rho}=\sum_{i=0}^{\infty} c_{i} \tau^{i}$ be the twisted power series defined by (13.22). Then $\lambda_{\rho}(u)=\sum_{i=0}^{\infty} c_{i} u^{q^{i}}$ converges for all $u \in \mathbb{C}_{\infty}$. This can be proved using (13.21). Now $\lambda_{\rho} \delta(a)=\rho_{a} \lambda_{\rho}$ is equivalent to the relation given in (13.20) with $\lambda_{\rho}(u)$ replacing $e_{\Gamma}(u)$. Finally, it can be shown that the roots of $\lambda_{\rho}$ form a lattice $\Gamma$. Hence $\rho=\rho^{\Gamma}$.

Example 13.4.14. Consider the Carlitz module $C \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$, where $A=R_{T}=$ $\mathbb{F}_{q}[T]$. Since $C$ has rank 1, if $\Gamma$ is the lattice such that $C=\rho^{\Gamma}$, then $\Gamma$ is of rank 1 over $A$. It follows that there exists $\tilde{\pi} \in \mathbb{C}_{\infty}$ such that $\Gamma=A \tilde{\pi}$. $\Gamma$ is the set of roots of the Carlitz exponential. Note that $\tilde{\pi}$ plays the role of $2 \pi i \in \mathbb{C}$ since the lattice of zeros of the complex function $e^{z}-1$ is $\{2 n \pi i \mid n \in \mathbb{Z}\}=(2 \pi i) \mathbb{Z}$.

To compute $\tilde{\pi}$, notice that the Carlitz exponential function ex is given by (13.3),

$$
\operatorname{ex}(T u)=T \operatorname{ex}(u)+\operatorname{ex}(u)^{q}
$$

Consider the power series expansion of ex:

$$
\begin{equation*}
\operatorname{ex}(u)=\sum_{i=0}^{\infty} \frac{u^{q^{i}}}{D_{i}} \tag{13.23}
\end{equation*}
$$

It follows by (13.3) that the coefficients in (13.23) are given by

$$
\begin{equation*}
D_{0}=1 \quad \text { and } \quad D_{i}=\left(T^{q^{i}}-T\right) D_{I-1}^{q} \quad \text { for } \quad i>0 \tag{13.24}
\end{equation*}
$$

We write $[i]:=T^{q^{i}}-T$. Then

$$
D_{i}=[i][i-1]^{q} \cdots[1]^{]^{i-1}}
$$

Thus we have $\operatorname{deg}_{T} D_{i}=i q^{i}, v_{\mathfrak{P}_{\infty}}\left(D_{i}\right)=-i q^{i}$, and $v_{\mathfrak{P}_{\infty}}\left(u^{q^{i}} / D_{i}\right)=-q^{i} v_{\mathfrak{P}_{\infty}}+$ $i q^{i}>0$ for $i$ large enough. Therefore $\lim _{i \rightarrow \infty} u^{q^{i}} / D_{i}=0$ for all $u \in \mathbb{C}_{\infty}$ and (13.23) is convergent for all $u \in \mathbb{C}_{\infty}$.

Since ex is periodic, it is clearly not injective. However, we may define an inverse function, called logarithm, in a neighborhood of 0 . Let

$$
\begin{equation*}
L(u)=\sum_{i=0}^{\infty} \frac{(-1)^{i} u^{q^{i}}}{L_{i}} \tag{13.25}
\end{equation*}
$$

be the logarithm. It follows from (13.3) that

$$
T L(u)=L\left(T u+u^{q}\right)
$$

On the other hand, (13.25) yields

$$
L_{i}=\left(T^{q^{i}}-T\right)\left(T^{q^{i-1}}-T\right) \cdots\left(T^{q}-T\right)=[i][i-1] \cdots[1]
$$

Now $\operatorname{deg}_{T} L_{i}=q\left(q^{i}-1\right) /(q-1)$ and $v_{\mathfrak{P}_{\infty}}\left(u^{q^{i}} / L_{i}\right)=-q^{i} v_{\mathfrak{P}_{\infty}}(u)+q\left(q^{i}-1\right) /(q-$ 1). Therefore $v_{\mathfrak{P}_{\infty}}\left(u^{q^{i}} / L_{i}\right)>0$ for $i$ large enough if and only if $d_{\infty}(u)<q /(q-1)$. Thus (13.25) is convergent for $u$ of degree less than $q /(q-1)$.

Our goal is to find an expression for $\tilde{\pi}$ and find its degree (which must be $q /(q-1)$ since the set of zeros of ex $(u)$ is $A \tilde{\pi}$, and the inverse around 0 is defined for elements of degree less than $q /(q-1))$. For $x \in \mathbb{C}_{\infty}$ we write

$$
\operatorname{ex}(x L(u))=\sum_{j=0}^{\infty}\left[\begin{array}{l}
x \\
j
\end{array}\right] u^{q^{j}}
$$

Equating coefficients, we obtain

$$
\left[\begin{array}{c}
x \\
j
\end{array}\right]=\sum_{i=0}^{j}(-1)^{j-i} \frac{x^{q^{i}}}{D_{i} L_{j-i}^{q^{i}}}
$$

If we write the Carlitz module as

$$
C_{M}=\sum_{i=0}^{d} C_{M, i} \tau^{i}
$$

where $M \in R_{T} \backslash\{0\}$ is of degree $d$, then $C_{M, i}=\left[\begin{array}{c}M \\ i\end{array}\right]$. Note that $C_{M, i}$ is the same as in Theorem 12.2.5.

If $d=\operatorname{deg} M<t \in \mathbb{N}$, then $C_{M, t}=0$. Therefore every polynomial of degree less than $t$ is a zero of $\left[\begin{array}{l}x \\ t\end{array}\right]$, and there are $q^{t}$ polynomials of degree less than $t$. Define

$$
\operatorname{ex}_{t}(x):=\prod_{\substack{M \in R_{T} \\ \operatorname{deg} M<t}}(x-M)=A_{t} x \prod_{\substack{M \in R_{T} \backslash\{0\} \\ \operatorname{deg} M<t}}\left(1-\frac{x}{M}\right),
$$

where $A_{t}= \pm \prod_{\substack{M \in R_{T} \backslash\{0\} \\ \operatorname{deg} M<t}} M$. Then $A_{t}=(-1)^{t} D_{t} / L_{t}$, and $\left[\begin{array}{c}x \\ t\end{array}\right]=\frac{\mathrm{ex}_{t}(x)}{\alpha_{t}}$ for some constant $\alpha_{t} \in K=\stackrel{\operatorname{deg} M<t}{\mathbb{F}_{q}(T) \text {. }}$

By Theorem 12.2.5, we have $\left[\begin{array}{c}T^{t} \\ t\end{array}\right]=1$. Thus $\alpha_{t}=\operatorname{ex}_{t}\left(T^{t}\right)=\prod_{\operatorname{deg} M<t}^{M \in R_{T}}\left(T^{t}-M\right)$. The reader should try to conclude that in fact, $\alpha_{t}=D_{t}$ and hence $D_{t}$ is the product of all monic polynomials of degree $t$. In short, we have

$$
\left[\begin{array}{l}
x \\
t
\end{array}\right]=\frac{(-1)^{t}}{L_{t}} x \prod_{\substack{M \in R_{T} \backslash\{0\} \\
\operatorname{deg} M<t}}\left(1-\frac{x}{M}\right) .
$$

Thus

$$
\begin{aligned}
x \prod_{\substack{M \in R_{T} \backslash\{0\} \\
\operatorname{deg} M<t}}\left(1-\frac{x}{M}\right) & =(-1)^{t} L_{t}\left[\begin{array}{l}
x \\
t
\end{array}\right]=(-1)^{t} L_{t} \sum_{i=0}^{t}(-1)^{t-i} \frac{x^{q^{i}}}{D_{i} L_{t-i}^{q^{i}}} \\
& =\sum_{i=0}^{t}(-1)^{i} \frac{L_{t}}{D_{i} L_{t-i}^{q^{i}}} x^{q^{i}}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\sum_{i=0}^{\infty} \frac{\tilde{\pi}^{q^{i}} u^{q^{i}}}{D_{i}} & =\operatorname{ex}(\tilde{\pi} u)=\tilde{\pi} u \prod_{M \in R_{T} \backslash\{0\}}\left(1-\frac{u}{M}\right) \\
& =\tilde{\pi} \lim _{d \rightarrow \infty} \frac{\operatorname{ex}_{d}(u)}{A_{d}}=\tilde{\pi} \lim _{d \rightarrow \infty}\left(\sum_{i=0}^{d}(-1)^{i} \frac{L_{d}}{D_{i} L_{d-i}^{q^{i}}} u^{q^{i}}\right) \\
& =\tilde{\pi} \sum_{i=0}^{\infty}\left\{\lim _{d \rightarrow \infty}(-1)^{i} \frac{L_{d}}{L_{d-i}^{q^{i}}}\right\} \frac{u^{q^{i}}}{D_{i}}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\tilde{\pi}^{q^{i}-1}=\lim _{d \rightarrow \infty}(-1)^{i} \frac{L_{d}}{L_{d-i}^{q^{i}}} \tag{13.26}
\end{equation*}
$$

It follows from (13.26) that $\operatorname{deg} \tilde{\pi}=q /(q-1)$ and that $\tilde{\pi}$ is a $(q-1)$ th root of $\lim _{d \rightarrow \infty} \frac{\left(-L_{d}\right)}{L_{d-1}^{q}}$.
L. Carlitz [14] found an explicit expression for $\tilde{\pi}$ in the form of an infinite product. First note that $[i+1]-[i]=[1]^{q^{i}}$. Let

$$
\alpha_{i}:=\prod_{j=2}^{i}\left(1-\frac{[j-1]}{[j]}\right)=\frac{[1]^{\left(q^{i}-1\right) /(q-1)}}{L_{j}} .
$$

Since $\sum_{j=2}^{\infty} \frac{[j-1]}{[j]}$ is convergent, each $\alpha_{i}$ is convergent. Furthermore, $\left|\alpha_{i}\right|_{\infty}=1$ since $\operatorname{deg} \alpha_{i}=0$. Let $\alpha=\lim _{i \rightarrow \infty} \alpha_{i} \in \mathbb{C}_{\infty}$, where $|\alpha|=1$. Notice that $\alpha_{i+1}-\alpha_{i}=$ $-\frac{[i]}{[i+1]} \alpha_{i}$ and $\operatorname{deg}\left(\alpha_{i+1}-\alpha_{i}\right)=-q^{i}(q-1)$.

Let $\delta_{i}=\alpha_{i}-\alpha$, where $\operatorname{deg} \delta_{i}=-q^{i}$. From this expression Carlitz deduced that

$$
\lim _{d \rightarrow \infty} \sum_{i=0}^{d}(-1)^{i} \frac{L_{d}}{D_{i} L_{d-i}^{q^{i}}} u^{q^{i}}=\sum_{i=0}^{\infty} \frac{(-1)^{i}}{D_{i}} u^{q^{i}} \alpha^{q^{i}-1} x_{i}
$$

where $x_{i}=[1]^{\left(q^{i}-1\right) /(q-1)}$. In particular,

$$
\lim _{d \rightarrow \infty}\left(\frac{-L_{d}}{D_{1} L_{d-1}^{q}}\right)=\frac{(-1)}{D_{1}} \alpha^{q-1} x_{1}=(-1) \alpha^{q-1}
$$

Therefore $\lim _{d \rightarrow \infty}\left(\frac{-L_{d}}{L_{d-1}^{q}}\right)=(-[1]) \alpha^{q-1}=\tilde{\pi}^{q-1}$.
Choose a fixed $(q-1)$ th root $\xi$ of $-[1]=T-T^{q}$. We have

$$
\begin{equation*}
\tilde{\pi}=\xi \alpha=\xi \prod_{i=1}^{\infty}\left(1-\frac{[i-1]}{[i]}\right) \tag{13.27}
\end{equation*}
$$

The arbitrary character of the choice of a $(q-1)$ th root of $-[1]$ is the analogue of the fact that in the classical case we may choose $2 \pi i$ or $-2 \pi i$.

### 13.5 Explicit Class Field Theory

As we saw in Chapter 12, the maximal abelian extension of $K=\mathbb{F}_{q}(T)$ is obtained by considering the torsion of the Carlitz module, first for $A=\mathbb{F}_{q}[T]$ and then for $A^{\prime}=\mathbb{F}_{q}[1 / T]$ (Theorem 12.8.32). D. Hayes [62] developed an explicit class field theory for a general $A$ using Drinfeld modules.

In fact, this explicit class field theory uses the theory of rank-one Drinfeld modules and provides explicit abelian extensions. Finally, using the general theory of class fields, it is shown that the abelian extensions found are the ones prescribed by the reciprocity map. In this section we present an introduction to explicit class field theory of general congruence function fields. For a more complete history and proofs see [62, 63, 128, 151].

We use the same notations as in Sections 13.3 and 13.4. We set $\mathbb{F}_{\infty}:=\mathbb{F}_{q^{d_{\infty}}}$ as the residue field of $K_{\infty}$ at $\mathfrak{P}_{\infty}$. The class group of $A$ is denoted by Pic $A$ (see Exercise 13.7.6) and $h_{A}$ denotes the cardinality of Pic $A$. The group Pic $A$ also receives the name of Picard group of $A$. For a nonzero ideal $\mathfrak{A}$ we use the notation $N \mathfrak{A}$ or $\Phi(\mathfrak{A})$ for the cardinality of the group of units of $A \bmod \mathfrak{A}(A / \mathfrak{A})^{*}$. For any nonzero element $x \in K$, we define $\operatorname{deg} x:=-d_{\infty} v_{\mathfrak{P}_{\infty}}(x)$, and we put $N(x)=q^{\operatorname{deg} x}$.

Note that the Drinfeld $A$-module $\rho$ is of rank one if $\operatorname{deg} \rho_{a}=-d_{\infty} v_{\mathfrak{P}_{\infty}}(a)=$ $\operatorname{deg} a$ for all $a \in A$.

For an ideal $\mathfrak{A}$ of $A$ and a Drinfeld $A$-module $\rho \in \operatorname{Drin}_{A}(k)$, recall that $\rho[\mathfrak{A}]$ denotes the $\mathfrak{A}$-torsion of $\bar{k}$, that is, $\rho[\mathfrak{A}]=\left\{u \in \bar{k} \mid \rho_{a}(u)=0 \forall a \in \mathfrak{A}\right\}=\{u \in \bar{k} \mid$ $\left.\rho_{\mathfrak{A}}(u)=0\right\}$. The next result is completely similar to Proposition 12.3.7.

Proposition 13.5.1. If $\rho$ is a Drinfeld A-module of rank one over $K$ and if $a \in A \backslash\{0\}$, then $K(\rho[a]) / K$ is an abelian extension and $\operatorname{Gal}(K(\rho[a]) / K)$ is isomorphic in a natural way to a subgroup of $(A /(a))^{*}$.

Proof. Let $\mathfrak{P}=\operatorname{char}(\rho)$. If $(a)$ is relatively prime to $\mathfrak{P}$ then $\rho[a]$ and $A /(a)$ are isomorphic as $A$-modules (see Exercise 13.7.10). Choose a generator $\lambda$ of $\rho[a]$. If $\sigma \in G:=\operatorname{Gal}(K(\rho[a]) / K)$, then $\sigma \lambda \in \rho[a]$, so that $\sigma \lambda=\rho_{a_{\sigma}}(\lambda)$ for a unique $a_{\sigma} \in(A /(a))$. Now, since $\sigma \lambda$ is also a generator of $\rho[a]$, we have $a_{\sigma} \in(A /(a))^{*}$ and the correspondence $\sigma \mapsto a_{\sigma}$ is a group monomorphism of $G$ into $(A /(a))^{*}$.

Suppose that $\mathfrak{P} \neq 0$. Then $h_{\rho}=1$. If $(a)=\mathfrak{P}$, then $\rho[a]=0$, so that $K(\rho[a])=$ $K$. This case is analogous to the situation in which in characteristic $p$ we adjoin $p$ th roots of unity, which can only be 1 .

More generally, if $a \in \mathfrak{P}$, then $(a)=\mathfrak{C} \mathfrak{P}^{n}$ for some $(\mathfrak{C}, \mathfrak{P})=1$. Thus $\rho[a]=$ $\rho\left[\mathfrak{C} \mathfrak{P}^{n}\right]=\rho[\mathfrak{C}]$, and we are in the first case. Therefore $G \subseteq(A /(\mathfrak{C}))^{*} \subseteq(A /(a))^{*}$.

### 13.5.1 Class Number One Case

Now we generalize the results of Sections $12.3,12.4$, and 12.5 when $A$ has class number one. We will use the following notations. We take $k=K$ and the Drinfeld modules $\rho \in \operatorname{Drin}_{A}(K)$ under consideration will be of rank one unless otherwise stated. In case $h_{A}=1$, any nonzero ideal $\mathfrak{A}$ of $A$ is principal and $\alpha_{\mathfrak{A}}$ will denote a generator of $\mathfrak{A}$ such that the leading coefficient of $\rho_{\alpha_{\mathfrak{A}}}$ is one. Note that $\rho_{\alpha_{\mathfrak{A}}}=\rho_{\mathfrak{A}}$. Let $\lambda_{\mathfrak{A}}$ denote a generator of the $A$-module $\rho[\mathfrak{A}]$. The Galois group of the extension $K(\rho[\mathfrak{A}]) / K$ will be denoted by $G_{\mathfrak{A}}$ (we will prove shortly that the extension $K(\rho[\mathfrak{A}]) / K$ is an abelian extension).

Definition 13.5.2. If $A$ has class number one and $\mathfrak{A}$ is a nonzero ideal of $A$ we define the cyclotomic polynomial with respect to $\mathfrak{A}$ by

$$
\Psi_{\mathfrak{A}}(u)=\prod_{\alpha_{\mathfrak{B}} \in(A / \mathfrak{R})^{*}}\left(u-\rho_{\mathfrak{B}}\left(\lambda_{\mathfrak{A}}\right)\right)
$$

where the product runs through a set of representatives $\alpha_{\mathfrak{B}} \in A$ of $(A / \mathfrak{A})^{*}$. We have $\Psi_{\mathfrak{A}}(u) \in K(\rho[\mathfrak{A}])[u]$.

Note that if $\alpha_{\mathfrak{B}} \neq \alpha_{\mathfrak{B}}$ then $\mathfrak{B} \neq \mathfrak{B}^{\prime}$ since otherwise $\alpha_{\mathfrak{B}}=\xi \alpha_{\mathfrak{B}^{\prime}}$ with $\xi$ a unit of $A$ and $\rho_{\alpha_{\mathfrak{B}}}=\rho_{\xi} \rho_{\alpha_{\mathfrak{B}^{\prime}}}$ has leading coefficient $\xi=1$.

Proposition 13.5.3. If $A$ has class number one, then for any nonzero ideal $\mathfrak{A}$ of $A$ we have, $\Psi_{\mathfrak{A}}(u) \in K[u]$.

Proof. Let $\sigma \in G_{\mathfrak{A}}$. Then $\sigma\left(\lambda_{\mathfrak{A}}\right)$ is a generator of $\rho[\mathfrak{A}]=\rho\left[\alpha_{\mathfrak{A}}\right]=\operatorname{ker} \rho_{\alpha_{\mathfrak{A}}} \cong A / \mathfrak{A}$ (see Remark 13.3.20). The argument follows as in Proposition 12.3.9.

Proposition 13.5.4. Let $\mathfrak{A}$ be a prime power ideal of $A, \mathfrak{A}=\mathfrak{P}^{m}$ with $\mathfrak{P}$ a nonzero prime ideal of $A$ and $m \in \mathbb{N}$. Then
(1) $\mathfrak{P}$ is fully ramified in $K\left(\rho\left[\mathfrak{P}^{m}\right]\right) / K$.
(2) The ramification index of $\mathfrak{P}$ in $K\left(\rho\left[\mathfrak{P}^{m}\right]\right) / K$ is $\left[K\left(\rho\left[\mathfrak{P}^{m}\right]\right)\right.$ : $\left.K\right]$.
(3) If $\mathfrak{T}$ is any prime divisor in $K$ other than $\mathfrak{P}_{\infty}$ and $\mathfrak{P}$, then $\mathfrak{T}$ is not ramified in $K\left(\rho\left[\mathfrak{P}^{m}\right]\right) / K$.

In particular we have $G \mathfrak{P}^{m} \cong\left(A / \mathfrak{P}^{m}\right)^{*}$.
Proof. It is analogous to the proof of Proposition 12.3.14 and the details are left to the reader (see Exercise 13.7.12).

Note that $\rho_{\mathfrak{P}^{m}}(u)=\rho_{\mathfrak{P}}\left(\rho_{\mathfrak{P}^{m-1}}(u)\right)$. Now we have $\rho_{\mathfrak{P}}=\alpha_{\mathfrak{P}} u+a_{1} u^{q}+\cdots+$ $a_{d} u^{q^{d}}$. Hence $\rho_{\mathfrak{P}^{m}}(u)=\alpha_{\mathfrak{P}} \rho_{\mathfrak{P}^{m-1}}(u)+a_{1} \rho_{\mathfrak{P}^{m-1}}(u)^{q}+\cdots+a_{d} \rho_{\mathfrak{P}^{m-1}}(u)^{q^{d}}$. That is,

$$
\rho_{\mathfrak{P}^{m}}(u)=\rho_{\mathfrak{P}^{m-1}}(u) H(u)
$$

with $H(u)$ a polynomial in $K[u]$ and $H(0)=\alpha_{\mathfrak{P}}$. Furthermore, the roots of $H(u)$ are precisely the elements of $\rho\left[\mathfrak{P}^{m}\right] \backslash \rho\left[\mathfrak{P}^{m-1}\right]$. Hence $H(u)=\Psi_{\mathfrak{P}^{m}}(u), \alpha_{\mathfrak{P}}=H(0)=$ $\pm \prod_{\alpha_{\mathfrak{C}} \in\left(A / \mathfrak{P}^{m}\right)^{*}} \rho_{\mathfrak{C}}\left(\lambda \mathfrak{P}^{m}\right)$ and $\Psi_{\mathfrak{P}^{m}}(u)=\operatorname{Irr}\left(\lambda_{\mathfrak{P}^{m}}, u, K\right)$.

Assume that $A$ is of class number one and let $a$ be a nonzero element of $A$. We write $(a)=a A=\mathfrak{A}=\prod_{i=1}^{t} \mathfrak{P}_{i}^{s_{i}}$. Then $(A /(a))^{*} \cong \prod_{i=1}^{t}\left(A / \mathfrak{P}_{i}^{s_{i}}\right)^{*}$. Let $\mathfrak{P}_{i}^{s_{i}}=\left(a_{i}\right)$ for $i=1, \ldots, t$. It follows that the fields $K\left(\lambda \mathfrak{P}_{i}^{s_{i}}\right)$ are pairwise linearly disjoint over $K$ since $\mathfrak{P}_{i}$ is fully ramified in $K\left(\lambda_{\mathfrak{P}_{i}^{s_{i}}}\right) / K$ and unramified in $\prod_{\substack{j=1 \\ j \neq i}}^{t} K\left(\lambda_{\mathfrak{P}_{j}^{s_{j}}}\right) / K$. We have obtained

Theorem 13.5.5. Assume $A$ has class number one, that is, $h_{A}=1$. For a nonzero element $a$ of $A$, let $\mathfrak{A}=(a)$. Then
(1) $\Psi_{\mathfrak{A}}(u)=\operatorname{Irr}\left(\lambda_{\mathfrak{A}}, u, K\right)$. In particular $\Psi_{\mathfrak{A}}(u)$ is an irreducible polynomial.
(2) $G_{\mathfrak{A}}=\operatorname{Gal}\left(K\left(\lambda_{\mathfrak{A}}\right) / K\right)=\operatorname{Gal}(K(\rho[\mathfrak{A}]) / K)=\operatorname{Gal}(K(\rho[a]) / K) \cong(A /(a))^{*}=$ $(A / \mathfrak{A})^{*}$.
(3) $[K(\rho[a]): K]=\Phi((a))$.

Next, we determine the Artin symbol of the extension $K(\rho[a]) / K$ with $a$ any nonzero element of $A$.

Theorem 13.5.6. If $A$ has class number one and $\rho \in \operatorname{Drin}_{A}(K)$ is a Drinfeld Amodule of rank one over $K$, then if $\mathfrak{P}$ is a prime ideal of $A$ not dividing (a), we have for $\lambda \in \rho[a]$

$$
\lambda^{\varphi_{\mathfrak{P}}}=\rho_{\mathfrak{P}}(\lambda)
$$

where $\varphi_{\mathfrak{P}}$ denotes the Frobenius automorphism $\left[\frac{K(\rho[a]) / K}{\mathfrak{P}}\right]$.
Proof. Let $\lambda=\lambda_{(a)}$ and $\mathfrak{Q}$ be a prime divisor of $K(\rho[a])$ above $\mathfrak{P}$. Then $\rho_{\mathfrak{P}}(u) / u$ is Eisenstein at $\mathfrak{P}$. The proof goes as in Proposition 12.3.18. It follows that $\rho_{\mathfrak{P}}(\lambda) \equiv$ $\lambda^{q^{d}} \bmod \mathfrak{Q}$. It follows that $\rho_{\mathfrak{P}}(\lambda) \equiv\left[\frac{K(\rho[a]) / K}{\mathfrak{P}}\right](\lambda) \bmod \mathfrak{Q}$. To prove the equality and not just the congruence, consider the derivative of $\rho_{a}(x)=\prod_{b \in A /(a)}\left(x-\rho_{b}(\lambda)\right)$, that is, $\rho_{a}^{\prime}(\lambda)=a=\prod_{\substack{b \in A /(a) \\ b \neq c}}\left(\rho_{c}(\lambda)-\rho_{b}(\lambda)\right)$. Since $v_{\mathfrak{Q}}(a)=0$, we have $\rho_{c}(\lambda) \neq$ $\rho_{b}(\lambda) \bmod \mathfrak{Q}$ for all $c \not \equiv b \bmod (a)$. It follows that $\rho_{\mathfrak{P}}(\lambda)=\left[\frac{K(\rho[a]) / K}{\mathfrak{P}}\right](\lambda)$.

Since the Frobenius automorphism at $\mathfrak{P}$ acts as $\mathfrak{P}$, it follows that the decomposition of prime divisors in $K(\rho[a]) / K$ is analogous to the cyclotomic cases, both the classic and function field one (see Theorem 12.5.3).

### 13.5.2 General Class Number Case

Now we try to generalize the results of Section 13.5.1. Here $A$ will be arbitrary and $\rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$ a Drinfeld $A$-module of rank one. By a class field of $A$ we mean a finite abelian extension field of $K$ on which $\mathfrak{P}_{\infty}$ splits completely. By a narrow class field of $A$ we mean a finite abelian extension of $K$.

Definition 13.5.7. Let $\rho$ be a Drinfeld $A$-module over $\mathbb{C}_{\infty}$ such that $\delta(a)=a$ for all $a \in A$. Let $E$ be a subfield of $\mathbb{C}_{\infty}$ containing $K$. We say that $\rho$ is defined over $E$ or that $E$ is a field of definition for $\rho$ if $\rho$ is isomorphic over $\mathbb{C}_{\infty}$ to a Drinfeld $A$-module $\rho^{\prime}$ such that $\rho_{a}^{\prime} \in E\langle\tau\rangle$ for all $a \in A$.

Example 13.5.8. If $\rho$ is a Drinfeld module of rank one, then $K_{\infty}$ is a field of definition for $\rho$ (see Exercise 13.7.11).

Next result proves that there always exists a smallest field of definition for $\rho$.
Theorem 13.5.9. Let $\rho$ be a Drinfeld A-module over $\mathbb{C}_{\infty}$ of any rank. Then there exists a field of definition $K_{\rho}$, finitely generated over $K$, which is contained in every field of definition for $\rho$.

Proof. For $a \in A$, let $\rho_{a}=a+\sum_{i=1}^{r_{\rho} \operatorname{deg} a} c_{i} \tau^{i}$. For any $\xi \in \mathbb{C}_{\infty}$ we have

$$
\left(\xi \rho \xi^{-1}\right)_{a}=a+\sum_{i=1}^{r_{\rho} \operatorname{deg} a} \xi^{1-q^{i}} c_{i} \tau^{i}
$$

Fix a nonconstant $a \in A$ and consider the set $S$ of indices such that $c_{i} \neq 0$. Let $g$ be the greatest common divisor of the set $\left\{q^{i}-1 \mid i \in S\right\}$ and let $g=\sum_{j \in S} \alpha_{j}\left(q^{j}-1\right)$ with $\alpha_{j} \in \mathbb{Z}$. For each $i \in S$ consider the element

$$
\begin{equation*}
I_{i}:=c_{i}\left(\prod_{j \in S} c_{j}^{\alpha_{j}}\right)^{\left(1-q^{i}\right) / g} \in \mathbb{C}_{\infty} \tag{13.28}
\end{equation*}
$$

which is invariant under the map $c_{j} \mapsto \xi^{1-q^{j}} c_{j}$. Therefore the elements $\left\{I_{j} \mid j \in S\right\}$ belong to any field of definition of $\rho$. Let $K_{\rho}$ be the field generated over $K$ by the elements $I_{i}, i \in S$.

Let $\xi \in \mathbb{C}_{\infty}$ be chosen such that

$$
\begin{equation*}
\xi^{g}=\prod_{i \in S} c_{i}^{\alpha_{i}} \tag{13.29}
\end{equation*}
$$

Then $I_{i}=\xi^{1-q^{i}} c_{i}$. It follows that $\xi \rho_{a} \xi^{-1}$ has coefficients in $K_{\rho}$. By (13.22) we obtain that $\xi \rho_{x} \xi^{-1}$ has coefficients in $K_{\rho}$ for all $x \in A$. Therefore $\rho$ is defined over $K_{\rho}$.

Definition 13.5.10. The field $K_{\rho}$ is called the smallest field of definition for $\rho$ or the field of invariants of $\rho$.

We will show in Section 13.5.4 that for $\rho$ of rank one, $K_{\rho}$ is the maximal unramified abelian extension of $K$ in which $\mathfrak{P}_{\infty}$ splits completely. Thus for rank one Drinfeld $A$-modules over $\mathbb{C}_{\infty}, K_{\rho}$ is independent of the choice of $\rho$.

To see the role that $K_{\rho}$ plays in class field theory, we consider an action of $\operatorname{Pic}(A)$ (see Exercise 13.7.6) on $\operatorname{Drin}_{A}(k)$. Let $\mathfrak{A}$ be an integral ideal of $A$ and $\rho \in \operatorname{Drin}_{A}(k)$. Consider the left ideal $I_{\mathfrak{A}}$ of $k\langle\tau\rangle$ generated by $\left\{\rho_{a}\right\}_{a \in \mathfrak{A}}$ and let $\rho_{\mathfrak{A}} \in k\langle\tau\rangle$ be a generator: $I_{\mathfrak{A}}=k\langle\tau\rangle \rho_{\mathfrak{A}}$. We write

$$
\rho_{\mathfrak{A}}=f_{1}(\tau) \rho_{a_{1}}+\cdots+f_{m}(\tau) \rho_{a_{m}}
$$

for some $f_{i}(\tau) \in k\langle\tau\rangle$ where $a_{i} \in A$ for $1 \leq i \leq m$.
Since $\mathfrak{A}$ is an ideal, we have $I_{\mathfrak{A}} \rho_{a} \subseteq I_{\mathfrak{A}}$ for $a \in A$. Therefore, for any $a \in A$ there exists a unique $\rho_{a}^{\prime} \in k\langle\tau\rangle$ such that

$$
\begin{equation*}
\rho_{\mathfrak{A}} \rho_{a}=\rho_{a}^{\prime} \rho_{\mathfrak{A}} \tag{13.30}
\end{equation*}
$$

Then $\rho^{\prime}: A \rightarrow k\langle\tau\rangle, a \mapsto \rho_{a}^{\prime}$, is a Drinfeld $A$-module over $k$. We denote this module by

$$
\begin{equation*}
\rho^{\prime}:=\mathfrak{A} * \rho \tag{13.31}
\end{equation*}
$$

Clearly, if $E$ is a field of definition for $\rho$, then $E$ is also a field of definition for $\mathfrak{A} * \rho$ for any nonzero ideal $\mathfrak{A}$ in $A$.

Now if $\mathfrak{A}=(a)$ is principal with $a \neq 0$, let $\alpha$ be the leading coefficient of $\rho_{a}$. Then $\rho_{\mathfrak{A}}=\alpha^{-1} \rho_{a}$ and $(\mathfrak{A} * \rho)_{b}=\alpha^{-1} \rho_{b} \alpha$ for all $b \in A$. It follows that $\mathfrak{A} * \rho$ and $\rho$ are isomorphic. Thus $\operatorname{Pic}(A)$ acts on the isomorphism classes of Drinfeld $A$-modules $\rho$ over $K$ such that $r_{\rho}=r$ and $D \circ \rho=\delta$.

We will now see that this action defines the Hilbert class field $H_{A}$ of $A$.
Definition 13.5.11. The Hilbert class field $H_{A}$ of $A$ is the maximal abelian extension of $K$ in which the infinite prime $\mathfrak{P}_{\infty}$ splits completely.

For a rank one Drinfeld $A$-module $\rho$, we will show that $K_{\rho}=H_{A}$. In particular, for rank one $A$-modules $K_{\rho}$ is independent of $\rho$.

To show $K_{\rho}=H_{A}$ we use a sign function sgn (see Definition 12.8.16) and use it to define $\mathrm{Pic}^{+} A$ which is an extension of Pic $A$ and corresponds to the extension $H_{A}^{+}$of $K$, where every finite place of $A$ is unramified. With the addition of the sign function we control the top coefficient of $\rho_{a}$ and this turns out to be more efficient than controlling $K_{\rho}$. In this way we do not have to deal with isomorphism classes of rank one $A$-modules.

For the rest of this section we will consider only rank one Drinfeld $A$-modules over $\mathbb{C}_{\infty}: \rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$. We recall the definition of a sign function.

Definition 13.5.12. A sign function sgn: $K_{\infty}^{*} \rightarrow \mathbb{F}_{\infty}^{*}$ is a homomorphism which is the identity on $\mathbb{F}_{\infty}^{*}$ and trivial on $U^{(1)}:=U_{K_{\infty}}^{(1)}=1+\hat{\mathfrak{P}}_{\infty}$ the group of units congruent to one $\bmod \mathfrak{P}_{\infty}($ see Definition 5.9.13). We also use the convention $\operatorname{sgn}(0)=0$.

For $\sigma \in \operatorname{Gal}\left(\mathbb{F}_{\infty} / \mathbb{F}_{q}\right)$, the composite map $\sigma \circ$ sgn is called twisting of the sign function sgn.

Note that there are $\left|\mathbb{F}_{\infty}^{*}\right|=q^{d_{\infty}}-1$ sign functions, depending on the choice of the prime element at $\mathfrak{P}_{\infty}$. In fact, if sgn and $\operatorname{sgn}^{\prime}$ are two sign functions, the map $x \mapsto \operatorname{sgn}(x) / \operatorname{sgn}^{\prime}(x)$ with $x$ a nonzero element of $K_{\infty}$, is trivial on the units $U_{\mathfrak{P}_{\infty}}$ of $K_{\infty}$ so it factors through $v_{\mathfrak{P}_{\infty}}: K_{\infty}^{*} \rightarrow \mathbb{Z}$. Thus

$$
\operatorname{sgn}(x)=\operatorname{sgn}^{\prime}(x) \xi^{\operatorname{deg} x / d_{\infty}}
$$

for some $\xi \in \mathbb{F}_{\infty}^{*}$.
Definition 13.5.13. A Drinfeld $A$-module over $\mathbb{C}_{\infty}, \rho \in \operatorname{Drin}_{A}(\mathbb{C})_{\infty}$ is called normalized if the leading coefficient $\mu_{\rho}(x)$ of $\rho_{x}$ belongs to $\mathbb{F}_{\infty}$ for all $x \in A$. If for some sign function $\operatorname{sgn}$, the map $x \mapsto \mu_{\rho}(x)$ is a twisting of $\operatorname{sgn}, \rho$ is called sgn-normalized.

We have defined the map $x \mapsto \mu_{\rho}(x)$ as the leading coefficient $\rho_{x}, x \in A$. Now we will show that the map $\mu_{\rho}$ can be extended to $K=$ quot $A$.

For $x, y \in A$ we have (see Exercise 13.7.13)

$$
\begin{equation*}
\mu_{\rho}(x y)=\mu_{\rho}(x) \mu_{\rho}(y)^{r \operatorname{deg} x}=\mu_{\rho}(y) \mu_{\rho}(x)^{r \operatorname{deg} y} \tag{13.32}
\end{equation*}
$$

where $A$ is of rank $r$.

Fix a prime element $\pi \in K$ at $\mathfrak{P}_{\infty}$. Let $x \in K_{\infty}^{*}$. Then $x$ can be written uniquely as

$$
x=c \xi \pi^{m}=\operatorname{sgn}(x) \xi \pi^{m}
$$

with $c \in \mathbb{F}_{\infty}^{*}, \xi \in U^{(1)}$ and $m \in \mathbb{Z}$.
Let $b \in A$ be chosen such that $a=b x \in A$. In fact we can make this choice since if $\mathfrak{N}_{\pi^{m}}=\mathfrak{P}_{1}^{\alpha_{1}} \ldots \mathfrak{P}_{t}^{\alpha_{t}}$, by the Riemann-Roch Theorem, there exists $b \in K$ such that $\mathfrak{P}_{1}^{\alpha_{1}} \cdots \mathfrak{P}_{t}^{\alpha_{t}} \mid \mathfrak{Z}_{b}$ and $\mathfrak{N}_{b}=\mathfrak{P}_{\infty}^{u}$ for some $u$ large enough. That is, $b \in L_{K}\left(\mathfrak{P}_{1}^{\alpha_{1}} \cdots \mathfrak{P}_{t}^{\alpha_{t}} \mathfrak{P}_{\infty}^{-u}\right)$ : just take $u>2 g_{K}-1+\sum_{i=1}^{t} \alpha_{i} \operatorname{deg}_{K} \mathfrak{P}_{i}$. Therefore $a=b x$ and we may define $\mu_{\rho}(x)$ by the rule given in (13.32), that is, $\mu_{\rho}(a)=\mu_{\rho}(x) \mu_{\rho}(b)^{r \operatorname{deg} x}$ or

$$
\begin{equation*}
\mu_{\rho}(x):=\mu_{\rho}(a) \mu_{\rho}(b)^{-r \operatorname{deg} x} \tag{13.33}
\end{equation*}
$$

We leave to the reader to verify that this definition is independent of $a$ and $b$ and satisfies (13.32) (see Exercise 13.7.14).

We fix a sign function sgn and the object we study will be denoted by $\left(K, \mathfrak{P}_{\infty}, \operatorname{sgn}\right)$. In this way, this object is analogous to $\mathbb{Q}$ with its archimedean place and the usual sign function on $\mathbb{R}$. Therefore an element $a$ of $A$ is called positive if $\operatorname{sgn}(x)=1$.

One key result is the following theorem.
Theorem 13.5.14. Every Drinfeld A-module $\rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$ is isomorphic over $\mathbb{C}_{\infty}$ to a sgn-normalized A-module $\rho^{\prime}$.

Proof. Let $\pi$ be a prime element at $\mathfrak{P}_{\infty}$ which is positive for sgn. Let $\xi \in \mathbb{C}_{\infty}$ be such that $\xi^{q^{d \infty}-1}=\mu_{\rho}\left(\pi^{-1}\right)^{-1}$. Let $\rho^{\prime}:=\xi \rho \xi^{-1}$. Then $\mu_{\rho^{\prime}}\left(\pi^{-1}\right)=1$ (see Exercise 13.7.13).

For $x \in K_{\infty}^{*}$ we write $x=c \xi \pi^{n}$ with $c \in \mathbb{F}_{\infty}^{*}, \xi \in U^{(1)}$ and $n \in \mathbb{Z}$. Then $\operatorname{sgn}(x)=c \in \mathbb{F}_{\infty}^{*}$. In particular for $x=a \in A$, by Exercise 13.7.13, and since $\mu_{\rho^{\prime}}\left(\xi \pi^{n}\right)=1$, we obtain

$$
\mu_{\rho^{\prime}}(a)=\mu_{\rho^{\prime}}\left(c \xi \pi^{n}\right)=\mu_{\rho^{\prime}}(c)=\mu_{\rho^{\prime}}(\operatorname{sgn}(a))
$$

Now the restriction of $\mu_{\rho^{\prime}}$ to the residue field $\mathbb{F}_{\infty}$ of $K_{\infty}$, is an automorphism $\iota_{\rho^{\prime}}: \mathbb{F}_{\infty} \rightarrow \mathbb{F}_{\infty}$ fixing pointwise $\mathbb{F}_{q}$. Therefore $\mu_{\rho^{\prime}}(a)=\iota_{\rho^{\prime}}(\operatorname{sgn}(a))$. Therefore $\rho \mathrm{s}$ isomorphic to $\rho^{\prime}$ which is a sgn-normalized $A$-module.

The next step is to find how many sgn-normalized $A$-modules are there in each isomorphism class. We restrict ourselves to rank one modules. First we give the definition of Hayes modules.

Definition 13.5.15. A Hayes $A$-module is a sgn normalized rank one Drinfeld $A$ module over $\mathbb{C}_{\infty}$.

The set of Hayes modules will be denoted by $\mathfrak{H}$.
The Carlitz module is a Hayes module.

Proposition 13.5.16. If $\rho$ and $\rho^{\prime}=\xi \rho \xi^{-1}$ are sgn-normalized rank one Drinfeld A-modules over $\mathbb{C}_{\infty}$, then $\xi \in \mathbb{F}_{\infty}^{*}$ and $\mu_{\rho}=\mu_{\rho^{\prime}}$.
Proof. Since $\mu_{\rho}\left(\pi^{-1}\right)=\mu_{\rho^{\prime}}\left(\pi^{-1}\right)=1$ by Exercise 13.7.13 (4), we obtain that $\xi^{1-q^{d \infty}}=1$. Hence $\xi \in \mathbb{F}_{\infty}$. Finally we obtain for any $a \in A$

$$
\mu_{\rho^{\prime}}(a)=\xi^{1-q^{\operatorname{deg} a}} \mu_{\rho}(a)=\mu_{\rho}(a)
$$

Corollary 13.5.17. Each isomorphism class of Drinfeld $A$-modules or rank one over $\mathbb{C}_{\infty}$ contains exactly $\left(q^{d_{\infty}}-1\right) /(q-1)$ sgn-normalized $A$-modules.

Proof. Given any $\rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$ of rank one, $\rho$ is isomorphic to a sgn-normalized one $\rho^{\prime}$. Now, every $A$-module $\rho^{\prime \prime}$ isomorphic to $\rho^{\prime}$ is given as $\rho^{\prime \prime}=\xi \rho^{\prime} \xi^{-1}$. By Proposition 13.5 .16 if $\rho^{\prime \prime}$ is also a sgn-normalized $A$-module, then $\xi \in \mathbb{F}_{\infty}^{*}$. Finally, since $\operatorname{Aut}(\rho) \cong \mathbb{F}_{q}^{*}$ we obtain exactly $\left|\mathbb{F}_{\infty}^{*}\right| /\left|\mathbb{F}_{q}^{*}\right|=\left(q^{d_{\infty}}-1\right) /(q-1)$ sgn-normalized modules isomorphic to $\rho^{\prime}$.

Now, we consider the set of Hayes modules $\mathfrak{H}$. If $\rho \in \mathfrak{H}$ and $\mathfrak{A}$ is a nonzero ideal of $A$, let $\rho^{\prime}=\mathfrak{A} * \rho$ (see (13.31)). Then $\rho^{\prime}$ satisfies $\rho_{\mathfrak{A}} \rho_{a}=\rho_{a}^{\prime} \rho_{\mathfrak{A}}$ for all $a \in A$.

Since $\rho$ is sgn-normalized, for each $\alpha \in \mathfrak{A}$ we have $\mu_{\rho}(\alpha) \in \mathbb{F}_{\infty}$, so $\xi:=$ $\mu\left(\rho_{\mathfrak{A}}\right) \in \mathbb{F}_{\infty}$. It follows that $\rho^{\prime}=\mathfrak{A} * \rho$ is also sgn-normalized.

The Galois group $\operatorname{Gal}\left(\mathbb{C}_{\infty} / K_{\infty}\right)$ acts naturally on $\mathbb{C}_{\infty}\langle\tau\rangle$ and hence if $\rho \in$ $\operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$ and $\sigma \in \operatorname{Gal}\left(\mathbb{C}_{\infty} / K_{\infty}\right), \sigma \rho$ is also a Drinfeld $A$-module. See Exercise 13.7.15. Clearly, if $\rho \in \mathfrak{H}$ then $\sigma \rho \in \mathfrak{H}$. Furthermore, if $\mathfrak{A}$ is a nonzero ideal and $\sigma \in \operatorname{Gal}\left(\mathbb{C}_{\infty} / K_{\infty}\right)$, then, from the definition we obtain that

$$
\mathfrak{A} * \sigma \rho=\sigma(\mathfrak{A} * \rho)
$$

Since every Drinfeld $A$-module $\rho$ is obtained from a unique lattice $\Gamma$ in $\mathbb{C}_{\infty}: \rho=$ $\rho^{\Gamma}$ (Theorem 13.4.2), it can be proven that the fractional ideals of $A$ act transitively on the isomorphism classes of Drinfeld $A$-modules over $\mathbb{C}_{\infty}$ such that the nonzero principal ideals operate trivially on these classes since if $\mathfrak{A}=a A$ is principal and $\rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$, then

$$
\begin{equation*}
\mathfrak{A} * \rho=\mu_{\rho}(a)^{-1} \rho \mu_{\rho}(a) \tag{13.34}
\end{equation*}
$$

(see [63, §§8-9]).
It follows that Pic $A$ acts on the isomorphism classes of Drinfeld $A$-modules. Furthermore, the set of isomorphism classes of rank one $A$-modules over $\mathbb{C}_{\infty}, \mathfrak{D}_{1}$, is a principal homogeneous space for Pic $A$, that is, the action of Pic $A$ on $\mathfrak{D}_{1}$ is faithful. We recall that faithful means that if $\overline{\mathfrak{A}} \in \operatorname{Pic} A$ is such that $\mathfrak{A} * \rho=\rho$ for all $\rho \in \mathfrak{D}_{1}$, then $\overline{\mathfrak{A}}=0$. In particular $\left|\mathfrak{D}_{1}\right|=\mid$ Pic $A \mid$ (see [63, Proposition 9.2]). That is

Theorem 13.5.18. There are exactly $h_{A}$ isomorphism classes of rank one Drinfeld Amodules over $\mathbb{C}_{\infty}$, and $\mathfrak{D}_{1}$ is a principal homogeneous space for Pic $A$ under the $*$ action.

Now let $\rho \in \mathfrak{H}$ be a Hayes module and let $\mathfrak{A}$ be a nonzero ideal of $A$ such that $\mathfrak{A} * \rho=\rho$. In particular the class $\overline{\mathfrak{A}}$ of $\mathfrak{A}$ in Pic $A$ and $\bar{\rho}$ the isomorphism class of $\rho$, satisfy $\overline{\mathfrak{A}} \circ \bar{\rho}=\bar{\rho}$. Since the action of Pic $A$ is transitive on $\mathfrak{D}_{1}$, the stabilizer of $\bar{\rho}$ is the set of nonzero principal ideals of $A$. Therefore $\mathfrak{A}=x A$ is principal. Now, by (13.34) we have

$$
\begin{equation*}
\mathfrak{A} * \rho=\mu_{\rho}(x)^{-1} \rho \mu_{\rho}(x)=\rho . \tag{13.35}
\end{equation*}
$$

That is $\mu_{\rho}(x) \in \operatorname{Aut}(\rho)=\mathbb{F}_{q}^{*}$.
Therefore the stabilizer of $\rho$ is

$$
\left\{x A \mid x \in A, \mu_{\rho}(x) \in \mathbb{F}_{q}^{*}\right\}=\{x A \mid x \in A, \operatorname{sgn}(x)=1\} .
$$

Let

$$
\begin{equation*}
P_{A}^{+}=\{x A \mid x \in K, \operatorname{sgn}(x)=1\} \quad \text { and } \quad \operatorname{Pic}^{+} A=\frac{M_{A}}{P_{A}^{+}} \tag{13.36}
\end{equation*}
$$

where $M_{A}$ denotes the set of fractional ideals of $A$.
Definition 13.5.19. The group $\mathrm{Pic}^{+} A$ is called the narrow class group of $A$ relative to sgn.

The induced sgn function provides an isomorphism between $P_{A} / P_{A}^{+}$and $\mathbb{F}_{\infty}^{*} / \mathbb{F}_{q}^{*}$. Therefore

$$
\begin{equation*}
h_{A}^{+}:=\left|\operatorname{Pic}^{+} A\right|=\frac{q^{d_{\infty}}-1}{q-1}|\operatorname{Pic} A|=\frac{q^{d_{\infty}}-1}{q-1} h_{A}=|\mathfrak{H}| . \tag{13.37}
\end{equation*}
$$

It follows
Theorem 13.5.20. The set $\mathfrak{H}$ of Hayes modules is a principal homogeneous space for $\mathrm{Pic}^{+} A$ under the $*$ action and $|\mathfrak{H}|=\frac{q^{d \infty}-1}{q-1} h_{A}=h_{A}^{+}$.

### 13.5.3 The Narrow Class Field $\boldsymbol{H}_{A}^{+}$

In this section we study a normalized field, $H_{A}^{+}$over $K$ that is a narrow class field where all finite prime divisors are unramified. Let $\rho \in \mathfrak{H}$ be a Hayes module and let $\alpha$ be a nonconstant element of $A$. Let $H_{A}^{+}$be the field generated over $K$ by the coefficients of $\rho_{\alpha}$. Note that $\rho_{\beta}$ is uniquely determined by $\rho_{\alpha}$ since if $\rho_{\alpha}=\sum_{i=0}^{n} a_{i} \tau^{i}$ and $\rho_{\beta}=\sum_{j=0}^{m} b_{j} \tau^{j}$, with $a_{0}=\alpha$, then the equality

$$
\rho_{\alpha} \rho_{\beta}=\rho_{\beta} \rho_{\alpha}
$$

is equivalent to the recurrences

$$
\begin{equation*}
\left(\alpha^{q^{i}}-\alpha\right) b_{i}=\sum_{j=1}^{i}\left(a_{j} b_{i-j}^{q^{j}}-a_{j}^{q^{i-j}} b_{i-j}\right) \tag{13.38}
\end{equation*}
$$

Since $\alpha$ is nonconstant, $\alpha$ is transcendental over $\mathbb{F}_{q}$ and so $\alpha^{q^{i}}-\alpha \neq 0$ for all $i \geq 1$. It follows that every $b_{i}$ is uniquely determined.

It follows from (13.38) that $H_{A}^{+}$is independent of $\alpha$. By (13.30) and (13.31) we also have that all Hayes $A$-modules $\mathfrak{A} * \rho$ for nonzero ideals $\mathfrak{A}$ in $A$ are defined over $H_{A}^{+}$. Thus, $H_{A}^{+} / K$ is independent of $\rho$. However, it does depend upon choice of the sign function sgn.

Definition 13.5.21. The field $H_{A}^{+}$is called the normalizing field for rank one Drinfeld $A$-modules over ( $K, \mathfrak{P}_{\infty}$, sgn ).

Proposition 13.5.22. The extension $H_{A}^{+} / K$ is a finite abelian extension with Galois group isomorphic to a subgroup of $\mathrm{Pic}^{+} A$.

Proof. Fix $\rho \in \mathfrak{H}$, a Hayes module. For any $\sigma \in \operatorname{Aut}\left(\mathbb{C}_{\infty} / K\right), \sigma \rho$ is a sgn-normalized Drinfeld $A$-modules, so $\sigma \rho$ is defined over $H_{A}^{+}$. In particular $H_{A}^{+}$contains all the conjugates of its generators. It follows that $H_{A}^{+}$is a finite normal extension of $K$.

Now, $H_{A}^{+}$contains the smallest field of definition $K_{\rho}$ of $\rho$. By Exercise 13.7.11, $K_{\rho} / K$ is a finite subextension of $K_{\infty} / K$. It follows that $K_{\rho} / K$ is a separable extension. Let $\xi \in \mathbb{C}_{\infty}$ and $\rho^{\prime}=\xi \rho \xi^{-1}$ be such that $\rho^{\prime}$ is defined over $K_{\rho}$. Let $a$ be any nonconstant positive element of $A$. Then by Exercise 13.7.13 (3)

$$
\xi^{1-q^{r \operatorname{deg} a}} \mu_{\rho}(a)=\mu_{\rho^{\prime}}(a) \in K_{\rho}
$$

which implies that $K_{\rho}(\xi) / K_{\rho}$ and $K(\xi) / K$ are separable extensions. It follows that $H_{A}^{+} / K$ is separable and therefore Galois since $H_{A}^{+}$is a subextension of $K_{\rho}(\xi)$.

By Exercise 13.7.15 we have $\mathfrak{A} * \sigma \rho=\sigma(\mathfrak{A} * \rho)$ for any $\sigma \in \operatorname{Gal}\left(\mathbb{C}_{\infty} / K\right)$, $\rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$ and $\mathfrak{A}$ any nonzero ideal of $A$. Therefore the action of $\operatorname{Gal}\left(H_{A}^{+} / K\right)$ commutes with the action of $\mathrm{Pic}^{+} A$.

Define $\theta: \operatorname{Gal}\left(H_{A}^{+} / K\right) \rightarrow \operatorname{Pic}^{+} A$ as follows. If $\sigma \in \operatorname{Gal}\left(H_{A}^{+} / K\right)$, then $\theta(\sigma)=$ $\overline{\mathfrak{A}}_{\sigma}$ where $\mathfrak{A}_{\sigma}$ satisfies $\sigma \rho=\mathfrak{A}_{\sigma} * \rho$. The homomorphism $\theta$ is injective by Theorem 13.5.20 since $\sigma \rho \neq \rho$ for $\sigma \neq \mathrm{Id}$.

In order to study ramification in $H_{A}^{+} / K$ we need to consider the inertia group which is related to the reduction map mod $\mathfrak{P}$ for a place $\mathfrak{P}$. Therefore we study the reduction map. Let $B^{+}$be the integral closure of $A$ in $H_{A}^{+}$.

At this point we make a detour to discuss how a Drinfeld module can be reduced to some residue fields.

In general, let $\rho \in \operatorname{Drin}_{A}(k)$ of rank $r$. Suppose that the field $k$ has a discrete valuation $v$ and with all the coefficients of $\rho_{a}$ integral at $v$. Let $\vartheta_{v}$ be the valuation ring at $v$ with maximal ideal $\mathfrak{p}$ and residue field $k(\mathfrak{p})$. We take the coefficients of $\rho_{a} \bmod \mathfrak{p}$ and denote this reduction by $\rho^{(\mathfrak{p})}$. In general $\rho^{(\mathfrak{p})}$ is not a Drinfeld $A$-module if all the nonconstant terms are congruent to $0 \bmod \mathfrak{p}$.

Definition 13.5.23. We say that $\rho$ has stable reduction at $\mathfrak{p}$, if there exists a Drinfeld $A$-module $\rho^{\prime} \in \operatorname{Drin}_{A}(k)$ isomorphic to $\rho$ such that the coefficients of $\rho_{a}^{\prime}$ are integral at $v$ for all $a \in A$ and $\rho^{\prime(\mathfrak{p})}$ is a Drinfeld $A$-module $\rho^{\prime(\mathfrak{p})} \in \operatorname{Drin}_{A}(k(\mathfrak{p}))$.

We say that $\rho$ has good reduction at $\mathfrak{p}$ if in addition $\rho^{\prime(\mathfrak{p})}$ has rank $r$.

Remark 13.5.24. If $\rho$ has rank one, then every stable reduction is good.
The key fact is that even if $\rho$ has no stable reduction at $\mathfrak{p}$, there exists an extension $k^{\prime}$ of $k$ such that $\rho$ has stable reduction over $k^{\prime}$.

Definition 13.5.25. We say that $\rho$ has potential stable reduction (resp. potential good reduction) if there exists an extension $k^{\prime}$ of $k$ such that $\rho$ has stable reduction (resp. good reduction) over $k^{\prime}$.

Example 13.5.26. If $A=\mathbb{F}_{q}[T]$, then for any $r>1$ the Drinfeld $A$-module $\rho_{T}=$ $T+\tau+a_{2} \tau^{2}+\cdots+a_{r-1} \tau^{r-1}+T \tau^{r}$ has stable reduction but not good reduction. Also, the Drinfeld $A$-module $\phi_{T}=T+T \tau+T \tau^{2}+\cdots+T \tau^{r}$ does not have stable reduction.

Theorem 13.5.27. Every Drinfeld module $\rho$ over a field $k$ with a discrete valuation $v$ has potential stable reduction. In particular if $\rho$ is of rank one, $\rho$ has potential good reduction.

Proof. For $a \in A$ let $\rho_{a}=\sum a_{i} \tau^{i}$, and set

$$
\gamma_{a}=\min _{i>0} \frac{v\left(a_{i}\right)}{q^{i}-1} .
$$

Let $x_{1}, \ldots, x_{s}$ be a set of generators of $A$ as $\mathbb{F}_{q}$-algebra and set $\gamma:=\min _{1 \leq j \leq s} \gamma_{x_{j}}$. There exists a finite extension $k^{\prime}$ of $k$ with a valuation $v^{\prime}$ extending $v$ and an element $x \in k^{\prime}$ such that $v^{\prime}(x)=\gamma$. Then it is easy to verify that conjugation by $x$ gives a Drinfeld module isomorphic to $\rho$ which has stable reduction.

We return to our discussion. In our case a sgn-normalized $A$-module $\rho$ of rank one is defined over $B^{+}$by Theorem 13.5.27 and $\rho$ may be reduced at every nonzero prime ideal $\mathfrak{T}$ of $B^{+}$. Let $\pi_{\mathfrak{T}}: B^{+} \rightarrow B^{+} / \mathfrak{T}$ be the reduction map and let $\mathfrak{P}:=\mathfrak{T} \cap A$.

Proposition 13.5.28. The reduction map $\rho \mapsto \pi_{\mathfrak{T}} \circ \rho$ is injective on $\mathfrak{H}$.
Proof. Assume that $\rho$ and $\rho^{\prime}$ belonging to $\mathfrak{H}$ reduce modulo $\mathfrak{T}$ to the same $\phi \in$ $\operatorname{Drin}_{A}\left(\left(B^{+} / \mathfrak{T}\right)\right)$, that is, $\phi=\rho^{(\mathfrak{T})}=\rho^{\prime(\mathfrak{T})}$. By Theorem 13.5.20 there exists an ideal $\mathfrak{A}$ of $A$ such that $\rho^{\prime}=\mathfrak{A} * \rho$. Using an argument similar to that of Exercise 5.10.36, we may assume that $\mathfrak{A}$ is relatively prime to $\mathfrak{T}$.

Reducing the defining equation $\rho_{\mathfrak{A}} \rho_{x}=\rho_{x}^{\prime} \rho_{\mathfrak{A}}$ modulo $\mathfrak{T}$, we obtain $\rho_{\mathfrak{A}} \rho_{x} \equiv$ $\rho_{x} \rho_{\mathfrak{A}} \bmod \mathfrak{T}$ for all $x \in A$. It follows that $\pi_{\mathfrak{T}}\left(\rho_{\mathfrak{A}}\right) \in \operatorname{End}\left(\pi_{\mathfrak{T}} \circ \rho\right)$. Now we know that $\operatorname{End}\left(\pi_{\mathfrak{T}} \circ \rho\right)=A($ see [63, Corollary 5.14] or [151, Theorem 2.7.2]). Therefore there exists $a \in A$ such that

$$
\begin{equation*}
\rho_{\mathfrak{A}} \equiv \rho_{a} \bmod \mathfrak{T} \tag{13.39}
\end{equation*}
$$

Since the leading coefficient of $\rho_{\mathfrak{A}}$ is one, $\mu_{\rho}(a)=1$. Thus $a$ is a positive element of $A$. The proof will follow if we prove that $\mathfrak{A}=a A$ (see (13.34)). Define $\mathfrak{B}:=$ $\mathfrak{A}+a A$. By (13.39) the torsion modules $\rho^{(\mathfrak{T})}[\mathfrak{B}], \rho^{(\mathfrak{T})}[\mathfrak{A}]$ and $\rho^{(\mathfrak{T})}[a A]$ in an algebraic closure $\overline{B^{+} / \mathfrak{T}}$ of $B^{+} / \mathfrak{T}$ are the same. From the proof of Theorem 13.3 .19 we obtain that $|A / \mathfrak{A}|=|A / \mathfrak{B}|=|A / a A|$. It follows that $\mathfrak{B}=\mathfrak{A}=a A$.

Now we can prove our claim about the ramification of $H_{A}^{+} / K$.

Proposition 13.5.29. The extension $H_{A}^{+} / K$ is unramified at every finite place $\mathfrak{P}$ of $A$.
Proof. Let $\sigma$ be an element of the inertia group of $\mathfrak{P}$. Therefore $\sigma \rho \equiv \rho \bmod \mathfrak{Q}$, where $\mathfrak{Q}$ is the prime ideal of $B^{+}$above $\mathfrak{P}$.

From Proposition 13.5.28, it follows that $\sigma \rho=\rho$. Since $H_{A}^{+}$is generated by the coefficients of $\rho$, it follows that $\sigma=\mathrm{Id}$. The result is now a consequence of Corollary 5.2.19.

For a nonzero ideal $\mathfrak{A}$ in $A$, let $\sigma_{\mathfrak{A}}=\left(\frac{H_{A}^{+} / K}{\mathfrak{A}}\right)$ be the Artin automorphism associated to $\mathfrak{A}$. That is, $\sigma_{\mathfrak{A}}=\prod_{i=1}^{s} \sigma_{\mathfrak{P}_{i}}^{\alpha_{i}}$ where $\mathfrak{A}=\prod_{i=1}^{s} \mathfrak{P}_{i}^{\alpha_{i}}$ is the prime decomposition of $\mathfrak{A}$ and $\sigma_{\mathfrak{P}_{i}}=\left(\frac{H_{A}^{+} / K}{\mathfrak{P}_{i}}\right)$ is the Artin symbol for the prime $\mathfrak{P}_{i}$.

One of the main results in the theory of Drinfeld $A$-modules of rank one over $\mathbb{C}_{\infty}$ is the following theorem.

Theorem 13.5.30. For every Hayes A-module $\rho$, we have

$$
\begin{equation*}
\sigma_{\mathfrak{A}} \rho=\mathfrak{A} * \rho \tag{13.40}
\end{equation*}
$$

In particular $\operatorname{Gal}\left(H_{A}^{+} / K\right)$ is isomorphic to $\mathrm{Pic}^{+} A$ and $\left[H_{A}^{+}: K\right]=\frac{q^{d \infty}-1}{q-1} h_{A}=$ $\frac{q^{d \infty}-1}{q-1} d_{\infty} h_{K}$.

Proof. Since for any nonzero ideals $\mathfrak{A}, \mathfrak{B}$ of $A$ we have

$$
\mathfrak{A} *(\mathfrak{B} * \rho)=(\mathfrak{A} \mathfrak{B}) * \rho,
$$

it suffices to show (13.40) for $\mathfrak{A}=\mathfrak{P}$ a nonzero prime ideal of $A$.
Let $\mathfrak{Q}$ be a prime divisor of $B^{+}$above $\mathfrak{P}$ and consider the Frobenius automorphism $\sigma_{\mathfrak{Q}}$ at $\mathfrak{Q}$ where $\sigma_{\mathfrak{Q}}=\sigma_{\mathfrak{P}}$ is the Artin symbol at $\mathfrak{P}$. Then

$$
\sigma_{\mathfrak{P}}(x) \equiv x^{N \mathfrak{P}} \bmod \mathfrak{Q} \quad \text { for all } \quad x \in B^{+}
$$

Let $\rho^{\prime}=\mathfrak{P} * \rho$. then for any $y \in A$ we have

$$
\begin{equation*}
\rho_{\mathfrak{P}} \rho_{y}=\rho_{y}^{\prime} \rho_{\mathfrak{P}} \tag{13.41}
\end{equation*}
$$

Now the reduction $\rho \bmod \mathfrak{Q}:=\phi$ satisfies that $r_{\phi}=1$. Since char $\phi=\mathfrak{Q}$ and $1 \leq h_{\phi} \leq r_{\phi}=1$, we have $h_{\phi}=1$. By the proof of Theorem 13.3.19 we obtain that $\phi_{\mathfrak{P}}=\tau^{\operatorname{deg} \mathfrak{P}}$. Reducing (13.41) mod $\mathfrak{Q}$ we obtain

$$
\begin{equation*}
\tau^{\operatorname{deg} \mathfrak{P}} \rho_{y}=\rho_{y}^{\prime} \tau^{\operatorname{deg} \mathfrak{P}} \bmod \mathfrak{Q} \tag{13.42}
\end{equation*}
$$

Let $\rho_{y}=\sum_{i=0}^{\operatorname{deg} y} a_{i} \tau^{i}, \rho_{y}^{\prime}=\sum_{j=0}^{\operatorname{deg} y} b_{j} \tau^{j}$. Then (13.42) implies

$$
a_{i}^{N(\mathfrak{P})} \equiv b_{i} \bmod \mathfrak{Q}
$$

Therefore

$$
\sigma_{\mathfrak{P}} \rho_{y}=\sum_{i=0}^{\operatorname{deg} y}\left(\sigma_{\mathfrak{P}} a_{i}\right) \tau^{i} \equiv \sum_{i=0}^{\operatorname{deg} y} a_{i}^{N(\mathfrak{P})} \tau^{i} \equiv \sum_{i=0}^{\operatorname{deg} y} b_{i} \tau^{i}=(\mathfrak{P} * \rho)_{y} \bmod \mathfrak{Q} .
$$

Since reduction mod $\mathfrak{Q}$ is injective, it follows that $\sigma_{\mathfrak{P}} \rho=\mathfrak{P} * \rho$.
Corollary 13.5.31. For $x \in K^{*}$, define $\sigma_{x}$ as the Artin symbol $\sigma_{x A}$ corresponding to the principal ideal $x A$. Then $\sigma_{x} \rho=\mu_{\rho}(x)^{-1} \rho \mu_{\rho}(x)$.

Proof. Exercise 13.7.17.
Finally we prove the Principal Ideal Theorem for $H_{A}^{+}$.
Theorem 13.5.32. Let $\mathfrak{A}$ be any nonzero ideal of $A$. Then $\operatorname{con}_{A / B^{+}} \mathfrak{A}=\mathfrak{A} B^{+}=$ $D\left(\rho_{\mathfrak{A}}\right) B^{+}$where $D\left(\rho_{\mathfrak{A}}\right)$ is the constant term of $\rho_{\mathfrak{A}}$.

Proof. It is easy to see that for any two nonzero ideals $\mathfrak{A}$ and $\mathfrak{B}$ of $A$ we have $D\left(\rho_{\mathfrak{A} \mathfrak{B}}\right)=D\left((\mathfrak{B} * \rho)_{\mathfrak{A}}\right) D\left(\rho_{\mathfrak{B}}\right)$. Thus it suffices to consider $\mathfrak{A}=\mathfrak{P}$ any nonzero prime ideal.

We have that all the coefficients of $\rho_{\mathfrak{P}}$ other than the leading coefficient belong to any ideal $\mathfrak{Q}$ above $\mathfrak{P}$ (see (13.42)). Choose $x \in A$ such that $v_{\mathfrak{Q}}(x)=1$. We write $x A=\mathfrak{P C}$. Then by Exercise 13.7.16, we obtain $\rho_{x}=\mu_{\rho}(x)(\mathfrak{P} * \rho)_{\mathfrak{C}} \rho_{\mathfrak{P}}$. It follows that

$$
1=v_{\mathfrak{Q}}\left(D\left(\rho_{x}\right)\right)=v_{\mathfrak{Q}}\left(D(\mathfrak{P} * \rho)_{\mathfrak{C}}\right)+v_{\mathfrak{Q}}\left(D\left(\rho_{\mathfrak{P}}\right)\right) \geq v_{\mathfrak{Q}}\left(D\left(\rho_{\mathfrak{P}}\right)\right)
$$

Therefore $v_{\mathfrak{Q}}\left(D\left(\rho_{\mathfrak{P}}\right)\right)=1$ for any ideal $\mathfrak{Q}$ of $B^{+}$dividing $\mathfrak{P}$. The result will follow by showing that no other nonzero prime ideal of $B^{+}$divides $D\left(\rho_{\mathfrak{P}}\right)$. Let $\mathfrak{T}$ be another prime ideal of $B^{+}, \mathfrak{T} \nmid \mathfrak{P}$. Let $e \geq 1$ be such that $\mathfrak{P}^{e}=y A$ is principal. Set $\mathfrak{D}=\mathfrak{P}^{e-1}$. Then

$$
v_{\mathfrak{T}}\left(D\left((\mathfrak{P} * \rho)_{\mathfrak{D}}\right)\right)+v_{\mathfrak{T}}\left(D\left(\rho_{\mathfrak{P}}\right)\right)=v_{\mathfrak{T}}\left(\mu_{\rho}(y)^{-1} y\right)=0
$$

Since both $\rho$ and $\mathfrak{P} * \rho$ are defined over $B^{+}$, it follows that all the above valuations are nonnegative. Hence $v_{\mathfrak{T}}\left(D\left(\rho_{\mathfrak{P}}\right)\right)=0$.

### 13.5.4 The Hilbert Class Field $\boldsymbol{H}_{\boldsymbol{A}}$

We return to $K_{\rho}$, the field of definition of a Drinfeld $A$-module $\rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$ of rank one. We may assume that $\rho$ is sgn-normalized. We have $K \mathbb{F}_{\infty} \subseteq K_{\rho} \subseteq H_{A}^{+}$.

Let $\xi \in \mathbb{C}_{\infty}$ be so that $\rho^{\prime}=\xi \rho \xi^{-1}$ is defined over $K_{\rho}$. Since the group of automorphisms of $\rho$ is $\mathbb{F}_{q}^{*}$, the greatest common divisor $g$ given in the proof of Theorem 13.5.9 is $g=q-1$. From (13.29) we obtain that $\xi_{0}:=\xi^{q-1} \in H_{A}^{+}$, because $H_{A}^{+}$is the field generated by the coefficients of $\rho$. Since $\rho$ is sgn-normalized, $\mu_{\rho}\left(\pi^{-1}\right)=1$ and by Exercise 13.7.13 (4) we obtain that

$$
\xi_{0}^{\left(q^{d \infty}-1\right) /(q-1)}=\xi^{q^{d \infty}-1}=\mu_{\rho^{\prime}}\left(\pi^{-1}\right)^{-1} \in K_{\rho}
$$

Furthermore, $H_{A}^{+}=K_{\rho}\left(\xi_{0}\right)$ since the coefficients of $\rho_{x}=\xi \rho_{x}^{\prime} \xi^{-1}$ generate $H_{A}^{+}$for any nonconstant $x \in A$. Therefore $\left[H_{A}^{+}: K_{\rho}\right] \leq\left(q^{d_{\infty}}-1\right) /(q-1)$.

Now we consider the exact sequence

$$
\begin{equation*}
1 \longrightarrow \frac{P_{A}}{P_{A}^{+}} \longrightarrow \operatorname{Pic}^{+} A \xrightarrow{\theta} \operatorname{Pic} A \rightarrow 0 \tag{13.43}
\end{equation*}
$$

where $\theta$ is the natural map.
We identify $\mathrm{Pic}^{+} A$ with $\operatorname{Gal}\left(H_{A}^{+} / K\right)((13.40))$. Under this identification, we have
Proposition 13.5.33. The subfield $K_{\rho}$ of $H_{A}^{+}$is the fixed field of $H_{A}^{+}$of the subgroup of $\mathrm{Pic}^{+}$A generated by $\sigma_{x}, x \in K^{*}$. Furthermore, the extension $H_{A}^{+} / K_{\rho}=K_{\rho}\left(\xi_{0}\right) / K_{\rho}$ is a cyclic Kummer extension of degree $\left(q^{d_{\infty}}-1\right) /(q-1)$ and for any $x \in K^{*}$ we have

$$
\begin{equation*}
\xi_{0}^{\sigma_{x}}=\mu_{\rho}(x)^{q-1} \xi_{0} \tag{13.44}
\end{equation*}
$$

In particular, $K_{\rho}$ is independent of the choice of $\rho$.
Proof. From Corollary 13.5.31, $\sigma_{x}$ fixes all the invariants $I_{i}$ in (13.28) which generate $K_{\rho}$. Therefore each $\sigma_{x}$ fixes $K_{\rho}$. Denote again by $\sigma_{x}$ some extension of $\sigma_{x}$ to a monomorphism of $H_{A}^{+}(\xi)$ into $\mathbb{C}_{\infty}$. Then, by Corollary 13.5.31, we obtain

$$
\begin{aligned}
\rho^{\prime}=\sigma_{x} \rho^{\prime} & =\xi^{\sigma_{x}} \sigma_{x} \rho \xi^{-\sigma_{x}}=\xi^{\sigma_{x}} \mu_{\rho}(x)^{-1} \rho \mu_{\rho}(x) \xi^{-\sigma_{x}} \\
& =\left(\xi^{\sigma_{x}-1} \mu_{\rho}(x)^{-1}\right) \rho^{\prime}\left(\xi^{\sigma_{x}-1} \mu_{\rho}(x)^{-1}\right)^{-1}
\end{aligned}
$$

where $\rho_{x}=\xi \rho_{x}^{\prime} \xi^{-1}$ for $x \in A$.
Therefore $\xi^{\sigma_{x}-1} \mu_{\rho}(x)^{-1}$ is an automorphism of $\rho^{\prime}$ and so it is an element of $\mathbb{F}_{q}^{*}$. The definition of $\xi_{0}$ implies (13.44). It follows that $\left[H_{A}^{+}: K_{\rho}\right] \geq\left(q^{d_{\infty}}-1\right) /(q-1)$ and therefore $\left[H_{A}^{+}: K_{\rho}\right]=\left(q^{d_{\infty}}-1\right) /(q-1)$. Since $P_{A} / P_{A}^{+}$is isomorphic to $\mathbb{F}_{\infty}^{*} / \mathbb{F}_{q}^{*}$ and thus of order $\left(q^{d_{\infty}}-1\right) /(q-1)$, we have that $K_{\rho}$ is indeed the fixed field of the subgroup $\left\{\sigma_{x} \mid x \in K^{*}\right\}$ of $\mathrm{Pic}^{+} A$.

Definition 13.5.34. The common field of definition of the rank one Drinfeld $A$ modules over $\mathbb{C}_{\infty}$ is called the Hilbert class field of $A$ and it is denoted by $H_{A}$.

One of the main results in class field theory is next theorem.
Theorem 13.5.35. The prime $\mathfrak{P}_{\infty}$ splits completely in the extension $H_{A} / K$ and every prime divisor $\mathfrak{P}$ of $K$ is unramified in $H_{A} / K$. The extension $H_{A} / K$ is of degree $h_{A}$ with Galois group isomorphic to Pic A under the Artin map. If $\rho$ is a Drinfeld Amodule defined over $H_{A}$, then

$$
\begin{equation*}
\sigma_{\mathfrak{A}} \rho=\mathfrak{A} * \rho \tag{13.45}
\end{equation*}
$$

for any nonzero ideal $\mathfrak{A}$ in $A$, where $\sigma_{\mathfrak{A}}$ is the Artin map.

Proof. Since $H_{A} / K$ is a Galois subextension of $K_{\infty} / K$, it follows that $\mathfrak{P}_{\infty}$ splits completely in $H_{A} / K$. Since $H_{A} \subseteq H_{A}^{+}$every finite place of $K$ is unramified in $H_{A}$.

By (13.43) and Proposition 13.5 .33 we obtain that $\operatorname{Gal}\left(H_{A} / K\right) \cong \operatorname{Pic} A$. Finally (13.45) is an immediate consequence of (13.40).

Now we have that the maximal unramified abelian extension of $K$ such that $\mathfrak{P}_{\infty}$ splits completely has Galois group isomorphic to Pic $A$ (see [127]). Thus $H_{A}$ is precisely this field. That is, $H_{A}$ is the maximal unramified extension of $K$ in which $\mathfrak{P}_{\infty}$ splits completely.

The proof of the next result can be found in [63, Theorem 15.8] or [151, Theorem 3.5.1].

Theorem 13.5.36. Let $B$ be the integral closure of $A$ in $H_{A}$. Then every rank one Drinfeld A-module $\rho$ is isomorphic to an A-module $\rho^{\prime}$ which is defined over B and where $\mu_{\rho^{\prime}}(a)$ is a unit in $B$.

As a consequence we obtain the following theorem:
Theorem 13.5.37 (Principal Ideal Theorem). Let $\rho$ be a rank one A-module which is defined over $B$. If $\mathfrak{A}$ is any nonzero ideal in $A$, then $\mathfrak{A} B=D\left(\rho_{\mathfrak{A}}\right) B$ is principal generated by $D\left(\rho_{\mathfrak{A}}\right)$.

Proof. Similar to that of Theorem 13.5.32.

### 13.5.5 Explicit Class Fields and Ray Class Fields

Now we construct the maximal abelian extension of a congruence function field $K$. This construction is analogous to that for cyclotomic function fields. We fix a sgn function. Let $\mathfrak{m}$ be any nonzero proper ideal of $A$. Let $K_{\mathfrak{m}}:=K(\rho[\mathfrak{m}])$. Exactly as in Section 13.5.3 we will see that $K_{\mathfrak{m}}$ is a Galois extension of $K$ unramified away from the prime ideals dividing $\mathfrak{m}$ and $\mathfrak{P}_{\infty}$. We have that $K_{\mathfrak{m}}$ is a narrow ray class field of conductor $\mathfrak{m}$ (see [78]). We define $K_{\mathfrak{m}}^{+}$as the maximal extension of $K$ contained in $K_{\mathfrak{m}}$ in which $\mathfrak{P}_{\infty}$ splits completely. It turns out that $K_{\mathfrak{m}}^{+}$is the ray class field modulo $\mathfrak{m}$. In this way, we will obtain an explicit description of the maximal abelian extension of $K$ in which $\mathfrak{P}_{\infty}$ splits completely. One obtains all class fields by varying $\mathfrak{P}_{\infty}$. The techniques to study $K_{\mathfrak{m}}$ are similar to those of $H_{A}^{+}$(see Section 13.5.3).

To begin with, let $M_{\mathfrak{m}, A}$ be the fractional ideals of $A$ generated by the prime ideals $\mathfrak{P}$ not dividing $\mathfrak{m}$ and let

$$
P_{\mathfrak{m}, A}^{+}=\left\{x A \mid x \in K^{*}, x \text { positive, } x \equiv 1 \bmod \mathfrak{m}\right\}
$$

Definition 13.5.38. The quotient group $\operatorname{Pic}_{\mathfrak{m}}^{+} A=M_{\mathfrak{m}, A} / P_{\mathfrak{m}, A}^{+}$is called the narrow ray class group modulo $\mathfrak{m}$ relative to sgn.

We consider the set of Hayes modules $\mathfrak{H}$. We have $\rho[\mathfrak{m}] \cong A / \mathfrak{m}$ as $A$-modules (Remark 13.3.20). Recall that $\Phi(\mathfrak{m})=\left|(A / \mathfrak{m})^{*}\right|$. Then $\rho[\mathfrak{m}]$ has $\Phi(\mathfrak{m})$ generators as an $A$-module. Consider the set $X_{\mathfrak{m}}$ consisting of the pairs $(\rho, \lambda)$, where $\rho \in X$ and $\lambda$ is a generator of $\rho[\mathfrak{m}]$. We define the action

$$
\begin{equation*}
\mathfrak{A} *(\rho, \lambda):=\left(\mathfrak{A} * \rho, \rho_{\mathfrak{A}}(\lambda)\right) \tag{13.46}
\end{equation*}
$$

of $M_{\mathfrak{m}, A}$ on $X_{\mathfrak{m}}$. As in Section 13.5.3, we have that the stabilizer of any point is $P_{\mathfrak{m}, A}^{+}$. Now, on the one hand we have $\left|X_{\mathfrak{m}}\right|=|\mathfrak{H}| \Phi(\mathfrak{m})=\left|\operatorname{Pic}^{+} A\right| \Phi(\mathfrak{m})$ and on the other hand we have the exact sequence

$$
0 \longrightarrow \frac{M_{\mathfrak{m}, A} \cap P_{A}^{+}}{P_{\mathfrak{m}, A}^{+}} \longrightarrow \operatorname{Pic}_{\mathfrak{m}}^{+} A \xrightarrow{\theta} \operatorname{Pic}^{+} A \longrightarrow 0
$$

We have $\left|\frac{M_{\mathfrak{m}, A} \cap P_{A}^{+}}{P_{\mathfrak{m}, A}^{+}}\right|=\Phi(\mathfrak{m})$ (see [78, Chapter IV]). Hence $X_{\mathfrak{m}}$ and $\operatorname{Pic}_{\mathfrak{m}}^{+} A$ have the same cardinality and therefore we obtain the analogue of Theorem 13.5.20.

Theorem 13.5.39. The set $X_{\mathfrak{m}}$ is a principal homogeneous space for $\operatorname{Pic}_{\mathfrak{m}}^{+} A$ under the action $*$ given in (13.46).

Let $K(\mathfrak{m}):=H_{A}^{+}(\rho[\mathfrak{m}])$. As in the case of $H_{A}^{+}$it will be proved that $K(\mathfrak{m}) / K$ is a Galois extension and unramified away from $\mathfrak{P}_{\infty}$ and the prime ideals dividing $\mathfrak{m}$. First we prove the analogue of Proposition 12.3.18

Proposition 13.5.40. Let $L / K$ be a finite extension and let $\rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$ of rank one which is defined over a finite valuation ring $\vartheta_{\mathfrak{T}}$ in $L$ where $\mathfrak{T}$ is unramified in $L / K$. Let $\mathfrak{P}:=\mathfrak{T} \cap A$. Set $\mathfrak{A}=\mathfrak{P}^{e}$ and $\mathfrak{B}=\mathfrak{P}^{e-1}$. Then $\rho_{\mathfrak{B}}(t)$ divides $\rho_{\mathfrak{A}}(t)$ in $\vartheta_{\mathfrak{T}}[t]$ and the quotient is Eisenstein at $\mathfrak{P}$.

Proof. The proof for the case $e=1$ is similar to that given in the proof of Theorem 13.5.32.

For $e>1$, let $f(t):=(\mathfrak{B} * \rho)_{\mathfrak{P}}(t) / t$. Then

$$
\rho_{\mathfrak{A}}(t)=f\left(\rho_{\mathfrak{B}}(t)\right) \rho_{\mathfrak{B}}(t) .
$$

By case $e=1$, we know that $f(t)$ is Eisenstein at $\mathfrak{P}$ and $\rho_{\mathfrak{B}}(t) \equiv t^{N(\mathfrak{B})} \bmod \mathfrak{T}$ (see Theorem 13.3.19).

By Proposition 13.5.40 it follows that in the extension $K(\mathfrak{m}) / K$ we have the same type of ramification as in the cyclotomic case. More precisely, we have

Proposition 13.5.41. Let $\mathfrak{m}=\mathfrak{P}^{e}$ where $\mathfrak{P}$ is a prime ideal of $A$. Then the extension $K\left(\mathfrak{P}^{e}\right)=H_{A}^{+}\left(\rho\left[\mathfrak{P}^{e}\right]\right) / H_{A}^{+}$is fully ramified at $\mathfrak{T}$, where $\mathfrak{T}$ is a prime divisor of $H_{A}^{+}$above $\mathfrak{P}$ and the ramification index is $\Phi\left(\mathfrak{P}^{e}\right)$. Furthermore, the extension $K\left(\mathfrak{P}^{e}\right) / H_{A}^{+}$is unramified at every finite prime ideal $\mathfrak{P}_{1} \neq \mathfrak{P}$ and at $\mathfrak{P}_{\infty}$. Finally, we have $\left[K\left(\mathfrak{P}^{e}\right): H_{A}^{+}\right]=\Phi\left(\mathfrak{P}^{e}\right)$.

Proof. The polynomial $f(u):=\rho_{\mathfrak{P}^{e}}(u) / \rho_{\mathfrak{P}^{e-1}}(u)$ is Eisenstein and $f(u)=\prod(u-\lambda)$ where the product runs over the set of generators of the $A$-cyclic module $\rho\left[\mathfrak{P}^{e}\right]$. We also have that $\operatorname{deg}_{u} f(u)=\Phi\left(\mathfrak{P}^{e}\right)$. The proof follows as in the one of Proposition 12.3.14.

Corollary 13.5.42. For any nonzero ideal $\mathfrak{m}$ of $A, K(\mathfrak{m}) / H_{A}^{+}$is a Galois extension with Galois group isomorphic to $(A / \mathfrak{m})^{*}$. The ramified primes are the prime ideals $\mathfrak{P}$ dividing $\mathfrak{m}$ with ramification index $\Phi\left(\mathfrak{P}^{e}\right)$ where $\mathfrak{P}^{e}$ is the exact power of $\mathfrak{P}$ dividing $\mathfrak{m}$.

Proof. Similar to that of Theorem 12.5.3.
Now $K_{\mathfrak{m}}:=K(\rho[\mathfrak{m}])$ is a normal extension and therefore $\sigma\left(K_{\mathfrak{m}}\right)=K(\sigma \rho[\mathfrak{m}])=$ $K_{\mathfrak{m}}$ for any $\sigma \in \operatorname{Gal}\left(\mathbb{C}_{\infty} / K\right)$.

Since $H_{A}^{+}$is generated by the coefficients of $\rho_{a}$, with $\rho \in \mathfrak{H}$ and $a$ a nonconstant element of $A$, it follows that $K_{\mathfrak{m}}=K(\mathfrak{m})$.

The next result is a complement of Theorem 13.5.30.
Theorem 13.5.43. Let $\mathfrak{A}$ be any nonzero ideal of $A$ which is prime to $\mathfrak{m}$ and let $\lambda \in$ $\rho[\mathfrak{m}]$. Then if $\sigma_{\mathfrak{A}}$ is the Artin automorphism, we have

$$
\begin{equation*}
\lambda^{\sigma_{\mathfrak{A}}}:=\sigma_{\mathfrak{A}} \lambda=\rho_{\mathfrak{A}}(\lambda) . \tag{13.47}
\end{equation*}
$$

Proof. If $\mathfrak{A}$ and $\mathfrak{B}$ are two nonzero ideals of $A$, prime to $\mathfrak{m}$ and $\sigma_{\mathfrak{A}}$ and $\sigma_{\mathfrak{B}}$ satisfy (13.47), then by Theorem 13.5.30, and Exercise 13.7 .16 we have

$$
\begin{aligned}
\sigma_{\mathfrak{A} \mathfrak{B}}(\lambda) & =\sigma_{\mathfrak{A}} \sigma_{\mathfrak{B}} \lambda=\sigma_{\mathfrak{B}} \sigma_{\mathfrak{A}} \lambda=\sigma_{\mathfrak{B}}\left(\rho_{\mathfrak{A}}(\lambda)\right)=\left(\sigma_{\mathfrak{B}} \rho_{\mathfrak{A}}\right)\left(\sigma_{\mathfrak{B}} \lambda\right) \\
& =\left(\sigma_{\mathfrak{B}} \rho_{\mathfrak{A}}\right)\left(\rho_{\mathfrak{B}}(\lambda)\right)=\left(\mathfrak{B} * \rho_{\mathfrak{A}}\left(\rho_{\mathfrak{B}}(\lambda)\right)=\rho_{\mathfrak{A} \mathfrak{B}}(\lambda) .\right.
\end{aligned}
$$

Thus, we may assume $\mathfrak{A}=\mathfrak{P}$ to be prime. If $\mathfrak{T}$ in $K_{\mathfrak{m}}$ is a prime ideal above $\mathfrak{P}$, $\sigma_{\mathfrak{P}}$ satisfies $\sigma_{\mathfrak{P}} \lambda \equiv \lambda^{N \mathfrak{P}} \bmod \mathfrak{T}$.

Since $\rho \bmod \mathfrak{T}=\phi$ satisfies $\phi_{\mathfrak{P}}=\tau^{\operatorname{deg} \mathfrak{P}}$, it follows as in the proof of Theorem 13.5.30 that $\rho_{\mathfrak{P}}(\lambda) \equiv \lambda^{N(\mathfrak{P})} \bmod \mathfrak{T}$, and therefore $\sigma_{\mathfrak{P}}(\lambda)=\rho_{\mathfrak{P}}(\lambda)$.

As a consequence of Theorem 13.5.43 we see that $K_{\mathfrak{m}}$ is independent of $\rho$ (see (13.38)). We also have that $\mathrm{Pic}_{\mathfrak{m}}^{+} A$ acts on $K_{\mathfrak{m}}$ as automorphisms via (13.47).

Since $\operatorname{Pic}_{\mathfrak{m}}^{+} A$ and $\left[K_{\mathfrak{m}}: K\right]$ have the same cardinality, it follows that $\operatorname{Pic}_{\mathfrak{m}}^{+} A \cong$ $\operatorname{Gal}\left(K_{\mathfrak{m}} / K\right)$ as in Theorem 13.5.30.

Now, the positive elements of $A$ generate $A / \mathfrak{m}$, so the map $a \mapsto \sigma_{a}:=\sigma_{a A}$, where $a \in A$ is a nonzero element of $A$ prime to $\mathfrak{m}$, induces an isomorphism between $(A / \mathfrak{m})^{*}$ and $\operatorname{Gal}\left(K_{\mathfrak{m}} / H_{A}^{+}\right)$. For an element $\lambda \in \rho[\mathfrak{m}]$ and $x \in A$ congruent to $1 \bmod \mathfrak{m}$ in $K^{*}$, by (13.47) we obtain

$$
\sigma_{x}(\lambda)=\rho_{x A}(\lambda)=\mu_{\rho}(x)^{-1} \lambda
$$

and $\mu_{\rho}(x)^{-1} \in \mathbb{F}_{\infty}^{*}$. Therefore $\operatorname{Gal}\left(K_{\mathfrak{m}} / K\right)$ contains a subgroup $I_{\mathfrak{P}_{\infty}}$ isomorphic to $\mathbb{F}_{\infty}^{*}$ and in fact Hayes has shown that $I_{\mathfrak{P}_{\infty}}$ is both the decomposition and the inertia groups at $\mathfrak{P}_{\infty}$.

Definition 13.5.44. The fixed field of $K_{\mathfrak{m}}$ under $I_{\mathfrak{P}_{\infty}}, K_{\mathfrak{m}}^{+}:=K_{\mathfrak{m}}^{I_{\mathfrak{F}} \infty}$ is called the ray class field of conductor $\mathfrak{m}$.

We have that $K_{\mathfrak{m}}^{+}$is the ray class field of $K$ of conductor $\mathfrak{m}$ that is completely split over $\mathfrak{P}_{\infty}$. This situation is analogous to the familiar situation of cyclotomic fields, where $K_{\mathfrak{m}}$ plays the role of the usual cyclotomic number field $\mathbb{Q}\left(\zeta_{m}\right)$ and $K_{\mathfrak{m}}^{+}$that of $\mathbb{Q}\left(\zeta_{m}\right)^{+}$, the maximal real subfield of $\mathbb{Q}\left(\zeta_{m}\right)$. Note that the ramification index of $\mathfrak{P}_{\infty}$ in $K_{\mathfrak{m}} / K_{\mathfrak{m}}^{+}$and of $K_{\mathfrak{m}} / K$ is $\left(q^{d_{\infty}}-1\right)$.

Now if $K_{\infty}^{+}$is the union of all $K_{\mathfrak{m}}^{+}$where $\mathfrak{m}$ runs through all nonzero proper ideals $\mathfrak{m}$ of $A$. Then $K_{\infty}^{+}$is the maximal abelian extension of $K$ in which $\mathfrak{P}_{\infty}$ splits completely. If $K_{\infty}=\bigcup_{\mathfrak{m}} K_{\mathfrak{m}}$, then $K_{\infty}$ is the fixed field of $K_{\infty}^{+}$under $I_{\mathfrak{P}_{\infty}}$.

We have (Theorem 12.8.25) $\operatorname{Gal}\left(K_{\infty} / K\right) \cong \mathcal{U}_{\mathfrak{P}_{\infty}}$ where $\mathcal{U}_{\mathfrak{P}_{\infty}}$ corresponds to the $\mathcal{U}_{T}$ defined in Chapter 12. That is, $\mathcal{U}_{\mathfrak{P}_{\infty}}$ is the subgroup of the idele group whose $\mathfrak{P}_{\infty}$ component is 1 and whose other components are elements of $\vartheta_{\mathfrak{P}}^{*}$. More precisely, $\operatorname{Gal}\left(K_{\infty} / K\right) \cong J_{K} /\left(K^{*} \times K_{\infty}^{(1)} \times \mathbb{Z}\right)$ and $K_{\infty}$ corresponds to $K^{*} \times K_{\infty}^{(1)} \times \mathbb{Z}$ (see Theorem 12.8.25).

If we take $\mathfrak{P}_{\infty}^{\prime} \neq \mathfrak{P}_{\infty}, \mathfrak{P}_{\infty}^{\prime}$ a prime divisor of $K$ and we consider $K_{\infty}^{\prime}$, the intersection of the corresponding idele subgroups is $\{1\}$ so $K_{\infty} K_{\infty}^{\prime}$ is the maximal abelian extension of $K$.

Theorem 13.5.45. Let $\mathfrak{P}_{\infty}, \mathfrak{P}_{\infty}^{\prime}$ be two different prime divisors of $K$. If $K_{\infty}$ and $K_{\infty}^{\prime}$ are as above, then $K_{\infty} K_{\infty}^{\prime}$ is the maximal abelian extension of $K$.

### 13.6 Drinfeld Modules and Cryptography

The similarity between elliptic curves and Drinfeld modules of rank two allows us to define a cryptosystem based on Drinfeld modules. In 2001, T. Scanlon [132] used this idea. Unfortunately, he showed that his approach was insecure. In 2003, R. Gillard et al. [49] proposed a new public-key cryptosystem based on Drinfeld modules. However, S. R. Blackburn et al. [6] showed that this cryptosystem is also insecure. In this section we present these Drinfeld-module-based cryptosystems.

Definition 13.6.1. The discrete logarithm problem for a Drinfeld module $\rho: A \rightarrow$ $k\langle\tau\rangle$ is as follows: given $a \in A$ such that $\rho_{a}: k \rightarrow k$ is bijective, find $b \in A$ such that $\rho_{b}: k \rightarrow k$ is the inverse of $\rho_{a}$.

Note that public-key cryptosystems based on the intractability of the discrete algorithm problem for certain groups, for instance, Diffie-Hellman, ElGamal, have natural Drinfeld module analogues. Likewise, cryptosystems such as RSA admit Drinfeld module versions. Here we present briefly the Drinfeld module version of the DiffieHellman cryptosystem.

### 13.6.1 Drinfeld Module Version of the Diffie-Hellman Cryptosystem

Let $A=\mathbb{F}_{q}[T]$ and $k=\mathbb{F}_{q}$. Let $\rho: A \rightarrow k\langle\tau\rangle$ be any Drinfeld module, where $\delta: A \rightarrow \mathbb{F}_{q}$ is the natural projection. Fix an arbitrary element $\xi$ in $k$. Then $A, k, \rho, \delta$, and $\xi$ constitute the public key. Arnold and Charlotte choose $a$ and $b$ in $A$ respectively. Arnold transmits $\rho_{a}(\xi)$ to Charlotte, while Charlotte transmits $\rho_{b}(\xi)$ to Arnold. The common private key is

$$
\begin{equation*}
\rho_{b}\left(\rho_{a}(\xi)\right)=\rho_{b a}(\xi)=\rho_{a b}(\xi)=\rho_{a}\left(\rho_{b}(\xi)\right) \tag{13.48}
\end{equation*}
$$

Now a possible attack to this cryptosystem would come from the fact that the ring of functions induced by a Drinfeld module on a finite field is isomorphic to a ring of linear functions (here we are talking of $\mathbb{F}_{p}$-linearity and not $k$-linearity).

Proposition 13.6.2. For any Drinfeld module $\rho: A \rightarrow k\langle\tau\rangle$ and any $a \in A$ such that $\rho_{a}: k \rightarrow k$ is bijective, there exist real numbers $C$ and $r$ and an algorithm to find an inverse to $\rho_{a}$ using at most $C\left(\log _{p}|k|\right)^{r}$ field operations in $\mathbb{F}_{p}$.

Proof. [132, Proposition 2].
Proposition 13.6.2 proves that cryptosystems based on probable intractability of inverting the action of a Drinfeld module, for example the Drinfeld version or RSA, are insecure.

Each polynomial $f(\tau)$ in $\tau$ corresponds to an additive map of $k$, i.e., $f(\tau)=$ $\sum_{i=0}^{n} a_{i} \tau^{i}, f(\tau)(\alpha)=\sum_{i=0}^{n} a_{i} \alpha^{q^{i}}$. Let $\varphi: k\langle\tau\rangle \rightarrow \operatorname{Hom}(k,+)$ be this assignment.

Notice that knowing the inverse of $\varphi \circ \rho_{a}$ is not enough to find $b$. However, with some additional effort we can find $b \in A$ such that $\varphi \circ \rho_{b}=\left(\varphi \circ \rho_{a}\right)^{-1}$ (see [132, Proposition 3]).

The techniques of Proposition 3 of [132] extend to the discrete logarithm problem for Drinfeld modules. In fact, we have the following:

Proposition 13.6.3. For any Drinfeld module $\rho \in \operatorname{Drin}_{A}(k)$ and any elements $\alpha, \beta \in$ $k$, there exist real numbers $C^{\prime}, r^{\prime}$ and an algorithm that computes $a \in A$ with $\rho_{a}(\alpha)=$ $\beta$, if such an a exists, using at most $C^{\prime}\left(\log _{p}|k|\right)^{r^{\prime}}$ field operations in $\mathbb{F}_{p}$.

## Proof. [132, Proposition 4]

Proposition 13.6.3 proves that no public key cryptosystem based on the supposed infeasibility of solving the discrete logarithm problem for Drinfeld modules, such as the Drinfeld module versions of Diffie-Hellman and ElGamal cryptosystems, is secure.

### 13.6.2 The Gillard et al. Drinfeld Cryptosystem

In this section, we shall define again the cryptosystem proposed by Gillard et al. [49]. Take $q=p, A=R_{T}=\mathbb{F}_{q}[T], k=K=\mathbb{F}_{q}(T)$, and let $\rho$ be a Drinfeld $A$-module over $k$ such that $\rho_{a} \in A\langle\tau\rangle$ for all $a \in A$. Let $p(T)$ be a monic irreducible polynomial
of degree $d$ larger than one. Let $\mathfrak{B}=A /(p(T)) \cong \mathbb{F}_{q^{d}}$. For $a \in A$ we write $\bar{a}$ for the class $a+(p(T))$ in $\mathfrak{B}$.

Now the ideal $(p(T))$ is an $A\langle\tau\rangle$-submodule of $A$. Hence the relation

$$
f(\tau)(\bar{a}):=\overline{f(\tau)(a)} \quad \text { for } \quad a \in A
$$

defines an $A\langle\tau\rangle$-module structure on $\mathfrak{B}$ in a natural way. That is, if $f(\tau)=\sum_{i=0}^{m} \alpha_{i} \tau^{i} \in$ $A\langle\tau\rangle$, we have

$$
f(\tau) \bar{a}=\overline{\sum_{i=0}^{m} \alpha_{i} a^{p^{i}}}=\sum_{i=0}^{m} \bar{\alpha}_{i} \bar{a}^{p^{i}}
$$

In particular, the map $\psi$ from $\mathfrak{B}$ to $\mathfrak{B}: \bar{a} \stackrel{\psi}{\longmapsto} f(\tau)(\bar{a})$ is $\mathbb{F}_{p}$-linear. Furthermore, we have $\bar{a} p^{d}=\bar{a}$. In particular, if we define $b_{i}=\sum_{j \equiv i \bmod d} \bar{\alpha}_{j}$ for $i \in\{0,1, \ldots, d-$ $1\}$, the map $\psi$ is of the form

$$
\begin{equation*}
\psi=b_{0}+b_{1} \tau+\cdots+b_{d-1} \tau^{d-1} \quad \text { with } \quad b_{i} \in \mathfrak{B} . \tag{13.49}
\end{equation*}
$$

For $x \in A$, we write $\bar{\rho}_{x}$ for the map $\bar{a} \mapsto \rho_{x}(\bar{a})$ discussed above. Now choose secretly $c_{1}$ and $c_{2} \in A$ such that the maps $\lambda_{1}:=\bar{\rho}_{c_{1}}$ and $\lambda_{2}:=\bar{\rho}_{c_{2}}$ are bijective. The private key is then given by the function $\varphi: \mathbb{F}_{p^{d}} \rightarrow \mathbb{F}_{p^{d}}$ defined by

$$
\begin{equation*}
\varphi(z)=\lambda_{1}\left(\left(\lambda_{2}(z)\right)^{e}+\delta\right), \tag{13.50}
\end{equation*}
$$

where $\delta \in \mathbb{F}_{p^{d}}$ and $e \in \mathbb{N}$ are secret.
The public key of the system consists of the prime $p$, the integer $d$, and some information about how to compute $\varphi$ (see [49]).

Note that for any $y \in \mathbb{F}_{p^{d}}$ and any $j \in\{0,1,2, \ldots, d-1\}$, the private key ( $\lambda_{1} \tau^{-j} y^{-e}, b \tau^{j} \lambda_{2}, e, b^{e} \tau^{j} \delta$ ) gives the same function $\varphi$ in (13.50) as the original private key $\left(\lambda_{1}, \lambda_{2}, e, \delta\right)$. Thus any of these solutions can be used as a private key for $\varphi$.
S. R. Backburn et al. [6] showed how to recover a private key from a public key, proving in this way that the Gillard et al. cryptosystem is insecure. We refer the reader to the original paper for details.

### 13.7 Exercises

Exercise 13.7.1. Let $\delta: A \rightarrow k\langle\tau\rangle$ be a Drinfeld $A$-module. Show that $\rho$ is an injective map.

Exercise 13.7.2. Let $A=R_{T}$. Let $k$ be a field containing $\mathbb{F}_{q}(T)$ and $\delta: A \rightarrow k$ the inclusion. Let $C: R_{T} \rightarrow k\langle\tau\rangle$ and $C^{\prime}: R_{T} \rightarrow k\langle\tau\rangle$ be the Drinfeld $R_{T}$-modules given by $C_{T}=T+\tau$ and $C_{T}^{\prime}=T-\tau$. Prove that $C_{T}$ and $C_{T}^{\prime}$ are isomorphic if and only if there exists a $(q-1)$ th root of -1 in $k$.

More generally, assume that $\rho, \rho^{\prime}$ are Drinfeld $R_{T}$-modules given by $\rho_{T}=T+\tau$, $\rho_{T}^{\prime}=T+f_{1} \tau$, where $f_{1} \in k$ and $k \supseteq \mathbb{F}_{q}\left(T, \sqrt[q-1]{f_{1}}\right)$. Show that $\rho$ and $\rho^{\prime}$ are isomorphic over $k$.

Exercise 13.7.3. Let $\rho \in \operatorname{Drin}_{A}(k)$ and let $\phi: A \rightarrow \mathbb{Z}$ be given by $\phi(a):=-\operatorname{deg}_{\tau} \rho_{a}$. Show that $\phi$ is a nontrivial valuation on $A$ equivalent to $v_{\mathfrak{P}}^{\infty}$.

If $\operatorname{char}(\rho)=\mathfrak{P} \neq 0$, consider the map $j_{\rho}=$ ord: $A \rightarrow \mathbb{Z}$ defined for $a \neq 0$ by $j_{\rho}(a)=i_{0}$, where $\rho_{a}=\sum_{i=0}^{n} \alpha_{i} \tau^{i}, \alpha_{i_{0}} \neq 0$, and $\alpha_{j}=0$ for all $0 \leq j \leq i_{0}-1$. For $a=0$ we put $j_{\rho}(0)=\infty$. Prove that $j_{\rho}$ is a nontrivial valuation on $A$ equivalent to $v_{\mathfrak{P}}$.

Exercise 13.7.4. Let $R$ be any Dedekind domain, and let $I$ be an integral ideal of $R$. Prove that $I$ can be generated by at most two elements.

Exercise 13.7.5. Let $k$ be a field of characteristic $p$. Let $k\langle\tau\rangle$ the ring of twisted polynomials and $k[x]$ be the ring of polynomials. Prove that if $f(\tau), g(\tau) \in k\langle\tau\rangle$ then $\operatorname{rgcd}(f(\tau), g(\tau))=\operatorname{gcd}(f(x), g(x))_{x=\tau}$. That is, if $h(x)$ denotes the greatest common divisor of $f(x)$ and $g(x)$, then $h(\tau)=\operatorname{rgcd}(f(\tau), g(\tau))$.

Exercise 13.7.6. Let $K$ be a congruence function field and let $A$ be the Dedekind domain consisting of the elements in $K$ whose only poles are at a fixed place $\mathfrak{P}_{\infty}$ of $K$. Let $M_{A}$ be the abelian group consisting of the fractional ideals of $A$, and $P_{A}$ be the subgroup consisting of the principal fractional ideals. The abelian group $M_{A} / P_{A}$ is called the Picard group of $A$ and is denoted by Pic $A$. Show that Pic $A$ is a finite group. We denote the cardinality of Pic $A$ by $h_{A}$. This is similar to the case of rings of integers in number fields.

Hint: Consider the class group of $K$. For a divisor $\mathfrak{A} \in D_{K}$, write $\mathfrak{A}=\mathfrak{A}_{0} \mathfrak{P}_{\infty}^{t}$ with $\left(\mathfrak{A}, \mathfrak{P}_{\infty}\right)=1$. Then $\begin{aligned} \varphi: C_{K} & \rightarrow \operatorname{Pic} A \\ \mathfrak{A} & \mapsto \mathfrak{A}_{0} \cap A\end{aligned}$ is an epimorphism. Consider the restriction $\psi$ of $\varphi$ to $C_{K, 0}$. Then show that $\psi$ has finite cokernel. Since $C_{K, 0}$ is a finite group, it follows that Pic $A$ is also finite.

Note: For an arbitrary Dedekind domain $D$, Pic $D$ is not necessarily finite.
Exercise 13.7.7. Let $A$ be as in Exercise 13.7.6. Prove that $h_{A}=d_{\infty} h_{K}$, where $h_{K}$ is the class number of $K$ and $h_{A}=\mid$ Pic $A \mid$.

Exercise 13.7.8. Let $\Gamma$ be a lattice. Prove that the series $\sum_{\gamma \in \Gamma \backslash\{0\}} \frac{1}{\gamma}$ is absolutely convergent in $\mathbb{C}_{\infty}$. It follows that the infinite product $\prod_{\gamma \in \Gamma \backslash\{0\}}\left(1-\frac{1}{\gamma}\right)$ is convergent.

In fact, prove that a series $\sum_{n=0}^{\infty} a_{n}$ in $\mathbb{C}_{\infty}$ converges if and only if $\lim _{n \rightarrow \infty} a_{n}=0$. In this case both products $\prod_{n=0}^{\infty}\left(1 \pm a_{n}\right)$ converge.

Exercise 13.7.9. Let $\Gamma$ be a lattice. Prove that $e_{\Gamma}(u)$ is a periodic function with group of periods $\Gamma$. In particular, $\mathbb{C}_{\infty} / \Gamma$ and $\mathbb{C}_{\infty}$ are isomorphic as $\mathbb{F}_{q}$-vector spaces.

Exercise 13.7.10. Let $\rho$ be a Drinfeld $A$-module of rank one and let $a \in A \backslash\{0\}$. If (a) is relatively prime to $\operatorname{char}(\rho)$, then $\rho[a]$ and $A /(a)$ are isomorphic as $A$-modules.

Exercise 13.7.11. Let $\rho$ be any Drinfeld $A$-module of rank one. Assume that $\delta(a)=a$ for all $a \in A$. Prove that $K_{\infty}$ is a field of definition for $\rho$.

Exercise 13.7.12. Prove Proposition 13.5.4.

Exercise 13.7.13. Let $\rho$ be a Drinfeld $A$-module over $k$ of rank $r$. For each $x \in A$, let $\mu_{\rho}(x)$ be the leading coefficient of $\rho_{x}$. Prove that
(i) $\mu_{\rho}(x y)=\mu_{\rho}(x) \mu_{\rho}(y)^{r \operatorname{deg} x}=\mu_{\rho}(y) \mu_{\rho}(x)^{r \operatorname{deg} y}$ for $x, y \in A$.
(ii) If $\operatorname{deg} x=\operatorname{deg} y$, then $\mu_{\rho}(x+y)=\mu_{\rho}(x)+\mu_{\rho}(y)$.
(iii) If $\rho^{\prime}=\xi \rho \xi^{-1}$ for some $\xi \in K_{\infty}^{*}$, then

$$
\mu_{\rho^{\prime}}(a)=\xi^{1-q^{r \operatorname{deg} a}} \mu_{\rho}(a)
$$

(iv) If $\pi$ is a prime element for $\mathfrak{P}_{\infty}$, then

$$
\mu_{\rho^{\prime}}\left(\pi^{-1}\right)=\xi^{\left(1-q^{d \infty r}\right)} \mu_{\rho}\left(\pi^{-1}\right)
$$

Exercise 13.7.14. Verify that (13.33) is independent of $a$ and $b$.
Exercise 13.7.15. Consider $\sigma \in \operatorname{Gal}\left(\mathbb{C}_{\infty} / K\right), \rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$. Define $\sigma \rho$ as the map $x \mapsto \rho_{x}$ followed by the action of $\sigma$. Prove that $\sigma \rho \in \operatorname{Drin}_{A}\left(\mathbb{C}_{\infty}\right)$ and that for any nonzero ideal $\mathfrak{A}$ of $A$

$$
\mathfrak{A} * \sigma \rho=\sigma(\mathfrak{A} * \rho) .
$$

Exercise 13.7.16. Prove that for any nonzero ideals $\mathfrak{A}, \mathfrak{B}$ of $A$ and any Drinfeld $A$ module $\rho \in \operatorname{Drin}_{A}(k)$ we have

$$
\rho_{\mathfrak{A} \mathfrak{B}}=(\mathfrak{B} * \rho)_{\mathfrak{A}} \rho_{\mathfrak{B}} \quad \text { and } \quad \mathfrak{A} *(\mathfrak{B} * \rho)=(\mathfrak{A} \mathfrak{B}) * \rho .
$$

Exercise 13.7.17. Prove Corollary 13.5.31.

## Automorphisms and Galois Theory

In this chapter we continue our study of the arithmetic of extensions in function fields. We study the group

$$
G=\operatorname{Aut}_{k} K=\left\{\sigma: K \rightarrow K \mid \sigma \text { is an automorphism and }\left.\sigma\right|_{k}=\operatorname{Id}_{k}\right\}
$$

where $K / k$ is an arbitrary function field. When $g_{K}$ is 0 or 1 , the group $G$ is infinite, except in the case that $k$ is a finite field. For $g_{K} \geq 2, G$ is almost always a finite group. In order to investigate $G$, we need to consider some special points in $K$ called the Weierstrass points. We also need to know the genus $g_{K}$ of $K$. It is often difficult to determine precisely the genus of a function field, so we will derive some bounds for the genus in special cases. This result is the Castelnuovo-Severi inequality.

### 14.1 The Castelnuovo-Severi Inequality

In this section we consider a separably generated function field $K / k$, that is, $K / k$ is a separably generated extension (Definition 8.2.1).

The proof of the Castelnuovo-Severi inequality that we present here is due to Stichtenoth [148, Chapter III.10.3] and [147].

Proposition 14.1.1. Let $K^{\prime} / k$ be a subfield of $K / k$ and $\left[K: K^{\prime}\right]=n$. Assume that $\left\{y_{1}, \ldots, y_{n}\right\}$ is a basis of $K / K^{\prime}$ such that $y_{i} \in L_{K}\left(\mathfrak{C}^{-1}\right)$ for some $\mathfrak{C} \in D_{K}$. Then

$$
\begin{equation*}
g_{K} \leq 1+n\left(g_{K^{\prime}}-1\right)+d_{K}(\mathfrak{C}) \tag{14.1}
\end{equation*}
$$

Proof. Let $\mathfrak{A}_{1} \in D_{K^{\prime}}$ be of sufficiently large degree such that

$$
\ell_{K^{\prime}}\left(\mathfrak{A}_{1}^{-1}\right)=: t=d_{K^{\prime}}\left(\mathfrak{A}_{1}\right)+1-g_{K^{\prime}}
$$

(Corollary 3.5.6).
Let $\left\{x_{1}, \ldots, x_{t}\right\}$ be a basis of $L_{K^{\prime}}\left(\mathfrak{A}_{1}^{-1}\right)$ and $\mathfrak{A}=\operatorname{con}_{K^{\prime} / K} \mathfrak{A}_{1} \in D_{K}$. Then

$$
\mathcal{A}=\left\{x_{i} y_{j} \mid 1 \leq i \leq t, 1 \leq j \leq n\right\} \subseteq L_{K}\left(\mathfrak{A}^{-1} \mathfrak{C}^{-1}\right)
$$

Clearly $\mathcal{A}$ is linearly independent over $k$. Thus

$$
\begin{equation*}
\ell_{K}\left(\mathfrak{A}^{-1} \mathfrak{C}^{-1}\right) \geq n t=n\left(d_{K^{\prime}}\left(\mathfrak{A}_{1}\right)+1-g_{K^{\prime}}\right) \tag{14.2}
\end{equation*}
$$

Since we may assume that $d_{K}(\mathfrak{A C})$ is of sufficiently large degree, we obtain using Corollary 3.5.6 and Theorem 5.3.4 that

$$
\begin{align*}
\ell_{K}\left(\mathfrak{A}^{-1} \mathfrak{C}^{-1}\right) & =d_{K}(\mathfrak{A C})+1-g_{K} \\
& =d_{K}(\mathfrak{A})+d_{K}(\mathfrak{C})+1-g_{K} \\
& =n d_{K^{\prime}}\left(\mathfrak{A}_{1}\right)+d_{K}(\mathfrak{C})+1-g_{K} . \tag{14.3}
\end{align*}
$$

Substituting (14.3) in (14.2) we get

$$
n d_{K^{\prime}}\left(\mathfrak{A}_{1}\right)+n-n g_{K^{\prime}} \leq n d_{K^{\prime}}\left(\mathfrak{A}_{1}\right)+d_{K}(\mathfrak{C})+1-g_{K} .
$$

This is (14.1)
One of the key points in the proof of the Castelnuovo-Severi inequality is the following:

Lemma 14.1.2. Let $k$ be a separably closed field, $K / k$ a separably generated function field, and $K_{1} / k, K_{2} / k$ two subfields of $K / k$ such that $K=K_{1} K_{2}$ and each $K / K_{i}$ is a finite extension. Then:
(i) At least one of the extensions $K / K_{i}, i=1,2$, is separable.
(ii) $K / k$ (and thus $K_{1} / k$ and $K_{2} / k$ ) contains infinitely many places of degree 1 .
(iii) If $K / K_{1}$ is separable and $n=\left[K: K_{1}\right]$, then for almost all places $\wp \in \mathbb{P}_{K_{1}}$ of degree 1 , we have:
(a) $\wp$ decomposes fully in $K / K_{1}$, that is, $\wp$ has $n$ distinct extensions $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{n}$ in $K / K_{1}$.
(b) The restrictions $\left.\mathfrak{P}_{i}\right|_{K_{2}}=\mathfrak{P}_{i} \cap K_{2}, 1 \leq i \leq n$, are distinct places of $K_{2}$.

## Proof.

(i) If both $K / K_{1}$ and $K / K_{2}$ are inseparable, then by Exercise 8.7 .3 we have $K_{i} \subseteq$ $K^{p} k$ for $i=1,2$. Thus $K_{1} K_{2} \subseteq K^{p} k$. On the other hand by Exercise 8.7.2 we have $\left[K: K^{p} k\right]=p$, so $K \neq K^{p} k$. Therefore $K / K_{1}$ or $K / K_{2}$ is separable.
(ii) This is just Corollary 5.2.35.
(iii) Since $K=K_{1} K_{2}$ and $K / K_{1}$ is separable, there exist $y_{1}, \ldots, y_{s} \in K_{2}$ and $\alpha_{1}, \ldots, \alpha_{s} \in k$ such that $K=K_{1}\left(y_{1}, \ldots, y_{s}\right)$ and $y:=\alpha_{1} y_{1}+\cdots+\alpha_{s} y_{s} \in K_{2}$, where $K=K_{1}(y)$.

Let $\varphi(T)=\operatorname{Irr}\left(y, T, K_{1}\right)=T^{n}+a_{n-1} T^{n-1}+\cdots+a_{1} T+a_{0} \in K_{1}[T]$ be the minimal polynomial of $y$ over $K_{1}$. Since $\varphi$ is separable, its discriminant $d=\operatorname{disc}(\varphi) \in$ $K_{1}$ is nonzero. Let $\wp \in \mathbb{P}_{K_{1}}$ be any place satisfying

$$
\begin{equation*}
d_{K_{1}}(\wp)=1, \quad a_{0}, \ldots, a_{n-1} \in \vartheta_{\wp}, \quad \text { and } \quad v_{\wp}(d)=0 . \tag{14.4}
\end{equation*}
$$

It is easy to see that almost all $\wp \in \mathbb{P}_{K_{1}}$ of degree 1 satisfy (14.4). For $a \in \vartheta_{\wp}$, we denote by $\bar{a}$ its residue module $\wp, \bar{a} \in \vartheta_{\wp} / \wp \cong k$. The polynomial

$$
\bar{\varphi}(T)=T^{n}+\bar{a}_{n-1} T^{n-1}+\cdots+\bar{a}_{1} T+\bar{a}_{0} \in k[T]
$$

is separable because $\bar{d}=\operatorname{disc}(\bar{\varphi}) \neq 0$ in $\vartheta_{\wp} / \wp$. Since $k$ is separably closed we have $\bar{\varphi}(T)=\prod_{i=1}^{n}\left(T-\gamma_{i}\right)$, where the elements $\gamma_{1}, \ldots, \gamma_{n}$ of $k$ are distinct. For $j=1, \ldots, n$ we define the homomorphism

$$
\begin{aligned}
\tau_{j}: \vartheta_{\wp}[y] & \rightarrow k \\
\sum c_{i} y^{i} & \mapsto \sum \bar{c}_{i} \gamma_{j}^{i} .
\end{aligned}
$$

By Theorem 2.4.4, $\tau_{j}$ can be extended to a place $\mathfrak{P}_{j}$ of $K / k$ (the extension is not a homomorphism of fields since $\tau_{j}\left(y-\gamma_{j}\right)=0$ and $\left.y-\gamma_{j} \neq 0\right)$. Note that each $\mathfrak{P}_{j}, 1 \leq j \leq n$, is above $\wp$ (because $\vartheta_{\wp} \subseteq \vartheta_{\wp}[y]$ ). Now the places $\mathfrak{P}_{j}$ are distinct and since $\left[K: K_{1}\right]=n$, it follows that $\wp$ is fully decomposed in $K / K_{1}$. Finally, if the restriction of $\mathfrak{P}_{j}$ to $k(y)$ is $\mathfrak{P}_{j} \cap k(y)=\mathfrak{q}_{j}$, this satisfies $\tau_{j}\left(y-\gamma_{j}\right)=0$ and $\tau_{i}\left(y-\gamma_{j}\right)=\gamma_{i}-\gamma_{j} \neq 0$, so $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{n}$ are distinct in $k(y)$. Therefore the restrictions of the $\mathfrak{B}_{j}$ 's to $K_{2}$ are distinct.

Theorem 14.1.3 (Castelnuovo-Severi Inequality). Let $K / k$ be a function field such that $K / k$ is separably generated. Let $K_{1} / k$ and $K_{2} / k$ be two subfields of $K / k$ satisfying $K=K_{1} K_{2}$. Put $\left[K: K_{i}\right]=n_{i}$ and $g_{i}=g_{K_{i}}$ for $i=1$, 2. If $g=g_{K}$, then

$$
\begin{equation*}
g \leq n_{1} g_{1}+n_{2} g_{2}+\left(n_{1}-1\right)\left(n_{2}-1\right) \tag{14.5}
\end{equation*}
$$

Proof. First assume that $k$ is separably closed. By Lemma 14.1.2, $K / K_{1}$ or $K / K_{2}$ is separable. Say that $K / K_{1}$ is separable and let $K=K_{1}(y)$ with $y \in K_{2}$. By Corollary 5.2.35 there is an integral divisor $\mathfrak{A} \in D_{K_{2}}$ such that

$$
d_{K_{2}}(\mathfrak{A})=g_{2} \quad \text { and } \quad \ell_{K_{2}}\left(\mathfrak{A}^{-1}\right)=1
$$

Let $\wp_{0} \in \mathbb{P}_{K_{2}}$ be of degree 1 and relatively prime to $\mathfrak{A}$ and let $\mathfrak{B}=\frac{\mathfrak{A}}{\wp_{0}}$. Since $\mathfrak{A}$ is integral and $\ell_{K_{2}}\left(\mathfrak{A}^{-1}\right)=1$, it follows that $L_{K_{2}}\left(\mathfrak{A}^{-1}\right)=k$. Thus

$$
d_{K_{2}}(\mathfrak{B})=d_{K_{2}}(\mathfrak{A})-d_{K_{2}}\left(\wp_{0}\right)=g_{2}-1
$$

and if $\xi \in L_{K_{2}}\left(\mathfrak{B}^{-1}\right) \backslash\{0\}$, then $\xi \in L_{K_{2}}\left(\mathfrak{A}^{-1}\right)=k$. We have

$$
(\xi)_{K_{2}}=\frac{\mathfrak{C}}{\mathfrak{B}}=\frac{\wp_{0} \mathfrak{C}}{\mathfrak{A}}=\mathfrak{N} \text { for some integral divisor } \mathfrak{C} .
$$

It follows that $\mathfrak{C}=\mathfrak{B}$. Since $\mathfrak{B}$ is not integral this is impossible and thus $L_{K_{2}}\left(\mathfrak{B}^{-1}\right)=\{0\}$. In particular, $\ell_{K_{2}}\left(\mathfrak{B}^{-1}\right)=0$.

According to Lemma 14.1 .2 we may choose $\mathfrak{P} \in \mathbb{P}_{K_{1}}$ of degree 1 satisfying the following: $\mathfrak{P}$ has $n_{1}$ extensions $\mathfrak{q}_{1}, \ldots, \mathfrak{q}_{n_{1}}$ in $K / k$ such that the restrictions

$$
\mathfrak{Q}_{i}=\mathfrak{q}_{i} \cap K_{2} \in \mathbb{P}_{K_{2}}
$$

are distinct and $\mathfrak{Q}_{i}$ is relatively prime to $\mathfrak{B}$ for $i=1, \ldots, n_{1}$.
Using the Riemann-Roch theorem we obtain

$$
\ell_{K_{2}}\left(\mathfrak{B}^{-1} \mathfrak{Q}_{i}^{-1}\right) \geq d_{K_{2}}\left(\mathfrak{B} \mathfrak{Q}_{i}\right)+1-g_{2}=g_{2}+1-g_{2}=1 .
$$

Let $\xi \in L_{K_{2}}\left(\mathfrak{B}^{-1} \mathfrak{Q}_{i}^{-1}\right) \backslash\{0\}$. Then $(\xi)_{K_{2}}=\frac{\mathfrak{C}}{\mathfrak{B} \mathfrak{Q}_{i}}$. If $\mathfrak{Q}_{i}$ divides $\mathfrak{C}$, we have $\xi \in L_{K_{2}}\left(\mathfrak{B}^{-1}\right) \backslash\{0\}$, which is impossible. Therefore $\mathfrak{Q}_{i} \nmid \mathfrak{C}$ and $v_{\mathfrak{Q}_{i}}(\xi)=-1$.

It follows that for $1 \leq i \leq n_{1}$, there exists $u_{i} \in L_{K_{2}}\left(\mathfrak{B}^{-1} \mathfrak{Q}_{i}^{-1}\right)$ such that $v_{\mathfrak{Q}_{i}}\left(u_{i}\right)=-1$ and $v_{\mathfrak{Q}_{j}}\left(u_{i}\right) \geq 0$ whenever $i \neq j$. We will see that $\left\{u_{1}, \ldots, u_{n_{1}}\right\}$ is a linearly independent system over $K_{1}$. Assume that there exist $x_{1}, \ldots, x_{n} \in K_{1}$ not all zero such that $\sum_{i=1}^{n} x_{i} u_{i}=0$. We may assume that $x_{i} \neq 0$ for all $1 \leq i \leq n$. Let $j \in\left\{1, \ldots, n_{1}\right\}$ be such that $v_{\mathfrak{P}}\left(x_{j}\right) \leq v_{\mathfrak{P}}\left(x_{i}\right)$ for $1 \leq i \leq n$.

Since $\mathfrak{q}_{j} \mid \mathfrak{P}$ is unramified in $K / K_{1}$, we have $v_{\mathfrak{q}_{j}}\left(x_{j}\right)=v_{\mathfrak{P}}\left(x_{j}\right)$ and $v_{\mathfrak{q}_{j}}\left(u_{j}\right) \leq$ $v_{\mathfrak{Q}_{j}}\left(u_{j}\right)=-1$. Therefore $v_{\mathfrak{q}_{j}}\left(x_{j} u_{j}\right) \leq v_{\mathfrak{P}}\left(x_{j}\right)-1$.

For $i \neq j$, we have

$$
v_{\mathfrak{q}_{j}}\left(x_{i} u_{i}\right)=v_{\mathfrak{q}_{j}}\left(x_{i}\right)+v_{\mathfrak{q}_{j}}\left(u_{i}\right) \geq v_{\mathfrak{P}}\left(x_{i}\right) \geq v_{\mathfrak{P}}\left(x_{j}\right) .
$$

In particular, $v_{\mathfrak{q}_{j}}\left(x_{j} u_{j}\right)=v_{\mathfrak{q}_{j}}\left(x_{j}\right)+v_{\mathfrak{q}_{j}}\left(u_{j}\right) \leq v_{\mathfrak{q}_{j}}\left(x_{j}\right)-1<v_{\mathfrak{q}_{j}}\left(x_{i}\right)+v_{\mathfrak{q}_{j}}\left(u_{i}\right)=$ $v_{\mathfrak{q}_{j}}\left(x_{i} u_{i}\right)$ for $i \neq j$. Therefore, by Proposition 2.2.3 (v) we have

$$
\infty=v_{\mathfrak{q}_{j}}(0)=v_{\mathfrak{q}_{j}}\left(\sum_{i=1}^{n} x_{i} u_{i}\right)=v_{\mathfrak{q}_{j}}\left(x_{j} u_{j}\right)<\infty .
$$

This contradiction shows that $\left\{u_{1}, \ldots, u_{n_{1}}\right\}$ is linearly independent over $K_{1}$ and therefore a basis of $K / K_{1}$. Let $\mathfrak{D}=\operatorname{con}_{K_{2} / K}\left(\mathfrak{B} \prod_{i=1}^{n_{1}} \mathfrak{Q}_{i}\right) \in D_{K}$.

We have $d_{K}(\mathfrak{D})=n_{2} d_{K_{2}}\left(\mathfrak{B} \prod_{i=1}^{n_{1}} \mathfrak{Q}_{i}\right)=n_{2}\left(g_{2}-1+n_{1}\right)$.
Since $u_{i} \in L_{K_{2}}\left(\mathfrak{B}^{-1} \mathfrak{Q}_{i}^{-1}\right) \subseteq L_{K_{2}}\left(\mathfrak{B}^{-1} \prod_{j=1}^{n_{1}} \mathfrak{Q}_{j}^{-1}\right)$, it follows that $u_{i} \in$ $L_{K}\left(\mathfrak{D}^{-1}\right)$. Using Proposition 14.1.1, we obtain

$$
\begin{aligned}
g & =g_{K} \leq 1+n_{1}\left(g_{1}-1\right)+d_{K}(\mathfrak{D}) \\
& =1+n_{1}\left(g_{1}-1\right)+n_{2}\left(g_{2}-1+n_{1}\right) \\
& =n_{1} g_{1}+n_{2} g_{2}+\left(n_{1}-1\right)\left(n_{2}-1\right) .
\end{aligned}
$$

This is (14.5) for $k$ separably closed.
Now if $k$ is arbitrary, denote by $\bar{k}$ its separable closure. Set $\bar{K}=K \bar{k}, \bar{K}_{i}=K_{i} k$, $g_{\bar{K}}=\bar{g}, g_{\bar{K}_{i}}=\bar{g}_{i}$, and $\left[\bar{K}: \bar{K}_{i}\right]=\bar{n}_{i}, i=1,2$.

Since $\bar{k} / k$ is separable it follows by Theorem 8.5 .2 that $\bar{g}=g$ and $\bar{g}_{i}=g_{i}$ for $i=1,2$. By Theorem 8.4.10 and Corollary 8.5.8, $\bar{k}$ and $K$ are linearly disjoint over $k$. By Proposition 8.1.5 it follows that $K$ and $\bar{K}_{i}$ are linearly disjoint over $K_{i}$ for $i=1,2$.

$$
\begin{aligned}
& \text { Therefore } n_{i}=\left[K: K_{i}\right]=\left[\bar{K}: \bar{K}_{i}\right]=\overline{n_{i}} \text { for } i=1,2 \text {. Thus } \\
& \qquad \begin{aligned}
g=\bar{g} & \leq \bar{n}_{1} \bar{g}_{1}+\bar{n}_{2} \bar{g}_{2}+\left(\bar{n}_{1}-1\right)\left(\bar{n}_{2}-1\right) \\
& =n_{1} g_{1}+n_{2} g_{2}+\left(n_{1}-1\right)\left(n_{2}-1\right)
\end{aligned}
\end{aligned}
$$

This proves the theorem.

Corollary 14.1.4 (Riemann's Inequality). Let $K=k(x, y)$ be any function field such that $K / k$ is separably generated. Then

$$
g_{K} \leq([K: k(x)]-1)([K: k(y)]-1) .
$$

Proof. Clearly $K=K_{1} K_{2}$ with $K_{1}=k(x)$ and $K_{2}=k(y)$. Thus $g_{K_{1}}=g_{K_{2}}=0$, and the result follows immediately by (14.5).

Example 14.1.5. Let $p$ be an odd prime and $k$ any field of characteristic $p$.
Let $K=k(x, y)$ with $y^{p}-y=\frac{x^{2}}{x+1}$.
Then $[K: k(x)]=p$ and $[K: k(y)]=2$. By Example 5.8.8 we have $\mathfrak{D}_{K / k(x)}=$ $\left(\mathfrak{P}_{\infty} \mathfrak{P}_{1}\right)^{2(p-1)}$ where $(x+1)_{k(x)}=\frac{\wp_{1}}{\wp_{\infty}}$ and $\mathfrak{P}_{1}, \mathfrak{P}_{\infty}$ are the prime divisors above $\wp_{1}$ and $\wp_{\infty}$ respectively.

Using Theorem 9.4.2, we obtain

$$
\begin{aligned}
g_{K} & =1+[K: k(x)]\left(g_{k(x)}-1\right)+\frac{1}{2} d_{K}\left(\mathfrak{D}_{K / k(x)}\right) \\
& =1-p+\frac{1}{2}(2(p-1)+2(p-1))=(p-1) \\
& =(2-1)(p-1)=([K: k(y)]-1)([K: k(x)]-1) .
\end{aligned}
$$

Example 14.1.5 shows that Castelnuovo's inequality cannot be improved in general.

Proposition 14.1.6. Let $K / k$ be a separably generated function field with $K=$ $k(x, y)$, where $\operatorname{Irr}(y, T, k(x))=\sum_{j=0}^{n-1} f_{j}(x) T^{j}+T^{n}, f_{j}(x) \in k[x]$, and $\operatorname{deg} f_{j}(x) \leq$ $n-j$ for $0 \leq j \leq n-1$. Then

$$
g_{K} \leq \frac{1}{2}(n-1)(n-2)
$$

Proof. Let $\mathfrak{A}:=\operatorname{con}_{k(x) / K} \wp_{\infty}=\mathfrak{N}_{x}$ where $(x)_{k(x)}=\frac{\wp_{0}}{\wp_{\infty}}$. We have $\operatorname{deg}_{K} \mathfrak{A}=$ $[K: k(x)]=n=\operatorname{Irr}(y, T, k(x))$. Furthermore, $\mathfrak{A}$ is an integral divisor.

Let $\mathfrak{P} \in \mathbb{P}_{K}$. If $v_{\mathfrak{P}}(x) \geq 0$, then $v_{\mathfrak{P}}\left(f_{j}(x)\right) \geq 0$ and since $y$ is integral over $k(x)$ it follows that $v_{\mathfrak{P}}(y) \geq 0$ (see the proof of Theorem 3.2.7). Thus $v_{\mathfrak{P}}(y) \geq 0=-v_{\mathfrak{P}}(\mathfrak{A})$.

If $v_{\mathfrak{P}}(x)<0$, then $\mathfrak{P}$ divides $\wp_{\infty}$ and $v_{\mathfrak{P}}(x)=-v_{\mathfrak{P}}(\mathfrak{A})$.
Now $v_{\mathfrak{P}}\left(f_{j}(x)\right)=\operatorname{deg} f_{j}(x) v_{\mathfrak{P}}(x) \geq(n-j) v_{\mathfrak{P}}(x)$ and

$$
v_{\mathfrak{P}}\left(y^{j} f_{j}(x)\right)=j v_{\mathfrak{P}}(y)+v_{\mathfrak{P}}\left(f_{j}(x)\right) \geq j v_{\mathfrak{P}}(y)+(n-j) v_{\mathfrak{P}}(x) .
$$

In particular, we have $v_{\mathfrak{P}}(y) \geq-v_{\mathfrak{P}}(\mathfrak{A})=v_{\mathfrak{P}}(x)$. Indeed, assume otherwise, i.e., $v_{\mathfrak{P}}(y)<v_{\mathfrak{P}}(x)$. Then for $j=0,1, \ldots, n-1$,

$$
v_{\mathfrak{P}}\left(y^{j} f_{j}(x)\right)>j v_{\mathfrak{P}}(y)+(n-j) v_{\mathfrak{P}}(y)=n v_{\mathfrak{P}}(y)=v_{\mathfrak{P}}\left(y^{n}\right)
$$

and hence $\infty=v_{\mathfrak{P}}(0)=v_{\mathfrak{P}}\left(\sum_{j=0}^{n-1} f_{j}(x) y^{j}+y^{n}\right)=v_{\mathfrak{P}}\left(y^{n}\right)$.
Therefore, we have

$$
\begin{equation*}
v_{\mathfrak{P}}(y) \geq-v_{\mathfrak{P}}(\mathfrak{A}) \quad \text { for all } \quad \mathfrak{P} \in \mathbb{P}_{K} \tag{14.6}
\end{equation*}
$$

It follows that $\mathfrak{A}^{-1} \mid(x)_{K}$ and $\mathfrak{A}^{-1} \mid(y)_{K}$. In particular, for any $m \geq n$ and $0 \leq$ $j \leq n-1,0 \leq i \leq m-j$, we have $x^{i} y^{j} \in L_{K}\left(\mathfrak{A}^{-m}\right)$. Since deg $\operatorname{Irr}(y, T, k(x))=n$, $\left\{x^{i} y^{j}\right\}_{0 \leq j \leq n-1}$ are linearly independent over $k$. Thus $0 \leq i \leq m-j$

$$
\begin{equation*}
\ell_{K}\left(\mathfrak{A}^{-m}\right) \geq \sum_{j=0}^{n-1}(m-j+1)=n(m+1)-\frac{1}{2} n(n-1) . \tag{14.7}
\end{equation*}
$$

If $m$ is large enough, we obtain using the Riemann-Roch theorem

$$
\ell_{K}\left(\mathfrak{A}^{-m}\right)=d_{K}\left(\mathfrak{A}^{m}\right)-g_{K}+1=m d_{K}(\mathfrak{A})-g_{K}+1=m n-g_{K}+1 .
$$

By (14.7) we have $m n-g_{K}+1 \geq n(m+1)-\frac{1}{2} n(n-1)$, i.e., $g_{K} \leq \frac{(n-1)(n-2)}{2}$.

### 14.2 Weierstrass Points

In the case of compact Riemann surfaces, there exists a finite number of special points. Here the term special means being the unique pole of a certain order for some element of the field. Since these points are special, and consequently invariants of the field, they become permuted under the action of a field automorphism. Therefore, they provide information about such automorphisms and the arithmetic of the field.

In characteristic $p>0$ and algebraically closed field of constants, special points exist and may be used for the study of the given field. Such points are the Weierstrass points, which will be considered below.

Definition 14.2.1. Let $K / k$ be any function field and let $\mathfrak{P}$ be a prime divisor of $K$. A natural number $n$ is called a pole number of $\mathfrak{P}$ if there exists $x \in K$ such that $\mathfrak{N}_{x}=\mathfrak{P}^{n}$. Notice that the pole divisor of $x$ is precisely $\mathfrak{P}^{n}$. If $n$ is not a pole number of $\mathfrak{P}, n$ is called a gap number of $\mathfrak{P}$.

Remark 14.2.2. A natural number $n$ is a pole number of $\mathfrak{P}$ iff there exists $x \in$ $L_{K}\left(\mathfrak{P}^{-n}\right) \backslash L_{K}\left(\mathfrak{P}^{-(n-1)}\right)$. In other words, $n$ is a pole number if and only if $\ell_{K}\left(\mathfrak{P}^{-n}\right)>$ $\ell_{K}\left(\mathfrak{P}^{-n+1}\right)$. Furthermore, if $n$ and $m$ are pole numbers of $\mathfrak{P}$ then $n+m$ is a pole number of $\mathfrak{P}$ (since if $\mathfrak{N}_{x}=\mathfrak{P}^{n}$ and $\mathfrak{N}_{y}=\mathfrak{P}^{m}$, then $\mathfrak{N}_{x y}=\mathfrak{P}^{n+m}$ ).

By the Riemann-Roch theorem, we have

$$
\ell_{K}\left(\mathfrak{P}^{-n}\right)=d_{K}\left(\mathfrak{P}^{n}\right)-g_{K}+1+\delta_{K}\left(\mathfrak{P}^{n}\right)
$$

and

$$
\ell_{K}\left(\mathfrak{P}^{-n+1}\right)=d_{K}\left(\mathfrak{P}^{n-1}\right)-g_{K}+1+\delta_{K}\left(\mathfrak{P}^{n-1}\right)
$$

Therefore $\ell_{K}\left(\mathfrak{P}^{-n}\right)-\ell_{K}\left(\mathfrak{P}^{-n+1}\right)=d_{K}(\mathfrak{P})+\delta_{K}\left(\mathfrak{P}^{n}\right)-\delta_{K}\left(\mathfrak{P}^{n-1}\right)$. Thus, using Remark 14.2.2 we obtain the following:

Proposition 14.2.3. A number $n \in \mathbb{N}$ is a gap number of $\mathfrak{P}$ iff $\ell_{K}\left(\mathfrak{P}^{-n}\right)=\ell_{K}\left(\mathfrak{P}^{-n+1}\right)$ iff $\delta_{K}\left(\mathfrak{P}^{n-1}\right)-\delta_{K}\left(\mathfrak{P}^{n}\right)=d_{K}(\mathfrak{P})$.

Let $\mathfrak{P}$ be any prime divisor. By Corollary 3.5.8, if $n>2 g_{K}-1$ then $n$ is a pole number of $\mathfrak{P}$.

Now we consider a prime divisor $\mathfrak{P}$ of degree 1 , and $g_{K}=g>0$. By Proposition 3.1.13, $L\left(\mathfrak{P}^{0}\right)=L(\mathfrak{N})=k$, and by Corollary 3.5.6,

$$
\ell_{K}\left(\mathfrak{P}^{-(2 g-1)}\right)=d_{K}\left(\mathfrak{P}^{2 g-1}\right)-g+1=2 g-1-g+1=g .
$$

We have $k=L_{K}\left(\mathfrak{P}^{0}\right) \subseteq L_{K}\left(\mathfrak{P}^{-1}\right) \subseteq \ldots \subseteq L_{K}\left(\mathfrak{P}^{-(2 g-1)}\right)$ and

$$
\begin{equation*}
g=\operatorname{dim}_{k} L_{K}\left(\mathfrak{P}^{-(2 g-1)}\right)=\sum_{i=1}^{2 g-1} \operatorname{dim}_{k} \frac{L_{K}\left(\mathfrak{P}^{-i}\right)}{L_{K}\left(\mathfrak{P}^{-i+1}\right)}+\operatorname{dim}_{k} L_{K}\left(\mathfrak{P}^{0}\right) . \tag{14.8}
\end{equation*}
$$

For any $n \in \mathbb{N}$, we have

$$
\begin{aligned}
\ell_{K}\left(\mathfrak{P}^{-n}\right) & =d_{K}\left(\mathfrak{P}^{n}\right)-g+1+\delta_{K}\left(\mathfrak{P}^{n}\right), \\
\ell_{K}\left(\mathfrak{P}^{-n+1}\right) & =d_{K}\left(\mathfrak{P}^{n-1}\right)-g+1+\delta_{K}\left(\mathfrak{P}^{n-1}\right) .
\end{aligned}
$$

Hence $\ell_{K}\left(\mathfrak{P}^{-n}\right)-\ell_{K}\left(\mathfrak{P}^{-n+1}\right)=1+\delta_{K}\left(\mathfrak{P}^{n}\right)-\delta_{K}\left(\mathfrak{P}^{n-1}\right)$. By Theorem 3.4.11 $D_{K}\left(\mathfrak{P}^{n}\right) \subseteq D_{K}\left(\mathfrak{P}^{n-1}\right)$ and $L_{K}\left(\mathfrak{P}^{-n+1}\right) \subseteq L_{K}\left(\mathfrak{P}^{-n}\right)$. It follows that

$$
\begin{equation*}
0 \leq \ell_{K}\left(\mathfrak{P}^{-n}\right)-\ell_{K}\left(\mathfrak{P}^{-n+1}\right) \leq 1 \tag{14.9}
\end{equation*}
$$

Let $t_{i}=\operatorname{dim}_{k} \frac{L_{K}\left(\mathfrak{P}^{-i}\right)}{L_{K}\left(\mathfrak{P}^{-i+1}\right)}=\ell_{K}\left(\mathfrak{P}^{-i}\right)-\ell_{K}\left(\mathfrak{P}^{-i+1}\right) \in\{0,1\}$.
Using (14.8) we obtain $g-1=\sum_{i=1}^{2 g-1} t_{i}$.
In particular there are exactly $g-1$ indices $i$ such that $1 \leq i \leq 2 g-1$ and $t_{i}=1$. The remaining $g$ indices between 1 and $2 g-1$ such that $t_{i}=0$ are gap numbers of $\mathfrak{P}$.

Theorem 14.2.4 (Weierstrass Gap Theorem). Let $K / k$ be a function field of genus $g_{K}=g>0$. Let $\mathfrak{P}$ be a prime divisor of $K$ of degree 1 . Then there exist exactly $g$ gap numbers $j_{1}, \ldots, j_{g}$ of $\mathfrak{P}$ such that $1=j_{1}<j_{2}<\cdots<j_{g} \leq 2 g-1$. The set $\left\{j_{1}, \ldots, j_{g}\right\}$ is called the gap sequence of $\mathfrak{P}$.

Proof. We have (1) $)_{K}=\frac{\mathfrak{N}}{\mathfrak{N}}=\frac{\mathfrak{N}}{\mathfrak{P}^{0}}$, so 0 is not a gap of $\mathfrak{P}$. If $n \geq 2 g-1$, then $n$ is a pole number of $\mathfrak{P}$. Finally, if 1 is a pole number, there exists $x \in K$ such that $\mathfrak{N}_{x}=\mathfrak{P}$. Then $[K: k(x)]=\operatorname{deg}_{K} \mathfrak{N}_{x}=1$ implies that $K=k(x)$ and $g=0$, a contradiction. Thus 1 is not a pole number.

Corollary 14.2.5. The number $n \in \mathbb{N}$ is a gap number of the prime divisor $\mathfrak{P}$ of degree 1 if and only if there exists a holomorphic differential $w$ such that $\mathfrak{P}^{n-1} \mid w$ and $\mathfrak{P}^{n} \nmid w$. Equivalently, $n$ is a gap number of $\mathfrak{P}$ if and only if there exists a holomorphic differential $w$ such that $v_{\mathfrak{P}}\left((w)_{K}\right)=n-1$.

Proof. We have

$$
\ell_{K}\left(\mathfrak{P}^{-n}\right)-\ell_{K}\left(\mathfrak{P}^{-n+1}\right)=1+\delta_{K}\left(\mathfrak{P}^{n}\right)-\delta_{K}\left(\mathfrak{P}^{n-1}\right) .
$$

Hence $n$ is a gap number if and only if $\delta_{K}\left(\mathfrak{P}^{n-1}\right)-\delta_{K}\left(\mathfrak{P}^{n}\right)=1$, that is, there exists $w \in D_{K}\left(\mathfrak{P}^{n-1}\right)$ such that $w \notin D_{K}\left(\mathfrak{P}^{n}\right)$.

Example 14.2.6. If $K$ is a function field of genus $g_{K}=0$ and $\mathfrak{P}$ is a prime divisor of degree 1 , then $K$ is a rational function field and every $n \in \mathbb{N}$ is a pole number of $\mathfrak{P}$.

Example 14.2.7. If $K$ is a function field of genus $g_{K}=1$ and $\mathfrak{P}$ is a prime divisor of degree 1 , then $K$ is a field of elliptic functions and $n=1$ is the only gap number of $\mathfrak{P}$.

Remark 14.2.8. For any function field of genus $g_{K}>0$ and any prime divisor of degree $1, n=1$ is a gap number of $\mathfrak{P}$.

In the rest of this section we consider a function field $K / k$ where $k$ is an algebraically closed field.

### 14.2.1 Hasse-Schmidt Differentials

For a rational function field $k(x)$ we consider the usual derivative, that is, the one induced by

$$
f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n} \quad \text { and } \quad f^{\prime}(x)=a_{1}+2 a_{2} x+\cdots+n a_{n} x^{n-1}
$$

with $f(x) \in k[x]$. We repeat the process with $f^{\prime}(x)$ and we obtain $f^{\prime \prime}(x)$ and so on. Unfortunately, in characteristic $p>0$, the nonconstant function $f(x)=x^{p}$ satisfies $f^{(n)}(x)=0$ for all $n \geq 1$, where $f^{(n)}$ denotes the $n$th derivative. If we want to obtain for function fields of characteristic $p>0$ information similar to that obtained in characteristic 0 , we must modify the usual definition of derivative. This was done by H. Hasse and F. K. Schmidt [58].

In this section we present the work of Hasse and Schmidt. We will use this new definition of differentiation to study the Wronskian determinant and the arithmetic theory of Weierstrass points.

Definition 14.2.9. A sequence $\left\{D^{(n)}\right\}_{n \in \mathbb{N} \cup\{0\}}$ of maps $D^{(n)}: K \rightarrow K$ is called a differentiation of $K / k$ if
(i) $D^{(0)}=\operatorname{Id}_{K}$.
(ii) $\left.D^{(n)}\right|_{k}=0$ for all $n \geq 1$.
(iii) For $x, y \in K$,

$$
D^{(n)}(x+y)=D^{(n)}(x)+D^{(n)}(y) \quad \text { (sum rule) }
$$

and

$$
D^{(n)}(x y)=\sum_{m=0}^{n} D^{(m)}(x) D^{(n-m)}(y) \quad \text { (product rule) }
$$

The differentiation $\left\{D^{(n)}\right\}_{n=0}^{\infty}$ is called iterative if (iv) For all $n, m \in \mathbb{N} \cup\{0\}$,

$$
D^{(n)} \circ D^{(m)}=\binom{n+m}{n} D^{(n+m)}
$$

Remark 14.2.10. Consider the local field $K_{\wp}=k((\pi))$ of characteristic $p>0$, and let $\alpha \in K$. We can express $\alpha$ in $K_{\wp}$ as $\alpha=\sum_{i=m}^{\infty} a_{i} \pi^{i}$.

Then the usual derivative with respect to $\pi$ yields

$$
\frac{d^{n} \alpha}{d \pi^{n}}=\sum_{i=m}^{\infty} i(i-1) \cdots(i-n+1) a_{i} \pi^{i-n}
$$

Therefore if $n \geq p$, we have $i(i-1) \cdots(i-n+1) \equiv 0 \bmod p$ for all $i$. Thus $\frac{d^{n}}{d \pi^{n}} \equiv 0$ for $n \geq p$.

If instead of $\frac{d^{n}}{d \pi^{n}}$ we define

$$
D_{\pi}^{(n)}(\alpha):=\sum_{i=m}^{\infty}\binom{i}{n} a_{i} \pi^{i-n}
$$

then $D_{\pi}^{(n)}$ is nonzero. In fact, it is easy to see that $\left\{D_{\pi}^{(n)}\right\}_{n=0}^{\infty}$ satisfies the iterative rule (iv) of Definition 14.2.9:

$$
D_{\pi}^{(n)} \circ D_{\pi}^{(m)}=\binom{n+m}{m} D^{(n+m)}
$$

This is the motivation for constructing differentiations that satisfy the iterative rule.
Note that the product rule defined in Definition 14.2.9 is different from the classical case. We also have

$$
\begin{equation*}
D^{(n)}(y+c)=D^{(n)} y(n \geq 1) \quad \text { and } \quad D^{(n)}(c y)=c D^{(n)} y(n \geq 0) \tag{14.10}
\end{equation*}
$$

for $y \in k$ and $c \in k$.
Finally, in characteristic 0 the iterative rule translates into

$$
D^{(n)} y=\frac{D^{(1)}\left(\cdots D^{(1)}(y) \cdots\right)}{n!} .
$$

Let $K / k$ be a function field and $D=\left\{D^{(n)}\right\}_{n=0}^{\infty}$ a differentiation on $K$. Let $M=$ $K[[u]]$ be the power series in $u$ with coefficients in $K$. Define

$$
\begin{align*}
\phi: K & \xrightarrow{\phi} M \\
y & \mapsto \phi(y)=\sum_{n=0}^{\infty}\left(D^{(n)} y\right) u^{n} . \tag{14.11}
\end{align*}
$$

Proposition 14.2.11. $\phi$ is a ring monomorphism.
Proof. Clear.
If $\phi: K \rightarrow K[[u]]$ is a ring homomorphism such that for all $y \in K, \phi(y)=$ $\sum_{n=0}^{\infty} a_{n} u^{n}, a_{0}=y$, then $D^{(n)} y:=a_{n}$ is a differentiation on $K$. This is a consequence of the proof of Proposition 14.2.11 and Definition 14.2.9.

Now assume that there exists an iterative differentiation $\left\{D^{(n)}\right\}_{n \in \mathbb{N} \cup\{0\}}$ on $K$ and let $\phi: K \rightarrow K[[u]], \phi(y)=\sum_{n=0}^{\infty} D^{(n)}(y) u^{n}$. Then

$$
\phi\left(D^{(m)} y\right)=\sum_{n=0}^{\infty}\left(D^{(n)} \circ D^{(m)}\right)(y) u^{n}=\sum_{n=0}^{\infty}\binom{n+m}{m} D^{(n+m)}(y) u^{n}
$$

We write $D_{u}^{(m)} u^{n}=\binom{n}{m} u^{n-m}\left(D_{u}^{(m)} u^{n}=0\right.$ for $\left.m>n\right)$.
With this notation we have

$$
\begin{aligned}
D_{u}^{(m)}(\phi(y)) & =D_{u}^{(m)}\left(\sum_{n=0}^{\infty} D^{(n)}(y) u^{n}\right)=\sum_{n=0}^{\infty} D^{(n)}(y) D_{u}^{(m)}\left(u^{n}\right) \\
& =\sum_{n=0}^{\infty} D^{(n)}(y)\binom{n}{m} u^{n-m}=\sum_{n=m}^{\infty}\binom{n}{m} D^{(n)}(y) u^{n-m} \\
& =\sum_{t=0}^{\infty}\binom{t+m}{m} D^{(t+m)}(y) u^{t}=\phi\left(D^{(m)} y\right) .
\end{aligned}
$$

Thus we obtain the following result:
Proposition 14.2.12. A derivation $D$ is iterative if and only if

$$
D_{u}^{(m)}(\phi(y))=\phi\left(D^{(m)}(y)\right) .
$$

Theorem 14.2.13. Given a differential $D$ on $K$, then $D$ can be extended in a unique way to a finite separable extension $L=K(w)$. If $D$ is iterative, then the extension of $D$ to $L$ is also iterative.

Proof. Consider the ring of power series $L[[u]] \supseteq K[[u]]$. Let

$$
g(t)=\operatorname{Irr}(w, t, K)=t^{n}+a_{n-1} t^{n-1}+\cdots+a_{1} t+a_{0} \in K[t]
$$

be the irreducible polynomial of $w$. Let $A_{i}=\phi\left(a_{i}\right) \in K[[u]] \subseteq L[[u]]$ be the power series corresponding to each coefficient, i.e., $A_{i}=\sum_{n=0}^{\infty}\left(D^{(n)} a_{i}\right) u^{n}$.

Set $G(t)=t^{n}+A_{n-1} t^{n-1}+\cdots+A_{1} t+A_{0} \in K[[u]][t]$. If we find $B \in L[[u]]$ such that $G \underset{\sim}{B})=0$, and if $B=\sum_{n=0}^{\infty} b_{n} u^{n}, b_{0}=\underset{\sim}{w}$, then $\phi: K \rightarrow K[[u]]$ can be extended to $\widetilde{\phi}: L \rightarrow L[[u]]\left(\left.\widetilde{\phi}\right|_{K}=\phi\right)$ by defining $\widetilde{\phi}(w)=B$. Thus $b_{n}=D^{(n)} w$ is the required extension.

Now $L[[u]]$ is a complete field whose absolute value is given by the valuation

$$
v\left(\sum_{n=0}^{\infty} c_{n} u^{n}\right)=n_{0}, \quad \text { where } \quad c_{i}=0, \quad 0 \leq i \leq n_{0}-1, \quad \text { and } \quad c_{n_{0}} \neq 0
$$

The residue field is $L$. Since $g(t)=(t-w) h(t) \in L[t]$ and $G(t) \equiv g(t) \bmod u$, it follows by Hensel's lemma (Theorem 2.3.14) that $G$ has a root $B$ in $L[[u]]$ and $b_{0}=w$.

The uniqueness of the extension of $D$ to $L$ is also a consequence of Hensel's lemma since $g(t)$ is separable and then $G$ has a unique root with constant term $w$.

Finally, assume that $D$ is iterative. If $z \in L$, write $Z=\phi(z)$ and $Z^{(m)}=\phi\left(D^{(m)} z\right)$, so that $Z^{(m)}=\sum_{n=0}^{\infty} D^{(n)}\left(D^{(m)} z\right)$. We also have

$$
D_{u}^{(m)} Z=\sum_{n=0}^{\infty} D^{(n)}(z) D_{u}^{(m)} u^{n}
$$

There are two differentiations in $L$ given by the corresponding Taylor series, namely $\phi_{1}\left(D^{(m)} z\right)=Z^{(m)}$ and $\phi_{2}\left(D^{(m)} z\right)=D_{u}^{(m)} Z$. Since both homomorphisms when restricted to $K$ are the same, they yield extensions of $D$ to $L$. But the extension is unique, so it follows that $\phi\left(D^{(m)} z\right)=D_{u}^{(m)} \phi(z)$. Thus the extension of $D$ is iterative.

Proposition 14.2.14. For each separating element $x \in K \backslash k$, there exists one and only one differentiation $D_{x}:=\left\{D_{x}^{(n)}\right\}_{n=0}^{\infty}$ of $K / k$ such that

$$
D_{x}^{(1)}(x)=1 \quad \text { and } \quad D_{x}^{(n)}(x)=0 \quad \text { for } \quad n \geq 2
$$

Notice that this differentiation is iterative; it is called differentiation with respect to $x$ and will be denoted by $D_{x}^{(1)}=\frac{d}{d x}$.
Proof. Let $F=k(x)$, where $K / k(x)$ is separable. If $D$ is any differential satisfying $D^{(1)} x=1$ and $D^{(n)} x=0$ for $n \geq 2$, then it is easy to verify, using induction and the product rule, that

$$
\begin{equation*}
D^{(n)} x^{m}=\binom{m}{n} x^{m-n} \tag{14.12}
\end{equation*}
$$

for $n, m \geq 0$. In particular, $D^{(n)} x^{m}=0$ for $n>m$, and $D^{(n)} x^{n}=1$. For any $f(x)=a_{m} x^{m}+\cdots+a_{1} x+a_{0} \in k[x]$, we have

$$
D^{(n)} f(x)=a_{m}\binom{m}{n} x^{m-n}+\cdots+a_{1}\binom{1}{n} x^{1-n}+D^{(n)}\left(a_{0}\right) .
$$

Also, if $g(x)=\frac{1}{f(x)}$ with $f(x) \in k[x]$, then for $n \geq 1$,

$$
0=D^{(n)}(1)=D^{(n)}(f g)=\sum_{i=0}^{n} D^{(n-i)}(f) D^{(i)}(g)
$$

so $D^{(n)}(g)$ is uniquely defined. Now formula (14.12) defines a differential $D_{x}$ on $F$ satisfying $D_{x}^{(1)} x=1$, and $D_{x}^{(n)} x=0$ for $n \geq 2$.

We have

$$
\begin{aligned}
\left(D_{x}^{(n)} \circ D_{x}^{(m)}\right)\left(x^{t}\right) & =D_{x}^{(n)}\binom{t}{m} x^{t-m}=\binom{t}{m} D_{x}^{(n)}\left(x^{t-m}\right) \\
& =\binom{t}{m}\binom{t-m}{n} x^{t-m-n} \\
& =\binom{m+n}{m}\binom{t}{m+n} x^{t-(n+m)}=\binom{m+n}{m} D_{x}^{(n+m)}\left(x^{t}\right) .
\end{aligned}
$$

Therefore $D_{x}$ is iterative. By Theorem 14.2.13 there exists a unique extension of $D_{x}$ to $K$, and this extension is iterative.

Proposition 14.2.15. Let $\wp$ be a place of $K / k$ and $\pi$ a prime element of $\wp$. For $\alpha \in K$, consider its power series expansion $\alpha=\sum_{n=n_{0}}^{\infty} a_{n} \pi^{n}$ in $K_{\wp}$. Then

$$
\begin{equation*}
D_{\pi}^{(m)} \alpha=\sum_{m=n_{0}}^{\infty} a_{n}\binom{n}{m} \pi^{n-m} . \tag{14.13}
\end{equation*}
$$

Proof. We have that $K_{\wp}$ is isomorphic to $k((\pi))$ and contains $K$. For $f(\pi)=a_{n} \pi^{n}+$ $\cdots+a_{1} \pi+a_{0} \in k[\pi]$, we obtain $D_{\pi}^{(m)} f(\pi)=\sum_{i=0}^{n} a_{i}\binom{i}{m} \pi^{i-m}$.

On the other hand, (14.13) defines an iterative differential $D$ on $k((\pi))$. Since $D$ and $D_{\pi}$ agree on $k(\pi)$, the result follows.

Lemma 14.2.16. Let $F$ be any field and let $M=F[[u]]$ be the field of power series in $u$ with coefficients in $F$. Let $v=h(u)=\sum_{n=1}^{\infty} a_{n} u^{n} \in M$ with $a_{1} \neq 0$. Then there exists $g$ in $M_{1}=F[[v]]$, which is the field of power series in $v$ with coefficients in $F$, such that $(g \circ h)(u)=u$ and $(h \circ g)(v)=v$.

Proof. If such $g$ exists, let $g(v)=\sum_{n=1}^{\infty} b_{n} v^{n}$. Then

$$
v=h(g(v))=\sum_{n=1}^{\infty} a_{n}\left(\sum_{m=1}^{\infty} b_{m} v^{m}\right)^{n}=\sum_{n=1}^{\infty} a_{n} v^{n}\left(\sum_{m=1}^{\infty} b_{m} v^{m-1}\right)^{n}
$$

Hence,

$$
\begin{aligned}
& a_{1} b_{1}=1, \quad \text { so } \quad b_{1}=a_{1}^{-1} ; \\
& a_{1} b_{2}+a_{2} b_{1}=0, \quad \text { so } \quad b_{2}=-a_{1}^{-1} a_{2} b_{1}=-a_{2} b_{1}^{2} ; \\
& a_{1} b_{3}+2 a_{2} b_{1} b_{2}+a_{3} b_{1}=0, \quad \text { so } \quad b_{3}=-a_{1}^{-1}\left(2 a_{2} b_{1} b_{2}+a_{3} b_{1}\right) \\
& =-b_{1}\left(2 a_{2} b_{1} b_{2}+a_{3} b_{1}\right) .
\end{aligned}
$$

In general, we have

$$
\begin{equation*}
a_{1} b_{n}+a_{2} p_{1}^{(n)}\left(b_{1}, b_{2}, \ldots, b_{n-1}\right)+\cdots+a_{n} p_{n-1}^{(n)}\left(b_{1}, \ldots, b_{n-1}\right)=0 \tag{14.14}
\end{equation*}
$$

where $p_{1}^{(n)}, \ldots, p_{n-1}^{(n)}$ are polynomials in $\mathbb{Z}\left[b_{1}, \ldots, b_{n-1}\right]$.
Then $g(v)=\sum_{n=1}^{\infty} b_{n} v^{n}$, where $b_{n}$ is as in (14.14) and satisfies $v=h(g(v))$. Now since $b_{1} \neq 0$, there exists $h_{1}(u) \in M$ such that $u=g\left(h_{1}(u)\right)$. Thus

$$
h(u)=h\left(g\left(h_{1}(u)\right)=(h \circ g)\left(h_{1}(u)\right)=h_{1}(u) .\right.
$$

Proposition 14.2.17. Let $D$ be an iterative differential defined on $K$ and let $x \in K$ be such that $D^{(1)} x \neq 0$. Let $\phi: K \rightarrow M=K[[u]]$ be defined by $\phi(y)=$ $\sum_{n=0}^{\infty} D^{(n)}(y) u^{n}$ and let $v=h(u)=\sum_{n=1}^{\infty} D^{(n)}(x) u^{n}$.

Then if $\psi: K \rightarrow M_{1}=K[[v]]$ is defined by

$$
\psi(y)(v)=\phi(y)(g(v))=\sum_{m=0}^{\infty} b_{m} v^{m}
$$

where $h(g(v))=v, g(h(u))=u$, the formula

$$
D_{1}^{(m)}(y):=b_{m}
$$

defines a differentiation on $K$. We also have $\phi(y)(u)=\psi(y)(h(u))$.
Proof. We have $b_{0}=\psi(y)(0)=\phi(y)(g(0))=\phi(y)(0)=D^{(0)}(y)=y$ and

$$
\begin{aligned}
\psi\left(y_{1}+y_{2}\right)(v) & =\phi\left(y_{1}+y_{2}\right)(g(v))=\phi\left(y_{1}\right)(g(v))+\phi\left(y_{2}\right)(g(v)) \\
& =\psi\left(y_{1}\right)(v)+\psi\left(y_{2}\right)(v) \\
\psi\left(y_{1} y_{2}\right)(v) & \left.=\phi\left(y_{1} y_{2}\right)(g(v))=\phi\left(y_{1}\right)(g(v)) \phi\left(y_{2}\right)\right)(g(v))=\psi\left(y_{1}\right)(v) \psi\left(y_{2}\right)(v)
\end{aligned}
$$

The result follows by Proposition 14.2.11.

Corollary 14.2.18. The new differential obtained in Proposition 14.2.17 satisfies $D_{1}^{(1)} x=x$ and $D_{1}^{(n)} x=0$ for $n \geq 2$. That is, $D_{1}=D_{x}$ is the derivative with respect to $x$.

Proof. We have

$$
\begin{aligned}
\psi(x)(v) & =\phi(x)(g(v))=\sum_{n=0}^{\infty} D^{(n)}(x)(g(v))^{n} \\
& =D^{0} x+\sum_{n=1}^{\infty} D^{(n)} x(g(v))^{n}=x+h(g(v))=x+v .
\end{aligned}
$$

Thus $D_{1}^{(0)}(x)=x, D_{1}^{(1)}(x)=1$, and $D_{1}^{(n)}(x)=0$ for $n \geq 2$.
Now we consider a separably generated function field $K / k$.
Theorem 14.2.19. Let $D$ be a differential defined over $K$ such that $D^{(1)} c=0$ for all $c \in k$. Let $x \in K$ be such that $D^{(1)} x \neq 0$. Then $x$ is a separating element, that is, $K / k(x)$ is separable.

Proof. Let $t$ be a separating element. To show that $x$ is a separating element, it suffices to see that $k(x, t) / k(x)$ is separable, or equivalently that $t$ is separable over $k(x)$. Assume that $t$ is not separable over $k(x)$. Then if

$$
p(T)=\operatorname{Irr}(t, T, k(x)) \in k(x)[T],
$$

there exists $\ell(T) \in k(x)[T]$ such that $p(T)=\ell\left(T^{p}\right)$. In other words, there is an irreducible equation

$$
\sum_{n, m} c_{n m} t^{n} x^{m}=0 \quad \text { with } \quad c_{n, m} \in k
$$

such that if $c_{n m} \neq 0$, then $p \mid n$. On the other hand, since $k(t, x) / k(t)$ is separable, there exists $c_{n m} \neq 0$ such that $p \nmid m$. Therefore $x$ is separable over $k\left(t^{p}\right)$. Clearly we have $D^{(1)} \alpha=0$ for all $\alpha \in k\left(t^{p}\right)$. By Theorem 14.2.13, $\left.D\right|_{k\left(t^{p}\right)}$ can be extended uniquely to $k\left(x, t^{p}\right)$. Since $\left.D^{(1)}\right|_{k\left(x, t^{p}\right)}=0$ is one such extension, it follows that $D^{(1)} x=0$. This contradiction proves the theorem.

Theorem 14.2.20. Let $D$ and $F$ be two iterative differentials on the separably generated function field $K / k$. Assume that $D^{(1)} \not \equiv 0$ and $F^{(1)} \not \equiv 0$. Then there exists $z \in K$ such that $F$ is obtained from $D$ as in Proposition 14.2.17. More precisely, define

$$
\phi: K \rightarrow M=K[[u]]
$$

and

$$
\psi: K \rightarrow M=K[[v]]
$$

by $\phi(\alpha)(u)=\sum_{n=0}^{\infty} D^{(n)}(\alpha) u^{n}$ and $\psi(\alpha)(v)=\sum_{n=0}^{\infty} F^{(n)}(\alpha) v^{n}$. Then there exists $z \in K$ such that $D^{(1)} z \neq 0$ and if $v=h(u)=\sum_{n=1}^{\infty} D^{(n)}(z) u^{n}$, then $\psi(\alpha)(v)=$ $\phi(\alpha)(g(v))$, where $h(g(v))=v, g(h(u))=u$.

Proof. Let $x, y \in K$ be such that $D^{(1)} x \neq 0$ and $F^{(1)} y \neq 0$. Let $D_{x}$ and $D_{y}$ be the differentiations with respect to $x$ and $y$ respectively. By Theorem 14.2.19, $x$ and $y$ are separating elements of $K / k$. Thereby $k(x, y) / k(x)$ and $k(x, y) / k(y)$ are separable extensions.

Let $\sum_{n, m} c_{n, m} x^{n} y^{m}=0$ be an irreducible equation. Then there exist $c_{n, m} \neq 0$, $c_{n^{\prime}, m^{\prime}} \neq 0$ such that $p \nmid n, p \nmid m^{\prime}$, where char $K=p \geq 0$ (if $p=0$, the above condition is vacuous). Thus

$$
\sum_{n, m} n c_{n m} x^{n-1} y^{m}+D_{x}^{(1)}(y) \sum_{n, m} m c_{n, m} x^{n} y^{m-1}=0 .
$$

Since $\sum_{n, m} c_{n m} x^{n} y^{m}=0$ is irreducible, we have

$$
\sum_{n, m} n c_{n m} x^{n-1} y^{m} \neq 0 \quad \text { and } \quad \sum_{n, m} m c_{n, m} x^{n} y^{m-1} \neq 0
$$

Therefore $D_{x}^{(1)}(y)=-\frac{\sum n c_{n m} x^{n-1} y^{m}}{\sum m c_{n m} x^{n} y^{m-1}} \neq 0$.
Let $\theta: K \rightarrow M_{2}=K[[w]]$ and $\delta: K \rightarrow M_{3}=K[[t]]$ be defined by

$$
\theta(\alpha)(w)=\sum_{n=0}^{\infty} D_{x}^{(n)}(\alpha) w^{n} \quad \text { and } \quad \delta(\alpha)(t)=\sum_{n=0}^{\infty} D_{y}^{(n)}(\alpha) t^{n}
$$

Set $p(w)=\sum_{n=1}^{\infty} D_{x}^{(n)}(y) w^{n}$. Since $D_{x}^{(1)}(y) \neq 0$, by Lemma 14.2.16 there exists $\ell(t) \in M_{3}$ such that $(\ell \circ p) w=w$ and $(p \circ \ell)(t)=t$. By Proposition 14.2.17 we have $\delta(\alpha)(t)=\theta(\alpha)(\ell(t))$ and $\theta(\alpha)(w)=\delta(\alpha)(p(w))$.

Since $D^{(1)} x \neq 0$ and $F^{(1)} y \neq 0$, then by Lemma 14.2.16 and Proposition 14.2.17 we have the following: Assume that $w=h(u)=\sum_{n=1}^{\infty} D^{(n)}(x) u^{n}$ and $t=h_{1}(v)=\sum_{n=1}^{\infty} F^{(n)}(y) v^{n}$; then for $g$ and $g_{1}$ such that $g(h(u))=u, h(g(w))=w$ and $g_{1}\left(h_{1}(v)\right)=v, h_{1}\left(g_{1}(t)\right)=t$, we obtain

$$
\theta(\alpha)(w)=\phi(\alpha)(g(w)) \quad \text { and } \quad \delta(\alpha)(t)=\psi(\alpha)\left(g_{1}(t)\right)
$$

Therefore

$$
\psi(\alpha)(v)=\delta(\alpha)\left(h_{1}(v)\right)=\theta(\alpha)\left(\ell\left(h_{1}(v)\right)\right)=\phi(\alpha)\left(g\left(\ell\left(h_{1}(v)\right)\right)\right)=\phi(\alpha)\left(g_{2}(v)\right),
$$

where $g_{2}=g \circ \ell \circ h_{1}$ and $h_{2}=g_{1} \circ h \circ p$, then $\left(g_{2} \circ h_{2}\right)(u)=u$ and $\left(h_{2} \circ g_{2}\right)(v)=v$.

Corollary 14.2.21. If $K / k$ is a separably generated function field and $D$ is any iterative differential such that $D^{(1)} \not \equiv 0$, there exists $x \in K \backslash k$ such that $D=D_{x}$.
Proof. Let $z \in K$ be such that $D^{(1)} z \neq 0$. Assume that $v=h(u)=\sum_{n=1}^{\infty} D^{(n)}(z) u^{n}$ and $g \in K[[v]]$ satisfies $g(h(u))=u$ and $h(g(v))=v$. Then if $\phi: K \rightarrow K[[u]]$ is defined by $\phi(\alpha)(u)=\sum_{n=0}^{\infty} D^{(n)}(\alpha) u^{n}$, the differential $\psi: K \rightarrow K[[v]]$ given by

$$
\psi(\alpha)(v)=\phi(\alpha)(g(v))
$$

is of the form $D_{y}$ for some $y \in K$ (Corollary 14.2.18). Thus $\phi(\alpha)(u)=\psi(\alpha)(h(u))$ is also of the form $D_{x}$ for some $x \in K$

Remark 14.2.22. If $D_{x} y \neq 0$, then $D_{y} x \neq 0$. Furthermore, $D_{x}^{(1)}(y) D_{y}^{(1)}(x)=1$. This follows from Lemma 14.2.16 since if

$$
\phi: K \rightarrow K[[u]] \quad \text { is defined by } \quad \phi(\alpha)(u)=\sum_{n=0}^{\infty} D_{x}^{(n)}(\alpha) u^{n}
$$

then assuming $v=h(u)=\sum_{n=1}^{\infty} D_{x}^{(n)}(y) u^{n}$, we obtain

$$
g(v)=\sum_{n=1}^{\infty} a_{n} v^{n}, \quad \text { where } \quad a_{1}=\left(D_{x}^{(1)} y\right)^{-1}=D_{y}^{(1)} x
$$

Notation 14.2.23. If $D_{x} y \neq 0$, we write $\frac{d y}{d x}:=D_{x}^{(1)} y$, so that

$$
\frac{d x}{d y}=D_{y}^{(1)}(x)=\left(D_{x}^{(1)}(y)\right)^{-1}=\left(\frac{d y}{d x}\right)^{-1}
$$

Remark 14.2.24. If $x, y$ are two separating elements of $K / k$ and if $F(x, y)=0$ is an irreducible equation, then using the proof of Theorem 14.2.20 we obtain

$$
D_{x}^{(1)} y=-\frac{\frac{\partial F}{\partial x}(x, y)}{\frac{\partial F}{\partial y}(x, y)}
$$

where $\frac{\partial F}{\partial x}, \frac{\partial F}{\partial y}$ denote the usual partial derivatives. That is, if $F(x, y)=\sum_{n, m} c_{n, m} x^{n} y^{m}$, then

$$
\frac{\partial F}{\partial x}(x, y)=\sum_{n, m} n c_{n, m} x^{n-1} y^{m} \quad \text { and } \quad \frac{\partial F}{\partial y}(x, y)=\sum_{n, m} m c_{n, m} x^{n} y^{m-1}
$$

### 14.2.2 The Wronskian

In the classical case, given a basis of the holomorphic differentials, the zeros of the Wronskian determinant are the so-called Weierstrass points. These points depend only on the function field, or equivalently, on the Riemann surface [34,36]. Since the Weierstrass points are field invariants, they were used by Weierstrass and others to study the group of automorphisms of a function field over $\mathbb{C}[70,117,162]$. It was noticed that the Weierstrass points were often related to the branch (ramified) points. H. L. Schmid [135] assumed that the behavior of the Weierstrass points was the same in characteristic $p>0$ as in characteristic 0 . Then he deduced that any ramified prime divisor in a Galois extension of degree $p$ of a rational function field $k(x)$, where $k$ is algebraically closed of characteristic $p$, is a Weierstrass point. However, the behavior in characteristic $p$ of the Wronskian determinant differs from the characteristic 0 case.
F. K. Schmidt was the first to study the Wronskian and the Weierstrass points in characteristic greater than 0 . Here we present the theory of the Wronskian and Weierstrass points for any function field over an algebraically closed field of constants. We follow very closely the original papers of Schmidt [138, 139].

In this section we consider an iterative differentiation $D$ on $K / k$ such that if $D^{(n)} a=0$ for all $n \geq 1$, then $a \in k$ and $D^{(1)} \not \equiv 0$.

Proposition 14.2.25. Let $\left\{y_{0}, \ldots, y_{n}\right\} \subseteq K$ be linearly independent over $k$. For $0 \leq$ $i \leq n$, put

$$
Y_{i}:=\phi\left(y_{i}\right)=\sum_{n=0}^{\infty} D^{(n)}\left(y_{i}\right) u^{n}
$$

Then $\left\{Y_{0}, \ldots, Y_{n}\right\} \subseteq K[[u]]$ is linearly independent over $K$.
Proof. Suppose for the sake of contradiction that $\left\{Y_{0}, \ldots, Y_{n}\right\}$ is linearly dependent over $K$. Then we may assume that $\left\{Y_{1}, \ldots, Y_{r}\right\}$ is linearly independent over $K$ and $\left\{Y_{0}, Y_{1}, \ldots, Y_{r}\right\}$ is linearly dependent over $K$. Let $a_{i} \in K$ be such that $Y_{0}=\sum_{i=1}^{r} a_{i} Y_{i}$. In particular, we have

$$
\begin{equation*}
D^{(n)} y_{0}=\sum_{i=1}^{r} a_{i} D^{(n)} y_{i} \quad \text { for } \quad n \geq 0 \tag{14.15}
\end{equation*}
$$

Applying the operator $D^{(m)}$ to (14.15) we obtain

$$
D^{(m)} \circ D^{(n)} y_{0}=\sum_{i=1}^{r} D^{(m)}\left(a_{i} D^{(n)} y_{i}\right)=\sum_{i=1}^{r} \sum_{j=0}^{m} D^{(m-j)}\left(a_{i}\right) D^{(j)} D^{(n)}\left(y_{i}\right)
$$

Using the iterative rule, we obtain

$$
\begin{aligned}
& \binom{n+m}{n} D^{(n+m)}\left(y_{0}\right)=\sum_{i=1}^{r} \sum_{j=0}^{m}\binom{n+j}{n} D^{(m-j)}\left(a_{i}\right) D^{(n+j)}\left(y_{i}\right) \\
& \quad=\sum_{i=1}^{r} \sum_{j=0}^{m-1}\binom{n+j}{n} D^{(n-j)}\left(a_{i}\right) D^{(n+j)}\left(y_{i}\right)+\binom{n+m}{n} \sum_{i=1}^{r} a_{i} D^{(n+m)}\left(y_{i}\right) .
\end{aligned}
$$

Applying (14.15) to $n+m$, we get

$$
\begin{equation*}
0=\sum_{i=1}^{r} \sum_{j=0}^{m-1}\binom{n+j}{n} D^{(m-j)}\left(a_{i}\right) D^{(n+j)}\left(y_{i}\right) \tag{14.16}
\end{equation*}
$$

For $m=1,2, \ldots$ in (14.16) we obtain

$$
\begin{aligned}
m=1: \quad 0 & =\sum_{i=1}^{r} D^{(1)}\left(a_{i}\right) D^{(n)}\left(y_{i}\right) \quad \text { for } \quad n \geq 0 \\
m=2: \quad 0 & =\sum_{i=1}^{r} D^{(2)}\left(a_{i}\right) D^{(n)}\left(y_{i}\right)+\binom{n+1}{n} \sum_{i=1}^{r} D^{(1)}\left(a_{i}\right) D^{(n+1)}\left(y_{i}\right) \\
& =\sum_{i=1}^{r} D^{(2)}\left(a_{i}\right) D^{(n)}\left(y_{i}\right), \quad \text { for } \quad n \geq 0
\end{aligned}
$$

It follows by induction that $0=\sum_{i=1}^{r} D^{(m)}\left(a_{i}\right) D^{(n)}\left(y_{i}\right)$ for any $m \geq 1$ and any $n \geq 0$. Therefore we have

$$
\left(D^{(m)}\left(a_{1}\right)\right) Y_{1}+\cdots+\left(D^{(m)}\left(a_{r}\right)\right) Y_{r}=0 \quad \text { for each } \quad m \geq 1
$$

Since $\left\{Y_{1}, \ldots, Y_{r}\right\}$ is linearly independent over $K$, we have $D^{(m)}\left(a_{i}\right)=0$ for all $m \geq 1$ and all $i$. Thus $a_{i} \in k$, and since $Y_{0}=\sum_{i=1}^{r} a_{i} Y_{i}$ it follows that $y_{0}=\sum_{i=1}^{r} a_{i} y_{i}, a_{i} \in k$. Hence $\left\{y_{0}, \ldots, y_{r}\right\}$ is not linearly independent over $k$. This contradiction shows that $\left\{Y_{0}, \ldots, Y_{n}\right\}$ is linearly independent over $K$.

Theorem 14.2.26. If $\left\{y_{0}, \ldots, y_{n}\right\}$ is linearly independent over $k$, then there exist $n$ integer numbers $m_{1}, \ldots, m_{n}$ such that $0<m_{1}<m_{2}<\cdots<m_{n}$ and

$$
\Delta_{m_{1}, \ldots, m_{n}}\left(y_{0}, \ldots, y_{n}\right)=\operatorname{det}\left[\begin{array}{ccc}
y_{0} & \cdots & y_{n}  \tag{14.17}\\
D^{\left(m_{1}\right)}\left(y_{0}\right) & \cdots & D^{\left(m_{1}\right)}\left(y_{n}\right) \\
\vdots & \cdots & \vdots \\
D^{\left(m_{n}\right)}\left(y_{0}\right) & \cdots & D^{\left(m_{n}\right)}\left(y_{n}\right)
\end{array}\right] \neq 0
$$

Proof. By Proposition 14.2.25 the $(n+1)$ power series

$$
\begin{aligned}
& Y_{0}=y_{0}+D^{(1)}\left(y_{0}\right) u+\cdots+D^{(m)}\left(y_{0}\right) u^{m}+\cdots \\
& \begin{array}{llllllll}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array} \\
& Y_{n}=y_{n}+D^{(1)}\left(y_{n}\right) u+\cdots+D^{(m)}\left(y_{n}\right) u^{m}+\cdots
\end{aligned}
$$

form a linearly independent set over $K$. Thus the rank of the matrix $\left[D^{(m)}\left(y_{i}\right)\right]_{0 \leq m \leq \infty}^{0 \leq i \leq n}$ is $n+1$. The result follows.

We write $\tilde{y}=\left(\begin{array}{c}y_{0} \\ \vdots \\ y_{n}\end{array}\right)$ and $D^{(m)} \tilde{y}:=\left(\begin{array}{c}D^{(m)}\left(y_{0}\right) \\ \vdots \\ D^{(m)}\left(y_{n}\right)\end{array}\right)$. Define integers $\varepsilon_{0}, \ldots, \varepsilon_{n}$ as follows: Set $\varepsilon_{0}=0$ and if $\varepsilon_{1}, \ldots, \varepsilon_{i}$ have been defined and $i \leq n-1$, let $\varepsilon_{i+1}=$ $\min \left\{j \in \mathbb{N} \mid D^{\left(\varepsilon_{i+1}\right)}(\widetilde{y})\right.$ is linearly independent from $\left.D^{\left(\varepsilon_{0}\right)} \widetilde{y}, \ldots, D^{\left(\varepsilon_{i}\right)} \widetilde{y}\right\}$. Thus $\varepsilon_{0}<$ $\varepsilon_{1}<\ldots<\varepsilon_{n}$, and $\left\{\varepsilon_{0}, \ldots, \varepsilon_{n}\right\}$ is minimal satisfying Theorem 14.2.26.

Definition 14.2.27. Let $\left\{\varepsilon_{0}, \ldots, \varepsilon_{n}\right\}$ and $\left\{y_{0}, \ldots, y_{n}\right\}$ be as above. Then

$$
W:=\Delta_{\varepsilon_{1}, \ldots, \varepsilon_{n}}\left(y_{0}, \ldots, y_{n}\right)
$$

is called the Wronskian determinant. The set $\left\{\varepsilon_{0}, \varepsilon_{1}, \ldots, \varepsilon_{n}\right\}$ is called the order of $\tilde{y}=\left(\begin{array}{c}y_{0} \\ \vdots \\ y_{n}\end{array}\right)$ with respect to $D$ and each $\varepsilon_{i}$ is called an order of $\tilde{y}$.

Proposition 14.2.28 (Matzat). Let $\left\{\alpha_{0}, \ldots, \alpha_{n}\right\}$ be natural numbers such that $0 \leq$ $\alpha_{0}<\alpha_{1}<\cdots<\alpha_{n}$ and $\Delta_{\alpha_{0}, \ldots, \alpha_{n}}\left(y_{0}, \ldots, y_{n}\right) \neq 0$. Then $\varepsilon_{i} \leq \alpha_{i}$ for $0 \leq i \leq n$.

Proof. Assume that there exists $r \in\{1, \ldots, n\}$ such that $\varepsilon_{i} \leq \alpha_{i}, 0 \leq i \leq r-1$, and $\alpha_{r}<\varepsilon_{r}$. By the definition of $\varepsilon_{i}$ the rank of

$$
\left[D^{(0)}(\tilde{y}), \ldots, D^{\left(\varepsilon_{1}\right)}(\tilde{y})\right]^{T}
$$

is 2 , the rank of

$$
\left[D^{(0)}(\widetilde{y}), \ldots, D^{\left(\varepsilon_{1}\right)}(\widetilde{y}), D^{\left(\varepsilon_{1}+1\right)}(\widetilde{y}), \ldots, D^{\left(\varepsilon_{2}\right)}(\widetilde{y})\right]^{T}
$$

is 3 , and so on. In particular, the rank of

$$
\left[D^{(0)}(\tilde{y}), D^{(1)}(\tilde{y}), \ldots, D^{\left(\varepsilon_{r}-1\right)}(\tilde{y})\right]^{T}
$$

is $r$. It follows that the rank of $\left[D^{\left(\alpha_{0}\right)}(\widetilde{y}), \ldots, D^{\left(\alpha_{r}\right)}(\widetilde{y})\right]$ is at most $r$, a contradiction. Thus $\varepsilon_{i} \leq \alpha_{i}$ for $0 \leq i \leq n$.

Now assume that $\left\{y_{0}, \ldots, y_{n}\right\}$ is a linearly independent set over $k$ and $V$ is the $k$ vector space generated by $\left\{y_{0}, \ldots, y_{n}\right\}$. If $\left\{z_{0}, \ldots, z_{n}\right\}$ is another basis of $V$, consider the matrix $A$ defined by

$$
z_{i}=\sum_{j=0}^{n} a_{i j} y_{j} \quad \text { for } \quad i=0, \ldots, n \quad \text { and } \quad a_{i j} \in k
$$

Then $D^{(m)} z_{i}=\sum_{j=0}^{n} a_{i j} D^{(m)} y_{j}$ for all $m \geq 0$. Hence
Proposition 14.2.29. Whenever $0=\alpha_{0}<\alpha_{1}<\cdots<\alpha_{n}$, we have

$$
\Delta_{\alpha_{1}, \ldots, \alpha_{n}}\left(z_{0}, \ldots, z_{n}\right)=(\operatorname{det} A) \Delta_{\alpha_{1}, \ldots, \alpha_{n}}\left(y_{0}, \ldots, y_{n}\right)
$$

A consequence of the latter is that the Wronskian determinant is an invariant of the space $V=\sum_{i=1}^{n} k y_{i}$.

The Wronskian determinant can be determined with the help of the power series (14.11).

Definition 14.2.30. Two integral domains $P, P_{1}$ with iterative differentiations $D$ and $D_{1}$ respectively are called differentially isomorphic if there exists a ring isomorphism $\theta: P \rightarrow P_{1}$ such that $\theta\left(D^{(n)} y\right)=D_{1}^{(n)}(\theta(y))$ for all $y \in P, n \in \mathbb{Z}, n \geq 0$.

Now for $K / k$ and $M=K[[u]]$, let $T=\phi(K) \subseteq M$, where $\phi$ is given by (14.11), that is, $\phi(y)=\sum_{n=0}^{\infty}\left(D^{(n)} y\right) u^{n}$. Define $D_{u}^{(n)}$ in $T$ by

$$
D_{u}^{(n)}\left(\sum_{m=0}^{\infty} a_{m} u^{m}\right)=\sum_{m=n}^{\infty}\binom{m}{n} a_{m} u^{m-n}
$$

Then by Proposition 14.2.12, $K$ and $T$ are differentially isomorphic (recall that we are assuming $D$ to be iterative). Note that if

$$
\begin{equation*}
D_{u}^{(n)}(z)=0 \quad \text { for all } n \geq 1, \quad \text { then } \quad z \in K \tag{14.18}
\end{equation*}
$$

Definition 14.2.31. Let $z_{0}, \ldots, z_{n} \in M$. We define the Wronskian determinant of $\left\{z_{0}, \ldots, z_{n}\right\}$ by

$$
\Delta_{\varepsilon_{1}, \ldots, \varepsilon_{n}}\left(z_{0}, \ldots, z_{n}\right):=\operatorname{det}\left[\begin{array}{ccc}
D_{u}^{(0)}\left(z_{0}\right) & \cdots & D_{u}^{(0)}\left(z_{n}\right) \\
D_{u}^{\left(\varepsilon_{1}\right)}\left(z_{0}\right) & \cdots & D_{u}^{\left(\varepsilon_{1}\right)}\left(z_{n}\right) \\
\vdots & & \vdots \\
D_{u}^{\left(\varepsilon_{n}\right)}\left(z_{0}\right) & \cdots & D_{u}^{\left(\varepsilon_{n}\right)}\left(z_{n}\right)
\end{array}\right]
$$

For $n+1$ linearly independent power series $\left\{z_{0}, \ldots, z_{n}\right\}$ over $K$, the Wronskian determinant of $z_{0}, \ldots, z_{n}$ will be denoted by $\Delta\left(z_{0}, \ldots, z_{n}\right)$.

Now, $T$ and $K$ are differentially isomorphic, so if $\left\{y_{0}, \ldots, y_{n}\right\} \subseteq K$ and $\phi\left(y_{i}\right)=$ $Y_{i}$ for $0 \leq i \leq n$, then since $D$ is iterative we have

$$
\phi\left(\Delta_{\varepsilon_{0}, \ldots \varepsilon_{n}}\left(y_{0}, \ldots, y_{n}\right)\right)=\Delta_{\varepsilon_{1}, \ldots, \varepsilon_{n}}\left(Y_{0}, \ldots, Y_{n}\right)
$$

Thus

$$
\begin{equation*}
\Delta_{\varepsilon_{1}, \ldots, \varepsilon_{n}}\left(Y_{0}, \ldots, Y_{n}\right) \equiv \Delta_{\varepsilon_{1}, \ldots, \varepsilon_{n}}\left(y_{0}, \ldots, y_{n}\right) \quad \bmod u \tag{14.19}
\end{equation*}
$$

whenever $0<\varepsilon_{1}<\cdots<\varepsilon_{n}$.
If $\left\{y_{0}, \ldots, y_{n}\right\}$ is a linearly independent set over $k$, then by Proposition 14.2.25, $\left\{Y_{0}, \ldots, Y_{n}\right\}$ is linearly independent. It follows that $\Delta\left(y_{0}, \ldots, y_{n}\right)$ and $\Delta\left(Y_{0}, \ldots, Y_{n}\right)$ have the same orders. Thus $\Delta\left(Y_{0}, \ldots, Y_{n}\right)$ is the minimal set, ordered in lexicographic order, such that

$$
\Delta_{\varepsilon_{1}, \ldots, \varepsilon_{n}}\left(Y_{0}, \ldots, Y_{n}\right) \not \equiv 0 \quad \bmod u
$$

Now we define the $K$-vector space $\mathcal{U}$ generated by $\left\{Y_{0}, \ldots, Y_{n}\right\}$. For any other basis $\left\{Z_{0}, \ldots, Z_{n}\right\}$ of $\mathcal{U}$, it follows from Proposition 14.2.29 that the Wronskian determinants $\Delta\left(Y_{0}, \ldots, Y_{n}\right)$ and $\Delta\left(Z_{0}, \ldots, Z_{n}\right)$ have the same orders. We may choose a basis $\left\{Z_{0}, \ldots, Z_{n}\right\}$ of $\mathcal{U}$ such that

$$
\begin{equation*}
Z_{j}=u^{h_{j}}+\sum_{n=h_{j}+1}^{\infty} a_{n}^{(j)} u^{n} \quad \text { for } \quad 0 \leq j \leq n \tag{14.20}
\end{equation*}
$$

with $0 \leq h_{0}<h_{1}<\cdots<h_{n}$. Note that $h_{0}$ is the greatest integer such that $u^{h_{0}}$ divides every element of $\mathcal{U}$, and in general, $h_{i+1}$ is the maximum integer such that $u^{h_{i+1}}$ divides every element of $\mathcal{U}$ that is divisible by $u^{h_{i}+1}$. Therefore $h_{0}, \ldots, h_{n}$ are invariants of the vector space $\mathcal{U}$.

Definition 14.2.32. The powers $u^{h_{i}}, 0 \leq i \leq n$, are called the Hermitian invariants of $\mathcal{U}$ and the basis given in (14.20) is called a Hermitian basis of $\mathcal{U}$ over $K$.

Since the $Y_{i}$ 's are the power series corresponding to the $y_{i}$ 's, it follows that $h_{0}=0$.

Proposition 14.2.33. If $\left\{Z_{0}, \ldots, Z_{n}\right\}$ is a Hermitian basis of $\mathcal{U} / K$, with respective coefficients of highest degree satisfying $0<h_{1}<\cdots<h_{n}$, then

$$
\Delta_{h_{1}, \ldots, h_{n}}\left(Z_{0}, \ldots, Z_{n}\right) \equiv 1 \quad \bmod u
$$

Proof. Using the definition of the Hermitian basis and $D_{u}^{(n)}$ given in (14.18) we obtain immediately that $D_{u}^{\left(h_{i}\right)} Z_{j}$ is congruent to 1 or 0 modulo $u$, depending on whether $i=j$ or $i<j$ respectively. Therefore

$$
\Delta_{h_{1}, \ldots, h_{n}}\left(Z_{0}, \ldots, Z_{n}\right) \equiv \operatorname{det}\left[\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{array}\right] \bmod u \equiv 1 \bmod u
$$

Proposition 14.2.34. If $\left\{Z_{0}, \ldots, Z_{n}\right\}$ is a Hermitian basis of $\mathcal{U}$ over $K$ with leading coefficients $0=h_{0}<h_{1}<\cdots<h_{n}$, then if $0=v_{0}<v_{1}<\cdots<v_{n}$ are such that for some $1 \leq r \leq n, v_{j}-h_{j}=0$ for $0 \leq j \leq r-1$ and $v_{r}-h_{r}<0$, we have

$$
D_{v_{1}, \ldots, v_{n}}\left(Z_{0}, \ldots, Z_{n}\right) \equiv 0 \quad \bmod u
$$

Proof. It follows from the form of $Z_{r}$ and the definition of $D_{u}^{\left(v_{r}\right)}$ that $D_{u}^{\left(v_{r}\right)}\left(z_{r}\right) \equiv 0$ $\bmod u$. Thus

$$
\Delta_{v_{1}, \ldots, v_{n}}\left(z_{0}, \ldots, z_{n}\right) \equiv \operatorname{det}\left[\begin{array}{cccccccc}
1 & 0 & & 0 & 0 & 0 & \cdots & 0 \\
0 & 1 & & 0 & 0 & 0 & \cdots & 0 \\
& \ddots & \ddots & & \ddots & & \\
0 & 0 & & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & & 0 & 0 & 0 & \cdots & 0 \\
& \cdots & \cdots & & \cdots & &
\end{array}\right] \equiv 0 \bmod u
$$

Theorem 14.2.35. Let $Y_{0}, \ldots, Y_{n}$ be the power series associated to the functions $y_{0}, \ldots, y_{n}$, that is, $Y_{i}:=\phi\left(y_{i}\right)$ for $0 \leq i \leq n$. Then the orders of the Wronskian determinant $\Delta\left(y_{0}, \ldots, y_{n}\right)$ are precisely the Hermitian invariants of $\mathcal{U}$ the $K$-vector space generated by $\left\{Y_{0}, \cdots, Y_{n}\right\}$.

Furthermore, assume that $\left\{Z_{0}, \ldots, Z_{n}\right\}$ is a Hermitian basis of $\mathcal{U}$. Let $A \in$ $M_{n+1}(K)$ be the change of basis matrix, i.e., $Y_{i}=A Z_{i}$ for $0 \leq i \leq n$. Then

$$
\Delta\left(y_{0}, \ldots, y_{n}\right)=\operatorname{det} A
$$

Proof. By (14.19), the orders of the Wronskian determinant $\Delta\left(y_{0}, \ldots, y_{n}\right)$ are the same as those of $\Delta\left(Y_{0}, \ldots, Y_{n}\right)$. Moreover, by Proposition 14.2.29, these orders are equal to those of $\Delta\left(Z_{0}, \ldots, Z_{n}\right)$. Finally, by Propositions 14.2.33 and 14.2.34 the orders of the Wronskian determinant are equal to the Hermitian invariants of $\mathcal{U}$.

$$
\text { Since }\left(\begin{array}{c}
Y_{0} \\
\vdots \\
Y_{n}
\end{array}\right)=A\left(\begin{array}{c}
Z_{0} \\
\vdots \\
Z_{n}
\end{array}\right) \text {, we have }
$$

$$
\Delta\left(Y_{0}, \ldots, Y_{n}\right)=\operatorname{det}(A) \Delta\left(Z_{0}, \ldots, Z_{n}\right)
$$

It follows by Proposition 14.2 .33 that $\Delta\left(Y_{0}, \ldots, Y_{n}\right) \equiv \operatorname{det}(A) \bmod u$. On the other hand, using (14.19) we obtain

$$
\Delta\left(Y_{0}, \ldots, Y_{n}\right) \equiv \Delta\left(y_{0}, \ldots, y_{n}\right) \bmod u
$$

These two congruence relations yield $\Delta\left(y_{0}, \ldots, y_{n}\right)=\operatorname{det} A$.
Now we study the Wronskian determinant relative to two (iterative) differentiations on $K / k$. By Corollary 14.2.21 these differentials are of the forms $D_{x}$ and $D_{y}$. Let $\left\{z_{0}, \ldots, z_{n}\right\}$ be a linearly independent set over $k$. Let $W_{x}\left(z_{0}, \ldots, z_{n}\right)$ and $W_{y}\left(z_{0}, \ldots, z_{n}\right)$ be the Wronskian determinants with respect to $D_{x}$ and $D_{y}$ respectively.

Theorem 14.2.36. $W_{x}\left(z_{0}, \ldots, z_{n}\right)$ and $W_{y}\left(z_{0}, \ldots, z_{n}\right)$ have the same set of orders $\left\{\mu_{0}, \mu_{1}, \ldots, \mu_{n}\right\}$ with $0=\mu_{0}<\mu_{1}<\cdots<\mu_{n}$. Furthermore,

$$
W_{x}\left(z_{0}, \ldots, z_{n}\right)=W_{y}\left(z_{0}, \ldots, z_{n}\right)\left(D_{x}^{(1)}(w)\right)^{\mu_{0}+\cdots+\mu_{n}}
$$

for some $w \in K$ such that $D_{x}^{(1)}(w) \neq 0$.
Proof. Let $\phi: K \rightarrow M=K[[u]]$ and $\psi: K \rightarrow M_{1}=K[[v]]$ be given by

$$
\phi(\alpha)(u)=\sum_{n=0}^{\infty} D_{x}^{(n)}(\alpha) u^{n} \quad \text { and } \quad \psi(\alpha)(v)=\sum_{v=0}^{\infty} D_{y}^{(n)}(\alpha) v^{n}
$$

For $0 \leq i \leq n$, put $Z_{i u}:=\phi\left(z_{i}\right)$ and $Z_{i v}:=\psi\left(z_{i}\right)$. Consider the $K$-vector spaces $\mathfrak{M}$ and $\mathfrak{N}$ generated by $\left\{Z_{i u}\right\}_{i=0}^{n}$ and $\left\{Z_{i v}\right\}_{i=0}^{n}$ respectively.

Let $w \in K$ be such that $D_{x}^{(1)} w \neq 0$, given by Theorem 14.2.20 and $v=h(u)=$ $\sum_{n=1}^{\infty} D_{x}^{(n)}(w) u^{n}$ be such that $\psi(\alpha)(v)=\phi(\alpha)(g(v))$ with $g(v)=u$.

Clearly $\mathfrak{N}$ is obtained from $\mathfrak{M}$ by means of the substitution $u=g(v)$.
Let

$$
\begin{aligned}
& \mathcal{U}_{0}=1+\sum_{m=1}^{\infty} a_{m}^{(0)} u^{m}, \\
& \mathcal{U}_{1}=u^{\mu_{1}}+\sum_{m=\mu_{1}+1}^{\infty} a_{m}^{(1)} u^{m}, \\
& \mathcal{U}_{i}=u^{\mu_{i}}+\sum_{m=\mu_{i}+1}^{\infty} a_{m}^{(i)} u^{m}, \\
& \mathcal{U}_{n}=u^{\mu_{n}}+\sum_{m=\mu_{n}+1}^{\infty} a_{m}^{(n)} u^{m}
\end{aligned}
$$

be the elements of a Hermitian basis of $\mathfrak{M}$ over $K$. Using the substitution $u=$ $g(v), v=h(u)$, we obtain the Hermitian basis $\left\{W_{0}, \ldots, W_{n}\right\}$ of $\mathfrak{N} / K$ with $W_{i}=$ $\left(D_{x}^{(1)}(w)\right)^{\mu_{i}} \mathcal{U}_{i}(g(v))$ for $0 \leq i \leq n$. Let $A$ be the matrix defined by $Z_{i u}=A \mathcal{U}_{i}$ for $0 \leq i \leq n$, and $B$ the matrix defined by $Z_{i v}=B W_{i}$ for $0 \leq i \leq n$. Then $B W_{i}=Z_{i v}=Z_{i u}(g(v))=A \mathcal{U}_{i}(g(v))=A\left(D_{x}^{(1)}(w)\right)^{-\mu_{i}} W_{i}$. Hence

$$
B=\left[\begin{array}{ccc}
\left(D_{x}^{(1)}(w)\right)^{-\mu_{0}} & & 0 \\
& \ddots & \\
0 & & \left(D_{x}^{(1)}(w)\right)^{-\mu_{n}}
\end{array}\right] A
$$

By Theorem 14.2.35 we have

$$
W_{x}\left(z_{0}, \ldots, z_{n}\right)=\operatorname{det} A \quad \text { and } \quad W_{y}\left(z_{0}, \ldots, z_{n}\right)=\operatorname{det} B
$$

Thus

$$
\begin{aligned}
W_{y}\left(z_{0}, \ldots, z_{n}\right) & =\operatorname{det} B=\left(D_{x}^{(1)}(w)\right)^{-\left(\mu_{0}+\cdots+\mu_{n}\right)} \operatorname{det} A \\
& =\left(D_{x}^{(1)}(w)\right)^{-\left(\mu_{0}+\cdots+\mu_{n}\right)} W_{x}\left(z_{0}, \ldots, z_{n}\right)
\end{aligned}
$$

Remark 14.2.37. Note that $x$ and $y$ are separating elements (because $D_{x}^{(1)} x=D_{y}^{(1)} y=$ 1). In particular, $D_{y}^{(1)} x$ is nonzero. Indeed, assume otherwise. Then $\left.D_{y}^{(1)}\right|_{k(x)}=0$. It follows that $\left.D_{y}^{(n)}\right|_{k(x)}=0$ for all $n \geq 1$. Thus the extension of $\left.D_{y}\right|_{k(x)}$ to $k(x, y)$ satisfies $D_{y}^{(1)}(y)=0$. The element $w$ given in the proof of Theorem 14.2 .36 is the one that transforms $D_{x}$ into $D_{y}$. This element is $w=D_{x}^{(1)} y=\frac{d y}{d x}$. In particular, we have

$$
\begin{equation*}
W_{x}\left(z_{0}, \ldots, z_{n}\right)=\left(\frac{d y}{d x}\right)^{\mu_{0}+\mu_{1}+\cdots+\mu_{n}} W_{y}\left(z_{0}, \ldots, z_{n}\right) \tag{14.21}
\end{equation*}
$$

Now we investigate the arithmetic of the orders of the Wronskian determinant. We fix an iterative differentiation $D$ on $K / k$ such that $D^{(n)} a=0$ for all $n \geq 1$ and $a \in k$, and such that there exists $x \in K$ satisfying $D^{(1)} x \neq 0$.

We need to consider the cases of characteristic 0 and $p>0$.
Definition 14.2.38. Let $p$ be a rational prime and $n, m \in \mathbb{N} \cup\{0\}$. We define the $p$-adic order in $\mathbb{N} \cup\{0\}$ by setting $n \leq_{p} m$ if and only if the $p$-adic coefficients of $n$ are less than or equal to those of $m$. More precisely, let

$$
n=\sum_{i=0}^{r} a_{i} p^{i} \quad \text { and } \quad m=\sum_{i=0}^{r} b_{i} p^{i} \quad \text { for } \quad 0 \leq a_{i}, b_{i} \leq p-1 \quad \text { and } \quad 0 \leq i \leq r .
$$

Then $n \leq_{p} m$ if and only if $a_{i} \leq b_{i}$ for all $i=0, \ldots, r$.
For $p=0$, we may define $n \leq_{0} m$ as the usual order in $\mathbb{N} \cup\{0\}$.

Lemma 14.2.39. Let $n, m \in \mathbb{N} \cup\{0\}$. Then $p$ does not divide $\binom{n}{m}$ if and only if $m \leq{ }_{p} n$ (for $p=0$ this may be viewed as the equivalence between $\binom{n}{m} \neq 0$ and $m \leq n$ ).

Proof. Let $p(t)=(1+t)^{n} \in F(t)$, where $F$ is any field of characteristic $p$.
We have $p(t)=(1+t)^{n}=\sum_{m=0}^{n}\binom{n}{m} t^{m}$. Then $p \nmid\binom{n}{m}$ if and only if $t^{m}$ appears in the expansion of $p(t)$.

Let $n=a_{0}+a_{1} p+\cdots+a_{r} p^{r}$ for $0 \leq a_{j} \leq p-1$ and $0 \leq j \leq r$. Then

$$
p(t)=(1+t)^{n}=\prod_{j=0}^{r}(1+t)^{a_{j} p^{j}}=\prod_{j=0}^{r}\left(1+t^{p^{j}}\right)^{a_{j}}
$$

and $\left(1+t^{p_{j}}\right)^{a_{j}}=\sum_{i_{j}=0}^{a_{j}}\binom{a_{j}}{i_{j}} t^{i_{j}} p^{j}$. Therefore the powers $t^{m}$ with nonzero coefficient in $p(t)$ are those of the form $i_{0}+i_{1} p+\cdots+i_{r} p^{r}$ with $0 \leq i_{j} \leq a_{j}$ and $0 \leq j \leq r$. This proves the lemma.

Theorem 14.2.40. Let char $k=p \geq 0$ and let $\varepsilon$ be an order of $W_{x}\left(z_{0}, \ldots, z_{n}\right)$. Then if $\mu \leq_{p} \varepsilon, \mu$ is an order of $W_{x}\left(z_{0}, \ldots, z_{n}\right)$.

Proof. Let $\mathfrak{M}=Z_{0} K+\cdots+Z_{n} K$, where as usual, each $Z_{i}=\phi\left(z_{i}\right)$ is the power series associated to $z_{i}$. For $0 \leq i \leq n$, let

$$
\mathfrak{W}_{i}=u^{h_{i}}+\sum_{m=h_{i}+1}^{\infty} a_{m}^{(i)} u^{m}
$$

be a Hermitian basis of $\mathfrak{M}$. The orders of $\Delta\left(\mathfrak{W}_{0}, \ldots, \mathfrak{W}_{n}\right)$ are precisely $h_{0}, \ldots, h_{n}$ with $0=h_{0}<h_{1}<\cdots<h_{n}$ and these are also the orders of $W_{x}\left(z_{0}, \ldots, z_{n}\right)$. We write $\mathcal{U}_{j}^{(m)}=D_{u}^{(m)} Z_{j}$ and $U^{(m)}=\left(\mathcal{U}_{0}^{(m)}, \ldots, \mathcal{U}_{n}^{(m)}\right)$.

Suppose that $\varepsilon \in\left\{h_{1}, \ldots, h_{n}\right\}, 0 \neq \mu \leq_{p} \varepsilon$ and $\mu \notin\left\{h_{1}, \ldots, h_{n}\right\}$. Then $\left\{U^{(0)}, \ldots, U^{\left(h_{r}\right)}, U^{(\mu)}\right\}$ is linearly dependent over $K$, where $h_{r}<\mu<h_{r+1}=\varepsilon$. Now let

$$
\mathcal{U}=u^{\varepsilon}+\sum_{m=\varepsilon+1}^{\infty} b_{m} u^{m}
$$

be any power series starting at $u^{\varepsilon}$. Then

$$
\mathcal{U}^{(\mu)}=\binom{\varepsilon}{\mu} u^{\varepsilon-\mu}+\sum_{m=\varepsilon+1}^{\infty}\binom{m}{\mu} b_{m} u^{m-\mu}
$$

By Lemma 14.2.39, $p$ does not divide $\binom{\varepsilon}{\mu}$. Hence $\mathcal{U}^{(\mu)}=\binom{\varepsilon}{\mu} u^{\varepsilon-\mu} W$ with $W \equiv$ $1 \bmod u$. On the other hand, $u^{\varepsilon-\mu+1}$ divides $\mathcal{U}^{\left(h_{i}\right)}$ for $0 \leq i \leq r$. Hence $\mathcal{U}^{\left(h_{i}\right)}=$ $\binom{\varepsilon}{\mu} u^{\varepsilon-\mu} W_{i}$ with $W_{i} \equiv 0 \bmod u$ for $0 \leq i \leq r$.

Therefore we have

$$
\operatorname{det}\left[\begin{array}{cccc}
\mathcal{U}_{0} & \cdots & \mathcal{U}_{r} & \mathcal{U} \\
\mathcal{U}_{0}^{\left(h_{1}\right)} & \cdots & \mathcal{U}_{r}^{\left(h_{1}\right)} & \mathcal{U}^{\left(h_{1}\right)} \\
\vdots & & \vdots & \vdots \\
\mathcal{U}_{0}^{\left(h_{r}\right)} & \cdots & \mathcal{U}_{r}^{\left(h_{r}\right)} & \mathcal{U}^{\left(h_{r}\right)} \\
\mathcal{U}_{0}^{(\mu)} & \cdots & \mathcal{U}_{r}^{(\mu)} & \mathcal{U}^{(\mu)}
\end{array}\right]=\binom{\varepsilon}{\mu} u^{\varepsilon-\mu} \operatorname{det}\left[\begin{array}{cccc}
\mathcal{U}_{0} & \cdots & \mathcal{U}_{r} & W_{0} \\
\mathcal{U}_{0}^{\left(h_{1}\right)} & \cdots & \mathcal{U}_{r}^{\left(h_{1}\right)} & W_{1} \\
\vdots & & \vdots & \vdots \\
\mathcal{U}_{0}^{\left(h_{r}\right)} & \cdots & \mathcal{U}_{r}^{\left(h_{r}\right)} & W_{r} \\
\mathcal{U}_{0}^{(\mu)} & \cdots & \mathcal{U}_{r}^{(\mu)} & W
\end{array}\right]
$$

and

$$
\operatorname{det}\left[\begin{array}{cccc}
\mathcal{U}_{0} & \cdots & \mathcal{U}_{r} & W_{0} \\
\mathcal{U}_{0}^{\left(h_{1}\right)} & \cdots & \mathcal{U}_{r}^{\left(h_{1}\right)} & W_{1} \\
\vdots & & \vdots & \vdots \\
\mathcal{U}_{0}^{\left(h_{r}\right)} & \cdots & \mathcal{U}_{r}^{\left(h_{r}\right)} & W_{r} \\
\mathcal{U}_{0}^{(\mu)} & \cdots & \mathcal{U}_{r}^{(\mu)} & W
\end{array}\right] \equiv\left[\begin{array}{cccc}
1 & & & \\
& 1 & & 0 \\
& & \ddots & \\
& * & & 1 \\
& & & 1
\end{array}\right] \bmod u \equiv 1 \bmod u .
$$

Hence

$$
\operatorname{det}\left[\begin{array}{cccc}
\mathcal{U}_{0} & \cdots & \mathcal{U}_{r} & \mathcal{U} \\
\mathcal{U}_{0}^{\left(h_{1}\right)} & \cdots & \mathcal{U}_{r}^{\left(h_{1}\right)} & \mathcal{U}^{\left(h_{1}\right)} \\
\vdots & & \vdots & \vdots \\
\mathcal{U}_{0}^{\left(h_{r}\right)} & \cdots & \mathcal{U}_{r}^{\left(h_{r}\right)} & \mathcal{U}^{\left(h_{r}\right)} \\
\mathcal{U}_{0}^{(\mu)} & \cdots & \mathcal{U}_{r}^{(\mu)} & \mathcal{U}^{(\mu)}
\end{array}\right] \neq 0 .
$$

It follows that $\left\{U^{(0)}, \ldots, U^{\left(h_{r}\right)}, U^{(\mu)}\right\}$ is linearly independent. This contradiction proves the theorem.

Corollary 14.2.41. If char $k=0$, then for any system $\left\{y_{0}, \ldots, y_{n}\right\}$ in $K$ that is linearly independent over $k$, the numbers $0,1, \ldots, n$ are the orders of the Wronskian determinant $\Delta\left(y_{0}, \ldots, y_{n}\right)$.

In the characteristic 0 case, we have $D_{x}^{(1)} x=1$. Moreover, for any $n$ the set $\left\{1, x, \ldots, x^{n}\right\}$ is linearly independent and the orders of the Wronskian determinant are $0,1, \ldots, n$.

Now assume that char $k=p>0$ and we are given $0=\mu_{0}<\mu_{1}<\cdots<\mu_{n}$ such that whenever $\varepsilon \in\left\{\mu_{0}, \ldots, \mu_{n}\right\}$ and $\mu \leq_{p} \varepsilon$, then $\mu \in\left\{\mu_{0}, \ldots, \mu_{n}\right\}$. In this case $\mu_{0}, \ldots, \mu_{n}$ are precisely the orders of the Wronskian determinant $\Delta\left(x^{\mu_{0}}, \ldots, x^{\mu_{n}}\right)$.

### 14.2.3 Arithmetic Theory of Weierstrass Points

In this subsection we consider a function field $K / k$ where $k$ is an algebraically closed field of characteristic $p \geq 0$.

Let $\mathfrak{P}$ be any prime divisor of $K$. Since $k$ is algebraically closed, $\mathfrak{P}$ is of degree 1 . Thus by Theorem 14.2.4 there exist exactly $g=g_{K}$ gap numbers $j_{1}, \ldots, j_{g}$ of $\mathfrak{P}$ such that $1=j_{1}<j_{2}<\cdots<j_{g} \leq 2 g-1$. The sequence $\left\{1=j_{1}, j_{2}, \ldots, j_{g}\right\}$ depends on $\mathfrak{P}$. In the classical case, that is, when $k=\mathbb{C}$ is the field of complex numbers, the gap sequence of $\mathfrak{P}$ is $\{1,2, \ldots, g\}$ for almost all $\mathfrak{P}$. Every prime divisor with gap sequence $\{1,2, \ldots, g\}$ is called an ordinary point and the finite set of prime divisors of $K$ with distinct gap sequences is called the set of Weierstrass points.

Now if $g \geq 2$, there exist at least $2 g+2$ Weierstrass points and furthermore, the automorphism group $\operatorname{Aut}_{k}(K)=\left\{\sigma: K \rightarrow K|\sigma|_{k}=\mathrm{Id}_{k}\right\}$ is finite. Also, $\left|\operatorname{Aut}_{k}(K)\right| \leq 84(g-1)$. This can be proved using the Weierstrass points of the field.

In the arithmetic case, that is, char $k=p>0$, some of the above results are no longer true. We need to change the definition of Weierstrass points since there exist fields such that for every prime divisor $\mathfrak{P}$, its gap sequence $\left\{j_{1}, \ldots, j_{g}\right\}$ is different from $\{1, \ldots, g\}$. In this case, almost all prime divisors have the same gap sequence (not necessarily equal to $\{1,2, \ldots, g\}$ ). This is our main result. The proof of this important fact relies on the theory of the Wronskian determinant. When $k$ is not algebraically closed, it is possible to have two infinite disjoint sets $A$ and $B$ of prime divisors, such that every element of $A$ has the same gap sequence $\left\{i_{1}, \ldots, i_{r}\right\}$ and every element of $B$ has the same gap sequence $\left\{j_{1}, \ldots, j_{s}\right\}$ but $\left\{i_{1}, \ldots, i_{r}\right\} \neq\left\{j_{1}, \ldots, j_{r}\right\}$. It can also happen that every possible gap sequence appears for infinitely many prime divisors (that is, there are no Weierstrass points).

For all the reasons stated above, we will consider $k$ to be algebraically closed in the rest of this subsection. In particular, $K / k$ is separably generated (Corollary 8.2.11).

When $k$ is of characteristic $p>0$, it is possible that there is only one Weierstrass point for arbitrarily large genus. This is in contrast to characteristic 0 , where there exist at least $2 g+2$ distinct Weierstrass points.

For $g=0$, we have $K=k(x)$ and the gap sequence of any prime divisor is empty. For $g=1$, the gap sequence of every prime divisor is $\{1\}$. Assume $g \geq 2$. Let $W=$ $W_{K}$ be the canonical class in $K$ and $w$ a nonzero differential, $(w)_{K} \in W$. By Corollary 3.5.5, $\ell_{K}\left((w)_{K}^{-1}\right)=N(W)=g$. Let $\left\{y_{0}, \ldots, y_{g-1}\right\}$ be a basis of $\ell_{K}\left((w)_{K}^{-1}\right)$. Then $\left\{y_{0}, \ldots, y_{g-1}\right\}$ is a linearly independent set over $k$. Let $x$ be any separating element and let $W_{x}\left(y_{0}, \ldots, y_{g-1}\right)$ be the Wronskian determinant. Denote by $0, \mu_{1}, \ldots, \mu_{g-1}$ the orders of $W_{x}\left(y_{0}, \ldots, y_{g-1}\right)$.

Definition 14.2.42. We define the branch divisor by

$$
\begin{equation*}
\mathfrak{B}_{K}:=(w)_{K}^{g}\left(W_{x}\left(y_{0}, \ldots, y_{g-1}\right)\right)_{K}(d x)_{K}^{\sum_{i=0}^{g-1} \mu_{i}} \tag{14.22}
\end{equation*}
$$

Remark 14.2.43. Write $\frac{d y}{d x}=D_{x}^{(1)} y$. We have

$$
d y=\frac{d y}{d x} d x
$$

Here $d x$ and $d y$ denote the Weil differentials. To prove that $d y=\frac{d y}{d x} d x$, we use the equivalence between Hasse and Weil differentials (Theorem 9.3.15). In fact, assuming
that $\mathfrak{P}$ is any place of $K$ and $\pi$ is a prime element for $\mathfrak{P}$, then if $F(x, y)=0$ is irreducible we have

$$
\frac{d y}{d x}=D_{x}^{(1)} y=-\frac{\frac{\partial F}{\partial x}(x, y)}{\frac{\partial F}{\partial y}(x, y)}
$$

(see Remark 14.2.24).
Let $x=\sum_{n} a_{n} \pi^{n}$ and $y=\sum_{n} b_{n} \pi^{n}$ be the power series expansions of $x$ and $y$ in $K_{\mathfrak{P}}$. Since $F(x, y)=0$, we have $0=F\left(\sum_{n} a_{n} \pi^{n}, \sum_{n} b_{n} \pi^{n}\right)$. Using the chain rule we obtain

$$
\begin{aligned}
0=\frac{d(0)}{d \pi}= & \frac{\partial F}{\partial x}\left(\sum_{n} a_{n} \pi^{n}, \sum_{n} b_{n} \pi^{n}\right) \sum_{n} n a_{n} \pi^{n-1} \\
& +\frac{\partial F}{\partial y}\left(\sum_{n} a_{n} \pi^{n}, \sum_{n} b_{n} \pi^{n}\right) \sum_{n} n b_{n} \pi^{n-1} \\
= & \frac{\partial F}{\partial x}(x, y) \frac{d x}{d \pi}+\frac{\partial F}{\partial y}(x, y) \frac{d y}{d \pi} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\frac{d y}{d \pi}=-\frac{\frac{\partial F}{\partial x}(x, y)}{\frac{\partial F}{\partial y}(x, y)} \frac{d x}{d \pi}=D_{x}^{(1)} y \frac{d x}{d \pi} \tag{14.23}
\end{equation*}
$$

Since (14.23) holds for any place $\mathfrak{P}$, we have

$$
d y=D_{x}^{(1)}(y) d x=\frac{d y}{d x} d x
$$

Theorem 14.2.44. The branch divisor $\mathfrak{B}_{K}$ is independent of the differential $w$, of the basis $y_{0}, \ldots, y_{g-1}$ of $L_{K}\left((w)_{k}^{-1}\right)$, and of the separating element $x$. Thus $\mathfrak{B}_{K}$ is an invariant of the field.

Proof. If $t$ is another separating element, then by (14.21) and Remark 14.2.43 we have

$$
\left(W_{x}\left(y_{0}, \ldots, y_{g-1}\right)\right)_{K}(d x)_{K}^{\sum_{i=0}^{g-1} \mu_{i}}=\left(W_{t}\left(y_{0}, \ldots, y_{g-1}\right)\right)_{K}(d t){ }_{K}^{\sum_{i=0}^{g-1} \mu_{i}}
$$

Next, if $\left\{z_{0}, \ldots, z_{g-1}\right\}$ is another basis of $L_{k}\left((w)_{K}^{-1}\right)$, then

$$
z_{i}=\sum_{j=0}^{g-1} a_{i j} y_{j} \quad \text { for } \quad 0 \leq i \leq g-1
$$

where $a_{i j} \in k$. Thus $\left(\begin{array}{c}z_{0} \\ \vdots \\ z_{g-1}\end{array}\right)=A\left(\begin{array}{c}y_{0} \\ \vdots \\ y_{g-1}\end{array}\right)$, where $A=\left(a_{i j}\right)_{0 \leq i, j<g-1}$ is an invert-
ible $g \times g$ matrix with coefficients in $k$. Therefore by Proposition 14.2.29 we have

$$
W_{x}\left(z_{0}, \ldots, z_{g-1}\right)=\operatorname{det} A W_{x}\left(y_{0}, \ldots, y_{g-1}\right)
$$

and $\operatorname{det} A \in k^{*}$, so $(\operatorname{det} A)_{K}=\mathfrak{N}$.
Finally, if $w^{\prime} \neq 0$ is another differential, put $w^{\prime}=a w$ for some $a \in K^{*}$ (Theorem 3.4.9). Then, if $\left\{y_{0}^{\prime}, \ldots, y_{g-1}^{\prime}\right\}$ is a basis of $L_{K}\left(\left(w^{\prime}\right)^{-1}\right)$, then $\left\{a y_{0}^{\prime}, \ldots, a y_{g-1}^{\prime}\right\}$ is a basis of $L_{K}\left((w)_{K}^{-1}\right)$. Set $y_{i}=a y_{i}^{\prime}, 0 \leq i \leq g-1$. Then

$$
W_{x}\left(y_{0}, \ldots, y_{g-1}\right)=W_{x}\left(a y_{0}^{\prime}, \ldots, a y_{g-1}^{\prime}\right)=a^{g} W_{x}\left(y_{0}^{\prime}, \ldots, y_{g-1}^{\prime}\right)
$$

Since $\left(a^{g}\right)=(a)^{g}=\frac{\left(w^{\prime}\right)_{K}^{g}}{(w)_{K}^{g}}$, we obtain that

$$
(w)_{K}^{g}\left(W_{x}\left(y_{0}, \ldots, y_{g-1}\right)\right)_{K}=\left(w^{\prime}\right)_{K}^{g}\left(W_{x}\left(y_{0}^{\prime}, \ldots, y_{g-1}^{\prime}\right)\right)_{K}
$$

The result follows.

Remark 14.2.45. The degree of $\mathfrak{B}_{K}$ is

$$
\begin{aligned}
d_{K}(\mathfrak{B})_{K} & =d_{K}\left((w)_{K}^{g}\right)+d_{K}\left(W_{x}\left(y_{0}, \ldots, y_{g-1}\right)_{K}\right)+d_{K}\left((d x)_{K}^{\sum_{i=0}^{g-1} \mu_{i}}\right) \\
& =g(2 g-2)+0+\left(\sum_{i=0}^{g-1} \mu_{i}\right)(2 g-2) \\
& =(2 g-2)\left(g+\sum_{i=0}^{g-1} \mu_{i}\right)
\end{aligned}
$$

Therefore for $g=1$, we have $d_{K}\left(\mathfrak{B}_{K}\right)=0$ and $d_{K}(\mathfrak{B})>0$ for $g \geq 2$. We will prove that $\mathfrak{B}$ is an integral divisor.

Let $\mathfrak{P}$ be any prime divisor. We may choose $w \neq 0$ such that $\mathfrak{P}$ and $(w)_{K}$ are relatively prime. Indeed, assume $(w)_{K}=\mathfrak{P}^{i} \mathfrak{A}$ with $i \in \mathbb{Z} \backslash\{0\}$ and $(\mathfrak{A}, \mathfrak{P})=1$. Then for any other prime $\mathfrak{q} \neq \mathfrak{P}$ and $n \in \mathbb{N}$ large enough, we have, by Corollary 3.5.6, $\ell\left(\mathfrak{P}^{-i} \mathfrak{q}^{-n}\right)-\ell\left(\mathfrak{P}^{-i+1} \mathfrak{q}^{-n}\right)=1$. So there exists $z \in K$ such that $(z)_{K}=\frac{\mathfrak{A}^{\prime}}{\mathfrak{P}^{i} \mathfrak{q}^{n}}$, where $\left(\mathfrak{P}, \mathfrak{A}^{\prime}\right)=1$ and $\mathfrak{A}^{\prime}$ is integral. Thus $z \notin k,(z w)_{K}=(z)_{K}(w)_{K}=\frac{\mathfrak{A}^{\prime} \mathfrak{A}}{\mathfrak{q}^{n}}$ and $v_{\mathfrak{P}}\left((z)_{K}(w)_{K}\right)=0$.

Let $\pi$ be a prime element for $\mathfrak{P}$, that is, $v_{\mathfrak{P}}(\pi)=1$. Then $\mathfrak{P}$ is unramified in $K / k(\pi)$ and $\left.\mathfrak{P}\right|_{k(\pi)}$ is relatively prime to $(d \pi)_{k(\pi)}$ in $k(\pi)$. Therefore $\mathfrak{P}$ is relatively prime to $(d \pi)_{K}=\operatorname{con}_{k(\pi) / K}(d \pi)_{k(\pi)} \mathfrak{D}_{K / k(\pi)}$.

It follows that $v_{\mathfrak{P}}\left(\mathfrak{B}_{K}\right)=v_{\mathfrak{P}}\left(\left(W_{\pi}\left(y_{0}, \ldots, y_{g-1}\right)\right)_{K}\right)$.
Now choose a Hermitian basis of $L_{K}\left((w)_{K}^{-1}\right)$ with respect to $\mathfrak{P}$. Then for any nonzero element $z$ of $L_{K}\left((w)_{K}^{-1}\right)$ we have $v_{\mathfrak{P}}(z) \geq 0$. So when we consider $z \in K_{\mathfrak{P}}$, we have

$$
z=a_{z} \pi^{n_{z}}+\sum_{m=n_{z}+1}^{\infty} a_{m} \pi^{m}, \quad \text { with } \quad a_{z}, a_{m} \in k, \quad n_{z} \geq 0, \quad \text { and } \quad a_{z} \neq 0
$$

Thus $a_{z}^{-1} z=\pi^{n_{z}}+\sum_{m=n_{z}+1}^{\infty} b_{m} \pi^{m}$. Let $h_{0}$ be the minimum nonnegative integer such that

$$
z=\pi^{h_{0}}+\sum_{m=h_{0}+1}^{\infty} a_{m} \pi^{m} \in L_{K}\left((w)^{-1}\right)
$$

If $z^{\prime}$ is another such $z$, we have $\left(z-z^{\prime}\right) a=\pi^{h_{1}}+\sum_{m=h_{1}+1}^{\infty} b_{m} \pi^{m}$ for some $a \notin k^{*}$ and $h_{1}>h_{0}$. Continuing in this way, we conclude that there exists a basis $\left\{z_{0}, z_{1}, \ldots, z_{g-1}\right\}$ of $L_{K}\left((w)_{K}^{-1}\right)$ such that

$$
\begin{equation*}
z_{i}=\pi^{h_{i}}+\sum_{m=h_{i}+1}^{\infty} a_{m}^{(i)} \pi^{m} \quad \text { for } \quad 0 \leq i \leq g-1 \tag{14.24}
\end{equation*}
$$

and $h_{0}<h_{1}<\cdots<h_{g-1}$. Since $\mathfrak{P}$ is relatively prime to $(w)_{K}$, we have $h_{0}=$ 0 . By Proposition $14.2 .33, \Delta_{h_{1}, \ldots, h_{g-1}}\left(z_{0}, \ldots, z_{g-1}\right) \equiv 1 \bmod \pi$ and in particular, $\Delta_{h_{1}, \ldots, h_{g-1}}\left(z_{0}, \ldots, z_{g-1}\right) \neq 0$. By Proposition 14.2 .28 we have $\mu_{i} \leq h_{i}$ whenever $0 \leq i \leq g-1$. If $\mu_{i}=h_{i}$ for all $i$, then

$$
W_{\pi}\left(z_{0}, \ldots, z_{g-1}\right)=\Delta_{\mu_{1}, \ldots, \mu_{g-1}}\left(z_{0}, \ldots, z_{g-1}\right) \equiv 1 \bmod \pi
$$

and $v_{\mathfrak{P}}\left(\mathfrak{B}_{K}\right)=0$.
Conversely, if $\mu_{i}<h_{i}$ for some $i$, then $v_{\mathfrak{P}}\left(\mathfrak{B}_{K}\right) \geq \sum_{i=0}^{g-1}\left(h_{i}-\mu_{i}\right)>0$. Therefore we have the following theorem:

Theorem 14.2.46. The branch divisor $\mathfrak{B}_{K}$ is an integral divisor. Furthermore, $\mathfrak{P}$ divides $\mathfrak{B}$ if and only if the Hermitian powers $h_{0}, \ldots, h_{g-1}$ described in (14.24) satisfy $h_{i}>\mu_{i}$ for some $i$ such that $0 \leq i \leq g-1$.

Theorem 14.2.47. Let $\mathfrak{P}$ be any prime divisor. If $h_{0}, \ldots, h_{g-1}$ are the Hermitian powers associated to $\mathfrak{P}$, then $\left\{h_{i}+1 \mid 0 \leq i \leq g-1\right\}$ is precisely the gap sequence of $\mathfrak{P}$.

Proof. Let $z_{i}=\pi^{h_{i}}+\sum_{m=h_{i}+1}^{\infty} a_{m}^{(i)} \pi^{m} \in L_{K}\left((w)_{K}^{-1}\right)$. Then $\left(z_{i}\right)_{K}=\frac{\mathfrak{A}_{i}}{(w)_{K}}$ for some integral divisor $\mathfrak{A}_{i}$.

Therefore $\left(z_{i} w\right)_{K}=\mathfrak{A}_{i}$ and $z_{i} w$ is a holomorphic differential. On the other hand, $v_{\mathfrak{P}}\left(z_{i}\right)=h_{i}$ and $v_{\mathfrak{P}}\left((w)_{K}\right)=0$, so $v_{\mathfrak{P}}\left(\mathfrak{A}_{i}\right)=h_{i}$. By Corollary 14.2.5, $h_{i}+1$ is a gap number of $\mathfrak{P}$ and conversely.

We have obtained the main result of this section:
Theorem 14.2.48. Let $K / k$ be a function field where $k$ is an algebraically closed field. Let $w$ be any nonzero differential of $K$. Let $\left\{y_{0}, \ldots, y_{g-1}\right\}$ be a basis of $L_{K}\left((w)_{K}^{-1}\right)$
and $x$ a separating element of $K / k$. Denote by $\mu_{0}, \ldots, \mu_{g-1}$ the orders of the Wronskian determinant $W_{x}\left(y_{0}, \ldots, y_{g-1}\right)$ and by $\mathfrak{B}_{K}$ the branch divisor of $K$. Then for any prime divisor $\mathfrak{P}$, the gap sequence of $\mathfrak{P}$ is $\mu_{0}+1, \ldots, \mu_{g-1}+1$ if and only if $\mathfrak{P} \nmid \mathfrak{B}_{K}$. In particular, all but finitely many divisors have the same gap sequence

$$
\mu_{0}+1, \ldots, \mu_{g-1}+1
$$

Definition 14.2.49. Put $\varphi_{i}=\mu_{i-1}+1$ for $1 \leq i \leq g$. The sequence $\left\{\varphi_{1}, \ldots, \varphi_{g}\right\}$ is called the gap sequence of the field $K / k$.

Remark 14.2.50. If char $k=0$, then the gap sequence of the function field $K / k$ is $\{1,2, \ldots, g\}$. This is called the classical gap sequence.

Definition 14.2.51. A prime divisor $\mathfrak{P}$ of $K$ is called a Weierstrass point if its gap sequence is different from the gap sequence of the field. A prime $\mathfrak{P}$ whose gap sequence is equal to the gap sequence of the field is called an ordinary point.

Corollary 14.2.52. If $g_{K}$ is 0 or 1 , then $K$ has no Weierstrass points. If $g \geq 2$, the number of Weierstrass points is at least 1 and at most $(g-1) g(3 g-1)$.

Proof. By Remark 14.2.45 we have

$$
d_{K}\left(\mathfrak{B}_{K}\right)=(2 g-2)\left(g+\sum_{i=0}^{g-1} \mu_{i}\right) .
$$

Now $\mu_{0}=0<\mu_{1}<\mu_{2}<\cdots<\mu_{g-1} \leq 2 g-1$. Therefore $i \leq \mu_{i} \leq g+i$. Hence

$$
\sum_{i=0}^{g-1} \mu_{i}=\sum_{i=1}^{g-1} \mu_{i} \leq \sum_{i=1}^{g-1}(g+i)=g(g-1)+\frac{g(g-1)}{2}=\frac{3}{2} g(g-1)
$$

and

$$
\sum_{i=1}^{g-1} \mu_{i} \geq \sum_{i=1}^{g-1} i=\frac{g(g-1)}{2}
$$

Thus

$$
\begin{aligned}
0 & <(g-1) g(g+1)=(2 g-2)\left(g+\frac{g(g-1)}{2}\right) \leq d_{K}(\mathfrak{B}) \\
& \leq(2 g-2)\left(g+\frac{3}{2} g(g-1)\right)=(g-1) g(3 g-1)
\end{aligned}
$$

Corollary 14.2.53. If char $k=0$, the gap sequence of the function field $K / k$ is $\{1,2, \ldots, g\}$ and

$$
d_{K}\left(\mathfrak{B}_{K}\right)=g^{3}-g .
$$

Proof. By Corollary 14.2.41 and Theorem 14.2.46, the sequence $\{1,2, \ldots, g\}$ is the gap sequence of the field and we have $\mu_{i}=i$ for $0 \leq i \leq g-1$. Thus

$$
\begin{aligned}
d_{K}\left(\mathfrak{B}_{K}\right) & =(2 g-2)\left(g+\sum_{i=0}^{g-1} i\right)=2(g-1)\left(g+\frac{g(g-1)}{2}\right) \\
& =(g-1)\left(2 g+g^{2}-g\right)=g^{3}-g .
\end{aligned}
$$

Definition 14.2.54. The weight of a Weierstrass point $\mathfrak{P}$ is defined by $v_{\mathfrak{P}}\left(\mathfrak{B}_{K}\right)$, where $\mathfrak{B}_{K}$ is the branch divisor.

Remark 14.2.55. Assume that $\varphi_{i+1}:=\mu_{i}+1,0 \leq i \leq g-1$, is the gap sequence of the field, and $\left\{\alpha_{1}, \ldots, \alpha_{g}\right\}$ is the gap sequence of a prime divisor $\mathfrak{P}$. Then if $\left\{h_{0_{1}}, \ldots, h_{g-1}\right\}$ is the set of Hermitian powers associated to $\mathfrak{P}$, we have

$$
\alpha_{i+1}=h_{i}+1 \quad \text { for } \quad 0 \leq i \leq g-1
$$

and

$$
\sum_{i=0}^{g-1}\left(h_{i}-\mu_{i}\right)=\sum_{j=1}^{g}\left(\alpha_{j}-\varphi_{j}\right)
$$

If char $k=0$, then

$$
v_{\mathfrak{P}}\left(\mathfrak{B}_{K}\right)=\sum_{i=0}^{g-1}\left(h_{i}-\mu_{i}\right)=\sum_{j=1}^{g}\left(\alpha_{j}-\varphi_{j}\right) .
$$

Now for char $k=p$ we might have strict inequality

$$
v_{\mathfrak{P}}\left(\mathfrak{B}_{K}\right)>\sum_{i=0}^{g-1}\left(h_{i}-\mu_{i}\right)=\sum_{j=0}^{g}\left(\alpha_{j}-\varphi_{j}\right)
$$

Let $\mathfrak{P}$ be a prime divisor,

$$
W(\mathfrak{P})=\{n \in \mathbb{N} \mid n \text { is a gap of } \mathfrak{P}\},
$$

and

$$
\mathbb{N} \backslash W(\mathfrak{P})=P(\mathfrak{P})=\{n \in \mathbb{N} \mid n \text { is a pole of } \mathfrak{P}\}
$$

If $n, m \in P(\mathfrak{P})$ then there exist $f, g \in K$ such that $\mathfrak{N}_{f}=\mathfrak{P}^{n}$ and $\mathfrak{N}_{g}=\mathfrak{P}^{m}$. Hence $\mathfrak{N}_{f g}=\mathfrak{P}^{n+m}$ and $n+m \in P(\mathfrak{P})$. Therefore $P(\mathfrak{P})$ is a semigroup. Now we have

$$
|W(\mathfrak{P})|=g \quad \text { and } \quad W(\mathfrak{P}) \subseteq\{1,2, \ldots, 2 g-1\}
$$

Thus

$$
|P(\mathfrak{P}) \cap\{1,2, \ldots, 2 g\}|=g .
$$

Set $P(\mathfrak{P}) \cap\{1,2, \ldots, 2 g\}=\left\{\beta_{1}, \ldots, \beta_{g}\right\}$ with $1<\beta_{1}<\cdots<\beta_{g}=2 g$.
Our next task is to find a lower bound for the number of Weierstrass points of a function field of characteristic 0 .

Lemma 14.2.56. Whenever $0<i<g$ we have $\beta_{i}+\beta_{g-i} \geq 2 g$.
Proof. Assume for the sake of contradiction that some $i$ satisfies $\beta_{i}+\beta_{g-i}<2 g$. For $0<j \leq i$, we have $\beta_{j} \leq \beta_{i}$, so $\beta_{j}+\beta_{g-i} \leq \beta_{i}+\beta_{g-i}<2 g$. Therefore

$$
\beta_{g-i}<\beta_{1}+\beta_{g-i}<\beta_{2}+\beta_{g-i}<\cdots<\beta_{i}+\beta_{g-i}<2 g
$$

and the subset

$$
\left\{\beta_{g-i}, \beta_{1}+\beta_{g-i}, \ldots, \beta_{i}+\beta_{g-i}\right\} \subseteq P(\mathfrak{P})
$$

has cardinality $1+i$. Thus

$$
\begin{array}{r}
\left\{\beta_{1}<\beta_{2}<\cdots<\beta_{g-i-1}<\beta_{g-i}<\beta_{1}+\beta_{g-i}<\cdots<\beta_{i}+\beta_{g-i}<2 g=\beta_{g}\right\} \\
\subseteq P(\mathfrak{P})
\end{array}
$$

It follows that $g=|P(\mathfrak{P}) \cap\{1,2, \ldots, 2 g\}| \geq g-i-1+i+1+1=g+1$, which constitutes the desired contradiction.

Lemma 14.2.57. $\beta_{1}=2$ iff $W(\mathfrak{P})=\{1,3,5, \ldots, 2 g-1\}$.
Proof. We have $n \beta_{1}=\beta_{1}+\cdots+\beta_{1}=2 n \in P(\mathfrak{P})$.

Theorem 14.2.58. We have $\beta_{1}=2$ for some $\mathfrak{P}$ if and only if $K / k$ is a hyperelliptic function field.

Proof. If $\beta_{1}=2$, there exists $x \in K$ such that $\mathfrak{N}_{x}=\mathfrak{P}^{2}$ and $g_{K} \geq 2$. Thus [ $K: k(x)]=2$, and by Definition, 9.6.15, $K / k$ is hyperelliptic.

Conversely, if $K / k$ is hyperelliptic, we have $g_{K} \geq 2$ and there exists $x \in K$ such that $[K: k(x)]=2$. Then $\operatorname{deg}_{K} \mathfrak{N}_{x}=2$. Now $K=k(x, y)$ where $y^{2}=h(x) \in k(x)$ (when char $k \neq 2$ or $K / k(x)$ inseparable) or $y^{2}-y=h(x)$ (when char $k=2$ and $K / k(x)$ separable). In either case there exists a prime divisor $\mathfrak{p}$ of $k(x)$ that is ramified in $K / k(x)$, that is, $\mathfrak{p}=\mathfrak{P}^{2}$. If $\mathfrak{p}^{\prime}$ is another prime divisor in $k(x)$, then $\frac{\mathfrak{p}^{\prime}}{\mathfrak{p}}$ is principal. Therefore 2 is a pole number of $\mathfrak{P}$.

Theorem 14.2.59. Assume that $\operatorname{char} k=0$ and $g=g_{K} \geq 2$. Then $K / k$ is a hyperelliptic function field iff $K$ has exactly $2 g+2$ Weierstrass points, each of them with gap sequence $\{1,3,5, \ldots, 2 g-1\}$ and weight $\frac{g(g-1)}{2}$. Furthermore, if $K / k$ is hyperelliptic, then the Weierstrass points are precisely the ramified prime divisors in $K / k(x)$, where $k(x)$ is the unique quadratic rational subfield of $K$.

Proof. If $K / k$ is a hyperelliptic function field, there exists $x \in K$ such that $[K: k(x)]=$ 2. Let $K=k(x, y), y^{2}=f(x)$ where $f(x)$ is a separable polynomial of degree $m$. We may assume without loss of generality that the infinite prime is unramified, so $m=2 g+2$ (see Corollary 4.3.7). Therefore every prime divisor dividing $\mathfrak{Z}_{f}$ is a ramified prime with the first pole number 2. It follows that all these $2 g+2$ prime divisors are Weierstrass points with gap sequence $\{1,3, \ldots, 2 g-1\}$ and weight $\frac{g(g-1)}{2}$. Thus

$$
(g-1) g(g+1)=d_{K}\left(\mathfrak{B}_{K}\right) \leq(2 g+2) \frac{g(g-1)}{2}=(g-1) g(g+1)
$$

Hence $K / k$ contains $2 g+2$ Weierstrass points, and these are precisely the ramified primes.

The converse is immediate.
Proposition 14.2.60. With the above notation, if $\beta_{1}>2$ there exists $j$ such that $0<$ $j<g$ and $\beta_{j}+\beta_{g-j}>2 g$.
Proof. If $g=2$, then $\beta_{1}=3, \beta_{2}=4$, and there is nothing to prove. If $g=3$, then $\left\{\beta_{1}, \beta_{2}, \beta_{3}\right\}=\{3,4,6\}$ or $\{3,5,6\}$ or $\{4,5,6\}$ and $\beta_{1}+\beta_{2} \geq 3+4=7>2(3)=6$.

Now assume $g \geq 4$ and suppose that $\beta_{j}+\beta_{g-j}=2 g$ for all $0<j<g$. If $[x]$ denotes the greatest integer less than or equal to $x$, then

$$
\beta_{1}, 2 \beta_{1}, \cdots,\left[\frac{2 g}{\beta_{1}}\right] \beta_{1} \in\left\{\beta_{1}, \ldots, \beta_{g}\right\}=P(\mathfrak{P}) \cap\{1, \ldots, 2 g\}
$$

Since $\beta_{1}>2$, we have $\beta_{1} \geq 3$ and $\frac{2 g}{\beta_{1}} \leq \frac{2}{3} g<g$.
Therefore $\left[\frac{2 g}{\beta_{1}}\right] \leq \frac{2}{3} g<g$, and there exists a pole number of $\mathfrak{P}$ that is smaller than $2 g$ and distinct from $\beta_{1}, 2 \beta_{1}, \ldots,\left[\frac{2 g}{\beta_{1}}\right] \beta_{1}$. Let $\beta$ be the first pole number of this type. Then there exists an integer $r$ such that $1 \leq r \leq\left[\frac{2 g}{\beta_{1}}\right]<g-1$ and $r \beta_{1}<\beta<$ $(r+1) \beta_{1}$. Hence $\beta_{1}, \beta_{2}=2 \beta_{1}, \ldots, \beta_{r}=r \beta_{1}, \beta_{r+1}=\beta$.

Since $\beta_{j}+\beta_{g-j}=2 g$, we have

$$
\beta_{g-1}=2 g-\beta_{1}, \ldots, \beta_{g-r}=2 g-r \beta_{1}, \beta_{g-(r+1)}=2 g-\beta,
$$

whence $\left\{\beta_{g-(r+1)}, \beta_{g-r}, \ldots, \beta_{g-1}\right\}=\left\{a \in P(\mathfrak{P}) \mid \beta_{g-(r+1)} \leq a \leq \beta_{g}=2 g\right\}$.
Now $\beta_{1}+\beta_{g-(r+1)}=\beta_{1}+2 g-\beta=2 g-\left(\beta-\beta_{1}\right)>2 g-r \beta_{1}=\beta_{g-r}$ and $\beta_{1}+\beta_{g-(r+1)}=2 g-\left(\beta-\beta_{1}\right)<2 g$. Therefore

$$
\beta_{1}+\beta_{g-(r+1)} \in\left\{a \in P(\mathfrak{P}) \mid \beta_{g-(r+1)} \leq a \leq \beta_{g}=2 g\right\}
$$

but $\beta_{1}+\beta_{g-(r+1)} \notin\left\{\beta_{g-(r+1)}, \ldots, \beta_{g-1}\right\}$. This contradiction proves the proposition.

Corollary 14.2.61. For any prime divisor $\mathfrak{P}$, we have

$$
\sum_{i=1}^{g} \alpha_{i}=\sum_{\alpha \in W(\mathfrak{P})} \alpha \leq g^{2}
$$

with equality if and only if the first nongap $\beta_{1}$ of $\mathfrak{P}$ is 2.
Proof. By Lemma 14.2.56 we have

$$
2 \sum_{i=1}^{g-1} \beta_{i}=\sum_{i=1}^{g-1}\left(\beta_{i}+\beta_{g-i}\right) \geq 2 g(g-1)
$$

Thus $\sum_{i=1}^{g} \beta_{i}=\beta_{g}+\sum_{i=1}^{g-1} \beta_{i} \geq 2 g+g(g-1)=g(g+1)$, whence

$$
\begin{aligned}
\sum_{i=1}^{g} \alpha_{i} & =\sum_{j=1}^{2 g} j-\sum_{i=1}^{g} \beta_{i} \leq \frac{2 g(2 g+1)}{2}-g(g+1) \\
& =g(2 g+1)-g(g+1)=g^{2}
\end{aligned}
$$

Furthermore, by Lemma 14.2.57 and Proposition 14.2.60 we have

$$
\sum_{i=1}^{g} \alpha_{i}=g^{2} \Longleftrightarrow \sum_{i=1}^{g-1} \beta_{i}=g(g-1) \Longleftrightarrow \beta_{1}=2
$$

Theorem 14.2.62. Assume char $k=0$. Then there exist at least $2 g+2$ Weierstrass points in $K / k$. Furthermore, there are exactly $2 g+2$ Weierstrass points if and only if $K / k$ is a hyperelliptic function field.

Proof. We have $d_{K}\left(\mathfrak{B}_{K}\right)=(g-1) g(g+1)=g^{3}-g$. Moreover, the gap sequence of the field is $\left\{\varphi_{1}, \ldots, \varphi_{g}\right\}=\{1,2, \ldots, g\}$. If $\mathfrak{P}$ is a Weierstrass point and $v_{\mathfrak{P}}\left(\mathfrak{B}_{K}\right)=$ $S_{\mathfrak{P}}$, then

$$
S_{\mathfrak{P}}=\sum_{i=1}^{g}\left(\alpha_{i}-\varphi_{i}\right)=\sum_{i=1}^{g} \alpha_{i}-\sum_{i=1}^{g} \varphi_{i} \leq g^{2}-\frac{g(g+1)}{2}=\frac{g(g-1)}{2}
$$

Thus we have at least

$$
\frac{(g-1) g(g+1)}{g(g-1) / 2}=2(g+1)=2 g+2
$$

distinct prime divisors dividing the branch divisor $\mathfrak{B}_{K}$. These are precisely the Weierstrass points.

There are exactly $2 g+2$ Weierstrass points if $S_{\mathfrak{P}}=\frac{g(g-1)}{2}$ for all $\mathfrak{P}$ dividing $\mathfrak{B}_{K}$. By Corollary 14.2 .61 this happens if and only if $\beta_{1}=2$. The result follows using Theorem 14.2.59.

Remark 14.2.63. Assume char $k=0$. Since $d_{K}(\mathfrak{B})=(g-1) g(g+1)$ there exist at most $g^{3}-g$ Weierstrass points. This happens exactly in the case that every Weierstrass point has weight 1 , and this is possible only if the gap sequence of every Weierstrass point is $\{1,2, \ldots, g-1, g+1\}$.

In case char $k=p>0$, we have

$$
d_{K}\left(\mathfrak{B}_{K}\right)=(2 g-2)\left(g+\sum_{i=0}^{g-1} \mu_{i}\right) \leq(g-1) g(3 g-1),
$$

and there may exist a single Weierstrass point for arbitrarily large genus.
Proposition 14.2.64. If the gap sequence of a function field $K / k$ is nonclassical, then $p+1<2 g$ where char $k=p>0$.

Proof. Suppose that $p+1 \geq 2 g$. Then $g<p$. Thus, if $n$ is the first pole number of an ordinary point, we have $n<g<p$ since the gap sequence of the field is nonclassical. If $m$ is the next gap number, then $n<m$ and $m-1$ is an order of the field. Now $n-1$ is not an order, so by Theorem 14.2.40, $n-1 \not \leq p m-1$. Therefore $m-1 \geq p$ or $m \geq p+1 \geq 2 g$, which is impossible since $m \leq 2 g-1$.

### 14.2.4 Gap Sequences of Hyperelliptic Function Fields

Now we consider an arbitrary field $k$, not necessarily algebraically closed. Let $K / k$ be any hyperelliptic function field, not necessarily separably generated. Let $g=g_{K}$ be the genus of $K$ and $W=W_{K}$ the canonical class of $K$. Consider any prime divisor $\mathfrak{P}$ of degree $f$. Then $n$ is a gap number iff $\ell_{K}\left(\mathfrak{P}^{-n}\right)-\ell_{K}\left(\mathfrak{P}^{(n-1)}\right)=0$. Equivalently, $n$ is a gap number iff $\delta_{K}\left(\mathfrak{P}^{n-1}\right)-\delta_{K}\left(\mathfrak{P}^{n}\right)=f=d_{K}(\mathfrak{P})$. We assume that the unique genus-zero subfield of $K$ is a rational function field $k(x)$.

Lemma 14.2.65. Let $x \in K$ be such that $[K: k(x)]=2$. Then $\mathfrak{N}_{x}^{g-1} \in W$ and $\left\{1, x, \ldots, x^{g-1}\right\}$ is a basis of $L_{K}\left(\mathfrak{N}_{x}^{-(g-1)}\right)$.

Proof. Clearly $1, x, \ldots, x^{g-1}$ belong to $L_{K}\left(\mathfrak{N}_{x}^{-(g-1)}\right)$ and $\ell_{K}\left(\mathfrak{N}_{x}^{-(g-1)}\right) \geq g$. On the other hand, $d_{K}\left(\mathfrak{N}_{x}^{g-1}\right)=2(g-1)=2 g-2$, so $d_{K}\left(W^{-1} \mathfrak{N}_{x}^{g-1}\right)=0$ and $\ell_{K}\left(W^{-1} \mathfrak{N}_{x}^{g-1}\right) \leq 1$. By the Riemann-Roch theorem, we have

$$
\begin{aligned}
\ell_{K}\left(\mathfrak{N}_{x}^{-(g-1)}\right) & =d_{K}\left(\mathfrak{N}_{x}^{g-1}\right)-g+1+\ell_{K}\left(W^{-1} \mathfrak{N}_{x}^{g-1}\right) \\
& \leq 2 g-2-g+1+1=g .
\end{aligned}
$$

Thus $\ell_{K}\left(\mathfrak{N}_{x}^{-(g-1)}\right)=g$ and $\ell_{K}\left(W^{-1} \mathfrak{N}_{x}^{g-1}\right)=1$. It follows that $\mathfrak{N}_{x}^{g-1} \in W$.

Lemma 14.2.66. For any integral divisor $\mathfrak{A}$ in $K$, we have

$$
\ell_{K}\left(\mathfrak{A} W^{-1}\right)=\delta(\mathfrak{A})=g-\mu,
$$

where $\mu=\min \left\{d_{k(x)}(\mathfrak{A} \cap k(x)), g\right\}$.
Proof. First assume that $\mathfrak{A}$ and $\mathfrak{N}_{x}$ are relatively prime. Then

$$
\delta(\mathfrak{A})=\ell_{K}\left(\mathfrak{A} W^{-1}\right)=\ell_{K}\left(\mathfrak{A N}_{x}^{-(g-1)}\right)
$$

Therefore

$$
y \in L_{K}\left(\mathfrak{A N}_{x}^{-(g-1)}\right) \Longleftrightarrow(y)_{K}=\frac{\mathfrak{A} \mathfrak{C}}{\mathfrak{N}_{x}^{g-1}}
$$

for some integral divisor $\mathfrak{C}$. Since $\left(\mathfrak{A}, \mathfrak{N}_{x}\right)=1$, we have

$$
y \in L_{K}\left(\mathfrak{A N}_{x}^{-(g-1)}\right) \Longleftrightarrow y \in L_{K}\left(\mathfrak{N}_{x}^{-(g-1)}\right) \quad \text { and } \quad \mathfrak{A} \mid \mathfrak{Z}_{y} .
$$

Since $\left\{1, x, \ldots, x^{g-1}\right\}$ is a basis of $L_{K}\left(\mathfrak{N}_{x}^{-(g-1)}\right)$ we have

$$
L_{K}\left(\mathfrak{N}_{x}^{-(g-1)}\right)=\left\{a_{0}+a_{1} x+\cdots+a_{g-1} x^{g-1} \mid a_{i} \in k\right\} \subseteq k[x] .
$$

In particular, $L_{K}\left(\mathfrak{N}_{x}^{-(g-1)}\right)=L_{k(x)}\left(\mathfrak{N}_{x}^{-(g-1)}\right)$ and $\mathfrak{A} \mid \mathfrak{Z}_{y}$ if and only if $\mathfrak{A} \cap k(x) \mid \mathfrak{Z}_{y}$. The divisor $\mathfrak{A} \cap k(x)$ corresponds to a polynomial $f(x) \in k[x]$, that is, $(f(x))_{k(x)}=$ $\frac{\mathfrak{A} \cap k(x)}{\wp_{\infty}^{\operatorname{deg} f}}$, where $\wp_{\infty}=\mathfrak{N}_{x} \cap k(x)$.

Therefore $L_{K}\left(\mathfrak{A N}_{x}^{-(g-1)}\right)=\{p(x) \in k[x] \mid \operatorname{deg} p(x) \leq g-1$ and $f(x)$ divides $p(x)\}$. This proves the statement in this case.

Finally, if $\mathfrak{N}_{x}$ and $\mathfrak{A}$ are not relatively prime and $k$ is infinite, then we can take $x^{\prime}=\frac{a x+b}{c x+d} \in k(x)$ such that $k\left(x^{\prime}\right)=k(x)$ and $\left(\mathfrak{N}_{x^{\prime}}, \mathfrak{A}\right)=1$. If $k$ is finite, $k$ is a perfect field and we can consider a constant field extension $K^{\prime}=K k^{\prime}$ such that $\left(\mathfrak{A}^{\prime}, \mathfrak{N}_{x}\right)=1$. The result follows since $\left[K^{\prime}: k^{\prime}(x)\right]=2=[K: k(x)]$ and $g_{K^{\prime}}=g_{K}$ (Theorem 8.5.2).

Theorem 14.2.67. Let $K / k$ be a hyperelliptic function field, and $\mathfrak{P}$ be a prime divisor of $K$ of degree $f$. Let $\wp=\mathfrak{P} \cap k(x)$, where $k(x)$ is the unique quadratic subfield of $K$. Then if
(i) $\wp$ decomposes in $K, \wp=\mathfrak{P P}^{\prime}$, then the gap sequence of $\mathfrak{P}$ is $\left\{1,2, \ldots,\left[\frac{g}{f}\right]\right\}$.
(ii) $\wp$ is inert in $K, \wp=\mathfrak{P}$, then $\mathfrak{P}$ has no gap numbers.
(iii) $\wp$ ramifies in $K, \wp=\mathfrak{P}^{2}$, then the gap sequence of $\mathfrak{P}$ is equal to $\{2 n-1 \mid 1 \leq$ $\left.n \leq\left[\frac{g}{f}\right]\right\}$.

Proof. By Lemma 14.2.66 we have

$$
\begin{equation*}
\delta\left(\mathfrak{P}^{n}\right)=g-\mu_{n}, \tag{14.25}
\end{equation*}
$$

where $\mu_{n}=\min \left\{d_{k(x)}\left(\mathfrak{P}^{n} \cap k(x)\right), g\right\}$.
(i) If $\wp$ decomposes, then $\mathfrak{P}^{n} \cap k(x)=\wp^{n}$ for all $n \geq 0$ and $d_{k(x)}(\wp)=d_{K}(\mathfrak{P})=f$.

Hence $\mu_{n}=\min \left\{d_{k(x)}\left(\mathfrak{P}^{n}\right), g\right\}=\min \left\{n d_{k(x)}(\wp), g\right\}=\min \{n f, g\}$.
It follows that $\mu_{n}=n f \Longleftrightarrow n f \leq g \Longleftrightarrow n \leq\left[\frac{g}{f}\right]$.
For $1 \leq n \leq\left[\frac{g}{f}\right]$, we have

$$
\delta\left(\mathfrak{P}^{n-1}\right)-\delta\left(\mathfrak{P}^{n}\right)=(g-(n-1) f)-(g-n f)=f
$$

and $n$ is a gap number for $\mathfrak{P}$.
For $n=\left[\frac{g}{f}\right]+1, \delta\left(\mathfrak{P}^{n-1}\right)-\delta\left(\mathfrak{P}^{n}\right)=(g-(n-1) f)-(g-g)=g-\left[\frac{g}{f}\right] f<f$.
For $n>\left[\frac{g}{f}\right]+1, \delta\left(\mathfrak{P}^{n-1}\right)-\delta\left(\mathfrak{P}^{n}\right)=0-0=0$.
Therefore the gap sequence of $\mathfrak{P}$ is $\left\{1,2, \ldots,\left[\frac{g}{f}\right]\right\}$.
(ii) If $\wp$ is inert and $\wp=\mathfrak{P}$, then $d_{k(x)}(\wp)=\frac{f}{2}$ and

$$
\mathfrak{P}^{n} \cap k(x)=\wp^{n}, \operatorname{deg}_{k(x)}\left(\mathfrak{P}^{n} \cap k(x)\right)=n \frac{f}{2}
$$

We have

$$
\mu_{n}=\min \left\{n \frac{f}{2}, g\right\}=\frac{n f}{2} \Longleftrightarrow \frac{n f}{2} \leq g \Longleftrightarrow n \leq\left[\frac{2 g}{f}\right]
$$

For $1 \leq n \leq\left[\frac{2 g}{f}\right]$ we have

$$
\delta\left(\mathfrak{P}^{n-1}\right)-\delta\left(\mathfrak{P}^{n}\right)=\left(g-(n-1) \frac{f}{2}\right)-\left(g-n \frac{f}{2}\right)=\frac{f}{2}<f
$$

For $n>\left[\frac{2 g}{f}\right]$, we have $\delta\left(\mathfrak{P}^{n-1}\right)-\delta\left(\mathfrak{P}^{n}\right) \leq g-\left(\left[\frac{2 g}{f}\right]\right) \frac{f}{2}<\frac{f}{2}<f$. Thus $\mathfrak{P}$ has no gap numbers.
(iii) If $\wp$ is ramified and $\wp=\mathfrak{P}^{2}$, then $\operatorname{deg}_{k(x)}(\wp)=f$ and

$$
\mathfrak{P}^{2 m-1} \cap k(x)=\mathfrak{P}^{2 m} \cap k(x)=\wp^{m}, \quad \text { or } \quad \mathfrak{P}^{n} \cap k(x)=\wp^{\left[\frac{n+1}{2}\right]} .
$$

We have

$$
\mu_{n}=\min \left\{\left[\frac{n+1}{2}\right] f, g\right\}=\left[\frac{n+1}{2}\right] f \leq g \Longleftrightarrow\left[\frac{n+1}{2}\right] \leq\left[\frac{g}{f}\right]
$$

Let $n=2 m-1$; then $\frac{n+1}{2}=m \leq\left[\frac{g}{f}\right]$, and

$$
\delta\left(\mathfrak{P}^{n-1}\right)-\delta\left(\mathfrak{P}^{n}\right)=(g-(m-1) f)-(g-m f)=f
$$

Thus each $n=2 m-1$ such that $1 \leq m \leq\left[\frac{g}{f}\right]$ is a gap number.
Let $n=2 m$, where $\left[\frac{n+1}{2}\right]=m \leq\left[\frac{g}{f}\right]$. We have

$$
\delta\left(\mathfrak{P}^{n-1}\right)-\delta\left(\mathfrak{P}^{n}\right)=(g-m f)-(g-m f)=0 .
$$

Finally, assume $n$ is $2 m-1$ or $2 m$ with $m \geq\left[\frac{g}{f}\right]$. Then

$$
\delta\left(\mathfrak{P}^{n-1}\right)-\delta\left(\mathfrak{P}^{n}\right) \leq\left(g-\left[\frac{g}{f}\right] f\right)<f
$$

Thus the gap sequence of $\mathfrak{P}$ is $\left\{2 m-1 \left\lvert\, 1 \leq m \leq\left[\frac{g}{f}\right]\right.\right\}$.

Remark 14.2.68. Part (ii) of Theorem 14.2.67 can also be deduced from the fact that $\wp=\mathfrak{P}$ and $\frac{\wp}{\wp_{\infty}^{f}}=(f(x))_{k(x)}$. Thus $\mathfrak{N}_{\left(f(x)^{-1}\right)}=\mathfrak{P}$ and 1 is a nongap number for $\mathfrak{P}$. It follows that $\mathfrak{P}$ has no gap numbers.

Remark 14.2.69. Theorem 14.2 .67 shows that when $k$ is not an algebraically closed field, there might exist several gap sequences of the field $K / k$. Thus there exist two infinite disjoint sets $A$ and $B$ of prime divisors such that every $\mathfrak{P} \in A$ has the same gap sequence $\left\{i_{1}, \ldots, i_{r}\right\}$ and every $\mathfrak{P} \in B$ has the same gap sequence $\left\{j_{1}, \ldots, j_{s}\right\}$, and $\left\{i_{1}, \ldots, i_{r}\right\} \neq\left\{j_{1}, \ldots, j_{r}\right\}$. Furthermore we may define Weierstrass points as those prime divisors $\mathfrak{P}$ such that only finitely many prime divisors have the same gap sequence as $\mathfrak{P}$. Corollary 4.3 .7 shows that there exist function fields of arbitrarily large genus without Weierstrass points, even in characteristic 0 .

Example 14.2.70. Let $k=\mathbb{Q}_{p}$ be the field of $p$-adic numbers $(p>2)$ and let $g \geq 2$. Then by Eisenstein's criterion, the polynomial $x^{2 g+2}+p$ is irreducible in $\mathbb{Q}_{p}[x]$. Let $K=k(x, y)$ with $y^{2}=x^{2 g+2}+p$. By Corollary 4.3.7, $g_{K}=g$. If $\left(x^{2 g+2}+p\right)_{k(x)}=$ $\frac{\wp}{\wp_{\infty}^{2 g+2}}$, then $\wp$ is the only ramified prime in $K / k(x)$ and $f=d_{k(x)}(\wp)=2 g+2>g$. Thus $\left[\frac{g}{f}\right]=0$.

Next we will see that for each $f$ satisfying $1 \leq f \leq g$, there are infinitely many prime divisors in $\mathbb{Q}_{p}(x)$ that have degree $f$ and decompose in $K / \mathbb{Q}_{p}(x)$. Using Theorem 14.2.67 we will deduce that $K$ has no Weierstrass points.

Assume $1 \leq f \leq g$, and set $\mathbb{F}_{p^{f}}=\mathbb{F}_{p}(\alpha)$. Suppose that $\ell(x)=\operatorname{Irr}\left(\alpha, x, \mathbb{F}_{p}\right)$, $\operatorname{deg} \ell(x)=f$, and $\ell(x) \neq x$. Let $h(x) \in \mathbb{Q}_{p}[x]$ be such that $\overline{h(x)}=-x^{g+1}+\ell(x)$ where $\operatorname{deg} h(x)=g+1$. We have

$$
\begin{aligned}
\left(x^{2 g+2}+p-h(x)^{2}\right) \bmod p & =\left(x^{g+1}-\overline{h(x)}\right)\left(x^{g+1}+\overline{h(x)}\right) \\
& =\left(x^{g+1}-\overline{h(x)}\right) \ell(x) .
\end{aligned}
$$

If $\ell(x) \mid x^{g+1}-\overline{h(x)}$, then $\ell(x) \mid \ell(x)+x^{g+1}-\overline{h(x)}=2 x^{g+1}$. This contradiction shows that $\ell(x)$ and $x^{g+1}+\overline{h(x)}$ are relatively prime. By Hensel's lemma (Theorem 2.3.14), we have $x^{2 g+2}+p-h(x)^{2}=m(x) t(x)$, where $m(x)$ has degree $f$ and $\overline{m(x)}=\ell(x)$. Thus $m(x)$ is irreducible since $\ell(x)$ is irreducible. On the other hand, if we fix $m(x)$, we have $m_{\mu}(x):=m(x)+p \mu$, where $\mu \in \mathbb{Z}_{p}$ is another irreducible polynomial of degree $f$ in $\mathbb{Q}_{p}[x]$. In short, there exist infinitely many monic irreducible polynomials $m(x)$ of degree $f$ and $\overline{m(x)}=\ell(x)$.

Let $\varphi$ be the place associated with a given such $m(x)$. Let $\vartheta$ and $\wp$ be the valuation and the maximal ideal associated to $m(x)$. We have

$$
\vartheta / \wp \cong \mathbb{Q}_{p}[x] /(m(x))=F \quad \text { where } \quad\left[F: \mathbb{Q}_{p}\right]=f .
$$

Consider the function

$$
\varphi: \mathbb{Q}_{p}(x) \rightarrow F \cup\{\infty\} \quad \text { defined by } \quad \varphi(x):=x \bmod \wp,\left.\quad \varphi\right|_{\mathbb{Q}_{p}}=\operatorname{Id}_{\mathbb{Q}_{p}}
$$

Let $\sigma: K \rightarrow F_{1} \cup\{\infty\}$ be an extension of $\varphi$ to $K$.
Then $\left[F_{1}: F\right]$ is 1 or 2 . In fact, we have $F_{1}=F$ if and only if $\sigma(y) \in F$ and $\mathfrak{p}$ decomposes in $K / \mathbb{Q}_{p}(x)$. Now we have

$$
\begin{gathered}
y^{2}=x^{2 g+2}+p \\
\Longrightarrow \sigma\left(y^{2}\right)=\sigma(y)^{2}=\sigma\left(x^{2 g+2}+p\right)=\sigma(x)^{2 g+2}+\sigma(p)=\left(x^{2 g+2}+p\right) \bmod \wp .
\end{gathered}
$$

That is, $\sigma(y) \in F \Longleftrightarrow x^{2 g+2}+p-\beta^{2} \equiv 0 \bmod m(x)$ has a solution $\beta$ in $\mathbb{Q}_{p}[x]$. If $h(x)$ is as before, then $m(x)$ divides $x^{2 g+2}+p-h(x)^{2}$. Thus $\sigma(y) \in F$. This shows that $K$ has no Weierstrass points.

Example 14.2.71. If $K / \mathbb{F}_{q}$ is a hyperelliptic function field, then there are finitely many prime divisors of degree 1 in $\mathbb{F}_{q}(x)$ that decompose in $K / \mathbb{F}_{q}(x)$. Therefore these points are Weierstrass points.

The next result is a generalization of Theorem 14.2.59.
Corollary 14.2.72. If $K / k$ is a hyperelliptic function field for an algebraically closed field $k$ of characteristic $p \geq 0$, then the gap sequence of the field is classical, that is, equal to $\{1,2, \ldots, g\}$. The Weierstrass points correspond to the ramified prime divisors of $K / k(x)$ and their gap sequence is $\{1,3, \ldots, 2 g-1\}$.

Proof. This is an immediate consequence of Theorem 14.2.67, since in this case $f=1$.

Example 14.2.73. Let $k$ be an algebraically closed field of characteristic 2 . Let $K=$ $k(x, y)$ where

$$
y^{2}-y=x^{m}, \quad m \geq 3, \quad \text { and } \quad 2 \nmid m .
$$

Then the only ramified prime in $K / k(x)$ is $\wp_{\infty}$ and

$$
g_{K}=1+\left(g_{k(x)}-1\right)[K: k(x)]+\frac{1}{2}(m+1)(2-1)=\frac{m+1}{2}-1=\frac{m-1}{2}
$$

(see Example 5.8.8 and Theorem 9.4.2).
Since $K$ is a hyperelliptic field, there exist fields of arbitrarily large genus $g$ ( $g=$ $\frac{m-1}{2}$ or $m=2 g+1$ ) with a single Weierstrass point.

Corollary 14.2.74. If $K / k$ is a hyperelliptic function field for some algebraically closed field $k$ of characteristic distinct from 2 , then $K / k$ has $2 g+2$ Weierstrass points.

Proof. The result follows from Corollary 14.2.72 since there are $2 g+2$ ramified primes in $K / k(x)$.

### 14.2.5 Fields with Nonclassical Gap Sequence

In this subsection we consider an algebraically closed field $k$ of characteristic $p>0$.
Theorem 14.2.75. Let $K=k(x, y)$ be the function field defined by the equation

$$
y^{q}-y=x^{m}
$$

where $q=p^{u}, m>1$, and $m$ divides $q+1$. Set $q+1=m n$. Then

$$
g_{K}=\frac{(m-1)(q-1)}{2}
$$

Furthermore, the gap sequence of the field is

$$
\{r q+s+1 \mid r, s \geq 0,(r+1) n+(s+1) \leq q\} .
$$

Proof. From Example 5.9 .12 we have $g_{K}=\frac{(m-1)(q-1)}{2}$.
Now we compute the cardinality of the set

$$
A=\{r q+s+1 \mid r, s \geq 0,(r+1) n+(s+1) \leq q\}
$$

For $0 \leq r$, we have

$$
(r+1) n+(s+1) \leq q \Longleftrightarrow s \leq q-(r+1) n-1
$$

Set $a_{r}=\max \{q-(r+1) n, 0\}$. Then $0 \leq s \leq a_{r}-1$.

Also, $(r+1) n \leq q=n m-1$. Hence $r \leq m-\frac{1}{n}-1$ and $r \leq m-2$. It follows that

$$
\begin{aligned}
|A| & =\sum_{r=0}^{m-2} a_{r}=\sum_{r=0}^{m-2}\{q-(r+1) n\}=(m-1) q-n \frac{m(m-1)}{2} \\
& =(m-1) q-\frac{(q+1)(m-1)}{2}=(m-1)\left(\frac{2 q-q-1}{2}\right) \\
& =\frac{(m-1)(q-1)}{2}=g_{K} .
\end{aligned}
$$

By Theorem 9.4.1 we have

$$
(d x)_{K}=\operatorname{con}_{k(x) / K}(d x)_{k(x)} \mathfrak{D}_{K / k(x)}=\mathfrak{B}^{-2 q+(m+1)(q-1)}=\mathfrak{B}^{m(q-n-1)} .
$$

Denote by $\wp$ the zero of $x$ in $k(x)$. Let $r, s \geq 0$ be such that $(r+1) n+(s+1) \leq q$. Set $w=x^{r} y^{s} d x$. Clearly $v_{\mathfrak{P}}\left((w)_{K}\right) \geq 0$ for all $\mathfrak{P} \neq \mathfrak{B}$. Now we have

$$
\begin{aligned}
v_{\mathfrak{B}}\left((w)_{K}\right) & =r v_{\mathfrak{B}}\left((x)_{K}\right)+s v_{\mathfrak{B}}\left((y)_{K}\right)+v_{\mathfrak{B}}\left((d x)_{K}\right) \\
& =-r q-s m+m(q-n-1)=-r(n m-1)-s m+m(q-n-1) \\
& =m(-r n-s+q-n-1)+r=m(q-n(r+1)-(s+1))+r \\
& \geq m(0)+r=r \geq 0 .
\end{aligned}
$$

Now the set $\left\{x^{r} y^{s} d x \mid r \geq 0, s \geq 0,(r+1) n+(s+1) \leq q\right\}$ is linearly independent over $k$. Moreover, this set is of cardinality $g$ and consists of holomorphic differentials, so it is a basis of holomorphic differentials.

Therefore the gap sequence of the field is

$$
\left\{\mu_{i}+1 \mid 0 \leq i \leq g-1\right\},
$$

where $\mu_{0}, \ldots, \mu_{g-1}$ are the orders of the Wronskian determinant

$$
W_{y}\left(x^{r} y^{s} \mid r, s \geq 0,(r+1) n+(s+1) \leq q\right)
$$

(Theorem 14.2.48).
We associate the corresponding power series for $D_{y}$ for each $x^{r} y^{s}: \phi: K \rightarrow$ $K[[u]]$, where $Y=\phi(y)=y+u$ and $X=\phi(x)=x+\sum_{n=1}^{\infty} D_{y}^{(n)}(x) u^{n}$. Now $y^{q}-y=x^{m}=x^{\frac{q+1}{n}}$, so $x=\left(y^{q}-y\right)^{\frac{n}{q+1}}$. Since $\frac{1}{q+1}=q^{2}-q+1-\frac{q^{3}}{q+1}$ it follows that

$$
x=\left(y^{2}-y\right)^{\frac{n}{q+1}}=\left(y^{q}-y\right)^{n\left(q^{2}-q+1\right)}\left(y^{q}-y\right)^{-\frac{n}{q+1} q^{3}}=\left(y^{q}-y\right)^{n\left(q^{2}-q+1\right)} x^{-q^{3}} .
$$

Therefore

$$
\begin{equation*}
X=\left(Y^{q}-Y\right)^{n\left(q^{2}-q+1\right)} X^{-q^{3}} \tag{14.26}
\end{equation*}
$$

Next, $X^{q^{3}}=x^{q^{3}}+u^{q^{3}} R(u)$ for some $R(u) \in K[[u]]$. Thus

$$
X^{-q^{3}}=x^{-q^{3}}-u^{q^{3}} R_{1}(u) \quad \text { for some } \quad R_{1}(u) \in K[[u]] .
$$

Using (14.26) we obtain that

$$
X \equiv\left(y^{q}-y+u^{q}-u\right)^{n\left(q^{2}-q+1\right)} x^{-q^{3}} \bmod \left(u^{q+1}\right)
$$

We have

$$
\begin{aligned}
& \left(y^{q}-y-u+u^{q}\right)^{n\left(q^{2}-q\right)}=\left(y^{q^{2}}-y^{q}-u^{q}+u^{q^{2}}\right)^{n(q-1)} \\
& \quad \equiv\left(y^{q^{2}}-y^{q}\right)^{n(q-1)}-n(q-1)\left(y^{q^{2}}-y^{q}\right)^{n(q-1)-1} u^{q} \quad \bmod u^{q+1}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(y^{2}-y-u+u^{q}\right)^{n} & \equiv\left(y^{q}-y-u\right)^{n}+n\left(y^{q}-y-u\right)^{n-1} u^{q} \\
& \equiv\left(y^{q}-y-u\right)^{n}+n\left(y^{q}-y\right)^{n-1} u^{q} \quad \bmod u^{q+1}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
X \equiv & \equiv\left(y^{q}-y-u+u^{q}\right)^{n\left(q^{2}-q\right)}\left(y^{q}-y-u+u^{q}\right)^{n} x^{-q^{3}} \\
\equiv & {\left[\left(y^{q^{2}}-y^{q}\right)^{n(q-1)}-n(q-1)\left(y^{q^{2}}-y^{q}\right)^{n(q-1)-1} u^{q}\right] } \\
& \quad\left[\left(y^{q}-y-u\right)^{n}+n\left(y^{q}-y\right)^{n-1} u^{q}\right] x^{-q^{3}} \\
\equiv & a\left(y^{q}-y-u\right)^{n}+b u^{q} \quad \bmod u^{q+1}
\end{aligned}
$$

with

$$
\begin{aligned}
a & =x^{-q^{3}}\left[\left(y^{q^{2}}-y^{q}\right)^{n(q-1)}-n(q-1)\left(y^{q^{2}}-y^{q}\right)^{n(q-1)-1} u^{q}\right] \\
& =x^{-q^{3}}\left(y^{q}-y\right)^{n\left(q^{2}-q\right)-q}\left[\left(y^{q}-y\right)^{q^{2}}+n u^{q}\right] \\
& =x^{-q^{3}} x^{m n\left(q^{2}-q\right)-m q}\left(x^{m q^{2}}+n u^{q}\right) \neq 0
\end{aligned}
$$

and

$$
b=x^{-q^{3}}\left(y^{q^{2}}-y^{q}\right)^{n(q-1)} n\left(y^{q}-y\right)^{n-1}=n x^{-q^{3}} x^{m n q(q-1)} x^{m(n-1)} \neq 0
$$

Thus

$$
\begin{equation*}
X \equiv a\left(y^{q}-y-u\right)^{n}+b u^{q} \quad \bmod u^{q+1} \tag{14.27}
\end{equation*}
$$

where $a$ and $b$ are two nonzero elements of $K$.
Consider the $k$-vector space

$$
V=L_{K}\left((d x)_{K}^{-1}\right)=\bigoplus_{r, s} k x^{r} y^{s} \quad \text { with } \quad(r+1) n+(s+1) \leq q
$$

and the respective $K$-vector space consisting of the power series of the form

$$
U=\bigoplus_{r, s} K X^{r} Y^{s}, \quad \text { with } \quad(r+1) n+(s+1) \leq q .
$$

We will find the Hermitian powers associated to $U$. We have

$$
\begin{equation*}
u^{s}=(Y-y)^{s} \equiv 0 \quad \bmod \left(\bigoplus_{i=0}^{s} K Y^{i}\right) \tag{14.28}
\end{equation*}
$$

and

$$
\begin{gathered}
\left(y^{q}-y-u\right)^{n}=\sum_{m=0}^{n}\binom{n}{m}\left(y^{q}-y\right)^{m}(-1)^{n-m} u^{n-m} \\
\in \sum_{m=0}^{n} \bigoplus_{i=0}^{n-m} K Y^{i}=\bigoplus_{j=1}^{n} K Y^{j}
\end{gathered}
$$

Therefore, using (14.27) we obtain that $X \equiv b u^{q} \bmod M_{1}$, where $M_{1}$ is the $K$ vector space $\left\langle u^{q+1}, Y^{i} \mid 0 \leq i \leq n\right\rangle$. Since $b$ is a nonzero element of $K$, it follows that $u^{q} \in\left\langle u^{q+1}, X, Y^{i} \mid 0 \leq i \leq n\right\rangle \subseteq\left\langle u^{q+1}, X^{j} Y^{i} \left\lvert\, j+\frac{i}{n} \leq 1\right.\right\rangle$. Then the $K$-vector space $\bigoplus_{j+\frac{i}{n} \leq 1} K X^{j} Y^{i}=M$ contains a power series of the form $P=u^{q}+u^{q+1} P_{1} \in$ $M$. Thus $P \equiv 0 \bmod \left(\bigoplus_{j+\frac{i}{n} \leq r} K X^{j} Y^{i}\right)$ and if we choose $s \geq 0$ such that $(r+$ 1) $n+(s+1) \leq q$, by (14.28) we have $P^{r} u^{s} \equiv 0 \bmod \left(\bigoplus_{\substack{j+\frac{i}{n} \leq r \\ t \leq s}} K X^{j} Y^{i+t}\right)$. Now $n j+i \leq n r$, so

$$
(j+1) n+(i+t+1) \leq n r+n+s+1=(r+1) n+(s+1) \leq q .
$$

Hence $P^{r} u^{s} \in U$ for all $r, s$ such that $(r+1) n+(s+1) \leq q$.
There are $g=\frac{(m-1)(q-1)}{2}$ power series of the form $P^{r} u^{s}$ from $U$.
Note that

$$
P^{r} u^{s}=u^{r q+s}+\sum_{n=r q+s+1}^{\infty} a_{n}^{(r, s)} u^{n}
$$

That is, $\left\{P^{r} u^{s} \mid r, s \geq 0,(r+1) n+(s+1) \leq q\right\}$ is a Hermitian basis of $U$ whose set of Hermitian invariants is

$$
\{r q+s \mid r, s \geq 0,(r+1) n+(s+1) \leq q\} .
$$

By Theorem 14.2.35 the orders of the Wronskian

$$
W_{y}\left(x^{r} y^{s} \mid r, s \geq 0,(r+1) n+(s+1) \leq q\right)
$$

are precisely $\{r q+s\}_{r, s}$. It follows by Theorem 14.2.48 that the gap sequence of the field is $\{r q+s+1\}_{r, s}$

Remark 14.2.76. Theorem 14.2.75 provides us with examples of function fields $K / k$ where $k$ is algebraically closed of characteristic $p>0$ such that the gap sequence of $K$ is nonclassical.

Example 14.2.77. In the setting of Theorem 14.2.75, let $p=q=3$ and $m=4$. Then $K=k(x, y)$ with

$$
y^{3}-y=x^{4}
$$

We have $g=\frac{(m-1)(q-1)}{2}=3$ and $q+1=4=m n=4 n$, so $n=1$. Thus the gap sequence of the field is

$$
\begin{aligned}
& \{r q+s+1 \mid r, s \geq 0,(r+1) n+(s+1) \leq q\} \\
& =\{3 r+s+1 \mid r, s \geq 0, r+1+s+1 \leq 3\} \\
& =\{3 r+s+1 \mid r, s \geq 0, r+s \leq 1\} \\
& =\{1,2,4\} \neq\{1,2,3\}
\end{aligned}
$$

### 14.3 Automorphism Groups of Algebraic Function Fields

Let $K / k$ be a function field, and

$$
\operatorname{Aut}_{k} K:=\left\{\sigma: K \rightarrow K \mid \sigma \text { is a field automorphism }\left.\sigma\right|_{k}=\operatorname{Id}_{k}\right\}
$$

If $K=k(x)$, then

$$
\operatorname{Aut}_{k}(k(x)) \cong G L(2, k) / k^{*} \cong P G L(2, k)=\left\{\sigma \left\lvert\, \sigma x=\frac{a x+b}{c x+d}\right., a d-b c \neq 0\right\}
$$

In particular, if $k$ is infinite, then $\operatorname{Aut}_{k}(k(x))$ is infinite too. If $K$ is an elliptic function field and $|k|=\infty$, then $\left|\operatorname{Aut}_{k}(K)\right|=\infty$ by Theorem 9.6.13. Klein and Poincaré [117] proved using the analytic theory of Riemann surfaces that when $g=g_{K} \geq 2$ and $k=\mathbb{C}$ is the field of complex numbers, then $\operatorname{Aut}_{k}(K)$ is finite. On the other hand, Weierstrass and Hurwitz gave algebraic proofs of the same result [70, 162]. Because of its algebraic nature, the latter method is applicable to the case of an arbitrary constant field $k$ of characteristic 0 . In the case of characteristic $p \neq 0$, H. L. Schmid [136] proved the theorem using Weierstrass points, in a way similar to Hurwitz's proof. On the other hand, K. Iwasawa and T. Tamagawa [73, 74, 75] gave another proof of Schmid's theorem using the representation of $\operatorname{Aut}_{k}(K)$ in the $k$-vector space $D_{K}(0)$ of holomorphic differentials of $K$ instead of Weierstrass points.

In this section we present the proof of Schmid's theorem following the ideas of Iwasawa and Tamagawa and of Schmid himself. At the end of the section we give a proof or Hurwitz's theorem. Let $k$ be an algebraically closed field of characteristic $p \geq 0, K / k$ a function field over $k$, and $G=\operatorname{Aut}_{k}(K)$. We assume $g=g_{K} \geq 1$ and $g \geq 2$ for our main result.

Proposition 14.3.1. Let $\sigma \in G$ be such that $\sigma(k(x))=k(x)$ for some $x \in K \backslash k$. Let $n=[K: k(x)]$. Assume that $p \nmid n$ whenever $p>0$ and $n$ is arbitrary whenever $p=0$. Then

$$
o(\sigma) \leq \max \{n(2 n+2 g-2)(2 n+2 g-3)(2 n+2 g-4), p n(g+1)\}<\infty
$$

Proof. Set $\mathfrak{D}_{K / k(x)}=\mathfrak{P}_{1}^{a_{1}} \cdots \mathfrak{P}_{s}^{a_{s}}$ and

$$
\left\{\mathfrak{P}_{i} \cap k(x) \mid 1 \leq i \leq s\right\}=\left\{\wp_{1}, \ldots, \wp_{r}\right\},
$$

where the latter has cardinality $r \leq s$. For each $\wp_{i}$, let $\wp=\wp_{i}$ and let

$$
\wp=\mathfrak{B}_{1}^{e_{1}} \cdots \mathfrak{B}_{t}^{e_{t}}, \quad \mathfrak{B}_{j} \in\left\{\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{s}\right\}
$$

be the decomposition of $\wp$ in $K$. First assume that $p$ does not divide $e_{j}$ for all $1 \leq i \leq$ $r$ and $1 \leq j \leq t$ (if $p=0$ this condition is automatically satisfied). In this case the contribution of each $\wp$ to the different is

$$
\mathfrak{B}_{1}^{e_{1}-1} \cdots \mathfrak{B}_{t}^{e_{t}-1}
$$

whose degree is equal to

$$
\sum_{j=1}^{t}\left(e_{j}-1\right)=\sum_{j=1}^{t} e_{j}-t=n-t \leq n-1 .
$$

By the Riemann-Hurwitz genus formula, we have

$$
2(g-1)=2\left(g_{k(x)}-1\right) n+d_{K}\left(\mathfrak{D}_{K / k(x)}\right)
$$

Thus $d_{K}\left(\mathfrak{D}_{K / k(x)}\right):=d=2 n+2(g-1)>2(n-1)$. In particular, $3 \leq r \leq d$. Now since $\sigma(k(x))=k(x)$, it follows that $\sigma\left(\mathfrak{D}_{K / k(x)}\right)=\mathfrak{D}_{K / k(x)}$ and $\sigma$ permutes the sets $\left\{\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{s}\right\}$ and $\left\{\wp_{1}, \ldots, \wp_{r}\right\}$. With the identification $\sigma \in S_{r}$, where $S_{r}$ denotes the symmetric group, if

$$
\sigma=\left(\alpha_{1}^{(1)}, \ldots, \alpha_{i_{1}}^{(1)}\right)\left(\alpha_{1}^{(2)}, \ldots, \alpha_{i_{2}}^{(2)}\right) \cdots\left(\alpha_{1}^{(u)}, \ldots, \alpha_{i_{u}}^{(u)}\right)
$$

is the cyclic decomposition of $\sigma$, where $i_{1}+\cdots+i_{u}=r$, some power $\sigma^{\ell}$ with $\ell \leq i_{1} i_{2} i_{3} \leq r(r-1)(r-2) \leq d(d-1)(d-2)$ fixes at least 3 distinct prime divisors from the set $\left\{\wp_{1}, \ldots, \wp_{r}\right\}$. By Exercise 5.10.14, $\left.\sigma^{\ell}\right|_{k(x)}=\operatorname{Id}_{k(x)}$. We have $\left|\operatorname{Aut}_{k(x)}(K)\right| \mid[K: k(x)]=n$. Thus $\sigma^{n \ell}=\operatorname{Id}_{K}$. Therefore

$$
\begin{aligned}
o(\sigma) \leq n \ell \leq & n d(d-1)(d-2) \\
& =n(2 n+2 g-2)(2 n+2 g-3)(2 n+2 g-4)
\end{aligned}
$$

Now assume that $p$ divides some $e_{j}$. In particular, we have $p>0$.
Notice that $\left.\sigma\right|_{k(x)} \in \operatorname{Aut}_{k}(k(x))$, so that $\sigma x=\frac{a x+b}{c x+d}$ with $a d-b c \neq 0$.
If $c=0$, then $\sigma x=\frac{a}{d} x+\frac{b}{d}=\alpha x+\beta$ for some $\alpha \neq 0$. If $\alpha=1$, we have $\sigma x=x+\beta$. If $\alpha \neq 1$,

$$
\begin{aligned}
\sigma\left(x+\frac{\beta}{\alpha-1}\right) & =\sigma x+\frac{\beta}{\alpha-1} \\
& =\alpha x+\beta+\frac{\beta}{\alpha-1}=\alpha x+\frac{\alpha \beta}{\alpha-1}=\alpha\left(x+\frac{\beta}{\alpha-1}\right)
\end{aligned}
$$

Let $y=x+\frac{\beta}{\alpha-1}$; then $k(x)=k(y)$ and $\sigma y=\alpha y$.
If $c \neq 0$, we may assume that $c=1$ and $\sigma x=\frac{a x+b}{x+d}=a+\frac{b-a d}{x+d}$.
Therefore $\sigma(x-a)=\sigma x-a=\frac{b-a d}{x+d}=\frac{b-a d}{x-a+(a+d)}$. Put $y=x-a$. Then $k(x)=k(y)$ and $\sigma y=\frac{\alpha}{y+\beta}$ for some $\alpha \neq 0$. Let $\lambda \in k$ be a solution of the equation $\lambda^{2}-\beta \lambda-\alpha=0$. Note that $\lambda \neq 0$ and $\lambda \neq \beta$ since $\alpha \neq 0$.

Let $\delta=\frac{\beta-\lambda}{\lambda}=\frac{\beta}{\lambda}-1 \neq 0$ and let $z=\frac{y+\beta}{y+\lambda}$. Then $\operatorname{det}\left(\begin{array}{ll}1 & \beta \\ 1 & \lambda\end{array}\right)=\lambda-\beta \neq 0$.
Therefore $k(x)=k(y)=k(z)$ and

$$
\sigma z=\frac{\sigma y+\beta}{\sigma y+\lambda}=\frac{\frac{\alpha}{y+\beta}+\beta}{\frac{\alpha}{y+\beta}+\lambda}=\frac{\beta y+\left(\alpha+\beta^{2}\right)}{\lambda y+(\alpha+\lambda \beta)}=\delta z+1
$$

From this point on we can proceed as above.
In short, we may assume without loss of generality that

$$
\sigma x=\alpha x \quad \text { or } \quad \sigma x=x+\alpha, \quad \text { with } \quad \alpha \in k
$$

If $\sigma x=x+\alpha$, then $\sigma^{p} x=x+p \alpha=x$. Therefore $o\left(\sigma^{p}\right) \leq n$ and

$$
o(\sigma) \leq p n \leq p n(g+1)
$$

Now assume $\sigma x=\alpha x$ with $\alpha \in k^{*}$. If the divisor of $x$ in $K$ is of the form $(x)_{K}=\frac{\mathfrak{Q}_{1}^{n}}{\mathfrak{Q}_{2}^{n}}$, where $\mathfrak{Q}_{1}, \mathfrak{Q}_{2}$ are distinct prime divisors, then $\mathfrak{Q}_{1}$ and $\mathfrak{Q}_{2}$ are fully ramified prime divisors in $K / k(x)$ and $v_{\mathfrak{Q}_{1}}\left(\mathfrak{D}_{K / k(x)}\right)=v_{\mathfrak{Q}_{2}}\left(\mathfrak{D}_{K / k(x)}\right)=n-1$. Thus we have

$$
\begin{aligned}
g & =1+(0-1) n+\frac{1}{2} d_{K}\left(\mathfrak{D}_{K / k(x)}\right) \\
& =1-n+\frac{1}{2}(2(n-1))+\frac{1}{2} d_{K}\left(\frac{\mathfrak{D}_{K / k(x)}}{\mathfrak{Q}_{1}^{n-1} \mathfrak{Q}_{2}^{n-1}}\right) \\
& =\frac{1}{2} d_{K}\left(\frac{\mathfrak{D}_{K / k(x)}}{\mathfrak{Q}_{1}^{n-1} \mathfrak{Q}_{2}^{n-1}}\right)>0 .
\end{aligned}
$$

Therefore $\mathfrak{D}_{K / k(x)}$ is divided by at least three different prime divisors of $k(x)$ and the first case of the proof can be applied to this situation. We obtain

$$
o(\sigma) \leq n(2 n+2 g-2)(2 n+2 g-3)(2 n+2 g-4)
$$

Next, suppose that either $\mathfrak{N}_{x}$ or $\mathfrak{Z}_{x}$, say $\mathfrak{N}_{x}$, is divisible by at least two distinct prime divisors $\mathfrak{Q}_{1}, \mathfrak{Q}_{2}$ of $K$. Since $\sigma x=\alpha x$, we have $\mathfrak{N}_{x}^{\sigma}=\mathfrak{N}_{x}$ and $\mathfrak{Z}_{x}^{\sigma}=\mathfrak{Z}_{x}$. Hence there exists some $\ell \leq n$ such that $\mathfrak{Q}_{1}^{\sigma^{\ell}}=\mathfrak{Q}_{1}$. Let $\tau=\sigma^{\ell}$. We have

$$
\ell_{K}\left(\mathfrak{Q}_{1}^{-r}\right) \geq d_{K}\left(\mathfrak{Q}_{1}^{r}\right)-g+1=r-(g-1)
$$

It follows that $\ell_{K}\left(\mathfrak{Q}_{1}^{-r}\right)=2$ for some $r \leq g+1$. Let $y \in L_{K}\left(\mathfrak{Q}_{1}^{-r}\right) \backslash k$ satisfy $\mathfrak{N}_{y}=\mathfrak{Q}_{1}^{s}$ and $1 \leq s \leq r \leq g+1$. Since $\mathfrak{Q}_{1}^{\tau}=\mathfrak{Q}_{1}$, there exist $\beta \in k \backslash\{0\}$, $\gamma \in k$, such that $\tau(y)=\beta y+\gamma$. If $\beta=1$, then $\tau^{p}(y)=y+p \gamma=y$. Since $[K: k(y)]=d_{K}\left(\mathfrak{N}_{y}\right)=s \leq g+1$, we have $o\left(\tau^{p}\right) \leq g+1$. Hence

$$
o(\tau) \leq p(g+1) \quad \text { and } \quad o(\sigma) \leq \ell p(g+1) \leq n p(g+1)
$$

We may assume that $\beta \neq 1$, and using the same argument as above, we may assume that $\tau y=\beta y$. Let $F(X, Y)=\sum_{i, j} a_{i j} X^{i} Y^{j}$ be an irreducible polynomial over $k$ such that $F(x, y)=0([k(x, y): k(x)] \leq[K: k(x)]=n)$. Since $\tau=\sigma^{\ell}, \tau x=\alpha^{\ell} x$ and $\tau y=\beta y$, we have

$$
0=\tau F(x, y)=F(\tau x, \tau y)=F\left(\alpha^{\ell} x, \beta y\right)
$$

Therefore

$$
\begin{equation*}
F\left(\alpha^{\ell} X, \beta Y\right)=\xi F(X, Y) \tag{14.29}
\end{equation*}
$$

for some nonzero $\xi$ in $k$.
Now suppose $a_{i j} \neq 0$ and $a_{i^{\prime}, j^{\prime}} \neq 0$ for some $(i, j) \neq\left(i^{\prime}, j^{\prime}\right)$, and consider $z:=x^{i-i^{\prime}} y^{j-j^{\prime}}$. Then $x^{i^{\prime}} y^{j^{\prime}} z=x^{i} y^{j}$. By (14.29), we have

$$
\alpha^{\ell i^{\prime}} x^{i^{\prime}} \beta^{j^{\prime}} y^{j^{\prime}}=\xi x^{i^{\prime}} y^{j^{\prime}} \quad \text { and } \quad \alpha^{\ell i} x^{i} \beta^{j} y^{j}=\xi x^{i} y^{j}
$$

Thus

$$
\begin{aligned}
\tau\left(x^{i^{\prime}} y^{j^{\prime}} z\right) & =\alpha^{\ell i^{\prime}} x^{i^{\prime}} \beta^{j^{\prime}} y^{j^{\prime}} \tau z=\xi x^{i^{\prime}} y^{j^{\prime}}=\tau(z)=\tau\left(x^{i} y^{j}\right)=\alpha^{i \ell} x^{i} \beta^{j} y^{j} \\
& =\xi x^{i} y^{j}=\xi x^{i^{\prime}} y^{j^{\prime}} z
\end{aligned}
$$

It follows that $\tau z=x^{i-i^{\prime}} y^{j-j^{\prime}}=z$. Since $\mathfrak{Q}_{1}, \mathfrak{Q}_{2} \mid \mathfrak{N}_{x}, \mathfrak{N}_{y}=\mathfrak{Q}_{1}^{s}$, it is easy to see that $z \notin k$. Now

$$
\operatorname{deg}_{X} F \leq[K: k(y)]=s \leq g+1 \quad \text { and } \quad \operatorname{deg}_{Y} F \leq[K: k(x)]=n
$$

so $\left|i-i^{\prime}\right| \leq g+1$ and $\left|j-j^{\prime}\right| \leq n$. Therefore

$$
\begin{aligned}
{[K: k(z)] } & =d_{K}\left(\mathfrak{N}_{z}\right) \leq\left|i-i^{\prime}\right| d_{K}\left(\mathfrak{N}_{x}\right)+\left|j-j^{\prime}\right| d_{K}\left(\mathfrak{N}_{y}\right) \\
& \leq(g+1) n+n(g+1)=2 n(g+1)
\end{aligned}
$$

Finally, $\tau(z)=z$ implies that $o(\tau) \leq 2 n(g+1)$. Hence $o\left(\sigma^{\ell}\right) \leq 2 n(g+1)$ and since $g \geq 1$,

$$
\begin{aligned}
o(\sigma) & \leq 2 \ell n(g+1) \leq 2 n^{2}(g+1) \\
& \leq n(2 n+2 g-2)(2 n+2 g-3)(2 n+2 g-4)
\end{aligned}
$$

This completes the proof.
Let $\mathfrak{P}$ be a fixed prime divisor in $K$. Our next step is to prove that the group $G \mathfrak{P}=\left\{\sigma \in G \mid \mathfrak{P}^{\sigma}=\mathfrak{P}\right\}$ is finite. We already know this for $g=1$ (see the proof of Theorem 9.6.14). Here we present another proof.

First we prove that the elements $\sigma$ of $G_{\mathfrak{P}}$ have finite order. In characteristic 0 this is easy to see. Choose $r$ to be the minimum pole number of $\mathfrak{P}$, that is, $\ell_{K}\left(\mathfrak{P}^{-r}\right)=2$ and $r \leq g+1$. If $x \in L_{K}\left(\mathfrak{P}^{-r}\right) \backslash k$, then $\sigma x=a x+b$ with $a \neq 0$. Then $[K: k(x)] \leq g+1$ and by Proposition 14.3.1, $o(\sigma)<\infty$. The same argument may be applied in case $k$ has characteristic $p$ where $p \nmid r$.

Now we consider the case char $k=p \geq 0$. Let $n_{1}, \ldots, n_{g}, n_{g+1}$ be the first $g+1$ pole numbers of $\mathfrak{P}$ with $1<n_{1}<n_{2}<\cdots<n_{g}=2 g<n_{g+1}=2 g+1$. Choose $x_{0}=1$ and $x_{i} \in L_{K}\left(\mathfrak{P}^{-n_{i}}\right) \backslash L_{K}\left(\mathfrak{P}^{-\left(n_{i}-1\right)}\right)$ for $1 \leq i \leq g+1$. Then

$$
\ell_{K}\left(\mathfrak{P}^{-n_{i}}\right)=i+1 \quad \text { and } \quad\left\{x_{0}, x_{1}, \ldots, x_{i}\right\} \text { a } k \text {-basis of } L_{K}\left(\mathfrak{P}^{-n_{i}}\right)
$$

for $1 \leq i \leq g+1$. We have $\mathfrak{N}_{x_{i}}=\mathfrak{P}^{n_{i}}$. Every $\sigma \in G_{\mathfrak{P}}$ induces a $k$-linear map $\sigma: L_{K}\left(\mathfrak{P}^{-n_{i}}\right) \rightarrow L_{K}\left(\mathfrak{P}^{-n_{i}}\right)$ for each $i$. Therefore $\sigma: L_{K}\left(\mathfrak{P}^{-(2 g+1)}\right) \rightarrow$ $L_{K}\left(\mathfrak{P}^{-(2 g+1)}\right)$ satisfies $\sigma x_{j}=\sum_{i=1}^{j} a_{i j} x_{i}$. Thus the matrix $A_{\sigma}$ of $\sigma$ with respect to the basis $\left\{x_{1}, \ldots, x_{g+1}\right\}$ is triangular, that is,

$$
A_{\sigma}=\left(\begin{array}{ccc}
a_{1} & & *  \tag{14.30}\\
& \ddots & \\
0 & & a_{g+1}
\end{array}\right)
$$

with $a_{i}=a_{i i}$ for $1 \leq i \leq g+1$. If $A_{\sigma}=\operatorname{Id}_{g+1}$, then $\sigma x_{g}=x_{g}$ and $\sigma x_{g+1}=$ $x_{g+1}$. Since $\left[K: k\left(x_{g}, x_{g+1}\right)\right]$ divides $\left[K: k\left(x_{g}\right)\right]=d_{K}\left(\mathfrak{N}_{x_{g}}\right)=d_{K}\left(\mathfrak{P}^{2 g}\right)=$ $2 g$ and $\left[K: k\left(x_{g+1}\right)\right]=d_{K}\left(\mathfrak{N}_{x_{g+1}}\right)=d_{K}\left(\mathfrak{P}^{2 g+1}\right)=2 g+1$, it follows that $\left[K: k\left(x_{g}, x_{g+1}\right)\right]=1$ and $K=k\left(x_{g}, x_{g+1}\right)$. Hence $\sigma=1$.

Proposition 14.3.2. Assume that $k$ has characteristic $p \geq 0$ and let $g \geq 1$. For any $\sigma \in G_{\mathfrak{P}}, o(\sigma)$ is finite and $o(\sigma)$ has an upper bound depending only on $g$ and $p$.

Proof. The characteristic values of $A_{\sigma}$ are $\left\{a_{1}, \ldots, a_{g}, a_{g+1}\right\}$. If $A_{\sigma}$ is diagonalizable, that is, there exists a basis $\left\{y_{1}, \ldots, y_{g}, y_{g+1}\right\}$ of $L_{K}\left(\mathfrak{P}^{-(2 g+1)}\right)$ such that

$$
\sigma y_{i}=a_{i} y_{i} \quad \text { for } \quad 1 \leq i \leq g+1
$$

and $y_{i} \in L_{K}\left(\mathfrak{P}^{-n_{i}}\right) \backslash L_{K}\left(\mathfrak{P}^{-n_{i}+1}\right)$, then

$$
\sigma\left(k\left(y_{g}\right)\right)=k\left(y_{g}\right) \quad \text { and } \quad \sigma\left(k\left(y_{g+1}\right)\right)=k\left(y_{g+1}\right) .
$$

Furthermore, one of the degrees $\left[K: k\left(y_{g}\right)\right]=2 g$ and $\left[K: k\left(y_{g+1}\right)\right]=2 g+1$ is relatively prime to $p$. It follows by Proposition 14.3.1 that

$$
o(\sigma) \leq \max \{n(2 n+2 g-2)(2 n+2 g-3)(2 n+2 g-4), p n(g+1)\}
$$

with $n=2 g$ or $2 g+1$.
Now assume that $A_{\sigma}$ is not diagonalizable. Then the minimum polynomial of $A_{\sigma}$ contains a quadratic linear divisor. Using the Jordan canonical form for $A_{\sigma}$, we see that there exist two $k$-linearly independent elements $y_{1}, y_{2}$ in $L_{K}\left(\mathfrak{P}^{-(2 g+1)}\right)$ such that $\sigma y_{1}=a y_{1}, \sigma y_{2}=y_{1}+a y_{2}$ with $0 \neq a=a_{i}=a_{j}$ and $i \neq j$. Set $y_{1}^{\prime}=y_{1}, y_{2}^{\prime}=a y_{2}$. Then

$$
\sigma y_{1}^{\prime}=\sigma y_{1}=a y_{1}=a y_{1}^{\prime}
$$

and

$$
\sigma y_{2}^{\prime}=\sigma\left(a y_{2}\right)=a \sigma y_{2}=a\left(y_{1}+a y_{2}\right)=a\left(y_{1}^{\prime}+y_{2}^{\prime}\right) .
$$

Put $z=\frac{y_{2}^{\prime}}{y_{1}^{\prime}}$. We have $\sigma z=\frac{\sigma y_{2}^{\prime}}{\sigma y_{1}^{\prime}}=\frac{a\left(y_{1}^{\prime}+y_{2}^{\prime}\right)}{a y_{1}^{\prime}}=z+1$ and $\sigma(k(z))=k(z)$. We have $[K: k(z)]=n=d_{K}\left(\mathfrak{N}_{z}\right) \leq d_{K}\left(\mathfrak{N}_{y_{2}^{\prime}}\right)+d_{K}\left(\mathfrak{Z}_{y_{1}^{\prime}}\right) \leq 2(2 g+1)$.

If char $k=0$, then by Proposition 14.3.1, $o(\sigma)$ is finite and has a bound depending only on $g$. If $p>0$, then $\sigma^{p}(z)=z$. Assuming $E=K^{\left\langle\sigma^{p}\right\rangle}$, we get $k(z) \subseteq E$ and $\operatorname{Gal}(K / E)=\left\langle\sigma^{p}\right\rangle$. Therefore

$$
o\left(\sigma^{p}\right)=[K: E] \leq n \leq 2(2 g+1)
$$

Thus $o(\sigma) \leq 2 p(2 g+1)$.
Let $\pi$ be a prime element for $\mathfrak{P}$ such that $v_{\mathfrak{P}}(\pi)=1$. For $\sigma \in G_{\mathfrak{P}}, \sigma \pi$ is also a prime element for $\mathfrak{P}$ and we have

$$
\sigma \pi \equiv \gamma_{\sigma} \pi \quad \bmod \mathfrak{P}^{2}
$$

where $\gamma_{\sigma}$ is a $\mathfrak{P}$-unit, that is, $\gamma \in\left(\vartheta_{\mathfrak{P}} / \mathfrak{P}\right)^{*}=k^{*}$. Define

$$
\begin{align*}
& \phi: G_{\mathfrak{P}} \tag{14.31}
\end{align*} \rightarrow^{*} k^{*} .
$$

Clearly, $\phi$ is a group homomorphism. Let $N=\operatorname{ker} \phi$. Thus $G_{\mathfrak{P}} / N \cong \Gamma=$ $\left\{\gamma_{\sigma} \mid \sigma \in G\right\}<k^{*}$. Since the orders of the elements in $G_{\mathfrak{P}}$ are bounded, it follows that the orders of the elements of $G_{\mathfrak{P}} / N \cong \Gamma$ are bounded too. In particular, $\Gamma<k^{*}$ is the cyclic group consisting of the $m$ th roots of unity in $k^{*}$ for some $m$ satisfying $(p, m)=1$.

Let $\varrho \in G_{\mathfrak{P}}, o(\varrho)=m$, and let $E$ be the fixed field of $\varrho$. Then $\mathfrak{P}$ is fully ramified in $K / E$ and since $p \nmid m, v_{\mathfrak{P}}\left(\mathfrak{D}_{K / E}\right)=m-1$. Let $\wp_{1}=\mathfrak{P} \cap E$ and $\wp_{2}, \ldots$, $\wp_{r}$ be the prime divisors in $E$ that are ramified in $K$ and set

$$
\wp_{1}=\mathfrak{P}^{m}, \wp_{i}=\left(\mathfrak{P}_{1}^{(i)} \cdots \mathfrak{P}_{g_{i}}^{(i)}\right)^{e_{i}} \quad \text { for } \quad 2 \leq i \leq r
$$

Then

$$
\begin{aligned}
d: & =d_{K}\left(\mathfrak{D}_{K / E}\right)=(m-1)+\sum_{i=2}^{r}\left(e_{i}-1\right) g_{i}=(m-1)+\sum_{i=2}^{r}\left(e_{i} g_{i}-g_{i}\right) \\
& =(m-1)+\sum_{i=2}^{r}\left(m-\frac{m}{e_{i}}\right)=m-1+m\left(\sum_{i=2}^{r}\left(1-\frac{1}{e_{i}}\right)\right)
\end{aligned}
$$

Using the genus formula we obtain $2(g-1)=2\left(g_{E}-1\right) m+d$. If $g_{E}=0$, then $2(g-1)=-2 m+d$. Now $d=(m-1)+\sum_{i=2}^{r}\left(m-g_{i}\right) \leq r(m-1)$ and $-2 m+d \geq 0$, so $r \geq 3$. If $r=3$, then $2(g-1)=-2 m+(m-1)+m\left(1-\frac{1}{e_{2}}\right)+m\left(1-\frac{1}{e_{3}}\right)=$ $m-1-m\left(\frac{1}{e_{2}}+\frac{1}{e_{3}}\right)$.

Thus $2 g-1=m\left(1-\frac{1}{e_{2}}-\frac{1}{e_{3}}\right)$. The case $e_{2}=e_{3}=2$ is impossible, so we conclude that $e_{2} \geq 2$ and $e_{3} \geq 3$. Therefore $2 g-1=m\left(1-\frac{1}{e_{2}}-\frac{1}{e_{3}}\right) \geq$ $m\left(1-\frac{1}{2}-\frac{1}{3}\right)=\frac{m}{6}$. It follows that $m \leq 6(2 g-1)$.

Next, if $r \geq 4$ we have

$$
\begin{aligned}
2(g-1) & =-2 m+(m-1)+m \sum_{i=2}^{r}\left(1-\frac{1}{e_{i}}\right) \\
& \geq-m-1+m\left(1-\frac{1}{2}\right)(r-1) \geq-m-1+\frac{3 m}{2}=\frac{m}{2}-1
\end{aligned}
$$

Thus $m \leq 2(2 g-1)$ in this case.
Finally, if $g_{E} \geq 1$, we have $2(g-1) \geq d \geq m-1$. Hence $m \leq 2 g-1$. In any case, we obtain that

$$
\begin{equation*}
|\Gamma|=\left|G_{\mathfrak{P}} / N\right|=m \leq 6(2 g-1) \tag{14.32}
\end{equation*}
$$

In order to study $N$, we consider the basis $\left\{x_{1}, \ldots, x_{g+1}\right\}$ given in (14.30). We have $\sigma \pi=\gamma \pi \bmod \pi^{2}$ with $\gamma=\gamma_{\sigma} \in k^{*}$. Moreover, for $x_{i} \in L_{K}\left(\mathfrak{P}^{-n_{i}}\right) \backslash$ $L_{K}\left(\mathfrak{P}^{-\left(n_{i}-1\right)}\right)$, we obtain $x_{i} \equiv c \pi^{-n_{i}} \bmod \pi^{-n_{i}+1}$ with $c \in k^{*}$, so

$$
\sigma x_{i} \equiv c(\sigma \pi)^{-n_{i}} \bmod \pi^{-n_{i}+1} \equiv c \gamma^{-n_{i}} \pi^{-n_{i}} \bmod \pi^{-n_{i}+1}
$$

On the other hand, since $\sigma x_{i}=a_{i} x_{i}+\sum_{j<i} a_{i j} x_{j}$, we have

$$
a_{i} c \pi^{-n_{i}} \equiv c \gamma^{-n_{i}} \pi^{-n_{i}} \bmod \pi^{-n_{i}+1}
$$

It follows that $a_{i}=\gamma^{-n_{i}}$ for $1 \leq i \leq g+1$. In particular,

$$
a_{g}=\gamma^{-n_{g}}=\gamma^{-2 g} \quad \text { and } \quad a_{g+1}=\gamma^{-n_{g+1}}=\gamma^{-(2 g+1)}
$$

Now $N$ is the kernel of the map $\phi$ given in (14.31), so $N$ consists of the elements $\sigma$ in $G_{\mathfrak{P}}$ for which the matrix $A_{\sigma}$ has the form

$$
\left(\begin{array}{lll}
1 & & *  \tag{14.33}\\
& \ddots & \\
0 & & 1
\end{array}\right)
$$

If $p=$ char $k=0$, any such matrix is of infinite order unless it is the unit matrix. Therefore, using Proposition 14.3.2, we get $N=\{\mathrm{Id}\}$ in characteristic 0 . Assume $p>0$. Then any element of $N$ corresponds to a matrix of the form $B=\mathrm{Id}+A$, where $A$ is of the form $A=\left(\begin{array}{lll}0 & & * \\ & \ddots & * \\ 0 & & 0\end{array}\right)$. Clearly, $A$ is nilpotent and $B^{p^{n}}=\operatorname{Id}+A^{p^{n}}$.
Therefore the order of any element of $N$ is a power of $p$. We will prove that $N$ is a finite $p$-group. If $C, D \in N$, it is easy to verify that $C D C^{-1} D^{-1}$ is of the form $\left(\begin{array}{cccc}1 & 0 & * & * \\ 0 & \ddots & \ddots & * \\ 0 & \cdots & 1 & 0 \\ 0 & \cdots & 0 & 1\end{array}\right)$, so that

$$
N^{\prime}=[N, N] \subseteq\left\{\left(\begin{array}{cccc}
1 & 0 & * & * \\
0 & \ddots & \ddots & * \\
0 & \cdots & 1 & 0 \\
0 & \cdots & 0 & 1
\end{array}\right)\right\}
$$

In this way, we obtain

$$
N^{(i)}=\left[N^{(i-1)}, N^{(i-1)}\right] \subseteq\left\{\left(\begin{array}{cccc}
1 & \overbrace{0 \cdots}^{i} & \cdots & * \\
& \ddots & \ddots & \\
0 & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & \cdots & \cdots & 0
\end{array}\right\} i t\right\}
$$

Therefore $N^{(g)}=\{\mathrm{Id}\}$ and $N$ is a nilpotent group.

Proposition 14.3.3. Assume that $k$ has characteristic $p>0, H<G_{\mathfrak{P}}$, and $g_{K}>0$. If $H$ is an abelian group such that the order of any element of $H$ is a power of $p$ and for any nontrivial finite subgroup $U$ of $H, K^{U}$ is a rational function field, then $H$ is a cyclic group of order 1, p, or $p^{2}$.

Proof. Assume that $U$ is a cyclic subgroup of $H$ generated by an element $\sigma$ of order $p$. Then $K^{U}=k(x)$. Since $p=[K: k(x)]=|U|$ we may assume that $\mathfrak{N}_{x}=\mathfrak{P}^{p}$. For any $\tau \in H$, we have $K^{\langle\sigma, \tau\rangle} \subseteq k(x)$ and since $\langle\sigma, \tau\rangle$ is abelian, $k(x) / K^{\langle\sigma, \tau\rangle}$ is normal. Therefore $\tau(k(x))=k(x)$ and $\mathfrak{P}^{\tau}=\mathfrak{P}$. Since $o(\tau)$ is a power of $p$, it follows that $\tau x=x+a, a \in k$. Thus $\tau^{p}(x)=x, \tau^{p} \in U$, and $\tau^{p^{2}}=e$. That is, the order of any element $\tau$ of $H$ is $1, p$, or $p^{2}$. The result will follow if we prove that the only subgroup of $H$ of order $p$ is $U$. Assume that there exists $V<H, V=\langle\tau\rangle$, such that $o(\tau)=p$ and $U \neq V$. Then $\tau x=x+a$ and since $\tau \notin U, a$ is nonzero. Thus

$$
\tau\left(\frac{x}{a}\right)=\frac{\tau(x)}{a}=\left(\frac{x}{a}\right)+1 .
$$

Setting $y=\frac{x}{a}$, we have $k(x)=k(y)$ and $\tau(y)=y+1, \sigma y=y, \mathfrak{N}_{y}=\mathfrak{P}^{p}$. Applying the same to $V$ instead of $U$, we obtain the existence of an element $z$ in $K$ such that $\mathfrak{N}_{z}=\mathfrak{P}^{p}, \tau(z)=z$, and $\sigma z=z+1$.

Now $z \notin k(y)$ since $\sigma z \neq z$ and $[K: k(y)]=p$. Therefore $K=k(y, z)$. Consider the subgroup $U V$ of $H$, and notice that $|U V|=p^{2}$. Set $E=K^{U V}$; then $[K: E]=p^{2}$ and $E$ a rational function field. Clearly, $v_{\mathfrak{P}}\left(y^{p}-y\right)=-p^{2}$ and $v_{\mathfrak{P}}\left(z^{p}-z\right)=-p^{2}$. We have
$\sigma\left(y^{p}-y\right)=y^{p}-y, \quad \tau\left(y^{p}-y\right)=(\tau y)^{p}-\tau(y)=y^{p}+1-(y+1)=y^{p}-y$.
Hence $y^{p}-y \in E$. Similarly, $z^{p}-z \in E$ and

$$
\left[K: k\left(y^{p}-y\right)\right]=d_{K}\left(\mathfrak{N}_{y}\right)=p^{2}=[K: E] .
$$

Therefore $E=k\left(y^{p}-y\right)=k\left(z^{p}-z\right)=k(w)$, where $(w)_{E}=\frac{\wp_{0}}{\wp_{\infty}}$ and $\wp_{\infty}=\mathfrak{P}^{p^{2}}$ in $K$. Since $\mathfrak{N}_{y}=\mathfrak{N}_{z}=\mathfrak{N}_{w}$, we have $y^{p}-y=A w+B$ and $z^{p}-z=C w+D$. In particular, $y^{p}-y=\beta\left(z^{p}-z\right)+\gamma$ for some $\beta, \gamma \in k$ such that $\beta \neq 0$. Let $u=y-\beta^{1 / p} z$. Then

$$
\begin{aligned}
u^{p}-u-\gamma & =y^{p}-\beta z^{p}-y+\beta^{1 / p} z-\gamma \\
& =\beta\left(z^{p}-z\right)-\beta z^{p}+\beta^{1 / p} z=\left(\beta^{1 / p}-\beta\right) z
\end{aligned}
$$

If $\beta^{1 / p}-\beta=0$, then $u$ is a constant and therefore $k(y)=k(z)$, which contradicts the fact that $U \neq V$. If $\beta^{1 / p}-\beta \neq 0$, then $z \in k(u)$ and $y \in k(u)$. Thus $K=k(y, z) \subseteq$ $k(u)$, which contradicts $g_{K}>0$. This completes the proof.

Proposition 14.3.4. Assume char $k=p>0$ and let $g_{K}>0$. Let $H<G_{\mathfrak{P}}$ be such that $H$ is abelian and every element of $H$ is a power of $p$. Then $H$ is a finite group such that $|H| \leq p^{2}(2 g-1)$.

Proof. Let $U$ be any finite subgroup of $H$, say of order $n$ (a power of $p$ ). Putting $E=K^{U}$, we obtain using the Riemann-Hurwitz genus formula

$$
2(g-1)=2 n\left(g_{E}-1\right)+d
$$

where $d=d_{K}\left(\mathfrak{D}_{K / E}\right)$. Since $\mathfrak{P}^{\sigma}=\mathfrak{P}$ for all $\sigma \in U, \mathfrak{P}$ is fully ramified in $K / E$ and $\mathfrak{P}^{n-1} \mid \mathfrak{D}_{K / E}$. Therefore $d \geq n-1$. If $2 g \leq n$, then

$$
g_{E}=\frac{2(g-1)-d}{2 n}+1 \leq \frac{n-2-(n-1)}{2 n}+1=-\frac{1}{2 n}+1<1
$$

Thus, in this case, $g_{E}=0$. Let $U$ be a maximal finite subgroup of $H$ such that $g_{E}>0$. Then $|U|<2 g$. We have $H / U<\operatorname{Aut}_{k}(E)$, so $H / U$ satisfies the condition of Proposition 14.3.3. Therefore $|H / U| \leq p^{2}$, and

$$
|H| \leq p^{2}|U| \leq p^{2}(2 g-1)
$$

Proposition 14.3.5. Let $G$ be a group with at least $n$ elements ( $G$ may be infinite) and a subgroup $H$ contained in the center of $G$ such that $|H|=p$ and $G / H$ is an elementary abelian p-group (that is, $\sigma^{p}=e$ for all $\sigma \in G / H$ and $G / H$ is abelian). Then $G$ contains an abelian subgroup with at least $\sqrt{p n}$ elements.

Proof. If $G$ is infinite, then since every element of $G$ is of order at most $p^{2}(\sigma \in G$, $\sigma^{p} \in H, \sigma^{p^{2}}=e$ ), we may replace $G$ by a finite subgroup of order at least $n$ and assume that $G$ is finite. Let $U$ be a maximal abelian normal subgroup of $G$. Then $H \subseteq U$, where $U / H$ is an elementary abelian $p$-group. Let $\sigma_{1}, \ldots, \sigma_{s} \in U$ be such that the elements $\bar{\sigma}_{i}=\sigma_{i} \bmod H$ form a basis of $U / H$. Let $\sigma \in G$ be arbitrary and let

$$
\varrho_{i}(\sigma)=\varrho_{i}:=\sigma \sigma_{i} \sigma^{-1} \sigma_{i}^{-1}, \quad 1 \leq i \leq s
$$

Since $G / H$ is an abelian group, we have $\varrho_{i}(\sigma) \in H$. Define

$$
\begin{aligned}
\quad \phi: G & \rightarrow H^{s} \\
\text { by } \quad \phi(\sigma) & =\left(\varrho_{1}(\sigma), \ldots, \varrho_{s}(\sigma)\right) .
\end{aligned}
$$

It is easy to verify that $\phi$ is a group homomorphism whose kernel is

$$
\operatorname{ker} \phi=\left\{\sigma \in G \mid \varrho_{i}(\sigma)=1,1 \leq i \leq s\right\}=\left\{\sigma \in G \mid \sigma \sigma_{i}=\sigma_{i} \sigma \text { for all } i\right\}
$$

Therefore $\operatorname{ker} \phi \supseteq U$ and $\operatorname{ker} \phi \triangleleft G$. If $\sigma \in \operatorname{ker} \phi$, then $\sigma$ commutes with $U$ and $\langle\sigma, U\rangle$ is an abelian subgroup containing $U$. Since $G / U \cong \frac{G / H}{U / H}$ is abelian, then $\langle\sigma, U\rangle$ is a normal subgroup of $G$. It follows that $\langle\sigma, U\rangle=U$ and $\sigma \in U$. Therefore $\operatorname{ker} \phi=U$. Now $|G / U| \leq\left|H^{s}\right|=p^{s}$ and $|U / H|=p^{s}$, so $|U|=p^{s+1}$. Hence

$$
n \leq|G|=|G / U||U| \leq p^{s} p^{s+1} \quad \text { and } \quad \sqrt{p n} \leq|U|
$$

Now we return to $G_{\mathfrak{P}}$. The group $G_{\mathfrak{P}} / N=\Gamma$ is finite of order at most $6(2 g-1)$. Consider again the basis $\left\{x_{1}, \ldots, x_{g}, x_{g+1}\right\}$ as in (14.30). Set $x=x_{1}$, that is, $\mathfrak{N}_{x}=$
$\mathfrak{P}^{-n_{1}}$, where $\{1, x\}$ is a basis of $L_{K}\left(\mathfrak{P}^{-n_{1}}\right)$. By (14.33) $\sigma x=x+\alpha_{\sigma}$ where $\alpha_{\sigma} \in k$ for $\sigma \in N$. Since for $\psi, \sigma \in N$, we have $(\psi \sigma)\left(x+a_{\sigma}\right)=x+a_{\sigma}+a_{\psi}=x+a_{\psi \sigma}$, it follows that $\Lambda: N \rightarrow k, \Lambda(\sigma)=a_{\sigma}$, is a group homomorphism. Let $N_{1}=\operatorname{ker} \Lambda$. Then $N / N_{1}$ is a subgroup of $k$. Therefore $N / N_{1}$ is an elementary abelian $p$-group. If $N_{1}=\{\mathrm{Id}\}$, $N$ is abelian and by Proposition 14.3.4 we have $|N| \leq p^{2}(2 g-1)<p^{3}(2 g-1)$. Assume $N_{1} \neq\{\mathrm{Id}\}$. If $\sigma \in N_{1}$ then $\sigma \in \operatorname{Aut}_{k(x)}(K)$. Thus

$$
\left|N_{1}\right| \leq[K: k(x)]=d_{k}\left(\mathfrak{N}_{x}\right)=n_{1}
$$

Since $N$ is nilpotent, there exists $N_{2}$ such that [ $\left.N_{1}: N_{2}\right]=p, N_{2} \triangleleft N$ and $N_{1} / N_{2}$ is contained in the center of $N / N_{2}$. Let $E=K^{N_{2}}$. Then

$$
p[K: E]=\left[N_{1}: N_{2}\right]\left|N_{2}\right|=\left|N_{1}\right| \leq[K: k(x)]=n_{1} .
$$

We have $N_{2} \subseteq G_{\mathfrak{P}}$, so $\mathfrak{P}$ is fully ramified in $K / E$. Let $\wp=\mathfrak{P} \cap E$. If $g_{E}=0$ there exists $z \in E$ such that $(z)_{E}=\frac{\wp^{\prime}}{\wp}$ and $(z)_{K}=\frac{\mathfrak{q}}{\mathfrak{P}^{[\mid[: E]}}$ with $[K: E]<n_{1}$. This contradicts the fact that $n_{1}$ is the first pole number of $\mathfrak{P}$. Thus $g_{E}>0$.

Next, since $K / E$ is normal and $N_{2}$ is trivial on $E$, we may consider $N / N_{2}$ as a subgroup of $\operatorname{Aut}_{k}(E)$. By Proposition 14.3.4 any abelian subgroup of $N / N_{2}$ is of order at most $p^{2}\left(2 g_{E}-1\right)$.

Let $H=N_{1} / N_{2}<N / N_{2}=\bar{N}$. Then $H$ is contained in the center of $\bar{N},|H|=p$, and $\bar{N} / H$ is elementary abelian. By Proposition $14.3 .5, \bar{N}$ contains an abelian subgroup of order at least $\sqrt{p n^{\prime}}$ if $|\bar{N}| \geq n^{\prime}$. It follows that

$$
\sqrt{p n^{\prime}} \leq p^{2}\left(2 g_{E}-1\right)
$$

Thus $p n^{\prime} \leq p^{4}\left(2 g_{E}-1\right)^{2}$, so $\left|N / N_{2}\right| \leq p^{3}\left(2 g_{E}-1\right)^{2}$ and

$$
|N| \leq\left|N_{2}\right| p^{3}\left(2 g_{E}-1\right)^{2}=\left|N_{1}\right| p^{-1} p^{3}\left(2 g_{E}-1\right)^{2}=\left|N_{1}\right| p^{2}\left(2 g_{E}-1\right)^{2}
$$

Finally, using the genus formula and the facts that $\mathfrak{P}$ is fully ramified in $K / E$ and $[K: E]=\left|N_{2}\right|$, we obtain

$$
2\left(g_{K}-1\right)=2[K: E]\left(g_{E}-1\right)+d\left(\mathfrak{D}_{K / E}\right) \geq 2\left|N_{2}\right|\left(g_{E}-1\right)+\left(\left|N_{2}\right|-1\right)
$$

Hence $\left(2 g_{K}-1\right)^{2} \geq\left|N_{2}\right|^{2}\left(2 g_{E}-1\right)^{2} \geq\left|N_{2}\right|\left(2 g_{E}-1\right)^{2}$. It follows that

$$
|N| \leq\left|N_{1}\right| p^{2}\left(2 g_{E}-1\right)^{2} \leq\left|N_{1}\right| p^{2} \frac{\left(2 g_{K}-1\right)^{2}}{\left|N_{2}\right|}=p^{3}\left(2 g_{K}-1\right)^{2}
$$

Since $\left|G_{\mathfrak{P}} / N\right| \leq 6(2 g-1)$, we have $\left|G_{\mathfrak{P}}\right| \leq 6 p^{3}(2 g-1)^{3}$. In characteristic 0 , we have $|N|=1$ and $\left|G_{\mathfrak{P}}\right| \leq 6(2 g-1)$. We have proved the following theorem:

Theorem 14.3.6. Let $K / k$ be a function field of genus $g \geq 1$ where $k$ is algebraically closed of characteristic $p \geq 0$. Let $\mathfrak{P}$ be any prime divisor of $K$ and $G_{\mathfrak{P}}$ its decomposition group. Then:
(i) If $p=0, G_{\mathfrak{P}}$ is a cyclic group of order at most $6(2 g-1)$.
(ii) If $p>0$, the $p$-Sylow subgroup $N$ of $G_{\mathfrak{P}}$ is normal,

$$
|N| \leq p^{3}(2 g-1)^{2}
$$

and $G_{\mathfrak{P}} / N$ is a cyclic group of order $\leq 6(2 g-1)$. Finally,

$$
\left|G_{\mathfrak{P}}\right| \leq 6 p^{3}(2 g-1)^{3}
$$

As a corollary of Theorem 14.3.6, we obtain our main result.
Theorem 14.3.7. Let $K / k$ be a function field where $k$ is algebraically closed and of genus $g \geq 2$. Then $\operatorname{Aut}_{k}(K)$ is a finite group.

Proof. Define $W=\{\mathfrak{P} \mid \mathfrak{P}$ is a Weierstrass point of $K\}$. By Corollary 14.2.52, we have $1 \leq|W| \leq(g-1) g(3 g-1)$.

Set $G=\operatorname{Aut}_{k}(K)$. If $\sigma \in G$ then $W^{\sigma}=W$ since the gap sequences $\mathfrak{P}$ and $\mathfrak{P}^{\sigma}$ are the same. Thus $G$ acts on $W$ and if $\mathfrak{P} \in W$ we have

$$
[G: G \mathfrak{P}]=\mid \text { orbit of } \mathfrak{P}\left|=\left|\left\{\mathfrak{P}^{\sigma} \mid \sigma \in G\right\}\right| \leq|W| .\right.
$$

Hence $|G| \leq|W|\left|G_{\mathfrak{P}}\right|<\infty$.
Remark 14.3.8. If char $k=0$, we have $|W| \leq g^{3}-g=(g-1) g(g+1)$ and $\left|G_{\mathfrak{P}}\right| \leq$ $6(2 g-1)$. Thus $|G| \leq 6(g-1) g(g+1)(2 g-1)$. This bound is much larger than Hurwitz's bound, since Hurwitz [70] proved that $|G| \leq 84(g-1)$. We present a proof of Hurwitz's theorem above (Theorem 14.3.13). If char $k=p>0$, P . Roquette [126] showed that Hurwitz's bound is valid if $p>g+1$ with one exception. Henn [66] proved that $|G| \leq 3(2 g)^{5 / 2}$ when $K$ does not belong to one of four exceptional classes.

Corollary 14.3.9. Let $k$ be an arbitrary field and $K / k$ any function field. Let $\bar{k}$ be the algebraic closure of $k$ and $\bar{K}=K \bar{k}$. If $g_{\bar{K}} \geq 2$, then $\operatorname{Aut}_{k}(K)$ is a finite group.
Proof. Let $\sigma \in \operatorname{Aut}_{k}(K)$. Then $\sigma$ can be extended to $\widetilde{\sigma} \in \operatorname{Aut}_{\bar{k}}(\bar{K})$ and $\left.\widetilde{\sigma}\right|_{\bar{k}}=\operatorname{Id}_{\bar{k}}$.
In fact, if we consider $A=\{(\varphi, E)\}$, where $E$ is a function field such that $K \subseteq$ $E \subseteq \bar{K}$ and whose field of constants $k_{E}$ satisfies $k \subseteq k_{E} \subseteq \bar{k}$, and $\varphi \in \operatorname{Aut}_{k_{E}}(E)$ is such that $\left.\varphi\right|_{K}=\sigma$, then $A \neq \emptyset$. Indeed, $(\sigma, K) \in A$ and the relation $\left(\varphi_{1}, E_{1}\right) \leq$ $\left(\varphi_{2}, E_{2}\right) \Longleftrightarrow E_{1} \subseteq E_{2},\left.\varphi_{2}\right|_{E_{1}}=\varphi_{1}$ defines a partial order in $A$. By Zorn's lemma, $A$ contains a maximal element $(\widetilde{\sigma}, F)$. If $F \neq \bar{K}$, there exists $\alpha \in \bar{K} \backslash F$. Let $f(x)=$ $\operatorname{Irr}(\alpha, x, F)$. Since $\alpha \in \bar{k}$, we have $f(x) \in k_{F}[x]$. Thus $\tilde{\sigma}(f(x))=f(x)$ and $\widetilde{\sigma}$ can be extended to $F(\alpha)$ by defining $\tilde{\sigma} \alpha=\alpha$. Therefore $F=\bar{K}$.

This proves that the function $\varphi: \operatorname{Aut}_{k}(K) \rightarrow \operatorname{Aut}_{\bar{k}}(\bar{K})$, defined by $\varphi(\sigma)=\tilde{\sigma}$, $\left.\tilde{\sigma}\right|_{K}=\sigma,\left.\tilde{\sigma}\right|_{k}=\mathrm{Id}$, is a group monomorphism and $\left|\operatorname{Aut}_{k}(K)\right| \leq \mid \operatorname{Aut}_{\bar{k}}(\bar{K} \mid<\infty$.

Corollary 14.3.10. For any function field $K / k$ of genus $g$ such that $g_{\bar{K}} \geq 2$ we have

$$
\left|\operatorname{Aut}_{k}(K)\right| \leq \begin{cases}6(2 g-1)(g-1) g(g+1) & \text { if char } k=0 \\ 6 p^{3}(2 g-1)^{3}(g-1) g(3 g-1) & \text { if char } k=p\end{cases}
$$

Proof. By Theorem 14.3 .7 we have $\mid$ Aut $_{\bar{K}}(\bar{K}) \mid \leq 6\left(2 g_{\bar{K}}-1\right)\left(g_{\bar{K}}^{3}-g_{\bar{K}}\right)$ if char $k=0$, and $\left|\operatorname{Aut}_{\bar{k}}(\bar{K})\right| \leq 6 p^{3}\left(2 g_{\bar{K}}-1\right)^{3}\left(g_{\bar{K}}-1\right) g_{\bar{K}}\left(3 g_{\bar{K}}-1\right)$ if char $k=p>0$. Since $\bar{K}$ is an extension of constants, Theorem 8.5.3 yields $g_{\bar{K}} \leq g$. The result follows.

Remark 14.3.11. If $k$ is not an algebraically closed field, then $\operatorname{Aut}_{k}(K)$ may be infinite even though $g_{K} \geq 2$.

Example 14.3.12 (Rosenlicht). Let $k$ be an imperfect separably closed field, that is, $k \neq k^{p}$, and if $\ell / k$ is an algebraic separable extension, then $\ell=k$. Let $a \in k$ be such that $a \notin k^{p}$ and set $K=k(x, y)$, where $y^{p}-y=a x^{p}$.

For each $\beta \in k$, let $\alpha$ satisfy $\alpha^{p}-\alpha=a \beta^{p}$. Since $T^{p}-T-a \beta^{p}$ is a separable polynomial, we have $\alpha \in k$. Now let $\sigma \in \operatorname{Aut}_{k}(k(x))$ be defined by $\sigma x=x+\beta$. Since $K / k(x)$ is a cyclic extension, $\sigma$ can be extended to $K$ by putting $\sigma y=y+\alpha$ (because $(\sigma y)^{p}-(\sigma y)=(y+\alpha)^{p}-(y+\alpha)=y^{p}-y+\left(\alpha^{p}-\alpha\right)=a x^{p}+a \beta^{p}=$ $\left.a(x+\beta)^{p}=a \sigma x^{p}\right)$.

Therefore there are infinitely many automorphisms in $\operatorname{Aut}_{k}(K)$ defined by $\sigma x=$ $x+\beta, \sigma y=y+\alpha$, where $\alpha, \beta \in k, \alpha^{p}-\alpha=a \beta^{p}$.

Using Tate's genus formula we can prove that $g_{K}=\frac{(p-1)(p-2)}{2}$ (see Exercise 14.5.16). In particular, if $p \geq 5$, we get $g_{K} \geq 6$ and $\left|\operatorname{Aut}_{k}(K)\right|=\infty$.

Theorem 14.3.13 (Hurwitz). Let $K / k$ be a function field of genus $g \geq 2$ where $k$ is algebraically closed of characteristic either 0 or $p$ with $p>2 g+1$. Then $\left|\operatorname{Aut}_{k} K\right| \leq$ $84(g-1)$.

Proof. Let $G=$ Aut $_{k} K$ and let $F:=K^{G}$ be the fixed field of $K$ under $G$. Then $K / F$ is a finite Galois extension of degree $m=\mid$ Aut $_{k} K \mid$. Let $g^{\prime}$ be the genus of $F$. By the Riemann-Hurwitz genus formula (Theorem 9.4.2) we have

$$
\begin{equation*}
g=1+m\left(g^{\prime}-1\right)+1 / 2 \operatorname{deg}_{K}\left(\mathfrak{D}_{K / F}\right) \tag{14.34}
\end{equation*}
$$

Let $\mathfrak{p}_{1}, \ldots, \mathfrak{p}_{t}$ be the prime divisors of $F$ that are ramified in $K$. Then $\mathfrak{D}_{K / F}=$ $\prod_{i=1}^{t}\left(\operatorname{con}_{F / K} \mathfrak{p}_{i}\right)^{e_{i}^{\prime}-1}$, where $e_{i}^{\prime}=e_{i}+\varepsilon_{i}$, each $e_{i}$ is the ramification index of $\mathfrak{p}_{i}$ in $K / F$, and $\varepsilon_{i} \geq 0$. Therefore $\operatorname{deg}_{K}\left(\operatorname{con}_{F / K} \mathfrak{p}_{i}\right)^{e_{i}^{\prime}-1}=m+h_{i}\left(\varepsilon_{i}-1\right)$, where $h_{i}$ is the number of prime divisors in $K$ above $\mathfrak{p}_{i}$. Hence (14.34) simplifies to

$$
\begin{equation*}
2 g-2=m\left(2 g^{\prime}-2+\delta\right) \tag{14.35}
\end{equation*}
$$

where $\delta=\sum_{i=1}^{t} \delta_{i}, \delta_{i}=1+\frac{h_{i}\left(\varepsilon_{i}-1\right)}{m}=1+\frac{\varepsilon_{i}-1}{e_{i}}=\frac{e_{i}-1+\varepsilon_{i}}{e_{i}}$. Notice that $\delta_{i} \geq \frac{e_{i}-1}{e_{i}} \geq$ $\frac{1}{2}$ for all $i=1,2, \ldots, t$.

The proof of $m \leq 84(g-1)$ consists of a detailed case-by-case analysis of (14.35). First we study the possible genus $g^{\prime}$. If $g^{\prime} \geq 2$, it follows from (14.35) that $m \leq g-1$ and we are done. If $g^{\prime}=1$, then $m \delta=2 g-2>0$. Therefore $t>0, \delta \geq \delta_{i} \geq 1 / 2$, and $m \leq 4(g-1)$.

Finally we consider the case $g^{\prime}=0$. In this situation we obtain $2 g-2=m(\delta-$ 2) $>0$, so $\delta>2$ and $m=\frac{2 g-2}{\delta-2}$. Now we consider all the choices for $t$. If $t \geq 5$,
then since $\delta_{i} \geq 1 / 2$, we obtain $\delta \geq 5 / 2$ and thus $m \leq 4(g-1)$. For the case $t=4$, one of the $\delta_{i}$ 's must satisfy $\delta_{i}>1 / 2$, say $\delta_{1}$. Hence $\delta_{1} \geq 2 / 3$ and $\delta \geq 2 / 3+3 / 2$, so $\delta-2 \geq 1 / 6$ and $m \leq 12(g-1)$.

The next case is $t \leq 3$. First we consider the case that $K / F$ is tamely ramified, that is, $\varepsilon_{i}=0$ for $i=1, \ldots, t$. In this situation and since $\delta_{1}<1, \delta_{2}<1$, and $\delta-2>0$, we have $t=3$. Assume that $e_{1} \leq e_{2} \leq e_{3}$. It is straightforward to verify that

- if $e_{1} \geq 3$ then $m \leq 24(g-1)$,
- if $e_{1}=2$ and $e_{2} \geq 4$, then $m \leq 40(g-1)$,
- if $e_{1}=2$ and $e_{2}=3$, then $e_{3} \geq 7$ and $m \leq 84(g-1)$,
- if $e_{1}=e_{2}=2$, then $\delta_{3}>1$, which is not possible.

This finishes the tamely ramified case.
It remains to consider the case that $g^{\prime}=0, t \leq 3$, and $K / F$ is wildly ramified. In particular, we have char $k=p>0$. We will show that under the hypothesis $p>2 g+1$ this case does not occur.

Let $\mathfrak{p}=\mathfrak{p}_{1}$ be a wildly ramified prime divisor of $F$ and $\mathfrak{P}=\mathfrak{P}_{1}$ a prime divisor in $K$ above $\mathfrak{p}$. There exists a subgroup $H$ of order $p$ of the inertia group of $\mathfrak{P} / \mathfrak{p}$. Let $E=K^{H}$ be the fixed field of $K$ under $H$. Let $\mathfrak{q}:=\mathfrak{P} \cap E$ be the prime divisor of $E$ below $\mathfrak{P}$. Then $e_{K / K}(\mathfrak{P} \mid \mathfrak{p})=p$. By Example 5.8 .8 we know that the power of $\mathfrak{P}$ appearing in $\mathfrak{D}_{K / E}$ is equal to $(\lambda+1)(p-1)$ for some integer $\lambda \geq 1$. In particular, this power is greater than or equal to $2(p-1)$.

Let $d:=\operatorname{deg}_{K}\left(\mathfrak{D}_{K / E}\right)$. Then by the genus formula, we have

$$
\begin{equation*}
2 g-2=p\left(2 g^{\prime \prime}-2\right)+d, \tag{14.36}
\end{equation*}
$$

where $g^{\prime \prime}$ denotes the genus of $E$. If $g^{\prime \prime} \geq 1$, then we obtain from (14.36) and from $d \geq 2(p-1)$ that $2 g-2 \geq 2 p-2$, contrary to our assumption on $p$.

Thus $g^{\prime \prime}=0$ and (14.36) becomes $2 g-2=-2 p+d$. Let $r \geq 1$ be the number of ramified prime divisors in $K / E$. Then, if $r=1$, by Example 5.8 .8 we have $\left(\mathfrak{D}_{K / E}\right)=$ $\mathfrak{P}^{(\lambda+1)(p-1)}$ with $\lambda \geq 1$. Therefore $2 g-2=-2 p+(\lambda+1)(p-1)$.

The case $\lambda=1$ is not possible since in this case we would obtain $g=0$. Thus $\lambda \geq 2$ and then we obtain $2 g-2 \geq-2 p+3(p-1)=p-3$. This is contrary to the hypothesis $p>2 g+1$.

Therefore $r \geq 2$. This case is also impossible since in this situation, by (14.36) we have

$$
2 g-2=-2 p+d \geq-2 p+2 r(p-1)
$$

and this implies $g \geq(p-1)(r-1) \geq(p-1)$.

### 14.4 Properties of Automorphisms of Function Fields

Theorem 14.4.1 (Schmid). Let $K / k$ be an algebraic function field such that $k$ is algebraically closed. Let $\sigma \in \operatorname{Aut}_{k}(K)$ be such that $\sigma \neq \mathrm{Id}$. Then $\sigma$ fixes at most $2 g+2$ distinct prime divisors of $K$, where $g$ denotes the genus of $K$.

Proof. If $g=0$, it follows by Exercise 5.10.14 that there are at most two places fixed under $\sigma$. Denote by $n$ the order of $\sigma$. Since $\sigma$ is not the identity, we have $n>1$. If $g=1$ and $\sigma$ has at least one fixed point, then $o(\sigma)<\infty$ by Theorem 14.3.6. Assume $g \geq 1$ and let $E=K^{\langle\sigma\rangle}$. Then $K / E$ is a Galois extension with Galois group $\langle\sigma\rangle$. By the genus formula,

$$
\begin{equation*}
2\left(g_{K}-1\right)=2 n\left(g_{E}-1\right)+d \tag{14.37}
\end{equation*}
$$

where $d=d_{K}\left(\mathfrak{D}_{K / E}\right)$. Let $\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{r}$ be $r$ distinct places of $K$ fixed by $\sigma$. Since $\mathfrak{P}_{1}^{\sigma}=\mathfrak{P}_{i}$ and $k$ is algebraically closed, $\wp_{i}:=\mathfrak{P}_{i} \cap E$ is fully ramified in $K / E$. Therefore $\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{r}\right)^{n-1} \mid \mathfrak{D}_{K / E}$ and $d \geq r(n-1)$.

It follows by (14.37) that

$$
2\left(g_{K}-1\right) \geq-2 n+r(n-1)
$$

or

$$
r \leq \frac{2\left(g_{K}+n-1\right)}{n-1}=2\left(\frac{g_{K}}{n-1}+1\right) \leq 2\left(g_{K}+1\right)
$$

Remark 14.4.2. Theorem 14.4 .1 is no longer true if we do not assume that $k$ is algebraically closed.

Example 14.4.3. Let $K=\mathbb{F}_{p}(x)$ and let $\sigma \in \operatorname{Aut}_{\mathbb{F}_{p}}(K)$ be different from the identity (for instance, $\sigma(x)=x+1$ ). Let $E=\mathbb{F}_{p}(x)^{\langle\sigma\rangle}$. By Čebotarev's density theorem (Theorem 11.2.20), there exist infinitely prime divisors in $E$ such that $\left(\frac{K / E}{\wp}\right)=\langle\sigma\rangle$. All these primes correspond to fully ramified or fully inert prime divisors, that is, $\wp=\mathfrak{P}^{e}$ in $K$. Since at most two prime divisors of $E$ are ramified in $K$ (Exercise 14.5.6), there are infinitely many inert prime divisors and $\mathfrak{P}^{\sigma}=\mathfrak{P}$ for all such prime divisors.

Using Theorem 14.4.1 we can provide a proof of Theorem 14.3 .7 when char $k=0$ and $K$ is not a hyperelliptic function field (of course we have used Theorem 14.3.6 to prove Theorem 14.4.1).

Proposition 14.4.4. Assume that $K / k$ is a function field of genus $g \geq 2$ and $k$ an algebraically closed field of characteristic 0 . If $K$ is not a hyperelliptic function field, then $\operatorname{Aut}_{k}(K)$ is finite.

Proof. Let $W=\left\{\mathfrak{P} \in \mathbb{P}_{K} \mid \mathfrak{P}\right.$ is a Weierstrass point $\}$. By Theorem 14.2.62, $|W|>$ $2 g+2$. For any $\sigma \in G=\operatorname{Aut}_{k}(K)$, we have $\sigma(W)=W$. Thus there is a group homomorphism $\phi$ from $G$ to the symmetric group $S_{W}$. We have $\operatorname{ker} \phi=\{\sigma \in G \mid$ $\mathfrak{P}^{\sigma}=\mathfrak{P}$ for all $\left.\mathfrak{P} \in W\right\}$. By Theorem 14.4.1, $\operatorname{ker} \phi=\{$ Id $\}$ and $|G| \leq\left|S_{W}\right|<\infty$.

Theorem 14.4.5 (Madden-Valentini). Let $k$ be an algebraically closed field and let $L / K$ be a finite extension of function fields over $k$. Suppose that for every intermediate extension $M$ such that $K \varsubsetneqq M \subseteq L$, we have

$$
g_{M}>[M: K]^{2}+2[M: K]\left(g_{K}-1\right)+1
$$

Then for every $\sigma \in \operatorname{Aut}_{k}(L)$, we have $\sigma(K)=K$.
Proof. If $\sigma \in \operatorname{Aut}_{k}(L)$ is such that $\sigma(K) \neq K$, let $M=K \sigma(K)$. By the CastelnuovoSeveri inequality (Theorem 14.1.3) we have

$$
\begin{aligned}
g_{M} & \leq[M: K] g_{K}+[M: \sigma(K)] g_{\sigma(K)}+([M: K]-1)([M: \sigma(K)]-1) \\
& =2[M: K]\left(g_{K}-1\right)+[M: K]^{2}-1,
\end{aligned}
$$

which contradicts the hypothesis.
Theorem 14.4.6 (Valentini-Madan [154]). Let $K / k$ be an algebraic function field of genus $g$, for an algebraically closed field $k$. Let $T=\left\{\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{t}\right\}$ be a set of prime divisors of $K$ with $t>2 g+3$. Then for all but finitely many prime divisors $\mathfrak{Q}$, the set $T^{\prime}=T \cup\{\mathfrak{Q}\}$ has the property that the identity is the only element of $\operatorname{Aut}_{k}(K)$ that maps $T^{\prime}$ into itself.

Proof. By Theorem 14.4.1, if $\theta, \sigma \in \operatorname{Aut}_{k}(K)$ satisfy $\sigma(\wp)=\theta(\wp)$ for $2 g+3$ distinct prime divisors, then $\sigma=\theta$. Put

$$
\Gamma=\left\{\sigma \in \operatorname{Aut}_{k}(K)| | \sigma(T) \cap T \mid \geq t-1\right\}
$$

Let $A_{1}, \ldots, A_{t}$ be the subsets of $T$ of cardinality $t-1$. Any $\sigma \in \operatorname{Aut}_{k}(K)$ is determined by its action on each $A_{i}$. Now if $\Gamma_{i}=\left\{\sigma \in \operatorname{Aut}_{k}(K) \mid A_{i}^{\sigma} \subseteq T\right\}$, then $\left|\Gamma_{i}\right| \leq t!$ and $\Gamma \subseteq \bigcup_{i=1}^{t} \Gamma_{i}$. Therefore $|\Gamma| \leq t t!<\infty$. For each $\gamma \in \Gamma$ such that $\gamma \neq$ Id, let

$$
W_{\gamma}=\left\{\mathfrak{Q} \in \mathbb{P}_{K}, \mathfrak{Q} \notin T \mid \mathfrak{Q}^{\gamma}=\mathfrak{Q} \text { or } \mathfrak{Q}^{\gamma} \in T\right\}
$$

If $\left|W_{\gamma}\right|>2 g+3$, then since $\gamma \neq$ Id, $\gamma$ can fix at most $2 g+2$ prime divisors. Thus there exist $\mathfrak{Q}$ and $\mathfrak{Q}^{\prime} \in W_{\gamma}$ such that $\mathfrak{Q}^{\gamma}$ and $\left(\mathfrak{Q}^{\prime}\right)^{\gamma} \in T$. Since $|\gamma(T) \cap T| \geq t-1$, either $\mathfrak{Q}^{\gamma}$ or $\left(\mathfrak{Q}^{\prime}\right)^{\gamma} \in \gamma(T) \cap T$. This contradiction shows that $\left|W_{\gamma}\right| \leq 2 g+3$.

Let $W=\bigcup_{\substack{\gamma \in \Gamma \\ \gamma \neq \mathrm{Id}}} W_{\gamma}$. Then $|W| \leq(2 g+3)|\Gamma|<\infty$. Let $\mathfrak{Q} \notin W \cup T$ and let $T^{\prime}=$ $T \cup\{\mathfrak{Q}\}$. Suppose that $\sigma \in \operatorname{Aut}_{k}(K)$ satisfies $\sigma\left(T^{\prime}\right)=T^{\prime}$. Then $|\sigma(T) \cap T| \geq t-1$. Therefore $\mathfrak{Q}^{\sigma}=\mathfrak{Q}$ or $\mathfrak{Q}^{\sigma} \in T$, and $\sigma \in \Gamma$. Since $\mathfrak{Q} \notin W=\bigcup_{\substack{\gamma \in \Gamma \\ \gamma \neq \mathrm{Id}}} W_{\gamma}$, it follows that if $\sigma \neq \mathrm{Id}$, we have $\mathfrak{Q} \notin W_{\sigma}$, so $\mathfrak{Q}^{\sigma} \neq \mathfrak{Q}$ and $\mathfrak{Q}^{\sigma} \notin T$. This contradiction shows that $\sigma=\mathrm{Id}$ and proves the theorem.

Definition 14.4.7. Let $G$ be a finite group. Then $G$ is called realizable over a function field $K / k$, with $k$ algebraically closed, if there exists a Galois extension $L / K$ such that

$$
\operatorname{Aut}_{K}(L)=\operatorname{Gal}(L / K) \cong G
$$

The group $G$ is called exactly realizable over $K$ if the Galois extension $L / K$ satisfies

$$
\operatorname{Aut}_{k}(L)=\operatorname{Aut}_{K}(L)=\operatorname{Gal}(L / K) \cong G
$$

Our next goal is to prove that given any finite separable extension $K / k(x)(k$ algebraically closed), and any function field $F$ over $k$ of genus at least two, there exists a separable extension $L / F$ such that

$$
\operatorname{Aut}_{k}(L)=\operatorname{Aut}_{F}(L) \cong \operatorname{Aut}_{k(x)}(K)
$$

and such that $[L: F]=[K: k(x)]$.
Proposition 14.4.8. Let $K / k(x)$ be a finite separable extension and let $M \in \mathbb{R}$ satisfy $M>0$. Then there exists a separable extension $K_{1} / k(x)$ such that
(i) $\left[K_{1}: k(x)\right]=[K: k(x)]$,
(ii) $\operatorname{Aut}_{k(x)}\left(K_{1}\right) \cong \operatorname{Aut}_{k(x)}(K)$,
(iii) For any field $E$ such that $k(x) \varsubsetneqq E \subseteq K_{1}$, we have $g_{E} \geq M$.

Proof. Let $L$ be the Galois closure of $K / k(x)$, and $G=\operatorname{Gal}(L / k(x))$. Since there
$L \quad$ exist finitely many ramified prime divisors in $L / k(x)$, by means of a variable substitution $x \mapsto \frac{a x+b}{c x+d}$ with $a d-b c \neq 0$, we may assume that if $\mathfrak{P} \mid \mathfrak{N}_{x}$ or $\mathfrak{P} \mid \mathfrak{Z}_{x}$, then $\mathfrak{P}$ is not ramified in $L / k(x)$. Choose $m \in \mathbb{N}$ such that $m \geq M+1$ and char $k \nmid m$. Let $t=x^{1 / m}$. Then $k(t) / k(x)$ is a cyclic extension of degree $m$ (because the primitive $m$ th roots of unity are in $k$ ) such that the primes $\wp_{0}, \wp_{\infty}$ are the only prime divisors of $k(x)$ that are ramified in $k(t)$, and they are fully ramified, where $(x)_{k(x)}=\frac{\wp_{0}}{\wp_{\infty}}$ (see Example 5.8.9).
Since $\wp_{0}$ and $\wp_{\infty}$ are not ramified in $L / k(x)$ and they are fully ramified in $k(t) / k(x)$, then $L$ and $k(t)$ are linearly disjoint over $k(x)$.


Using Galois theory, it follows that $L(t) / k(t)$ is a Galois extension and $\operatorname{Gal}(L(t) /$ $k(t)) \cong \operatorname{Gal}(L / k(x))$.

Also, $K(t) / k(t)$ is a separable extension satisfying $[K(t): k(t)]=[K: k(x)]$ and $\operatorname{Aut}_{k(t)}(K(t)) \cong \operatorname{Aut}_{k(x)}(K)$. In fact, we can exhibit an isomorphism

$$
\begin{aligned}
G_{1}=\operatorname{Gal}(L(t) / k(t)) & \xrightarrow{\varphi} \operatorname{Gal}(L / k(x))=G \\
\sigma & \left.\longmapsto \sigma\right|_{L} .
\end{aligned}
$$

If $K=L^{H}$, then $K(t)=L(t)^{\varphi^{-1}(H)}$. In particular, $[K(t): k(t)]=\frac{\left|G_{1}\right|}{\left|\varphi^{-1}(H)\right|}=\frac{|G|}{|H|}=$ [ $K: k(x)$ ].

Finally, $\operatorname{Aut}_{k(x)}(K)=\{\sigma \in G \mid \sigma(K)=K\}=\varphi\left(\left\{\theta \in G_{1} \mid \theta(K(t))=K(t)\right\}\right)=$ $\varphi\left(\operatorname{Aut}_{k(t)} K(t)\right) \cong \operatorname{Aut}_{k(t)}(K(t))$.


Let $E_{1}$ be any intermediate field such that $k(t) \varsubsetneqq E_{1} \subseteq K_{1}=K(t)$. Let $E=E_{1} \cap L$. Since $k$ is algebraically closed, $E_{1} / E$ is a cyclic extension of degree $m$ with $[E: k(x)]=\left[E_{1}: k(t)\right] \geq 2$. Since $\wp_{0}$ and $\wp_{\infty}$ decompose in $E / k(x)$, the prime divisors in $E$ above $\wp_{0}$ and $\wp_{\infty}$ are totally ramified in $E_{1} / E$. It follows that $d_{E_{1}}\left(\mathfrak{D}_{E_{1} / E}\right) \geq 4(m-1)$. Using the genus formula we obtain

$$
g_{E_{1}}=1+m\left(g_{E}-1\right)+\frac{1}{2} d_{E_{1}}\left(\mathfrak{D}_{E_{1} / E}\right) \geq 1-m+2(m-1)=m-1 \geq M
$$

Therefore $K_{1} / k(t)$ satisfies the conditions of the proposition.

Remark 14.4.9. The field extension constructed in the proof of Proposition 14.4.8 is an extension $K_{1} / k(t)$, where $t$ is not necessarily the same element $x$ given by the field extension $K / k(x)$. In order that $K_{1} / k(x)$ satisfy the same conditions as in the proposition, first notice that the map

$$
\begin{array}{ll} 
& \psi: k(t) \rightarrow k(x) \\
\text { defined by } & \psi(f(t))=f(x)
\end{array}
$$

is a field isomorphism. Since $K_{1} / k(t)$ is an algebraic extension, $\psi$ can be extended to a field monomorphism

$$
\tilde{\psi}: K_{1} \rightarrow \overline{k(x)}
$$

where $\overline{k(x)}$ is an algebraic closure of $k(x)$. Therefore if $K_{2}=\widetilde{\psi}\left(K_{1}\right)$, then $K_{2} / k(x)$ satisfies the same properties as $K_{1} / k(t)$. Furthermore, since [ $\left.K_{1}: k(t)\right]>1$, there exists at least one prime divisor in $k(t)$ that is ramified in $K_{1}$ (Exercise 9.7.10). We may fix this prime in advance using the change of variables

$$
t \mapsto \frac{a t+b}{c t+d}
$$

and therefore we may choose in advance a prime divisor of $k(x)$ that is ramified in $K_{2} / k(x)$ as well as a prime divisor that is not ramified in $K_{2} / k(x)$. This observation will be used in our next result.

Theorem 14.4.10 (Stichtenoth). Let $K / k(x)$ be a finite separable extension for an algebraically closed field $k$ such that $[K: k(x)]>1$. Let $F / k$ be any function field over $k$ with $g_{F} \geq 2$. Then there exists a separable extension $L / F$ such that

$$
[L: F]=[K: k(x)] \quad \text { and } \quad \operatorname{Aut}_{k}(L)=\operatorname{Aut}_{F}(L) \cong \operatorname{Aut}_{k(x)}(K)
$$

Proof. Let $H:=\operatorname{Aut}_{k}(F)$. By Theorem 14.3.7, $H$ is finite. Let $n=|H|$ and let $T=F^{H}$ be the fixed field. Then $F / T$ is a Galois extension and $\operatorname{Gal}(F / T)=H$. Let $q$ be a rational prime number such that $q \neq$ char $k, q \geq 2 g_{F}$, and $(q, n)=1$. If $\mathfrak{B}$ is a prime divisor of $F$, then by Corollary 3.5 .8 there exists $z \in F$ such that $\mathfrak{N}_{z}=\mathfrak{B}^{q}$. Thus we have:
(a) $F / k(z)$ is a separable extension of degree $q$ (Theorem 3.2.7).
(b) If $\mathfrak{P}=\mathfrak{B} \cap k(z)$, then $\mathfrak{P}$ is the pole divisor of $z$ in $k(z)$ and $\mathfrak{P}$ is fully ramified in $F / k(z)$.
(c) Since $[F: T]=n,[F: k(z)]=q$, and $q \nmid n$, then $k(z) \varsubsetneqq T(z) \subseteq F$ and since $q$ is prime, $T(z)=F$.
Now by Lemma 14.1.2, there exists a place $\mathfrak{Q}$ in $T$ such that $\mathfrak{Q}$ decomposes fully in $F / T$, that is, there exist $n$ different places $\mathfrak{B}_{1}, \ldots, \mathfrak{B}_{n}$ of $F$ dividing $\mathfrak{Q}$, and the restrictors $\mathfrak{P}_{i}:=\mathfrak{B}_{i} \cap k(z)$ are distinct places of $k(z)$.

Furthermore, we may choose $\mathfrak{P}_{1}$ to be unramified in $F / k(z)$.


By Proposition 14.4.8 there exists a separable extension $K_{1} / k(z)$ such that [ $K_{1}$ : $k(z)]=[K: k(x)], \operatorname{Aut}_{k(z)} K_{1} \cong \operatorname{Aut}_{k(x)} K$, and for any intermediate field $M$ satisfying $k(z) \varsubsetneqq M \subseteq K_{1}$, we have $g_{M}>2 g_{F}[K: k(x)]+([K: k(x)]-1)^{2}$. Since $K_{1} \neq k(z)$ there exists at least one and only finitely many ramified primes in $K_{1} / k(z)$ (Exercise 9.7.10 and Theorem 5.2.33). By Remark 14.4 .9 we may assume that $\mathfrak{P}_{1}=$ $\mathfrak{B}_{1} \cap k(z)$ is ramified in $K_{1} / k(z)$ and $\mathfrak{P}_{2}, \ldots, \mathfrak{P}_{n}$ are unramified in $K_{1} / k(z)$. We may also assume that $\mathfrak{P}=\mathfrak{B} \cap k(z)$ is unramified in $K_{1} / k(z)$. In short, $\mathfrak{Q}=\mathfrak{B}_{1} \cdots \mathfrak{B}_{n}$ is fully decomposed in $F / T, \mathfrak{P}_{i}=\mathfrak{B}_{i} \cap k(z), \mathfrak{P}=$ $\mathfrak{B} \cap k(z), \mathfrak{P}=\mathfrak{B}^{q}, \mathfrak{N}_{z}=\mathfrak{B}^{q}, \mathfrak{P}$ not ramified in $K_{1} / k(z), \mathfrak{P}_{2}, \ldots, \mathfrak{P}_{n}$ not ramified in $K_{1} / k(z)$, $\mathfrak{P}_{1}$ ramified in $K_{1} / k(z)$, [ $\left.K_{1}: k(z)\right]=[K:$ $k(x)], \operatorname{Aut}_{k(z)} K_{1} \cong \operatorname{Aut}_{k(x)} K$, and if $k(z) \varsubsetneqq$ $M \subseteq K_{1}, g_{M}>2 g_{F}[K: k(x)]+([K:$ $K(x)]-1)^{2}$. Let $L$ be the Galois closure of $K_{1} / k(z)$. Thus, by Exercise 5.10.13, $\mathfrak{P}$ is not ramified in $L / k(z)$ because $\mathfrak{P}$ is not ramified in
 $K_{1} / k(z)$. Since $\mathfrak{P}$ is fully ramified in $F / k(z)$ then $F$ and $L$ are linearly disjoint over $k(z)$.

Using basic Galois theory we obtain $\operatorname{Gal}(F L / F) \cong \operatorname{Gal}(L / F \cap L)=\operatorname{Gal}(L / k(z))$. Let $E:=F K_{1}$. Then $E / F$ is a separable extension such that $[E: F]=\left[K_{1}:\right.$
$k(z)]=[K: k(x)]$ and $\operatorname{Aut}_{F}(E) \cong \operatorname{Aut}_{k(z)}\left(K_{1}\right) \cong \operatorname{Aut}_{k(x)}(K)$. Obviously, $\operatorname{Aut}_{F}(E) \subseteq \operatorname{Aut}_{k}(E)$. Let $\sigma \in \operatorname{Aut}_{k}(E)$ and let $M$ be an intermediate field such that $F \varsubsetneqq M \subseteq E$. Let $M_{1}=M \cap K_{1}$. Then $[M: F]=\left[M_{1}: k(z)\right]$. It follows that

$$
\begin{aligned}
g_{M} & \geq g_{M_{1}}>2[K: k(x)] g_{F}+([K: k(x)]-1)^{2} \\
& \geq 2[M: F] g_{F}+([M: F]-1)^{2} .
\end{aligned}
$$

Using Theorem 14.4.5 we get $\sigma(F)=F$. Thus $\sigma_{0}=\left.\sigma\right|_{F} \in \operatorname{Aut}_{k}(F)=H$.
Since $\mathfrak{Q}=\mathfrak{B}_{1} \cdots \mathfrak{B}_{n}$, where $n=|H|$, we have that the decomposition group $D\left(\mathfrak{B}_{1} \mid \mathfrak{Q}\right)$ is the identity. Now $\sigma_{0}\left(\mathfrak{B}_{1}\right)=\mathfrak{B}_{i}$ for some $i$. Since $\mathfrak{P}_{1}$ is ramified in $K_{1} / k(z)$ and $\mathfrak{P}_{1}$ is not ramified in $F / k(z)$, it follows that $\mathfrak{B}_{1}$ is ramified in $E / F$. Therefore $\sigma_{0}\left(\mathfrak{B}_{1}\right)=\mathfrak{B}_{i}$ is also ramified in $E / F$. On the other hand, for $j \geq 2, \mathfrak{B}_{j}$ is not ramified in $E / F$ since $\mathfrak{P}_{j}=\mathfrak{B}_{j} \cap k(z)$ is not ramified in $K_{1} / k(z)$ (Exercise 5.10.12). It follows that $\sigma_{0}\left(\mathfrak{B}_{1}\right)=\mathfrak{B}_{1}$ and $\sigma_{0}=\operatorname{Id}_{F}$. Therefore $\sigma \in \operatorname{Aut}_{F}(E)$. This completes the proof of the theorem.

Theorem 14.4.10 has several interesting consequences.
Theorem 14.4.11. Let $G$ be any nontrivial finite group, $|G|>1$. If $G$ is realizable over a rational function field, then $G$ is exactly realizable over any function field $K$ where $g_{K} \geq 2$ and $k$ is an algebraically closed field.

Theorem 14.4.12. For each function field $K / k$ where $k$ is algebraically closed, $g_{K} \geq$ 2 and for each $n \in \mathbb{N}, n \geq 3$, there exists an extension $L / K$ such that $[L: K]=n$ and $\operatorname{Aut}_{k}(L)=\{\operatorname{Id}\}$.

Proof. Let $E / k(x)$ be the extension $E=k(x, y)$ where $y^{n-1}(y-1)=x$. Then $E=k(y)$. The pole divisor of $x$ in $k(x)$ has ramification index $n$, so $[E: k(x)]=n$. Since $y$ satisfies

$$
f(T)=T^{n}-T^{n-1}-x
$$

we have $f^{\prime}(T)=n T^{n-1}-(n-1) T^{n-2}=T^{n-2}(n T-(n-1))$. If the characteristic of $k$ divides $n$, the root of $f^{\prime}(T)$ is 0 , which is not a root of $f(T)$. If the characteristic of $k$ does not divide $n$, the roots of $f^{\prime}(T)$ are 0 and $\frac{n-1}{n}$. Therefore $E / k(x)$ is a separable extension.

Let $\sigma \in \operatorname{Aut}_{k(x)} k(y)$. We have $(x)_{E}=\frac{\mathfrak{P}_{0}^{n-1} \mathfrak{P}_{1}}{\mathfrak{P}_{\infty}^{n}}$. Since $\sigma x=x$ and $n-1 \geq 2$, it follows that $\mathfrak{P}_{0}^{\sigma}=\mathfrak{P}_{0}$, $\mathfrak{P}_{1}^{\sigma}=\mathfrak{P}_{1}$ and $\mathfrak{P}_{\infty}^{\sigma}=\mathfrak{P}_{\infty}^{\infty}$. Using Theorem 14.4.1 or Exercise 5.10.14 we conclude that $\sigma=\mathrm{Id}$. Therefore $\operatorname{Aut}_{k(x)} E \cong\{\mathrm{Id}\}$. The result follows by Theorem 14.4.10.

Lemma 14.4.13. Let $n \geq 2$ and let $G$ be the transitive subgroup of $S_{n}$ generated by transpositions. Then $G=S_{n}$.

Proof. It suffices to show that at least one transposition belongs to $G$. We will show that $(1,2) \in G$. Since $G$ is transitive, there exists $\sigma \in G$ such that $\sigma(1)=2$. Choose
$\sigma \in G$ such that $\sigma(1)=2$ and $t$ is minimum, where $\sigma=\varepsilon_{1} \cdots \varepsilon_{t}, \varepsilon_{i} \in G$, and $\varepsilon_{i}$ a transposition. If $t=1$, then $\sigma=(1,2)$ and we are done. If $t>1$, then we have $\varepsilon_{1}=\left(1, a_{1}\right)$ and $a_{1} \neq 2$; indeed, assume otherwise. Then $\varepsilon_{1}=(x, y)$ with $x \neq 1 \neq y$. Then since $\sigma(1) \neq 1$, there exists $\varepsilon_{i}=(1, x)$ with $i>1$. Therefore if $\sigma^{\prime}=\varepsilon_{1} \sigma$, we have $\sigma^{\prime}(1)=2$ (because $\varepsilon_{1}(1)=1$ ) and $\sigma^{\prime}$ is a product of $t-1$ transpositions of $G$. This contradicts the minimality of $t$. Hence $\varepsilon_{1}=\left(1, a_{1}\right)$. If $\varepsilon_{2}=(x, y)$, then $a_{1} \in\{x, y\}$ since otherwise, $\sigma^{\prime}=\varepsilon_{1} \varepsilon_{3} \cdots \varepsilon_{t}$ satisfies $\sigma^{\prime}(1)=2$ (because $\varepsilon_{2}\left(a_{1}\right)=a_{1}$ ) and $\sigma^{\prime}$ is a product of $t-1$ transpositions of $G$. Therefore $\varepsilon_{2}=\left(a_{1}, a_{2}\right)$. In this way we obtain $\sigma=\left(1, a_{1}\right)\left(a_{1}, a_{2}\right) \varepsilon_{3} \cdots \varepsilon_{t}$. Finally, $\left(1, a_{1}\right)\left(a_{1}, a_{2}\right)=\left(1, a_{2}, a_{1}\right) \in$ $G,\left(1, a_{1}\right)\left(1, a_{2}, a_{1}\right)^{2}=\left(1, a_{1}\right)\left(1, a_{1}, a_{2}\right)=\left(1, a_{2}\right) \in G$ and $\sigma^{\prime}=\left(1, a_{2}\right) \varepsilon_{3} \cdots \varepsilon_{t}$ satisfies $\sigma^{\prime}(1)=2$. This shows that $t=1$ and $(1,2) \in G$.

Now we will prove that if char $k=p \geq 0$ and $p \nmid n(n-1)(n$ arbitrary for $p=0)$ then the equation $h(T)=T^{n}+T-x \in k(x)[T]$ has Galois group $S_{n}$. For this purpose we first prove two lemmas.

Lemma 14.4.14. Let $K$ be the splitting field of $h(T)$ over $k(x)$ and let $\wp_{\infty}$ be the pole divisor of $x$ in $k(x)$. Then $\wp_{\infty}$ ramifies in $K / k(x)$. Further, if $p \nmid n$, ( $n$ arbitrary for $p=0$ ) then the ramification index of any prime $\mathfrak{P}$ of $K$ dividing $\wp_{\infty}$ is $n$.

Proof. First note that $h(T)$ is separable since the roots of $h^{\prime}(T)=n T^{n-1}+1$ belong to $k$ (if $p \mid n, h^{\prime}(T)=1$; if $p \nmid n$, the roots of $h^{\prime}(T)$ are $\sqrt[n-1]{-1 / n} \in k$ ). On the other hand, if $y$ is any root of $h(T)$,

$$
v_{\mathfrak{P}}\left(y^{n}+y\right)=v_{\mathfrak{P}}(x)=e\left(\mathfrak{P} \mid \wp_{\infty}\right) v_{\wp \infty}(x)=-e\left(\mathfrak{P} \mid \wp_{\infty}\right) \neq 0 .
$$

Hence $v_{\mathfrak{P}}\left(y^{n}+y\right)=n v_{\mathfrak{P}}(y)=-e(\mathfrak{P} \mid \wp \infty)$. Therefore $v_{\mathfrak{P}}(y)=-1, n=e(\mathfrak{P} \mid \wp \infty)$, and $\wp_{\infty}$ is fully ramified in $k(y) / k(x)$, so $y \notin k$ (unless $n=1$ ). Thus $K / k(x)$ is a Galois extension. If $p \nmid n$, then $\wp_{\infty}$ is tamely ramified in $k(y) / k(x)$ ( $y$ any root of $h(T)$ ). Now $K=\prod_{i=1}^{n} k\left(y_{i}\right)$, where $y_{1}, \ldots, y_{n}$ are the roots of $h(T)$. By Abhyankar's lemma (Theorem 12.4.4) we have

$$
e\left(\mathfrak{P} \mid \wp_{\infty}\right)=\left[e\left(\mathfrak{q}_{i} \mid \wp_{\infty}\right) \mid 1 \leq i \leq n\right]=n,
$$

where $\mathfrak{q}_{i}=\mathfrak{P} \cap k\left(y_{i}\right)$.

Lemma 14.4.15. If $p \nmid n(n-1)$, then for any prime divisor $\wp \neq \wp_{\infty}$ of $k(x)$ ramified in $K / k(x)$, the decomposition group $D=D(\mathfrak{P} \mid \wp)$ of any prime $\mathfrak{P}$ of $K$ dividing $\wp$ is cyclic of order 2. Moreover, if $\sigma \in \operatorname{Gal}(K / k(x))$ generates $D$, then the permutation induced by $\sigma$ on the roots of $h(T)$ is a transposition.

Proof. Let $x-\beta$ be a prime element for $\wp$ in $k(x)$. Consider $h(T) \bmod \wp \in$ $\left(k[x]_{\wp} / \wp k[x]_{\wp}\right)[T] \cong k[T]$.

We have $h(T) \bmod \wp=T^{n}+T-\beta$. If $\wp$ is ramified in $K / k(x)$, then $\wp$ is ramified in the completions $K_{\mathfrak{P}} / k(x)_{\wp}$ (Theorem 5.6.3 and Propositions 5.6.7 and 5.6.9). On the other hand, by Theorems 5.7.18 and 5.8.1, $\wp ~ i s ~ r a m i f i e d ~ i f ~ a n d ~ o n l y ~ i f ~ h(T) \in$ $k(x)_{\wp}[T]$ has a multiple root. By Hensel's lemma (Theorem 2.3.14), it follows that $\wp$
is ramified only when $h(T) \bmod \wp$ has multiple roots. Finally, if $\overline{h(T)}=h(T) \bmod$ $\wp=T^{n}+T-\beta$ has a multiple root $\alpha$, then

$$
\overline{h(\alpha)}=\alpha^{n}+\alpha-\beta=0 \quad \text { and } \quad \overline{h^{\prime}(\alpha)}=n \alpha^{n-1}+1=0
$$

Thus $\alpha \neq 0$ and $\alpha^{n}=-\frac{\alpha}{n}=-\alpha+\beta$, and $\left(1-\frac{1}{n}\right) \alpha=\beta$, that is, $\alpha=\frac{n \beta}{n-1}$. Since $\overline{\overline{h^{\prime \prime}(\alpha)}}=n(n-1) \alpha^{n-2} \neq 0, \alpha$ is of multiplicity two and it is the only multiple root of $\overline{h(T)}$. Hence

$$
h(T)=(T-z)^{2} \prod_{i=1}^{n-2}\left(T-z_{i}\right) \in k(x)_{\wp}[T]
$$

with $z_{i} \neq z_{j}, i \neq j$, and $z_{i} \neq z, i=1, \ldots, n-2$. Since $D=\operatorname{Gal}\left(K_{\mathfrak{P}} / k(x)_{\wp}\right)$, we have $|D|=\left[K_{\mathfrak{P}}: k(x)_{\wp}\right]=2$ and if $\sigma \in D$ and $\sigma \neq \mathrm{Id}$, then $\sigma$ fixes $z_{1}, \ldots, z_{n-2}$ and thus $\sigma$ is a transposition.

Theorem 14.4.16 (Hayes). Let $h(T)=T^{n}+T-x \in k(x)[T]$. If $K$ is the splitting field of $h(T)$ over $k(x)$, and if $p=\operatorname{char} k$ and $p \nmid n(n-1)$ ( $n$ arbitrary for $p=0$ ), then $K / k(x)$ is a Galois extension and $\operatorname{Gal}(K / k(x))$ is isomorphic to the symmetric group $S_{n}$ on $n$ elements.

Proof. By Lemma 14.4.14, $h(T)$ is separable and thus $K / k(x)$ is a Galois extension. Let $G=\operatorname{Gal}(K / k(x))$. Let $H$ be the subgroup of $G$ generated by the decomposition groups of all ramified prime divisors $\mathfrak{P}$ of $K$ that do not divide the pole divisor $\wp_{\infty}$ of $x$ in $k(x)$. Set $F=K^{H}$. In $F / k(x)$, the only prime divisor $k(x)$ that can ramify is $\wp_{\infty}$.

If $\mathfrak{B}_{1}, \ldots, \mathfrak{B}_{r}$ are the prime divisors of $F$ dividing $\wp_{\infty}$, it follows by Lemma 14.4.14 that $\wp_{\infty}$ is tamely ramified in $F / k(x)$. Thus $\mathfrak{D}_{F / k(x)}=\mathfrak{B}_{1}^{e_{1}-1} \cdots \mathfrak{B}_{r}^{e_{r}-1}$, where $e_{i}$ is the ramification index $e\left(\mathfrak{B}_{i} \mid \wp_{\infty}\right)$. Therefore

$$
d=d_{K}\left(\mathfrak{D}_{F / k(x)}\right)=\sum_{i=1}^{r}\left(e_{i}-1\right)=[F: k(x)]-r .
$$

By the Riemann-Hurwitz formula we have

$$
2 g_{F}-2=-2[F: k(x)]+d=-[F: k(x)]-r
$$

Hence $r+[F: k(x)] \leq 2$ and $F=k(x)$. Thus $H=G$. By Lemma 14.4.15, $G$ is generated by transpositions. Since $G$ is a transitive subgroup of $S_{n}$, using Lemma 14.4.13 we obtain $G=S_{n}$.

Theorem 14.4.17 (Madden-Valentini, Stichtenoth). Let $G$ be any finite group and let $k$ be an algebraically closed field. There exists a separable extension $K / k(x)$ such that $\operatorname{Aut}_{k(x)}(K) \cong G$.

Proof. Choose $n \in \mathbb{N}$ such that $p \nmid n(n-1)$ (we assume $p \neq 2$ ), and $n \geq|G|$. Then $G<S_{n}$. Let $L / k(x)$ be such that $\operatorname{Gal}(L / k(x)) \cong S_{n}$. Let $E=L^{G}$. Then $\operatorname{Gal}(L / E) \cong G$. Choose a prime number $q$ such that $2<q \neq$ char $k$ and $q \geq 2 g_{E}$ and choose two places $\mathfrak{P}_{1}, \mathfrak{P}_{2}$ in $E$ that are unramified in $L / E$. Let $\mathfrak{A}=\mathfrak{P}_{1} \mathfrak{P}_{2}^{q-1}$. Since $d_{E}\left(\mathfrak{A} \mathfrak{P}_{1}^{-1}\right)=d_{E}\left(\mathfrak{A} \mathfrak{P}_{2}^{-1}\right)=q-1 \geq 2 g_{E}-1$ and $d_{E}(\mathfrak{A}) \geq 2 g_{E}$, it follows by the Riemann-Roch theorem that

$$
\ell_{E}\left(\mathfrak{A}^{-1}\right)=q-g_{E}+1=1+\ell_{E}\left(\mathfrak{A}^{-1} \mathfrak{P}_{1}\right)=1+\ell_{E}\left(\mathfrak{A}^{-1} \mathfrak{P}_{2}\right)
$$

Therefore $L_{E}\left(\mathfrak{A}^{-1} \mathfrak{P}_{2}^{-1}\right)$ and $L_{E}\left(\mathfrak{A}^{-1} \mathfrak{P}_{1}\right)$ are proper subspaces of $L_{E}\left(\mathfrak{A}^{-1}\right)$ and since $k$ is infinite, there exists

$$
x \in L_{E}\left(\mathfrak{A}^{-1}\right) \backslash\left(L_{E}\left(\mathfrak{A}^{-1} \mathfrak{P}_{1}\right) \cup L_{E}\left(\mathfrak{A}^{-1} \mathfrak{P}_{2}\right)\right)
$$

It follows that $\mathfrak{N}_{x}=\mathfrak{P}_{1} \mathfrak{P}_{2}^{q-1}$. Then $[E: k(x)]=d\left(\mathfrak{N}_{x}\right)=q$. Since $q \neq$ char $k$, $E / k(x)$ is a separable extension of degree $q$.

We have $G=\operatorname{Gal}(L / E)=\operatorname{Aut}_{E}(L)<\operatorname{Aut}_{k(x)}(L)$. Let $\sigma \in$ $\operatorname{Aut}_{k(x)}(L)$, and consider $T=L^{\langle\sigma\rangle} \supseteq k(x)$. Then $k(x) \subseteq T \cap$ $E \subseteq E$. Since $[E: k(x)]=q$ is prime and $[T \cap E: k(x)]$ divides $q$, it follows that [ $T \cap E: k(x)$ ] is 1 or $q$ and $T \cap E=k(x)$ or
 $T \cap E=E$. Assume that $T \cap E=k(x)$. Since $L / E$ and $L / T$ are normal extensions, $L / k(x)$ is a normal extension too.

This is impossible since $(x)_{L}=\operatorname{con}_{E / L}\left((x)_{E}\right)=\operatorname{con}_{E / L}\left(\frac{\mathfrak{A}}{\mathfrak{P}_{1} \mathfrak{P}_{2}^{q-1}}\right)$. Now $\mathfrak{P}_{1}$ and $\mathfrak{P}_{2}$ are unramified in $L / E$, so we have

$$
\operatorname{con}_{E / L} \mathfrak{P}_{1} \mathfrak{P}_{2}^{q-1}=\left(\mathfrak{Q}_{1} \cdots \mathfrak{Q}_{h}\right)\left(\mathfrak{Q}_{1}^{\prime} \cdots \mathfrak{Q}_{h}^{\prime}\right)^{q-1}
$$

This contradicts Proposition 5.2.16. It follows that $T \cap E=E$ and $E \subseteq T$. Therefore $\sigma \in \operatorname{Aut}_{E}(L)$, and

$$
\operatorname{Aut}_{k(x)}(L)=\operatorname{Aut}_{E}(L)=\operatorname{Gal}(L / E) \cong G
$$

This proves the theorem for $p \neq 2$. For $p=2$ we consider the equation $h(T)=$ $T^{n}+T^{2}-x \in k(x)[T]$, where $n \geq 3$ and $2 \nmid n$. Then $h(T)$ is separable and since $2 \nmid n$, Lemma 14.4.14 holds for $h(T)$. Also, the conclusion of Lemma 14.4.15 holds since the only possible multiple root of $h(T) \bmod \wp=T^{n}+T^{2}-\beta$ holds when $\beta=0$ and this is a root of multiplicity 2 . Therefore the Galois group of the splitting field of $h(T)$ is $S_{n}$. The rest of the proof is the same as in the case $p \neq 2$.

Remark 14.4.18. One of the key points in the proof of Theorem 14.4.17 is the fact that for infinitely many $n \in \mathbb{N}$, $S_{n}$ is the Galois group of some extension $K / k(x)$. In fact, for every $n \in \mathbb{N}$ there exists a Galois extension $K / k(x)$ such that $\operatorname{Gal}\left(K / k(x) \cong S_{n}\right.$.

Proposition 14.4.19 (Stichtenoth). Let $k$ be any algebraically closed field and let $n \in$ $\mathbb{N}$. Let $K=k(x, y)$ be given by

$$
y^{2} \prod_{i=1}^{n-2}\left(y-a_{i}\right)-x\left(y-a_{n-1}\right)^{n-1}\left(y-a_{n}\right)=0
$$

where $a_{1}, \ldots, a_{n} \underset{\sim}{\sim}$ are $n$ distinct elements of $k \backslash\{0\}$. If $\tilde{K}$ is the Galois closure of $K / k(x)$, then $\operatorname{Gal}(\widetilde{K} / k(x)) \cong S_{n}$.

Proof. See Exercise 14.5.8.

### 14.5 Exercises

Exercise 14.5.1. Let $\mathfrak{B}$ be an integral divisor, $\mathfrak{A}$ any divisor, and $n \geq 0$ an integer such that $\mathfrak{B}^{-1}$ divides $\mathfrak{A}^{n}$. Prove that $\mathfrak{B}^{-1}$ divides $\mathfrak{A}^{m}$ for all $m$ satisfying $0 \leq m \leq n$.

Exercise 14.5.2. If $k$ is an arbitrary field, prove that for a prime divisor $\mathfrak{p}, n$ is a gap of $\mathfrak{p} \Longleftrightarrow \delta\left(\mathfrak{p}^{n-1}\right)-\delta\left(\mathfrak{p}^{n}\right)=f$, where $f=d_{K}(\mathfrak{p})$.

Exercise 14.5.3. Prove that $\operatorname{Aut}_{k}(K)=\{\mathrm{Id}\}$ where $K / k$ is the function field given in Example 5.2.31.

Exercise 14.5.4. Give an example where $\left|\operatorname{Aut}_{k}(K)\right|<\infty$, but $\left|\operatorname{Aut}_{\bar{k}}(\bar{K})\right|=\infty$, where $\bar{k}$ is an algebraic closure of $k$ and $\bar{K}=K \bar{k}$.

Exercise 14.5.5. Prove that if $F$ is a field such that the only derivative on $F$ is the 0 -derivative, then $F$ is an algebraic extension of $\mathbb{Q}$ or $\mathbb{F}_{p}$. Here a derivative on a ring $R$ is a function $D: R \rightarrow R$ such that

$$
D(x+y)=D(x)+D(y) \quad \text { and } \quad D(x y)=D(x) y+x D(y)
$$

for all $x, y \in R$.
Exercise 14.5.6. Let $K=k(x)$ for some arbitrary field $k$, and let $\sigma \in \operatorname{Aut}_{k}(K)$ be such that $\sigma \neq \mathrm{Id}$ and $o(\sigma)<\infty$. Prove that if $E=k(x)^{\langle\sigma\rangle}$, then there are at most two distinct divisors in $E$ that are ramified in $K$.

Exercise 14.5.7. Let $K / k$ be an algebraic function field for some algebraically closed field $k$. If the genus of $g_{K}=g$ of $K$ is nonzero, prove that any $\sigma \in \operatorname{Aut}_{k}(K) \backslash\{$ Id $\}$ has $2 g+2$ fixed points if and only if $p=\operatorname{char} k \neq 2, o(\sigma)=2$, and $K^{\langle\sigma\rangle}$ is a rational function field. In particular, $K / k$ is an elliptic or a hyperelliptic function field.

Exercise 14.5.8. Let $k$ be an algebraically closed field. Let $\tilde{K}$ be the normal closure of $K / k(x)$, where $K=k(x, y)=k(y)$ is given by

$$
y^{2} \prod_{i=1}^{n-2}\left(y-a_{i}\right)-x\left(y-a_{n-1}\right)^{n-1}\left(y-a_{n}\right)
$$

and $a_{1}, \ldots, a_{n} \in k$ are distinct elements of $k \backslash\{0\}$. Prove the following statements:
(i) $K / k(x)$ is separable, that is,

$$
f(T)=T^{2} \prod_{i=1}^{n-2}\left(T-a_{i}\right)-x\left(T-a_{n-1}\right)^{n-1}\left(T-a_{n}\right)
$$

where $f(T) \in k(x)[T]$ is a separable polynomial. Thus $\tilde{K} / k(x)$ is a Galois extension.
(ii) Set $(x)_{k(x)}=\frac{\mathfrak{p}_{0}}{\mathfrak{p}_{\infty}}$. If $\mathfrak{P}_{0}$ is a prime divisor of $\tilde{K}$ above $\mathfrak{p}_{0}$, then the decomposition group $D\left(\mathfrak{P}_{0} \mid \mathfrak{p}_{0}\right)$ is a transposition in $G=\operatorname{Gal}(\tilde{K} / k(x))<S_{n}$.
Hint: See the proof of Lemma 14.4.15.
(iii) Let $H<G$ be such that $K=\tilde{K}^{H}$, that is, $H$ is a stabilizer in $G$. Then $H$ is a maximal subgroup of $G$. Equivalently, there is no field $F$ such that $k(x) \varsubsetneqq F \varsubsetneqq$ $K$. This is the same as saying that $G$ is a primitive subgroup of $S_{n}$.
(iv) Any primitive subgroup of $S_{n}$ that contains a transposition is $S_{n}$ itself.

Hint: Consider a subgroup $G$ of $S_{n}$ that contains $(1,2)$ and let $H=\operatorname{Stab}_{G}(1)=$ $\{\sigma \in G \mid \sigma(1)=1\}$. If there exists $r \geq 2$ such that $2^{h}=h(2) \neq r$ for all $h \in H$, that is, $H$ is not transitive on $\{2, \ldots, n\}$, put $M=\left\langle\left\{\left(1,2^{h}\right)|h \in H\rangle\right.\right.$. Prove that $M H$ is a subgroup of $G$ satisfying $H \varsubsetneqq M H \varsubsetneqq G$ by showing that there is no $\psi \in M H$ such that $\psi(1)=r$.
(v) Conclude that $\operatorname{Gal}(K / k(x))$ is $S_{n}$.

Exercise 14.5.9. Let $k$ be an algebraically closed field of characteristic $p>0$. Let $L / K$ be a finite separable extension of function fields over $k$. Let $\mathfrak{P}$ be a prime divisor of $L$ that is either unramified or tamely ramified over $K$. Set $\mathfrak{p}:=\mathfrak{P} \cap K$. If $\lambda$ is a gap number of $\mathfrak{p}$, then prove that $j \lambda$ is a gap number of $\mathfrak{P}$ for any positive integer $j$ dividing the ramification index $e$ of $\mathfrak{P}$ in $L / K$.
Exercise 14.5.10. Let $k$ be an algebraically closed field of characteristic $p>0$. Let $L / K$ be a finite separable extension, $\mathfrak{P}$ a prime divisor in $L$ that is unramified over $K$, and $\mathfrak{p}:=\mathfrak{P} \cap K$. Let $\mathfrak{A}$ be a divisor of $K$ such that $\mathfrak{D}_{L / K} \operatorname{con}_{K / L} \mathfrak{A}$ is an integral divisor of $L$ that is relatively prime to $\mathfrak{P}$. If a positive integer $\lambda$ satisfies

$$
\delta\left(\mathfrak{p}^{\lambda-1} \mathfrak{A}\right)-\delta\left(\mathfrak{p}^{\lambda} \mathfrak{A}\right)=1
$$

prove that $\lambda$ is a gap number of $\mathfrak{P}$.
Exercise 14.5.11. Let $k$ be an algebraically closed field of characteristic $p>0$. Let $K / k(x)$ be a cyclic extension of degree $m$ with $(m, p)=1$. Show that if at least $m+3$ prime divisors of $K$ are fully ramified, then every fully ramified prime is a Weierstrass point.

Hint: We have $K=k(x, y), y^{m}=\prod_{i=1}^{s}\left(x-a_{i}\right)^{\lambda_{i}}$ for $0<\lambda_{i}<m$ and $\lambda_{1}, \ldots, \lambda_{m+3}$ are relatively prime to $m$ (see Example 5.8.9). Prove that $m$ is not a gap number of $\mathfrak{P}_{i}$ where $\left(x-a_{i}\right)_{k(x)}=\frac{\mathfrak{p}_{i}}{\mathfrak{p}_{\infty}}, \operatorname{con}_{k(x) / K} \mathfrak{p}_{i}=\mathfrak{P}_{i}$, and $\mathfrak{p}_{i}=\mathfrak{P}_{i}^{m}$. Show that $v_{\mathfrak{P}_{i}}(\omega)=m$ where $\omega=\left(x-a_{i}\right) \prod_{j=1}^{s}\left(x-a_{j}\right)^{b_{j}} y^{-a} d x, \frac{a \lambda_{j}}{\left(m, \lambda_{j}\right)}=b_{j} e_{j}+c_{j}$ for $0 \leq c_{j}<e_{j}$, and $0<a<m$ is such that $(a, m)=1$ and $a \lambda_{i} \equiv m-1 \bmod m$.

Conclude that the gap sequence of $\mathfrak{P}_{i}$ does not satisfy the condition of Theorem 14.2.40.

Exercise 14.5.12. Let $k$ be an algebraically closed field of characteristic 2 and let $K / k(x)$ be a cyclic extension of degree 2 with $g_{K} \geq 2$. Prove that $K$ is classical, that is, the gap sequence of $K$ is $\left\{1,2, \ldots, g_{K}\right\}$, and prove that the Weierstrass points of $K$ are precisely the ramified prime divisors of $K$ over $k(x)$.

Hint: Use Theorem 14.1.3 or Corollary 14.1.4.
Exercise 14.5.13. Let $L / K$ be an extension of function fields of degree $n$ over an algebraically closed field of constants $k$. If $g_{L}>n^{2} g_{K}+(n-1)^{2}$, prove that the fully ramified prime divisors are Weierstrass points of $L$.

Exercise 14.5.14. Let $L / K$ be as in Exercise 14.5.13. Let $r$ be the number of fully ramified prime divisors of $L / K$ and assume that $n$ is relatively prime to the characteristic. Prove that if $r>2 n\left(g_{K}+1\right)$, then the fully ramified prime divisors are Weierstrass points.

Exercise 14.5.15. Let $L / K, r$, and $n$ be as in Exercise 14.5.14. If $r>4$ and $L$ is classical, prove that the fully ramified prime divisors are Weierstrass points.

Exercise 14.5.16. Let $k$ be any nonperfect field of characteristic $p>0$, and let $a \in k$ be such that $a \notin k^{p}$. Let $K=k(x, y)$ be the function field defined by

$$
y^{p}-y=a x^{p}
$$

Prove that $g_{K}=\frac{(p-1)(p-2)}{2}$.
Hint: Set $k^{\prime}:=k\left(a^{1 / p}\right)$. Then $K^{\prime}:=K k^{\prime}=k^{\prime}\left(y-a^{1 / p} x\right)$ is a rational function field. Since $x^{p}=\frac{y^{p}-y}{a}$ belongs to both $k(y)$ and $k^{\prime}(y)$, it follows that $K / k(y)$ and $K^{\prime} / k^{\prime}(y)$ are purely inseparable extensions of degree $p$. Using the Tate genus formula for $K^{\prime} / k^{\prime}(y)$ show that for any place $\mathfrak{p}^{\prime}$ of $k^{\prime}(y)$ distinct from the infinite prime divisor $\mathfrak{p}_{\infty}^{\prime}$ of $k^{\prime}(y)$, we have

$$
r_{\mathfrak{p}_{\infty}^{\prime}}=-1 \quad \text { and } \quad r_{\mathfrak{p}^{\prime}}=0 \text { or } 1
$$

Deduce that $r_{\mathfrak{p}}$ is 0 or 1 whenever $\mathfrak{p}$ is a place of $k(y)$ that is distinct from the infinite prime $\mathfrak{p}_{\infty}$ of $k(y)$. Finally, calculate $r_{\mathfrak{p}_{\infty}}$.

Exercise 14.5.17. Assume that char $k=p>0$. Let $a \in k$ be such that $a^{1 / p} \notin k$, and $K=k(x, y)$ with $y^{2}=x^{p}-a$. Prove that $g_{K}=\frac{p-1}{2}$ and $\operatorname{Aut}_{k}(K)=\operatorname{Aut}_{k(x)}(K)=$ $\{1, \sigma\}$ with $\sigma(y)=-y$. Conclude that $K k\left(a^{1 / p}\right)$ is a rational function field.

## A

## Cohomology of Groups

In this appendix we present a brief introduction to the cohomology of groups. This topic is independent of the rest of the material contained in the book. The reason why we decided to include it is that in order to continue the study of arithmetic properties of function fields, it is absolutely necessary to master group cohomology as a tool.

In this spirit, Theorem A.3.6 is especially useful. Also, notice that Hilbert's Theorem 90 (Theorem A.2.16) was used in Chapter 5 for the study of Kummer and ArtinSchreier extensions.

## A. 1 Definitions and Basic Results

For the results and definitions on modules and rings that we will be using in this chapter, we refer to [4] and [9].

Definition A.1.1. For a group $G$ we define the integral group ring as

$$
\mathbb{Z}[G]=\left\{\sum_{\sigma \in G} a_{\sigma} \sigma \mid a_{\sigma} \in \mathbb{Z} \mathrm{y} a_{\sigma}=0 \text { for all but a finite number of } \sigma\right\}
$$

with the operations

$$
\left(\sum_{\sigma \in G} a_{\sigma} \sigma\right)+\left(\sum_{\sigma \in G} b_{\sigma} \sigma\right)=\sum_{\sigma \in G}\left(a_{\sigma}+b_{\sigma}\right) \sigma
$$

and

$$
\left(\sum_{\sigma \in G} a_{\sigma} \sigma\right)\left(\sum_{\sigma \in G} b_{\sigma} \sigma\right)=\sum_{\sigma \in G}\left(\sum_{\theta \psi=\sigma} a_{\theta} b_{\psi}\right) \sigma
$$

Proposition A.1.2. For any group $G, \mathbb{Z}[G]$ is a ring with unity, where the 1 corresponds to $\sum_{\sigma \in G} a_{\sigma} \sigma$ with $a_{\mathrm{Id}}=1$ and $a_{\sigma}=0$ for all $\sigma \neq \mathrm{Id}$. Furthermore, $\mathbb{Z}[G]$ is commutative if and only if $G$ is abelian.

Proof. We leave the proof to the reader (see Exercise A.5.1).

Definition A.1.3. Let $A$ be an abelian group written additively and let $G$ be an arbitrary group. We say that $A$ is a (left) $G$-module if there exists a group homomorphism $\varphi: G \longrightarrow$ Aut $A$, where Aut $A$ is the automorphism group of $A$.

This definition is equivalent to the existence of a function

$$
\psi: G \times A \longrightarrow A, \quad \text { denoted by } \quad \psi(g, a)=g a,
$$

such that
(i) $1 a=a$ for all $a \in A$,
(ii) $(g h) a=g(h a)$ for all $g, h \in G$ and $a \in A$,
(iii) $g(a+b)=g a+g b$ for all $g \in G$ and $a, b \in A$.

A similar definition is made for a right $G$-module.
Observe that if $A$ is a $G$-module, then $A$ is a $\Lambda=\mathbb{Z}[G]$-module in a natural way, that is,

$$
\left(\sum_{\sigma \in G} a_{\sigma} \sigma\right)(x)=\sum_{\sigma \in G} a_{\sigma}(\sigma x) \quad \text { for } \quad \sum_{\sigma \in G} a_{\sigma} \sigma \in \Lambda \text { and } x \in A
$$

Conversely, if $A$ is a $\mathbb{Z}[G]$-module, then $A$ is an abelian group and we consider the function

$$
\varphi: G \longrightarrow \text { Aut } A
$$

given by

$$
\theta \in G, \quad \varphi(\theta): A \longrightarrow A, \quad \varphi(\theta) a=\theta a,
$$

where $\theta$ is viewed as the element $\sum_{\sigma \in G} a_{\sigma} \sigma$ of $\mathbb{Z}[G]$ given by

$$
a_{\sigma}=\left\{\begin{array}{l}
0 \text { if } \sigma \neq \theta \\
1 \text { if } \sigma=\theta
\end{array}\right.
$$

It is easy to see that $\varphi(\theta) \in$ Aut $A$ and that $\varphi$ is a group homomorphism.
Therefore a left (right) $G$-module is the same as a left (right) $\mathbb{Z}[G]$-module.
Example A.1.4. If $A$ is any abelian group, we can give a $G$-module structure to $A$ by defining the trivial action; that is, $g a=a$ for all $a \in A$ and all $g \in G$. In this case we say that $G$ acts trivially on $A$ or that $A$ is a trivial $G$-module. The fact that $A$ is a trivial $G$-module is equivalent to the fact that

$$
\varphi: G \longrightarrow \text { Aut } A \text { satisfies } \varphi(G)=1
$$

Definition A.1.5. If $A$ and $B$ are $G$-modules, a $G$-homomorphism is a group homomorphism
$\varphi: A \longrightarrow B \quad$ such that $\quad \varphi(g a)=g \varphi(a) \quad$ for all $\quad g \in G \quad$ and $\quad a \in A$.
Notation A.1.6. For two $G$-modules $A$ and $B$ we define
$\operatorname{Hom}(A, B)=$ group of all group homomorphisms from $A$ to $B$,
$\operatorname{Hom}_{G}(A, B)=$ group of $G$-homomorphisms from $A$ to $B$.
$\operatorname{Hom}_{G}(A, B)$ will be considered only with its group structure.
The proof of the following proposition is easy.
Proposition A.1.7. Hom $(A, B)$ can be given a $G$-module structure as follows: for all $\varphi \in \operatorname{Hom}(A, B)$ and all $g \in G$, let $g \circ \varphi \in \operatorname{Hom}(A, B)$ be defined by

$$
(g \circ \varphi)(a)=g \varphi\left(g^{-1} a\right) .
$$

Definition A.1.8. If $A$ is a $G$-module, $A^{G}$ denotes the maximum $G$-trivial submodule of $A$, i.e., $A^{G}=\{a \in A \mid g \circ a=a$ for all $g \in G\}$.

Example A.1.9. If $L / K$ is a finite Galois extension of fields with Galois group, $L$ is a $G$-module and $L^{G}=K$.

Proposition A.1.10. We have $\operatorname{Hom}_{G}(A, B)=(\operatorname{Hom}(A, B))^{G}$. In particular, $\operatorname{Hom}_{G}(\mathbb{Z}, A)=(\operatorname{Hom}(\mathbb{Z}, A))^{G} \cong A^{G}$.

Proof. If $\varphi \in \operatorname{Hom}_{G}(A, B)$, then $\varphi \in \operatorname{Hom}(A, B)$. Now if $g \in G$,

$$
(g \circ \varphi)(a)=g \circ \varphi\left(g^{-1} a\right)=g g^{-1} \varphi(a)=\varphi(a) .
$$

Therefore $g \circ \varphi=\varphi$ for all $g \in G$. Hence $\varphi \in(\operatorname{Hom}(A, B))^{G}$.
Conversely, if $\varphi \in(\operatorname{Hom}(A, B))^{G}$, let $a \in A$ and $g \in G$; we have

$$
\varphi(g a)=(g \circ \varphi)(g a)=g \varphi\left(g^{-1}(g a)\right)=g \varphi(1 a)=g \varphi(a) .
$$

Thus $\varphi \in \operatorname{Hom}_{G}(A, B)$ and this proves the first part of the proposition.
The last part of the proposition follows from the fact that $\operatorname{Hom}(\mathbb{Z}, A)$ is isomorphic to $A$ under the $G$-isomorphism of modules

$$
\theta: \operatorname{Hom}(\mathbb{Z}, A) \longrightarrow A \quad \text { defined by } \quad \theta(\varphi)=\varphi(1) .
$$

Theorem A.1.11. Let $0 \longrightarrow A \xrightarrow{f} B \xrightarrow{g} C \longrightarrow 0$ be an exact sequence of $G$ modules and let $P$ be a projective $G$-module. Then

$$
0 \longrightarrow \operatorname{Hom}_{G}(P, A) \xrightarrow{f^{*}} \operatorname{Hom}_{G}(P, B) \xrightarrow{g^{*}} \operatorname{Hom}_{G}(P, C) \longrightarrow 0
$$

is an exact sequence of groups, where $f^{*}(\varphi)=f \circ \varphi, g^{*}(\theta)=g \circ \theta$.

Proof. If $f^{*}(\varphi)=f \circ \varphi=0$, then since $f$ is injective we have $\varphi=0$, so $f^{*}$ is injective.

Next, we have $g^{*} \circ f^{*}=(g \circ f)^{*}=0^{*}=0$, and hence im $f^{*} \subseteq \operatorname{ker} g^{*}$.
Now if $\varphi \in \operatorname{ker} g^{*}$, then $g^{*}(\varphi)=g \circ \varphi=0$ (see diagram).


It follows that $\varphi(P) \subseteq \operatorname{ker} g=\operatorname{im} f=A$, so

$$
f^{-1} \circ \varphi \in \operatorname{Hom}_{G}(P, A) \quad \text { and } \quad f^{*}\left(f^{-1} \circ \varphi\right)=f \circ f^{-1} \circ \varphi=\varphi
$$

that is, $\operatorname{im} f^{*}=\operatorname{ker} g^{*}$.
Finally, if $\varphi \in \operatorname{Hom}_{G}(P, C)$, then since the module $P$ is projective, there exists $\theta \in \operatorname{Hom}_{G}(P, B)$ such that $g \circ \theta=g^{*}(\theta)=\varphi$. Therefore $g^{*}$ is surjective.

Note A.1.12. If $P$ is an arbitrary $G$-module and

$$
0 \longrightarrow A \longrightarrow B \longrightarrow C
$$

is an exact $G$-sequence, then

$$
0 \longrightarrow \operatorname{Hom}_{G}(P, A) \longrightarrow \operatorname{Hom}_{G}(P, B) \longrightarrow \operatorname{Hom}_{G}(P, C)
$$

is exact, as follows immediately from the previous proof. In fact, the projectivity of $P$ is equivalent to the exactness of the sequence in Theorem A.1.11 (see [9, Chapter II, Proposition 4, page 231]).

Note A.1.13. For the definition and basic properties of tensor products, we refer to [4, Chapter 2], [9, Chapter 2, §3] and [11, Chapter III, §0].

For any ring $R, M$ a right $R$-module, and $N$ a left $R$-module, the tensor product of $M$ and $N$ will be denoted by $M \otimes_{R} N$. The tensor product is obtained as the quotient of $M \otimes_{\mathbb{Z}} N$ obtained by the relations $m r \otimes_{\mathbb{Z}} n=m \otimes_{\mathbb{Z}} r n, m \in M, n \in N, r \in R$. That is, $m r \otimes_{\mathbb{Z}} n=m \otimes_{\mathbb{Z}} r n$ for all $m \in M, n \in N, r \in R$.

In case $R=\mathbb{Z}[G]$, the right module can be made a left module by setting $g m:=$ $m g^{-1}, g \in G$, and conversely. In this way we define the tensor product of two left $\mathbb{Z}[G]$-modules $M$ and $N$. Note that for two left $\mathbb{Z}[G]$-modules $M$ and $N$ we have

$$
g m \otimes_{R} g n=m g^{-1} \otimes_{R} g n=m \otimes_{R} g^{-1}(g n)=m \otimes_{R} n
$$

for all $g \in G, m \in M$, and $n \in N$.
In other words, if we define an action of $\mathbb{Z}[G]$ on $M \otimes_{\mathbb{Z}} N$ by setting the diagonal action

$$
g \circ\left(m \otimes_{\mathbb{Z}} n\right):=g m \otimes_{\mathbb{Z}} g n,
$$

then for any left $\mathbb{Z}[G]$-modules, $M \otimes_{\mathbb{Z}[G]} N \cong\left(M \otimes_{\mathbb{Z}} N\right)_{G}$, the quotient of $M \otimes_{\mathbb{Z}} N$ modulo the elements $m \otimes_{\mathbb{Z}} n$ satisfying $g m \otimes_{\mathbb{Z}} g n=m \otimes_{\mathbb{Z}} n$ for all $g \in G$, the latter with the diagonal action. In particular, $M \otimes_{\mathbb{Z}[G]} N \cong N \otimes_{\mathbb{Z}[G]} M$.

We will denote the tensor product by $M \otimes_{\mathbb{Z}[G]} N=M \otimes_{G} N=M \otimes N$.
Theorem A.1.14. Let

$$
0 \longrightarrow A \xrightarrow{f} B \xrightarrow{g} C \longrightarrow 0
$$

be an exact sequence of $G$-modules and let $P$ be a projective $G$-module. Then

$$
0 \longrightarrow P \otimes A \xrightarrow{1 \otimes f} P \otimes B \xrightarrow{1 \otimes g} P \otimes C \longrightarrow 0
$$

is exact. Here $P \otimes X$ denotes the tensor product of the $G$-modules $P$ and $X$.
Proof. Since $P$ is projective, $P$ is a direct summand of a free $G$-module, say

$$
P \oplus R \cong T=\bigoplus_{i \in I} \mathbb{Z}[G]
$$

Recall that the tensor product commutes with the direct sum. Furthermore, for any $G$-module $M, \mathbb{Z}[G] \otimes M$ is isomorphic to $M$. Therefore we have

$$
(P \oplus R) \otimes M \cong(P \otimes M) \oplus(R \otimes M) \cong \bigoplus_{i \in I} M
$$

Now consider
$1_{T} \otimes f: T \otimes A \longrightarrow T \otimes B, \quad$ defined by $\quad\left(1_{T} \otimes f\right)\left(e_{i} \otimes a\right)=e_{i} \otimes f(a)$,
where $e_{i}$ is the generator of $\mathbb{Z}[G]$ viewed as the $i$ th component of $T=\bigoplus_{i \in I} \mathbb{Z}[G]$. Then $1_{T} \otimes f$ is injective since $f$ is. Finally,

$$
\left.\left(1_{T} \otimes f\right)\right|_{P \otimes A}=1_{P} \otimes f
$$

so that the latter map is injective.
We will see that $1 \otimes g$ is surjective. Given $p \otimes c \in P \otimes C$, there exists $b \in B$ such that $g(b)=c$, so that $(1 \otimes g)(p \otimes b)=p \otimes g(b)=p \otimes c$.

We have

$$
(1 \otimes g) \circ(1 \otimes f)=1 \otimes g \circ f=1 \otimes 0=0
$$

hence $\operatorname{im}(1 \otimes f) \subseteq \operatorname{ker}(1 \otimes g)$.
Now let

$$
\varphi:(P \otimes B) /(\operatorname{ker}(1 \otimes g)) \longrightarrow P \otimes C
$$

be the isomorphism induced by $1 \otimes g$. Since im $(1 \otimes f) \subseteq \operatorname{ker}(1 \otimes g)$, we can consider the epimorphism

$$
\psi:(P \otimes B) /(\operatorname{im}(1 \otimes f)) \longrightarrow P \otimes C
$$

induced by $\varphi$. We have

$$
\operatorname{ker} \psi=\operatorname{ker}(1 \otimes g) / \operatorname{im}(1 \otimes f)
$$

Let

$$
\theta: P \times C \longrightarrow(P \otimes B) /(\operatorname{im}(1 \otimes f))
$$

be defined by

$$
\theta(p, c)=p \otimes b+\operatorname{im}(1 \otimes f) \quad \text { for } \quad c=g(b) \in C
$$

To see that $\theta$ is well defined, assume that $g\left(b_{1}\right)=g\left(b_{2}\right)=c$. Then $g\left(b_{1}-b_{2}\right)=0$, so $b_{1}-b_{2} \in \operatorname{ker} g=\operatorname{im} f$. Thus $b_{1}-b_{2}=f(a)$ for some $a \in A$. Therefore

$$
p \otimes b_{1}=p \otimes b_{2}+p \otimes f(a) \quad \text { and } \quad p \otimes f(a) \in \operatorname{im}(1 \otimes f)
$$

whence

$$
p \otimes b_{1} \bmod (\operatorname{im}(1 \otimes f))=p \otimes b_{2} \bmod (\operatorname{im}(1 \otimes f))
$$

Thus $\theta$ is well defined and it is clearly $\mathbb{Z}$-bilinear. Let

$$
\tilde{\theta}: P \otimes C \longrightarrow(P \otimes B) /(\operatorname{im}(1 \otimes f))
$$

be the homomorphism induced. It is easy to verify that $\tilde{\theta} \circ \psi=\mathrm{Id}$ and $\psi \circ \tilde{\theta}=\mathrm{Id}$, so $\psi$ is an isomorphism. This proves that $\operatorname{ker}(1 \otimes g)=\operatorname{im}(1 \otimes f)$.

Remark A.1.15. The projectivity of $P$ was used only once in the proof of Theorem A.1.14, namely to show the injectivity of $1 \otimes f$. A module that satisfies this property is called flat, and what we have proved is that any projective module is flat.

Theorem A.1.16 (Snake Lemma). Let

be a commutative diagram of $G$-modules, where the rows are exact. Then there exists a connecting homomorphism $\delta: \operatorname{ker} \gamma \longrightarrow \operatorname{coker} \alpha$ such that

$$
\operatorname{ker} \alpha \xrightarrow{\tilde{f}} \operatorname{ker} \beta \xrightarrow{\tilde{g}} \operatorname{ker} \gamma \xrightarrow{\delta} \operatorname{coker} \alpha \xrightarrow{\tilde{f}^{\prime}} \operatorname{coker} \beta \xrightarrow{\tilde{g}^{\prime}} \operatorname{coker} \gamma
$$

is an exact sequence, where $\tilde{f^{\prime}}$ and $\tilde{g^{\prime}}$ are the induced homomorphisms from $f^{\prime}$ and $g^{\prime}$ respectively and $\tilde{f}$ and $\tilde{g}$ are the restrictions of $f$ and $g$ respectively.

If in addition $f$ is injective, then $\tilde{f}$ is injective and if $g^{\prime}$ is surjective, $\tilde{g}^{\prime}$ is surjective.

Proof. Let $f$ be injective. If $x \in \operatorname{ker} \alpha$, then

$$
(\beta \circ f)(x)=\left(f^{\prime} \circ \alpha\right)(x)=0 .
$$

Thus $\tilde{f}(x) \in \operatorname{ker} \beta$ and since $f$ is injective,

$$
\tilde{f}=\left.f\right|_{\operatorname{ker} \alpha}: \operatorname{ker} \alpha \longrightarrow \operatorname{ker} \beta
$$

is injective too. It is easy to see that sequence is exact at $\operatorname{ker} \beta$ and at $\operatorname{coker} \beta$.
Now if $g^{\prime}$ is surjective, let us see that $\tilde{g}^{\prime}$ is surjective too. Let $c+\operatorname{im} \gamma \in \operatorname{coker} \gamma$ and let $b \in B$ be such that $g(b)=c$. Then $g^{\prime}(b+\operatorname{im} \beta)=c+\operatorname{im} \gamma$.

It remains to define $\delta: \operatorname{ker} \gamma \longrightarrow \operatorname{coker} \alpha$ and to demonstrate that $\operatorname{im} \tilde{g}=\operatorname{ker} \delta$ and $\operatorname{im} \delta=\operatorname{ker} \tilde{f}^{\prime}$. Let $z \in \operatorname{ker} \gamma$ be of the form $g(y)$ with $y \in B$. Then

$$
\gamma(z)=(\gamma g)(y)=0=\left(g^{\prime} \circ \beta\right)(y) .
$$

Therefore we have $\beta(y) \in \operatorname{ker} g^{\prime}=\operatorname{im} f^{\prime}$, so $\beta(y)=f^{\prime}(a)$ for some $a \in A^{\prime}$. Let $\delta(z)=a+\operatorname{im} \alpha$. We will see that $\delta$ is well defined. If $z=g(y)=g\left(y_{1}\right)$, then $y-y_{1} \in \operatorname{ker} g=\operatorname{im} f$. Therefore

$$
y=y_{1}+f(x) \quad \text { for some } \quad x \in A .
$$

Since $\beta\left(y_{1}\right)=f^{\prime}\left(a_{1}\right)$, we have

$$
\beta(y)=f^{\prime}(a)=\beta\left(y_{1}\right)+\beta(f(x))=f^{\prime}\left(a_{1}\right)+\beta f(x)=f^{\prime}\left(a_{1}\right)+f^{\prime}(\alpha(x)) .
$$

It follows from the injectivity of $f^{\prime}$ that $a=a_{1}+\alpha(x)$, so that $a+\operatorname{im} \alpha=a_{1}+\operatorname{im} \alpha$. Clearly $\delta$ is a $G$-homomorphism.

Now let $z \in \operatorname{ker} \gamma$. Since $z \in \operatorname{im} \tilde{g}$, there exists $y \in \operatorname{ker} \beta$ such that $g(y)=z$. Then

$$
\beta(y)=0=f^{\prime}(0), \quad \text { that is } \quad(\delta \tilde{g})(y)=\delta(z)=0+\operatorname{im} \alpha
$$

Therefore im $\tilde{g} \subseteq \operatorname{ker} \delta$. Let $z \in \operatorname{ker} \delta$. Since $\delta(z)=0$, it follows that if $z=g(y)$ then $\beta(y)=f^{\prime}(x)$ for some $x \in \operatorname{im} \alpha$. In other words,

$$
x=\alpha(a) \quad \text { and } \quad \beta(y)=\left(f^{\prime} \circ \alpha\right)(a)=\beta(f(a)) .
$$

Thus

$$
y-f(a) \in \operatorname{ker} \beta \quad \text { and } \quad \tilde{g}(y-f(a))=g(y)-(g f)(a)=g(y)=z .
$$

It follows that the sequence is exact at $\operatorname{ker} \gamma$.
Finally,

$$
\left(\tilde{f}^{\prime} \circ \delta\right)(z)=\tilde{f}^{\prime}(a+\operatorname{im} \alpha)=f^{\prime}(a)+\operatorname{im} \beta, \text { where } z=g(y) \text { and } \beta(y)=f^{\prime}(a) .
$$

Therefore

$$
\left(\tilde{f}^{\prime} \circ \delta\right)(z)=\beta(y)+\operatorname{im} \beta=0, \quad \text { i.e., } \quad \operatorname{im} \delta \subseteq \operatorname{ker} \tilde{f}^{\prime}
$$

Finally, if $a+\operatorname{im} \alpha \in \operatorname{ker} \tilde{f}^{\prime}$, then

$$
f^{\prime}(a) \in \operatorname{im} \beta, \quad \text { so } \quad f^{\prime}(a)=\beta(y) \quad \text { for some } \quad y \in B .
$$

If $z=g(y)$, then $\delta(z)=a+\operatorname{im} \alpha$. Therefore the sequence is exact at coker $\alpha$.

Definition A.1.17. A projective resolution $P$ of $\mathbb{Z}$ is an exact sequence of $G$-modules of the form

$$
P: \quad \cdots \longrightarrow P_{n} \xrightarrow{\partial_{n}} P_{n-1} \longrightarrow \cdots \longrightarrow P_{1} \xrightarrow{\partial_{1}} P_{0} \xrightarrow{\partial_{0}} \mathbb{Z} \longrightarrow 0,
$$

where $\mathbb{Z}$ is the trivial $G$-module and each $P_{i}$ is projective. In particular, $\partial_{n} \circ \partial_{n+1}=0$ for all $n$.

Lemma A.1.18. If $P, P^{\prime}$ are two projective resolutions with respective homomorphisms $\partial_{n}(n \geq 0)$ and $\partial_{n}^{\prime}(n \geq 0)$, then there exist homomorphisms

$$
\varepsilon_{n}: P_{n}^{\prime} \longrightarrow P_{n}(n \geq-1)
$$

such that $\partial_{n} \circ \varepsilon_{n}=\varepsilon_{n-1} \circ \partial_{n}^{\prime}$ for all $n \geq 0$ and $\varepsilon_{-1}=\operatorname{Id}_{\mathbb{Z}}$.
Proof. The proof will be done by induction on $n$. Let $\varepsilon_{-1}=\mathrm{Id}_{\mathbb{Z}}$. Since $P_{0}^{\prime}$ is projective, there exists $\varepsilon_{0}: P_{0}^{\prime} \longrightarrow P_{0}$ such that $\partial_{0}^{\prime}=$ $\partial_{0} \circ \varepsilon_{0}=\mathrm{Id}_{\mathbb{Z}} \circ \partial_{0}^{\prime}=\varepsilon_{-1} \circ \partial_{0}^{\prime}$. Assume that we have constructed $\varepsilon_{0}, \varepsilon_{1}, \ldots, \varepsilon_{n}$ such that $\varepsilon_{i}: P_{i}^{\prime} \longrightarrow P_{i}$ satisfies $\partial_{i} \circ \varepsilon_{i}=\varepsilon_{i-1} \circ \partial_{i}^{\prime}$
 for $i=0,1, \ldots, n$.


Let $x \in P_{n+1}^{\prime}$ and notice that $\left(\varepsilon_{n} \circ \partial_{n+1}^{\prime}\right) x \in P_{n}$. Since

$$
\partial_{n}\left(\varepsilon_{n} \circ \partial_{n+1}^{\prime}\right)(x)=\partial_{n} \varepsilon_{n} \partial_{n+1}^{\prime}(x)=\varepsilon_{n-1} \partial_{n}^{\prime} \partial_{n+1}^{\prime}(x)=0,
$$

we have

$$
\left(\varepsilon_{n} \circ \partial_{n+1}^{\prime}\right)\left(P_{n+1}\right) \subseteq \operatorname{ker} \partial_{n}=\operatorname{im} \partial_{n+1}
$$

Since $P_{n+1}^{\prime}$ is projective, there exists

$$
\varepsilon_{n+1}: P_{n+1}^{\prime} \longrightarrow P_{n+1} \quad \text { such that } \quad \partial_{n+1} \circ \varepsilon_{n+1}=\varepsilon_{n} \circ \partial_{n+1}^{\prime}
$$

Now given a projective resolution $P$ and a $G$-module $A$, let

$$
K_{i}=\operatorname{Hom}_{G}\left(P_{i}, A\right) \quad \text { and } \quad R_{i}=P_{i} \otimes_{G} A=P_{i} \otimes_{\mathbb{Z}[G]} A
$$

where $P_{i}$ can be made a right $G$-module by defining the action

$$
x \circ g=g^{-1} x \quad \text { for all } \quad g \in G \quad \text { and } \quad x \in P_{i}
$$

Consider the sequences

$$
0 \longrightarrow K_{0} \xrightarrow{\partial_{1}^{*}} K_{1} \xrightarrow{\partial_{2}^{*}} \cdots \longrightarrow K_{n-1} \xrightarrow{\partial_{n}^{*}} K_{n} \longrightarrow \cdots
$$

and

$$
\cdots \longrightarrow R_{n} \xrightarrow{\partial_{n}^{+}} R_{n-1} \longrightarrow \cdots \longrightarrow R_{1} \xrightarrow{\partial_{1}^{+}} R_{0} \longrightarrow 0
$$

where $\partial_{n}^{*}(\varphi)=\varphi \circ \partial_{n}$ and $\partial_{n}^{+}(x \otimes a)=\partial_{n} x \otimes a$.
We have

$$
\partial_{n+1}^{*} \circ \partial_{n}^{*}=\left(\partial_{n} \circ \partial_{n+1}\right)^{*}=0^{*}=0 \text { and } \partial_{n}^{+} \circ \partial_{n+1}^{+}=\left(\partial_{n} \circ \partial_{n+1}\right)^{+}=0^{+}=0
$$

so im $\partial_{n}^{*} \subseteq \operatorname{ker} \partial_{n+1}^{*}$ and im $\partial_{n+1}^{+} \subseteq \operatorname{ker} \partial_{n}^{+}$.
Definition A.1.19. We define for $n=0,1, \ldots$, the $n$th cohomology group of $A$ with respect to $P$ to be the group

$$
H^{n}(P, A):=\operatorname{ker} \partial_{n+1}^{*} / \operatorname{im} \partial_{n}^{*}
$$

and the nth homology group to be the group

$$
H_{n}(P, A):=\operatorname{ker} \partial_{n}^{+} / \operatorname{im} \partial_{n+1}^{+}
$$

Here we define $\partial_{0}^{*}=0 ; \quad \partial_{0}^{+}=0$ (see Remark A.2.6).
Theorem A.1.20. If $P$ and $P^{\prime}$ are two projective resolutions, then

$$
H^{n}(P, A) \cong H^{n}\left(P^{\prime}, A\right) \quad \text { and } \quad H_{n}(P, A) \cong H_{n}\left(P^{\prime}, A\right) \text { for all } n=0,1, \ldots
$$

Proof. Let $\varepsilon_{n}: P_{n}^{\prime} \longrightarrow P_{n}$ and $\delta_{n}: P_{n} \longrightarrow P_{n}^{\prime}$ be given by Lemma A.1.18, that is, $\partial_{n} \circ \varepsilon_{n}=\varepsilon_{n-1} \circ \partial_{n}^{\prime}$ and $\partial_{n}^{\prime} \circ \delta_{n}=\delta_{n-1} \circ \partial_{n}$. We will construct homomorphisms $h_{n}: P_{n} \longrightarrow P_{n+1}$ such that

$$
\begin{equation*}
\partial_{n+1} h_{n}+h_{n-1} \partial_{n}=\mathrm{Id}-\varepsilon_{n} \delta_{n} \tag{A.1}
\end{equation*}
$$

and similarly, $f_{n}: P_{n}^{\prime} \longrightarrow P_{n+1}^{\prime}$ such that

$$
\begin{equation*}
\partial_{n+1}^{\prime} f_{n}+f_{n-1} \partial_{n}^{\prime}=\operatorname{Id}-\delta_{n} \varepsilon_{n} \tag{A.2}
\end{equation*}
$$

Let $h_{-1}: \mathbb{Z} \longrightarrow P_{0}$ be such that $h_{-1}=0$. We wish to find $h_{0}: P_{0} \longrightarrow P_{1}$ such that $\partial_{1} h_{0}+h_{-1} \partial_{0}=\partial_{1} h_{0}=\mathrm{Id}-\varepsilon_{0} \delta_{0}$.


For $x \in P_{0}$, we obtain

$$
\partial_{0}\left(\operatorname{Id}-\varepsilon_{0} \delta_{0}\right)(x)=\partial_{0}(x)-\partial_{0} \varepsilon_{0} \delta_{0}(x)=\partial_{0}(x)-\partial_{0}^{\prime} \delta_{0}(x)=\partial_{0}(x)-\partial_{0}(x)=0
$$

Therefore $x \in \operatorname{ker} \partial_{0}=\operatorname{im} \partial_{1}$. Since $P_{0}$ is projective, there exists

$$
h_{0}: P_{0} \longrightarrow P_{1} \quad \text { such that } \quad \partial_{1} \circ h_{0}=\mathrm{Id}-\varepsilon_{0} \delta_{0}
$$

Assume that we have constructed $h_{0}, h_{1}, \ldots, h_{n}$ with property (A.1). If $x \in P_{n+1}$, we have

$$
\partial_{n+1}\left(\operatorname{Id}-\varepsilon_{n+1} \delta_{n+1}-h_{n} \partial_{n+1}\right)(x)=0
$$

and thus $\operatorname{im}\left(\operatorname{Id}-\varepsilon_{n+1} \delta_{n+1}-h_{n} \partial_{n+1}\right) \subseteq \operatorname{ker} \partial_{n+1}=\operatorname{im} \partial_{n+2}$.

$$
\begin{aligned}
P_{n+2} & \frac{\partial_{n+2}}{-} \operatorname{im~} \partial_{n+2}-0 \\
h_{n+1} & \text { Id }-\varepsilon_{n+1} \delta_{n+1}-h_{n} \partial_{n+1}
\end{aligned}
$$

Since $P_{n+1}$ is projective, there exists

$$
h_{n+1}: P_{n+1} \longrightarrow P_{n+2} \quad \text { such that } \quad \partial_{n+2} h_{n+1}=\mathrm{Id}-\varepsilon_{n+1} \delta_{n+1}-h_{n} \partial_{n+1} .
$$

Similarly for $f_{n}: P_{n}^{\prime} \longrightarrow P_{n+1}^{\prime}$.
For $\varepsilon_{n}: P_{n}^{\prime} \longrightarrow P_{n}$, let

$$
\varepsilon_{n}^{*}: \operatorname{Hom}_{G}\left(P_{n}, A\right) \longrightarrow \operatorname{Hom}_{G}\left(P_{n}^{\prime}, A\right)
$$

and

$$
\varepsilon_{n}^{+}=\varepsilon_{n} \otimes \operatorname{Id}_{A}: P_{n}^{\prime} \otimes A \longrightarrow P_{n} \otimes A
$$

be defined by

$$
\varepsilon_{n}^{*}(\varphi)=\varphi \circ \varepsilon_{n} \quad \text { and } \quad \varepsilon_{n}^{+}(x \otimes a)=\varepsilon_{n}(x) \otimes a
$$

If $\varphi \in \operatorname{ker} \partial_{n+1}^{*}$, we have

$$
\partial_{n+1}^{\prime *}\left(\varepsilon_{n}^{*}(\varphi)\right)=\varphi \circ \varepsilon_{n} \circ \partial_{n+1}^{\prime}=\varphi \circ \partial_{n+1} \circ \varepsilon_{n+1}=\varepsilon_{n+1}^{*}\left(\partial_{n+1}^{*} \circ \varphi\right)=0,
$$

so $\varepsilon_{n}^{*}\left(\operatorname{ker} \partial_{n+1}^{*}\right) \subseteq \operatorname{ker} \partial_{n+1}^{\prime *}$. Similarly we have

$$
\varepsilon_{n}^{*}\left(\operatorname{im} \partial_{n}^{*}\right) \subseteq \operatorname{im} \partial_{n}^{\prime *} ; \quad \varepsilon_{n}^{+}\left(\operatorname{ker} \partial_{n}^{\prime+}\right) \subseteq \operatorname{ker} \partial_{n}^{+} ; \quad \varepsilon_{n}^{+}\left(\operatorname{im} \partial_{n+1}^{\prime+}\right) \subseteq \operatorname{im} \partial_{n+1}^{+}
$$

Therefore we have the following induced homomorphisms:

$$
\tilde{\varepsilon}_{n}^{*}: H^{n}(P, A) \longrightarrow H^{n}\left(P^{\prime}, A\right) \quad \text { and } \quad \tilde{\varepsilon}_{n}^{+}: H_{n}\left(P^{\prime}, A\right) \longrightarrow H_{n}(P, A)
$$

We proceed in a similar way for $\tilde{\delta}_{n}^{*}$ and $\tilde{\delta}_{n}^{+}$.
Now if $\varphi \in \operatorname{ker} \partial_{n+1}^{*}$, we have

$$
\begin{aligned}
\left(\partial_{n+1} h_{n}+h_{n-1} \partial_{n}\right)^{*} \varphi & =\varphi \partial_{n+1} h_{n}+\varphi h_{n-1} \partial_{n} \\
& =0+\varphi h_{n-1} \partial_{n}=\partial_{n}^{*}\left(\varphi h_{n-1}\right) \in \operatorname{im} \partial_{n}^{*}
\end{aligned}
$$

Therefore

$$
\overline{\left(\partial_{n+1} h_{n}+h_{n-1} \partial_{n}\right)^{*}}=0=\overline{\left(\mathrm{Id}-\varepsilon_{n} \delta_{n}\right)^{*}}=\overline{\mathrm{Id}^{*}}-\overline{\delta_{n}^{*}} \overline{\varepsilon_{n}^{*}}
$$

from which it follows that $\overline{\mathrm{Id}^{*}}=\mathrm{Id}=\overline{\delta_{n}^{*}} \overline{\varepsilon_{n}^{*}}$. Similarly we have $\mathrm{Id}=\overline{\varepsilon_{n}^{*}} \overline{\delta_{n}^{*}}$.
We can show analogously that $\varepsilon_{n}^{-} \delta_{n}^{+}=\mathrm{Id}$ and $\delta_{n}^{+} \varepsilon_{n}^{+}=\mathrm{Id}$.
Definition A.1.21. For an arbitrary $G$-module $A$ and for $n=0,1, \ldots$, we define the cohomology groups $H^{n}(G, A)$ as $H^{n}(P, A)$ and the homology groups $H_{n}(G, A)$ as $H_{n}(P, A)$, where $P$ is any projective resolution.

By Theorem A.1.20 the above definition depends only on $G$ and on $A$ and does not depend on the resolution. On the other hand, to see that Definition A.1.21 is not vacuous, we need to exhibit at least one projective resolution of $A$.

Let $G^{n+1}=G \times \cdots \times G(n+1$ copies $)$ and let $A_{n}=\mathbb{Z}\left[G^{n+1}\right]$ be the group ring. Then $A_{n}$ is an abelian group and $G$ acts on $A_{n}$ as follows:

$$
x \circ\left(g_{0}, \ldots, g_{n}\right)=\left(x g_{0}, \ldots, x g_{n}\right) \text { for all } x \in G \text { and }\left(g_{0}, \ldots, g_{n}\right) \in G^{n+1}
$$

Thus $A_{n}$ is a free $\mathbb{Z}$-module with basis $\left\{\left(g_{0}, \ldots, g_{n}\right) \mid g_{i} \in G\right\}$.
The proof of the following proposition is straightforward.

Proposition A.1.22. For each $n \geq 0, A_{n}$ is a free $\mathbb{Z}[G]$-module with basis $\left\{\left(1, x_{1}\right.\right.$, ldots, $\left.\left.x_{n}\right) \mid x_{i} \in G\right\}$.

Now put $P_{i}=A_{i}$ and let $\partial_{n}: P_{n} \longrightarrow P_{n-1}$ be defined by

$$
\partial_{n}\left(g_{0}, g_{1}, \ldots, g_{n}\right)=\sum_{i=0}^{n}(-1)^{i}\left(g_{0}, g_{1}, \ldots, \hat{g}_{i}, \ldots, g_{n}\right)
$$

where the symbol $\hat{g_{i}}$ means that the element $g_{i}$ does not appear, that is,

$$
\left(g_{0}, g_{1}, \ldots, \hat{g}_{i}, \ldots, g_{n}\right)=\left(g_{0}, g_{1}, \ldots, g_{i-1}, g_{i+1}, \ldots, g_{n}\right)
$$

If $g \in G$, then

$$
\begin{aligned}
g \circ\left(\partial_{n}\left(g_{0}, g_{1}, \ldots, g_{n}\right)\right) & =g \circ \sum_{i=0}^{n}(-1)^{i}\left(g_{0}, g_{1}, \ldots, \hat{g}_{i}, \ldots, g_{n}\right) \\
& =\sum_{i=0}^{n}(-1)^{i}\left(g g_{0}, g g_{1}, \ldots, \widehat{g g_{i}}, \ldots, g g_{n}\right) \\
& =\partial_{n}\left(g g_{0}, g g_{1}, \ldots, g g_{n}\right)=\partial_{n}\left(g \circ\left(g_{0}, g_{1}, \ldots, g_{n}\right)\right),
\end{aligned}
$$

so $\partial_{n}$ is a $G$-homomorphism.
Now $\partial_{0}: P_{0}=A_{0}=\mathbb{Z}[G] \longrightarrow \mathbb{Z}$ is defined by $\partial_{0}(g)=1$ for all $g \in G$.
Proposition A.1.23. The sequence

$$
\cdots \longrightarrow P_{n} \xrightarrow{\partial_{n}} P_{n-1} \longrightarrow \cdots \longrightarrow P_{1} \xrightarrow{\partial_{1}} P_{0} \xrightarrow{\partial_{0}} \mathbb{Z} \longrightarrow 0
$$

is $G$-exact.
Proof. For $n=0,1, \ldots$ we have

$$
\begin{align*}
\partial_{n-1} \circ \partial_{n}\left(g_{0}, g_{1}, \ldots, g_{n}\right) & =\partial_{n-1}\left(\sum_{i=0}^{n}(-1)^{i}\left(g_{0}, g_{1}, \ldots, \hat{g_{i}}, \ldots, g_{n}\right)\right) \\
= & \sum_{i=0}^{n}(-1)^{i}\left(\sum_{j=0}^{i-1}(-1)^{j}\left(g_{0}, g_{1}, \ldots, \hat{g_{j}}, \ldots, \hat{g_{i}}, \ldots, g_{n}\right)\right. \\
& \left.+\sum_{j=i+1}^{n}(-1)^{j-1}\left(g_{0}, g_{1}, \ldots, \hat{g_{i}}, \ldots, \hat{g_{j}}, \ldots, g_{n}\right)\right) \tag{A.3}
\end{align*}
$$

For any two indices $0 \leq r<s \leq n$, the element $\left(g_{0}, \ldots, \hat{g_{r}}, \ldots, \hat{g_{s}}, \ldots, g_{n}\right)$ appears exactly twice in (A.3) and its coefficient is $(-1)^{r+s}+(-1)^{r+s-1}=0$, which proves that $\partial_{n-1} \circ \partial_{n}=0$. Therefore $\operatorname{im} \partial_{n} \subseteq \operatorname{ker} \partial_{n-1}$. Now let $h_{n}: P_{n-1} \longrightarrow P_{n}, \quad h_{n}\left(g_{0}, \ldots, g_{n-1}\right)=\left(1, g_{0}, \ldots, g_{n-1}\right) \quad$ for $\quad n=1,2, \ldots$.

We also define $h_{0}: P_{-1}=\mathbb{Z} \longrightarrow P_{0}$ by $h_{0}(1)=1 \in \mathbb{Z}[G]=P_{0}$. We have

$$
\begin{aligned}
& \left(\partial_{n} h_{n}+h_{n-1} \partial_{n-1}\right)\left(g_{0}, \ldots, g_{n-1}\right) \\
& \quad=\partial_{n}\left(1, g_{0}, \ldots, g_{n-1}\right)+h_{n-1}\left(\sum_{i=0}^{n-1}(-1)^{i}\left(g_{0}, g_{1}, \ldots, \hat{g}_{i}, \ldots, g_{n-1}\right)\right) \\
& \quad=\left(g_{0}, \ldots, g_{n-1}\right)+\sum_{i=0}^{n-1}(-1)^{i+1}\left(1, g_{0}, \ldots, \hat{g}_{i}, \ldots, g_{n-1}\right) \\
& \quad+\sum_{i=0}^{n-1}(-1)^{i}\left(1, g_{0}, \ldots, \hat{g}_{i}, \ldots, g_{n-1}\right)=\left(g_{0}, \ldots, g_{n-1}\right)
\end{aligned}
$$

Thus

$$
\partial_{n} h_{n}+h_{n-1} \partial_{n-1}=\operatorname{Id}_{P_{n-1}} \quad \text { for } \quad n=1,2, \ldots
$$

Observe that $h_{n}$ has been defined as a $\mathbb{Z}$-homomorphism but not as a $G$-homomorphism.

Now if $x \in \operatorname{ker} \partial_{n-1}$, we have

$$
x=\operatorname{Id}_{P_{n-1}}(x)=\partial_{n} h_{n}(x)+h_{n-1} \partial_{n-1}(x)=\partial_{n}\left(h_{n}(x)\right)+h_{n-1}(0)=\partial_{n}\left(h_{n}(x)\right) .
$$

Thus $x=\partial_{n}\left(h_{n}(x)\right) \in \operatorname{im} \partial_{n}$, which proves the exactness of the sequence.
The resolution defined in Proposition A.1.23 is called the canonical resolution or bar resolution.

From now on, unless otherwise stated, by resolution we will mean the canonical resolution.

We have proved the existence of the homology and cohomology groups for any $G$-module $A$. Now if $A$ and $B$ are two $G$-modules and $f: A \longrightarrow B$ is a $G$ homomorphism, we will define in a natural way group homomorphisms

$$
H^{n}(f): H^{n}(G, A) \longrightarrow H^{n}(G, B) \quad \text { and } \quad H_{n}(f): H_{n}(G, A) \longrightarrow H_{n}(G, B)
$$

Let
P :

$$
\cdots \longrightarrow P_{n} \xrightarrow{\partial_{n}} P_{n-1} \longrightarrow \cdots \longrightarrow P_{1} \xrightarrow{\partial_{1}} P_{0} \xrightarrow{\partial_{0}} \mathbb{Z} \longrightarrow 0
$$

be a projective resolution. We have
$P \otimes_{G} A: \cdots \otimes P_{n} \otimes A \xrightarrow{\partial_{n} \otimes 1_{A}} P_{n-1} \otimes A \longrightarrow \cdots \longrightarrow P_{1} \otimes A \xrightarrow{\partial_{1} \otimes 1_{A}} P_{0} \otimes A \longrightarrow 0$,
where $P_{i} \otimes A$ means $P_{i} \otimes_{\mathbb{Z}[G]} A$.
Let

$$
\begin{gathered}
f_{n}: P_{n} \otimes A \rightarrow P_{n} \otimes B \\
f_{n}(x \otimes a)=x \otimes f(a)=\left(1_{P_{n}} \otimes f\right)(a)
\end{gathered}
$$

We have

$$
f_{n-1} \circ\left(\partial_{n} \otimes 1_{A}\right)=\partial_{n} \otimes f=\left(\partial_{n} \otimes 1_{B}\right) \circ\left(1_{P_{n}} \otimes f\right)=\left(\partial_{n} \otimes 1_{B}\right) \circ f_{n}
$$

If $\alpha \in \operatorname{ker}\left(\partial_{n} \otimes 1_{A}\right)$, then

$$
f_{n-1} \circ\left(\partial_{n} \otimes 1_{A}\right)(\alpha)=0=\left(\partial_{n} \otimes 1_{B}\right) \circ(1 \otimes f)(\alpha)=\left(\partial_{n} \otimes 1_{B}\right) f_{n}(\alpha),
$$

so $f_{n}(\alpha) \in \operatorname{ker}\left(\partial_{n} \otimes 1_{B}\right)$.
If $\alpha \in \operatorname{im}\left(\partial_{n+1} \otimes 1_{A}\right)$, then $\alpha=\left(\partial_{n+1} \otimes 1_{A}\right)(\beta)$. Hence

$$
f_{n}(\alpha)=f_{n} \circ\left(\partial_{n+1} \otimes 1_{A}\right)(\beta)=\left(\left(\partial_{n+1} \otimes 1_{B}\right) \circ f_{n+1}\right)(\beta) \in \operatorname{im}\left(\partial_{n+1} \otimes 1_{B}\right) .
$$

Therefore $f_{n}$ induces in a natural way the group homomorphisms

$$
H_{n}(f): H_{n}(G, A) \longrightarrow H_{n}(G, B), \quad n=0,1, \ldots
$$

We now consider the sequence

$$
0 \longrightarrow \operatorname{Hom}_{G}\left(P_{0}, A\right) \xrightarrow{\partial_{1}^{*}} \operatorname{Hom}_{G}\left(P_{1}, A\right) \xrightarrow{\partial_{2}^{*}} \cdots
$$

$\operatorname{Hom}_{G}(P, A):$

$$
\cdots \longrightarrow \operatorname{Hom}_{G}\left(P_{n-1}, A\right) \xrightarrow{\partial_{n}^{*}} \operatorname{Hom}_{G}\left(P_{n}, A\right) \longrightarrow \cdots
$$

Let $f_{n}^{*}: \operatorname{Hom}_{G}\left(P_{n}, A\right) \longrightarrow \operatorname{Hom}_{G}\left(P_{n}, B\right)$ be given by $f_{n}^{*}(\varphi)=f \circ \varphi$. We have

$$
\left.\begin{array}{l}
\left(f_{n}^{*} \circ \partial_{n}^{*}\right)(\varphi)=f \circ \varphi \circ \partial_{n} \\
\left(\partial_{n}^{*} \circ f_{n-1}^{*}\right)(\varphi)=f \circ \varphi \circ \partial_{n}
\end{array}\right\} \Longrightarrow f_{n}^{*} \circ \partial_{n}^{*}=\partial_{n}^{*} \circ f_{n-1}^{*}
$$

If $\varphi \in \operatorname{ker} \partial_{n+1}^{*}$, then

$$
\left(\partial_{n+1}^{*} \circ f_{n}^{*}\right)(\varphi)=\left(f_{n+1}^{*} \circ \partial_{n+1}^{*}\right)(\varphi)=0 .
$$

Therefore $f_{n}^{*}(\varphi) \in \operatorname{ker} \partial_{n+1}^{*}$.
If $\varphi \in \operatorname{im} \partial_{n}^{*}$, then $\partial_{n}^{*}(\theta)=\theta \circ \partial_{n}=\varphi$. It follows that

$$
f_{n}^{*}(\varphi)=\left(f_{n}^{*} \circ \partial_{n}^{*}\right)(\theta)=\left(\partial_{n}^{*} \circ f_{n-1}^{*}\right)(\theta) \in \operatorname{im} \partial_{n}^{*} .
$$

Hence $f_{n}^{*}$ induces in a natural way a group homomorphism

$$
H^{n}(f): H^{n}(G, A) \longrightarrow H^{n}(G, B), \quad n=0,1, \ldots
$$

The following result is a powerful tool for studying the arithmetic of fields by means of the cohomology and the homology groups.

Theorem A.1.24. Let

$$
0 \longrightarrow A \xrightarrow{f} B \xrightarrow{g} C \longrightarrow 0
$$

be an exact sequence of G-modules. Then there exist group homomorphisms

$$
\varepsilon_{n}: H_{n+1}(G, C) \rightarrow H_{n}(G, A)
$$

and

$$
\delta_{n}: H^{n}(G, C) \rightarrow H^{n+1}(G, A), \quad n=0,1, \ldots,
$$

such that the homology sequence

$$
\begin{aligned}
\cdots \longrightarrow & H_{n+1}(G, B) \xrightarrow{H_{n+1}(g)} H_{n+1}(G, C) \xrightarrow{\varepsilon_{n}} H_{n}(G, A) \xrightarrow{H_{n}(f)} H_{n}(G, B) \longrightarrow \\
& \cdots \xrightarrow{\varepsilon_{0}} H_{0}(G, A) \xrightarrow{H_{0}(f)} H_{0}(G, B) \xrightarrow{H_{0}(g)} H_{0}(G, C) \longrightarrow 0,
\end{aligned}
$$

and the cohomology sequence

$$
\begin{gathered}
0 \longrightarrow H^{0}(G, A) \xrightarrow{H^{0}(f)} H^{0}(G, B) \xrightarrow{H^{0}(g)} H^{0}(G, C) \xrightarrow{\delta_{0}} H^{1}(G, A) \longrightarrow \cdots \\
\xrightarrow{\delta_{n-1}} H^{n}(G, A) \xrightarrow{H^{n}(f)} H^{n}(G, B) \xrightarrow{H^{n}(g)} H^{n}(G, C) \xrightarrow{\delta_{n}} H^{n+1}(G, A) \longrightarrow \cdots,
\end{gathered}
$$

are exact sequences of groups.
Proof. Let

$$
P: \quad \cdots \longrightarrow P_{n} \xrightarrow{\partial_{n}} P_{n-1} \longrightarrow \cdots \longrightarrow P_{1} \xrightarrow{\partial_{1}} P_{0} \xrightarrow{\partial_{0}} \mathbb{Z} \longrightarrow 0
$$

be a projective resolution.
We will use the notation

$$
\left.\begin{array}{l}
X_{n}=P_{n} \otimes X \\
X^{n}=\operatorname{Hom}_{G}\left(P_{n}, X\right)
\end{array}\right\}
$$

$X=A, B$, or $C$ and $k_{n}=H_{n}(k), k^{n}=H^{n}(k), k=f$ or $g$.
Consider the following commutative diagrams of groups:

and


Since $\operatorname{im} \partial_{n+1} \subseteq \operatorname{ker} \partial_{n}$, the map $\partial_{n}: X_{n} \longrightarrow X_{n-1}$ induces the natural map $\tilde{\partial_{n}}:$ coker $\partial_{n+1} \longrightarrow \operatorname{ker} \partial_{n-1}$,

$$
\operatorname{coker} \partial_{n+1}=X_{n} / \operatorname{im} \partial_{n+1} \xrightarrow{\tilde{\partial_{n}}} X_{n} / \operatorname{ker} \partial_{n} \cong \operatorname{im} \partial_{n} \subseteq \operatorname{ker} \partial_{n-1}
$$

We have

$$
\operatorname{ker} \tilde{\partial}_{n}=\operatorname{ker} \partial_{n} / \operatorname{im} \partial_{n+1}=H_{n}(G, X)
$$

and

$$
\operatorname{coker} \tilde{\partial_{n}}=\operatorname{ker} \partial_{n-1} / \operatorname{im} \partial_{n}=H_{n-1}(G, X)
$$

Similarly, consider

$$
\partial^{n}: X^{n-1} \longrightarrow X^{n}
$$

We have im $\partial^{n-1} \subseteq \operatorname{ker} \partial^{n}$, so we obtain the natural map

$$
X^{n-1} / \operatorname{im} \partial^{n-1} \longrightarrow X^{n-1} / \operatorname{ker} \partial^{n} \cong \operatorname{im} \partial^{n} \subseteq \operatorname{ker} \partial^{n+1}
$$

that is,

$$
\begin{gathered}
\tilde{\partial}^{n}: \operatorname{coker} \partial^{n-1} \longrightarrow \operatorname{ker} \partial^{n+1} \\
\operatorname{ker} \tilde{\partial}^{n}=\operatorname{ker} \partial^{n} / \operatorname{im} \partial^{n-1}=H^{n-1}(G, X)
\end{gathered}
$$

and

$$
\operatorname{coker} \tilde{\partial}^{n}=\operatorname{ker} \partial^{n+1} / \operatorname{im} \partial^{n}=H^{n}(G, X)
$$

Consider the commutative diagram


By the snake lemma (Theorem A.1.16), the rows are exact. Now

$$
\partial_{n}: X_{n} \longrightarrow X_{n-1}
$$

induces

$$
\begin{gathered}
0 \rightarrow H_{n}(G, X)=\operatorname{ker} \tilde{\partial_{n}} \rightarrow \text { coker } \partial_{n+1} \xrightarrow{\tilde{\partial_{n}}} \operatorname{ker} \partial_{n-1} \\
\rightarrow \text { coker } \tilde{\partial_{n}}=H_{n-1}(G, X)
\end{gathered}
$$

We obtain the diagram

(A.7)

Again by the snake lemma, there exists a group homomorphism $\varepsilon_{n-1}: H_{n}(G, C) \longrightarrow$ $H_{n-1}(G, A)$ such that

$$
H_{n}(G, A) \rightarrow H_{n}(G, B) \rightarrow H_{n}(G, C) \xrightarrow{\varepsilon_{n-1}} H_{n-1}(G, A) \rightarrow H_{n-1}(G, B) \rightarrow \cdots
$$

is exact.
Similarly, for the cohomology groups we have diagrams
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and


By the snake lemma there exists $\delta_{n-1}: H^{n-1}(G, C) \longrightarrow H^{n}(G, A)$ such that the sequence

$$
\begin{aligned}
H^{n-1}(G, A) \longrightarrow & H^{n-1}(G, B) \longrightarrow H^{n-1}(G, C) \xrightarrow{\delta_{n-1}} H^{n}(G, A) \\
& \longrightarrow H^{n}(G, B) \longrightarrow H^{n}(G, C)
\end{aligned}
$$

is exact.

## A. 2 Homology and Cohomology in Low Dimensions

Our goal in this section is to calculate homology groups $H_{n}$ and cohomology groups $H^{n}$ for $n=0,1$, or 2 .

Let $A$ be an arbitrary $G$-module. The homology sequence is

$$
\cdots P_{n} \otimes A \xrightarrow{\partial_{n} \otimes 1_{A}} P_{n-1} \otimes A \longrightarrow \cdots \longrightarrow P_{1} \otimes A \xrightarrow{\partial_{1} \otimes 1_{A}} P_{0} \otimes A \longrightarrow 0
$$

where $\left\{P_{i}\right\}_{i=0}^{\infty}$ is the canonical resolution given in Section A.1. In particular, $P_{0}=$ $\mathbb{Z}[G]$ and $P_{0} \otimes A \cong A$. Then

$$
H_{0}(G, A)=\left(P_{0} \otimes A\right) /\left(\operatorname{im} \partial_{1} \otimes 1\right)
$$

Now, we have

$$
\left(\partial_{1} \otimes 1\right)\left(\left(g_{1}, g_{2}\right) \otimes a\right)=g_{1} a-g_{2} a
$$

which implies that

$$
\operatorname{im}\left(\partial_{1} \otimes 1\right)=\langle a-g a \mid g \in G, a \in A\rangle=D A \subseteq A
$$

Thus $H_{0}(G, A)=A_{G}=A / D A$.
Here $A_{G}$ is the maximal quotient module where $G$ acts trivially.
Let $I_{G}=\left\{\sum_{\sigma \in G} a_{\sigma} \sigma \mid \sum_{\sigma \in G} a_{\sigma}=0\right\}$. Here $I_{G}$ is an ideal $\mathbb{Z}[G]$. Furthermore, $\mathbb{Z}[G] / I_{G} \cong \mathbb{Z}$. If $\sum_{\sigma \in G} a_{\sigma} \sigma \in I_{G}$ with $a_{1}=-\sum_{\sigma \neq 1} a_{\sigma}$, we have

$$
\begin{aligned}
\sum_{\sigma \in G} a_{\sigma} \sigma & =a_{1} 1+\sum_{\sigma \neq 1} a_{\sigma} \sigma=\left(-\sum_{\sigma \neq 1} a_{\sigma}\right) 1+\sum_{\sigma \neq 1} a_{\sigma} \sigma \\
& =\sum_{\sigma \neq 1} a_{\sigma}(\sigma-1) \in\langle\sigma-1 \mid \sigma \in G\rangle
\end{aligned}
$$

Conversely, we have $\sigma-1 \in I_{G}$ for $\sigma \in G$. Thus

$$
D A=\langle a-\sigma a \mid \sigma \in G, a \in A\rangle=I_{G} A
$$

Therefore

$$
H_{0}(G, A)=A / I_{G} A
$$

Proposition A.2.1. For any group $G$, we have $I_{G} / I_{G}^{2} \cong G / G^{\prime}$, where $G^{\prime}$ is the commutator subgroup of $G$.

Proof. Let $f: G \longrightarrow I_{G} / I_{G}^{2}$ be the map defined by $f(\sigma)=(\sigma-1)+I_{G}^{2}$. Now

$$
\begin{aligned}
f(\sigma \phi) & =(\sigma \phi-1)+I_{G}^{2}=(\sigma \phi-\sigma+\sigma-1)+I_{G}^{2}=\sigma(\phi-1)+(\sigma-1)+I_{G}^{2} \\
& =(\sigma-1)(\phi-1)+(\phi-1)+(\sigma-1)+I_{G}^{2}
\end{aligned}
$$

and since $(\sigma-1)(\phi-1) \in I_{G}^{2}$, we have $f(\sigma \phi)=f(\sigma)+f(\phi)$. Thus $f$ is a homomorphism.

Since $I_{G} / I_{G}^{2}$ is abelian, $G / \operatorname{ker} f$ is abelian too. Therefore $[G, G]=G^{\prime} \subseteq \operatorname{ker} f$. Consider the induced map $\tilde{f}: G / G^{\prime} \longrightarrow I_{G} / I_{G}^{2}$ such that $\tilde{f}\left(\sigma G^{\prime}\right)=(\sigma-1)+I_{G}^{2}$.

Let $h: I_{G} \longrightarrow G / G^{\prime}$ be defined by $h(\sigma-1)=\sigma G^{\prime}$. If $x \in I_{G}^{2}$, we have

$$
\begin{aligned}
x & =\left(\sum_{\sigma \in G} a_{\sigma}(\sigma-1)\right)\left(\sum_{\sigma \in G} b_{\sigma}(\sigma-1)\right)=\sum_{\sigma, \theta \in G} a_{\sigma} b_{\theta}(\sigma-1)(\theta-1) \\
& =\sum_{\sigma, \theta \in G} a_{\sigma} b_{\theta}[(\sigma \theta-1)-(\sigma-1)-(\theta-1)] .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
h(x) & =\prod_{\sigma, \theta \in G}\left[h(\sigma \theta-1) h(\sigma-1)^{-1} h(\theta-1)^{-1}\right]^{a_{\sigma} b_{\theta}} \\
& =\prod_{\sigma, \theta \in G}\left(\sigma \theta \sigma^{-1} \theta^{-1}\right)^{a_{\sigma} b_{\theta}} G^{\prime}=G^{\prime} .
\end{aligned}
$$

It follows that $h(x)=1$ and $I_{G}^{2} \subseteq \operatorname{ker} h$. Thus $h$ induces

$$
\tilde{h}: I_{G} / I_{G}^{2} \longrightarrow G / G^{\prime} \quad \text { defined by } \quad \tilde{h}\left((\sigma-1)+I_{G}^{2}\right)=\sigma G^{\prime}
$$

Clearly $\tilde{f}$ and $\tilde{h}$ are inverse isomorphisms of groups.

Definition A.2.2. Let $X$ be an abelian group and let $A$ be the $G$-module Hom ( $\mathbb{Z}[G], X$ ), where the $G$-action on $X$ is the trivial one. Any $G$-module of this kind is called coinduced. The action of $G$ on $A$ is defined explicitly as follows:

For all $\varphi \in A \quad$ and $\quad g, g^{\prime} \in G, \quad g \circ \varphi\left(g^{\prime}\right)=g \varphi\left(g^{-1} g^{\prime}\right)=\varphi\left(g^{-1} g^{\prime}\right)$.
Definition A.2.3. Let $X$ be an abelian group and let $A$ be the $G$-module $\mathbb{Z}[G] \otimes_{\mathbb{Z}} X$. Any $G$-module of this type is called induced and $G$ acts on $A$ as follows:

$$
\text { For all } g, g^{\prime} \in G \quad \text { and } \quad x \in X, \quad g\left(g^{\prime} \otimes x\right)=g g^{\prime} \otimes x .
$$

Proposition A.2.4. Let $A=\operatorname{Hom}(\mathbb{Z}[G], X)$. Then for any $G$-module $B$, the groups $\operatorname{Hom}_{G}(B, A)$ and $\operatorname{Hom}(B, X)$ are isomorphic.

Proof. Let $\varphi \in \operatorname{Hom}_{G}(B, A)$. Then $\varphi(b) \in \operatorname{Hom}(\mathbb{Z}[G], X)$ for all $b \in B$. Let $\theta_{\varphi} \in$ $\operatorname{Hom}(B, X)$ be defined by $\theta_{\varphi}(b)=\varphi(b)(1)$. We have

$$
\theta_{\varphi}\left(b+b_{1}\right)=\theta_{\varphi}(b)+\theta_{\varphi}\left(b_{1}\right)
$$

so $\theta_{\varphi} \in \operatorname{Hom}(\boldsymbol{B}, \boldsymbol{X})$. We also have $\theta_{\varphi+\psi}=\theta_{\varphi}+\theta_{\psi}$, and $\theta$ is a group homomorphism from $\operatorname{Hom}_{G}(B, A)$ to $\operatorname{Hom}_{\mathbb{Z}}(B, X)$.

Now assume that $\theta_{\varphi}=0$. Then

$$
\theta_{\varphi}: B \longrightarrow X \quad \text { satisfies } \quad \theta_{\varphi}(b)=\varphi(b)(1)=0 \quad \text { for all } \quad b \in B
$$

Since $\varphi \in \operatorname{Hom}_{G}(B, A)$, we have $\varphi(g b)=g \varphi(b)$ for all $g \in G$ and $b \in B$. Now if $g^{\prime} \in G \subseteq \mathbb{Z}[G]$, we have

$$
(g \varphi(b))\left(g^{\prime}\right)=g\left[\varphi(b)\left(g^{-1} g^{\prime}\right)\right]=\varphi(b)\left(g^{-1} g^{\prime}\right)
$$

In particular,

$$
\varphi(g b)(1)=(g \varphi(b))(1)=\varphi(b)\left(g^{-1}\right)
$$

or, equivalently,

$$
\varphi\left(g^{-1} b\right)(1)=\varphi(b)(g)
$$

Therefore

$$
\theta_{\varphi}=0 \quad \Longrightarrow \quad \varphi(b)(g)=0 \quad \text { for all } \quad g \in G \quad \text { and } \quad b \in B
$$

It follows that $\varphi(b)=0$ for all $b \in B$, that is, $\varphi=0$. Therefore $\theta$ is injective.
Now let $\sigma \in \operatorname{Hom}_{\mathbb{Z}}(B, X)$. We wish to find $\varphi \in \operatorname{Hom}_{G}(B, A)$ such that $\sigma(b)=$ $\varphi(b)(1)$ for all $b \in B$. Let $\varphi \in \operatorname{Hom}_{G}(B, A)$ be such that

$$
\varphi(b): \mathbb{Z}[G] \longrightarrow X \quad \text { is defined by } \quad \varphi(b)(g)=\sigma\left(g^{-1} b\right) \quad \text { for all } \quad b \in B
$$

We have

$$
\varphi\left(b+b^{\prime}\right)(g)=\sigma\left(g^{-1}\left(b+b^{\prime}\right)\right)=\sigma\left(g^{-1} b\right)+\sigma\left(g^{-1} b^{\prime}\right)=\varphi(b)(g)+\varphi\left(b^{\prime}\right)(g)
$$

so $\varphi \in \operatorname{Hom}(B, A)$. Now

$$
\begin{aligned}
{[\varphi(g b)]\left(g^{\prime}\right) } & =\sigma\left(\left(g^{\prime}\right)^{-1} g b\right) \\
(g \varphi(b))\left(g^{\prime}\right)=g\left(\varphi(b)\left(g^{-1} g^{\prime}\right)\right) & =\varphi(b)\left(g^{-1} g^{\prime}\right)=\sigma\left(\left(g^{\prime}\right)^{-1} g b\right)=\varphi(g b)\left(g^{\prime}\right)
\end{aligned}
$$

Therefore $g \varphi(b)=\varphi(g b)$, i.e., $\varphi \in \operatorname{Hom}_{G}(B, A)$ and $\varphi(b)(1)=\sigma\left(1^{-1} b\right)=$ $\sigma(b)$.

Theorem A.2.5. If $A=\operatorname{Hom}(\mathbb{Z}[G], X)$ is a coinduced module, then for all $n \geq 1$ we have $H^{n}(G, A)=0$. (If $A$ is an injective $G$-module, then $H^{n}(G, A)=0$ for all $n \geq 1$.)

Proof. The cohomology sequence is

$$
0 \longrightarrow \operatorname{Hom}_{G}\left(P_{0}, A\right) \xrightarrow{\partial_{1}^{*}} \operatorname{Hom}_{G}\left(P_{1}, A\right) \xrightarrow{\partial_{2}^{*}} \cdots
$$

By Proposition A.2.4 this sequence is the same as

$$
0 \longrightarrow \operatorname{Hom}\left(P_{0}, X\right) \xrightarrow{\partial_{1}^{*}} \operatorname{Hom}\left(P_{1}, X\right) \xrightarrow{\partial_{2}^{*}} \cdots
$$

Consider the sequence

$$
\cdots \longrightarrow P_{n} \xrightarrow{\partial_{n}} P_{n-1} \longrightarrow \cdots \longrightarrow P_{1} \xrightarrow{\partial_{1}} P_{0} \xrightarrow{\partial_{0}} 0 .
$$

Since the groups $P_{i}$ are free, it follows that the sequence is exact starting at $P_{1}$ and that the cohomology sequence is exact starting from the first index. Hence $H^{n}(G, A)=0$ for all $n \geq 1$.

In general, for any module $A$, it follows from the resolution

$$
\cdots \longrightarrow P_{n} \xrightarrow{\partial_{n}} P_{n-1} \longrightarrow \cdots \longrightarrow P_{1} \xrightarrow{\partial_{1}} P_{0} \xrightarrow{\partial_{0}} \mathbb{Z} \longrightarrow 0
$$

that

$$
0 \longrightarrow \operatorname{Hom}_{G}(\mathbb{Z}, A) \xrightarrow{\partial_{0}^{*}} \operatorname{Hom}_{G}\left(P_{0}, A\right) \xrightarrow{\partial_{1}^{*}} \operatorname{Hom}_{G}\left(P_{1}, A\right)
$$

is exact at $\operatorname{Hom}_{G}(\mathbb{Z}, A)$ and $\operatorname{Hom}_{G}\left(P_{0}, A\right)$. Therefore

$$
H^{0}(G, A)=\operatorname{ker} \partial_{1}^{*}=\operatorname{im} \partial_{0}^{*}=\operatorname{Hom}_{G}(\mathbb{Z}, A)=(\operatorname{Hom}(\mathbb{Z}, A))^{G} \cong A^{G}
$$

Remark A.2.6. Note that the use of $\partial_{0}$ and $\partial_{0}^{*}$ is not the same as that defined in Definition A.1.19, since here we have an extra term $\mathbb{Z}$ in the exact sequence.

In short, what we have obtained up to now for the 0-homology and cohomology groups, including the discussion previous to Proposition A.2.1, is the following theorem:

Theorem A.2.7. For any $G$-module $A$, we have $H_{0}(G, A)=A / D A=A_{G}$, where $D A=\langle a-\sigma a \mid \sigma \in G\rangle$ and $H^{0}(G, A)=A^{G}$.

Corollary A.2.8. If $0 \longrightarrow A \longrightarrow B \longrightarrow C \longrightarrow 0$ is an exact sequence of $G$-modules and $B$ is a coinduced $G$-module, then $H^{q}(G, C)=H^{q+1}(G, A)$ for all $q \geq 1$.

Proof. From Theorems A.1.24 and A.2.7 we obtain the exact sequence of groups

$$
\begin{aligned}
& 0 \longrightarrow A^{G} \longrightarrow B^{G} \longrightarrow C^{G} \longrightarrow H^{1}(G, A) \longrightarrow H^{1}(G, B) \longrightarrow H^{1}(G, C) \longrightarrow \\
& \cdots \longrightarrow H^{q}(G, B) \longrightarrow H^{q}(G, C) \longrightarrow H^{q+1}(G, A) \longrightarrow H^{q+1}(G, B) \longrightarrow \cdots
\end{aligned}
$$

Since $H^{q}(G, B)=0$ for $q \geq 1$, the result follows.
Theorem A.2.9. Let $A$ be an induced $G$-module of the form $A=\mathbb{Z}[G] \otimes_{\mathbb{Z}} X$. Then $H_{n}(G, A)=0$ for all $n \geq 1$. (If $A$ is a projective $G$-module, then $A$ is flat and $H_{n}(G, A)=0$ for all $n \geq 1$.)

Proof. We have

$$
P_{n} \otimes_{G} A \cong P_{n} \otimes_{G}\left(\mathbb{Z}[G] \otimes_{\mathbb{Z}} X\right) \cong\left(P_{n} \otimes_{G} \mathbb{Z}[G]\right) \otimes_{\mathbb{Z}} X \cong P_{n} \otimes_{\mathbb{Z}} X
$$

Therefore, from the resolution

$$
\cdots \longrightarrow P_{n} \longrightarrow \cdots \longrightarrow P_{1} \longrightarrow P_{0} \longrightarrow \mathbb{Z} \longrightarrow 0
$$

we obtain

$$
\cdots \longrightarrow P_{n} \otimes_{G} A \longrightarrow \cdots \longrightarrow P_{1} \otimes_{G} A \longrightarrow P_{0} \otimes_{G} A \longrightarrow \mathbb{Z} \otimes_{G} A \longrightarrow 0
$$

which is equivalent to

$$
\cdots \longrightarrow P_{n} \otimes_{\mathbb{Z}} X \longrightarrow \cdots \longrightarrow P_{1} \otimes_{\mathbb{Z}} X \longrightarrow P_{0} \otimes_{\mathbb{Z}} X \longrightarrow \mathbb{Z} \otimes_{\mathbb{Z}} X \cong X \longrightarrow 0
$$

Since $P_{i}$ is a free abelian group, the sequence is exact. Therefore $H_{n}(G, A)=0$ for $n \geq 1$.

For $n=0$, we have $H_{0}(G, A)=\left(\mathbb{Z}[G] \otimes_{\mathbb{Z}} X\right) / \operatorname{im} \partial_{1} \cong A / I_{G} A$.

Corollary A.2.10. If $0 \longrightarrow A \longrightarrow B \longrightarrow C \longrightarrow 0$ is an exact sequence of $G$ modules and $B$ is induced, then $H_{q+1}(G, C)=H_{q}(G, A)$ for all $q \geq 1$.

Proof. From Theorem A.1.24 we obtain the exact sequence

$$
\cdots \longrightarrow H_{q+1}(G, B) \longrightarrow H_{q+1}(G, C) \longrightarrow H_{q}(G, A) \longrightarrow H_{q}(G, B) \longrightarrow \cdots
$$

Since $H_{q}(G, B)=0$ for all $q \geq 1$, the result follows.
Lemma A.2.11. We have $\mathbb{Z}[G] \cong \operatorname{Hom}(\mathbb{Z}[G], \mathbb{Z})$ as $G$-modules. In particular, $\mathbb{Z}[G]$ is coinduced.

Proof. Let $A=\operatorname{Hom}(\mathbb{Z}[G], \mathbb{Z})$. For $f \in A$, let $\varphi(f)=\sum_{\sigma \in G} f(\sigma) \sigma$. We have $\varphi: A \longrightarrow \mathbb{Z}[G]$. Then $\varphi$ is a $G$-isomorphism.

Proposition A.2.12. We have $H_{1}(G, \mathbb{Z}) \cong I_{G} / I_{G}^{2} \cong G / G^{\prime}$.
Proof. Let

$$
0 \longrightarrow I_{G} \longrightarrow \mathbb{Z}[G] \xrightarrow{\pi} \mathbb{Z} \longrightarrow 0
$$

be the exact sequence where

$$
\pi\left(\sum_{\sigma \in G} a_{\sigma} \sigma\right)=\sum_{\sigma \in G} a_{\sigma}
$$

Now, since $\mathbb{Z}[G]$ is coinduced, we have the exact sequence:

$$
\begin{aligned}
0= & H_{1}(G, \mathbb{Z}[G]) \longrightarrow H_{1}(G, \mathbb{Z}) \longrightarrow H_{0}\left(G, I_{G}\right) \\
& \xrightarrow{f} H_{0}(G, \mathbb{Z}[G]) \xrightarrow{h} H_{0}(G, \mathbb{Z}) \longrightarrow 0 .
\end{aligned}
$$

Therefore $H_{1}(G, \mathbb{Z})=\operatorname{ker}\left(H_{0}\left(G, I_{G}\right) \xrightarrow{f} H_{0}(G, \mathbb{Z}[G])\right)$.
By Theorem A.2.7 and Proposition 2.5.1, we have

$$
H_{0}\left(G, I_{G}\right) \cong I_{G} / I_{G}^{2} \cong G / G^{\prime} \quad \text { and } \quad H_{0}(G, \mathbb{Z}[G]) \cong \mathbb{Z}[G] / I_{G} \cong \mathbb{Z}
$$

From the exactness of the sequence we obtain that $\operatorname{im} f=\operatorname{ker} h$. On the other hand, we have

$$
H_{0}(G, \mathbb{Z}) \cong \mathbb{Z} / I_{G} \mathbb{Z} \cong \mathbb{Z}
$$

and since $h$ is a surjective map from $\mathbb{Z}$ to $\mathbb{Z}$, we have $\operatorname{ker} h=0=\operatorname{im} f$. Thus

$$
\operatorname{ker} f=H_{0}\left(G, I_{G}\right) \cong I_{G} / I_{G}^{2} \cong G / G^{\prime}
$$

Now we examine the cohomology. Consider the resolution

$$
\cdots \longrightarrow P_{n} \xrightarrow{\partial_{n}} P_{n-1} \longrightarrow \cdots \longrightarrow P_{1} \xrightarrow{\partial_{1}} P_{0} \xrightarrow{\partial_{0}} \mathbb{Z} \longrightarrow 0,
$$

where

$$
P_{n}=\mathbb{Z}\left[G^{n+1}\right] \quad \text { and } \quad \partial_{n}\left(g_{0}, \ldots, g_{n}\right)=\sum_{i=0}^{n}(-1)^{i}\left(g_{0}, \ldots, \hat{g}_{i}, \ldots, g_{n}\right)
$$

If $K_{n}=\operatorname{Hom}_{G}\left(P_{n}, A\right)$, we obtain that

$$
0 \longrightarrow K_{0} \xrightarrow{\partial_{1}^{*}} K_{1} \longrightarrow \cdots \xrightarrow{\partial_{n}^{*}} K_{n} \xrightarrow{\partial_{n+1}^{*}} \cdots,
$$

and $H^{n}(G, A)=\operatorname{ker} \partial_{n+1}^{*} / \operatorname{im} \partial_{n}^{*}$.

Observe that $f \in \operatorname{Hom}_{G}\left(P_{n}, A\right)=\operatorname{Hom}_{G}\left(\mathbb{Z}\left[G^{n+1}\right], A\right)$ is determined by its values on $G^{n+1}$ and

$$
f\left(g_{0}, \ldots, g_{n}\right)=g_{0} f\left(1, g_{0}^{-1} g_{1}, \ldots, g_{0}^{-1} g_{n}\right)
$$

Hence $f$ is determined by the value it takes at elements of $G^{n+1}$ of the from $\left(1, g_{1}, g_{1} g_{2}, \ldots, g_{1} g_{2} \cdots g_{n}\right)$. We write

$$
\begin{gathered}
\varphi\left(g_{1}, \ldots, g_{n}\right)=f\left(1, g_{1}, g_{1} g_{2}, \ldots, g_{1} g_{2} \cdots g_{n}\right) \\
\text { Let }\left[g_{1}\left|g_{2}\right| \cdots \mid g_{n+1}\right]:=\left(1, g_{1}, g_{1} g_{2}, \ldots, g_{1} g_{2} \cdots g_{n+1}\right) . \text { Then } \\
\partial_{n+1}\left(\left[g_{1}\left|g_{2}\right| \cdots \mid g_{n+1}\right]\right)=\left(g_{1}, g_{1} g_{2}, \ldots, g_{1} g_{2} \cdots g_{n+1}\right) \\
+\sum_{i=1}^{n+1}(-1)^{i}\left(1, g_{1}, \ldots, g_{1} \cdots g_{i}, \ldots, g_{1} g_{2} \cdots g_{n+1}\right) \\
\quad=g_{1}\left(1, g_{2}, \ldots, g_{2} \cdots g_{n+1}\right) \\
\quad+\sum_{i=1}^{n+1}(-1)^{i}\left(1, g_{1}, \ldots, g_{1} \cdots g_{i-1}, g_{1} \cdots g_{i} g_{i+1}, \ldots, g_{1} g_{2} \cdots g_{n+1}\right) \\
\quad=g_{1}\left[g_{2}|\cdots| g_{n+1}\right]+\sum_{i=1}^{n+1}(-1)^{i}\left[g_{1}|\cdots| g_{i-1}\left|g_{i} g_{i+1}\right| \cdots \mid g_{n+1}\right] .
\end{gathered}
$$

Therefore
$f \in \operatorname{ker} \partial_{n+1}^{*} \Longleftrightarrow \partial_{n+1}^{*}(f)=f \circ \partial_{n+1}=0 \Longleftrightarrow$ for $g_{1}, \ldots, g_{n+1} \in G$,

$$
\begin{align*}
& \left(f \circ \partial_{n+1}\right)\left[g_{1}\left|g_{2}\right| \cdots \mid g_{n+1}\right]=g_{1} f\left(\left[g_{2}|\cdots| g_{n+1}\right]\right) \\
& \quad+\sum_{i=1}^{n+1}(-1)^{i} f\left(\left[g_{1}|\cdots| g_{i}\left|g_{i} g_{i+1}\right| \cdots \mid g_{n+1}\right]\right)=0 \tag{A.10}
\end{align*}
$$

Since $\varphi\left(x_{1}, x_{2}, \ldots, x_{n+1}\right)=f\left(\left[x_{1}\left|x_{2}\right| \cdots \mid x_{n+1}\right]\right)$, formula (A.10) establishes that $\operatorname{ker} \partial_{n+1}^{*}$ consists of the functions $\varphi: G^{n} \longrightarrow A$ satisfying

$$
\begin{align*}
& g_{1} \varphi\left(g_{2}, \ldots, g_{n+1}\right) \\
&  \tag{A.11}\\
& \quad+\sum_{i=1}^{n+1}(-1)^{i} \varphi\left(g_{1}, \ldots, g_{i-1}, g_{i} g_{i+1}, g_{i+2}, \ldots, g_{n+1}\right)=0 .
\end{align*}
$$

Theorem A.2.13. We have $H^{1}(G, A) \cong Z^{1}(G, A) / B^{1}(G, A)$, where

$$
Z^{1}(G, A)=\{f: G \rightarrow A \mid f(g h)=g f(h)+f(g) \text { for all } g, h \in G\}
$$

is the group of crossed homomorphisms from $G$ to $A$ and

$$
B^{1}(G, A)=\{f: G \rightarrow A \mid \text { there exists } a \in A \text { with } f(g)=g a-a \text { for } g \in G\}
$$

In particular, if $A$ is a trivial $G$-module, then $H^{1}(G, A)=\operatorname{Hom}(G, A)$.

Proof. We have $H^{1}(G, A)=\operatorname{ker} \partial_{2}^{*} / \operatorname{im} \partial_{1}^{*}$. By Equation (A.11) we have

$$
\operatorname{ker} \partial_{2}^{*}=\{f: G \longrightarrow A \mid g f(h)-f(g h)+f(g)=0\}=Z^{1}(G, A) .
$$

Now let $f \in \operatorname{im} \partial_{1}^{*}$. We can write

$$
f=\partial_{1}^{*}(\varphi)=\varphi \circ \partial_{1} \quad \text { with } \quad \varphi \in \operatorname{Hom}_{G}\left(P_{0}, A\right) \cong A
$$

Then $f(g)=\varphi \circ \partial_{1}([g])$. Let $a=\varphi(1) \in A$. We have

$$
\begin{aligned}
f(g) & =\varphi \circ \partial_{1}([g])=\varphi\left(\partial_{1}(1, g)\right)=\varphi(g-1) \\
& =\varphi(g)-\varphi(1)=g \varphi(1)-\varphi(1)=g a-a .
\end{aligned}
$$

Therefore im $\partial_{1}^{*}=B^{1}(G, A)$.
In particular, if $G$ is trivial then $g a-a=0$ for all $g \in G$. Therefore $B^{1}(G, A)=$ $\{0\}$ and

$$
f \in Z^{1}(G, A) \quad \Longleftrightarrow \quad f(g h)=g f(h)+f(g)=f(g)+f(h)
$$

for all $g, h \in G$, that is, $f \in \operatorname{Hom}(G, A)$.
We also have $H^{2}(G, A)=Z^{2}(G, A) / B^{2}(G, A)$. By Equation (A.11) we have

$$
Z^{2}(G, A)=\left\{f: G^{2} \longrightarrow A \mid g f(h, m)-f(g h, m)+f(g, h m)-f(g, h)=0\right\} .
$$

An element $f \in Z^{2}(G, A)$ is called a factor set. These sets determine the groups $E$ such that $A \triangleleft E$ and $E / A \cong G$, for some abelian group $A$. In other words, the factor sets determine the groups $E$ given by an exact sequence

$$
0 \rightarrow A \rightarrow E \xrightarrow{\pi} G \rightarrow 0
$$

and such that $g \in G$ acts on $A$ in the following way:

$$
\text { If } g=\pi(e) \quad \text { with } \quad e \in E \quad \text { then } g \circ a=e a e^{-1}
$$

Since $A$ is abelian, the action of $g$ does not depend on $e \in E$.
To see how $E$ is determined, let $s: G \rightarrow E$ be a "section," that is, $s$ satisfies $\pi \circ s=\operatorname{Id}_{G}$. We have

$$
\pi(s(g) s(h))=(\pi s)(g)(\pi s)(h)=g h=(\pi s)(g h)
$$

Therefore

$$
s(g) s(h) s(g h)^{-1} \in \operatorname{ker} \pi \cong A
$$

It follows that there exists an element $f(g, h) \in A$ such that

$$
s(g) s(h)=f(g, h) s(g h) \quad \text { for any } \quad g, h \in G
$$

The knowledge of $f: G^{2} \longrightarrow A$ allows us to know $E$. It can be verified that $f$ is a factor set.

Two such extensions $E$ and $E^{\prime}$ are called equivalent if there exists on isomorphism $\varphi: E \longrightarrow E^{\prime}$ such that the diagram

is commutative. This defines an equivalence relation whose classes are in bijective correspondence with $H^{2}(G, A)$. Note that if $E$ and $E^{\prime}$ are equivalent, then they are isomorphic, but the converse does not hold (see Exercise A.5.13).

We end this section with some examples of "Galois cohomology." Consider a finite extension of fields $L / K$ with Galois group $\operatorname{Gal}(L / K)=G$. Then $L$ and $L^{*}$ are $G$ modules in a natural way. Furthermore, $L / K$ has a normal basis ([89, Theorem 13.1, p. 312]), that is, there exists $\alpha \in L$ such that $\{\sigma \alpha\}_{\sigma \in G}$ is a basis of $L / K$ and the $G$-modules

$$
L=\bigoplus_{\sigma \in G} K(\sigma \alpha) \quad \text { and } \quad K \otimes_{\mathbb{Z}} \mathbb{Z}[G]
$$

are isomorphic. In particular, $L$ is induced, and we obtain the folowing result:
Proposition A.2.14. We have $H_{n}(G, L)=0$ for all $n \geq 1$.
Proof. The statement follows immediately from Theorem A.2.9.
In fact, we have $\hat{H}^{n}(G, L)=0$ for all $n \in \mathbb{Z}$, where $\hat{H}^{n}(G, L)$ denotes the $n$th Tate cohomology group (see Section A. 3 below).

Proposition A.2.15. Let $F$ be any field. If $S$ is any finite set of automorphisms of $F$, then $S$ is linearly independent over $F$; in other words, if $S=\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ and $a_{1}, \ldots, a_{n} \in F$ are such that

$$
a_{1} \sigma_{1}(x)+\cdots+a_{n} \sigma_{n}(x)=0
$$

for all $x \in F$, then $a_{1}=\cdots=a_{n}=0$.
Proof. Assume that

$$
\begin{equation*}
a_{1} \sigma_{1}(x)+\cdots+a_{n} \sigma_{n}(x)=0 \tag{A.12}
\end{equation*}
$$

for all $x \in F$ with some $a_{i} \neq 0$. Taking a minimal such relation, that is, having as few nonzero terms as possible, we may assume that $n$ is minimal and $a_{i} \neq 0$ for $1 \leq i \leq n$. Note that $n>1$. Since $\sigma_{1} \neq \sigma_{2}$, we can choose $y \in F$ such that $\sigma_{1}(y) \neq \sigma_{2}(y)$.

Considering the element $x y$ in (A.12) and multiplying by $\sigma_{1}(y)$ in (A.12), we obtain

$$
\begin{align*}
& a_{1} \sigma_{1}(x y)+a_{2} \sigma_{2}(x y)+\cdots+a_{n} \sigma_{n}(x y) \\
& \quad=a_{1} \sigma_{1}(x) \sigma_{1}(y)+a_{2} \sigma_{2}(x) \sigma_{2}(y)+\cdots+a_{n} \sigma_{n}(x) \sigma_{n}(y)=0 \tag{A.13}
\end{align*}
$$

and

$$
\begin{equation*}
a_{1} \sigma_{1}(x) \sigma_{1}(y)+a_{2} \sigma_{2}(x) \sigma_{1}(y)+\cdots+a_{n} \sigma_{n}(x) \sigma_{1}(y)=0 \tag{A.14}
\end{equation*}
$$

Subtracting (A.14) from (A.13) we obtain

$$
a_{2}\left(\sigma_{2}(y)-\sigma_{1}(y)\right) \sigma_{2}(x)+\cdots+a_{n}\left(\sigma_{n}(y)-\sigma_{1}(y)\right) \sigma_{n}(x)=0
$$

for all $x \in F$. Since $a_{2}\left(\sigma_{2}(y)-\sigma_{1}(y)\right) \neq 0$, this contradicts the minimality of $n$ in (A.12) and proves the proposition.

Finally, we have Hilbert's famous Theorem 90:
Theorem A.2.16 (Hilbert's Theorem 90). $H^{1}\left(G, L^{*}\right)=0$.
Proof. Let $f \in Z^{1}\left(G, L^{*}\right)$. Then $f: G \longrightarrow L^{*}$ satisfies $f(\theta \sigma)=\theta(f(\sigma)) f(\theta)$ for any $\theta, \sigma \in G$. By the linear independence of automorphisms of $L$ (Proposition A.2.15), there exists $x \in L^{*}$ such that $y=\sum_{\sigma \in G} f(\sigma) \sigma(x) \in L^{*}$.

We have, for $\theta \in G$,

$$
\theta(y)=\sum_{\sigma \in G}(\theta f)(\sigma)(\theta \sigma)(x)=\sum_{\sigma \in G} f(\theta \sigma) f(\theta)^{-1}(\theta \sigma)(x)=f(\theta)^{-1} y
$$

Hence $f$ satisfies

$$
f(\theta)=\theta(y)^{-1} y \in B^{1}\left(G, L^{*}\right)
$$

Therefore $H^{1}\left(G, L^{*}\right)=0$.

## A. 3 Tate Cohomology Groups

Definition A.3.1. Let $G$ be a finite group. The element $N=\sum_{\sigma \in G} \sigma \in \mathbb{Z}[G]$ is called the norm of $G$.

For any $G$-module $A, N$ defines an endomorphism of $A$ given by $N a=$ $\sum_{\sigma \in G} \sigma a \in A$. This endomorphism is also called the norm of $A$ and in case of several $G$-modules $A$ under discussion, we will use the symbol $N_{A}$ in order to distinguish between the different norms.

Let $I_{G}=\langle\sigma-1 \mid \sigma \in G\rangle \subseteq \mathbb{Z}[G]$. As we have seen before, $I_{G}$ is the kernel of the map $\varepsilon: \mathbb{Z}[G] \longrightarrow \mathbb{Z}$ defined by $\varepsilon\left(\sum_{\sigma \in G} a_{\sigma} \sigma\right)=\sum_{\sigma \in G} a_{\sigma}$.

Now if $\sigma \in G$, we have

$$
N((\sigma-1) a)=\sum_{\theta \in G} \sigma \theta a-\sum_{\theta \in G} \theta a=N a-N a=0
$$

so $I_{G} A \subseteq \operatorname{ker} N$. On the other hand, since $N \sigma a=\sigma N a=N a$, we have $N A=$ $\operatorname{im} N \subseteq \bar{A}^{G}$.

Recall that $H_{0}(G, A)=A / I_{G} A, H^{0}(G, A)=A^{G}$, so that at the quotient group level, $N$ defines a homomorphism $N^{*}: H_{0}(G, A) \longrightarrow H^{0}(G, A)$.

Let $\hat{H}_{0}(G, A)=\operatorname{ker} N^{*}=\operatorname{ker} N / I_{G} A$ and $\hat{H}^{0}(G, A)=\operatorname{coker} N^{*}=A^{G} / N A$. We have the exact sequence

$$
0 \longrightarrow \hat{H}_{0}(G, A) \longrightarrow H_{0}(G, A) \xrightarrow{N_{A}^{*}} H^{0}(G, A) \longrightarrow \hat{H}^{0}(G, A) \longrightarrow 0
$$

Theorem A.3.2. Let $G$ be a finite group and let $0 \longrightarrow A \longrightarrow B \xrightarrow{\pi} C \longrightarrow 0$ be an exact sequence of $G$-modules. Then the diagram

commutes and its rows are exact. Here $\varepsilon_{0}$ and $\delta_{0}$ denote the connecting homomorphisms.

Proof. By Theorem A.1.24 the rows are exact. By definition, it is clear that the inside squares commute too. To see that the outside squares commute, we will use the explicit description of $\varepsilon_{0}$ and $\delta_{0}$. We will just verify that the following square commutes, the proof for the other square being similar:

$$
\delta_{0}: H^{0}(G, C)=C^{G} \longrightarrow H^{1}(G, A)=Z^{1}(G, A) / B^{1}(G, A)
$$

Let $c \in C^{G}$ and let $b \in B$ be such that $\pi(b)=c$. The function $\partial b$ is defined by

$$
(\partial b)(g)=g b-b \in A \quad \text { for all } \quad g \in G
$$

Now

$$
\pi(g b-b)=g \pi(b)-\pi(b)=g c-c=c-c=0
$$

implies that $g b-b \in A$ and $\partial b \in Z^{1}(G, A)$.
Hence

$$
\delta_{0}(c)=\partial b \bmod B^{1}(G, A) "=" \partial \pi^{-1}(c) \bmod B^{1}(G, A)
$$

We want to show that $\delta_{0} \circ N_{C}^{*}=0$. Let

$$
x \in H_{0}(G, C)=C / I_{G} C, \quad \text { say } \quad x=c+I_{G} C, N_{C}^{*} x=\sum_{\sigma \in G} \sigma c
$$

Then

$$
\delta_{0}\left(N_{C}^{*} x\right)=\delta_{0}\left(\sum_{\sigma \in G} \sigma c\right)=\sum_{\sigma \in G} \delta_{0}(\sigma c)=\sum_{\sigma \in G} \partial \pi^{-1}(\sigma c)=\sum_{\sigma \in G} \partial(\sigma b)
$$

where $\pi(b)=c$.
We have

$$
\left(\sum_{\sigma \in G} \partial(\sigma b)\right)(g)=\sum_{\sigma \in G}(\partial(\sigma b))(g)=\sum_{\sigma \in G}(g \sigma b-\sigma b)=N b-N b=0
$$

for all $g \in G$. Therefore $\delta_{0} \circ N_{C}^{*}=0$.
Corollary A.3.3. There exists a canonical homomorphism

$$
\delta: \hat{H}_{0}(G, C) \longrightarrow \hat{H}^{0}(G, A)
$$

that makes the group sequence

$$
\hat{H}_{0}(G, A) \rightarrow \hat{H}_{0}(G, B) \rightarrow \hat{H}_{0}(G, C) \xrightarrow{\delta} \hat{H}^{0}(G, A) \rightarrow \hat{H}^{0}(G, B) \rightarrow \hat{H}^{0}(G, C)
$$

exact.
Proof. This is just the snake lemma (Theorem A.1.16) applied to Theorem A.3.2.

Theorem A.3.4. $\delta$ gives an exact sequence:

$$
\begin{aligned}
& \longrightarrow H_{1}(G, C) \xrightarrow{\varepsilon_{0}} \hat{H}_{0}(G, A) \longrightarrow \hat{H}_{0}(G, B) \longrightarrow \hat{H}_{0}(G, C) \\
& \xrightarrow{\delta} \hat{H}^{0}(G, A) \longrightarrow \hat{H}^{0}(G, B) \longrightarrow \hat{H}^{0}(G, C) \xrightarrow{\delta_{0}} H^{1}(G, A) .
\end{aligned}
$$

Proof. We have

$$
\begin{aligned}
\hat{H}_{0}(G, A) & \subseteq H_{0}(G, A) \\
\| & \| \\
\operatorname{ker} N_{A} / I_{G} A \subseteq & A / I_{G} A
\end{aligned} ; \quad \hat{H}^{0}(G, C)=H^{0}(G, C) / \operatorname{im} N_{C}^{*}
$$

The connecting maps $\varepsilon_{0}$ and $\delta_{0}$ given in Theorem A.3.2 satisfy $N_{A}^{*} \circ \varepsilon_{0}=0$ and $\delta_{0} \circ N_{C}^{*}=0$. Thus $\operatorname{im} \varepsilon_{0} \subseteq \operatorname{ker} N_{A}^{*}$ and $\operatorname{im} N_{C}^{*} \subseteq \operatorname{ker} \delta_{0}$. The result follows immediately.

Definition A.3.5. Let $G$ be a finite group and let $A$ be a $G$-module. We define the Tate cohomology groups with exponents in $\mathbb{Z}$ by

$$
\begin{aligned}
\hat{H}^{n}(G, A) & =H^{n}(G, A) \text { for } n \geq 1 \\
\hat{H}^{0}(G, A) & =A^{G} / N A \\
\hat{H}^{-1}(G, A) & =\operatorname{ker} N_{A} / I_{G} A \\
\hat{H}^{-n}(G, A) & =H_{n-1}(G, A) \text { for } n \geq 2
\end{aligned}
$$

Theorem A.1.24 together with Theorem A.3.4 yields the following result:
Theorem A.3.6. If

$$
0 \longrightarrow A \longrightarrow B \longrightarrow C \longrightarrow 0
$$

is an exact sequence of $G$-modules, then

$$
\begin{aligned}
\cdots & \hat{H}^{n-1}(G, C) \longrightarrow \hat{H}^{n}(G, A) \longrightarrow \hat{H}^{n}(G, B) \\
& \longrightarrow \hat{H}^{n}(G, C) \longrightarrow \hat{H}^{n+1}(G, A) \longrightarrow \cdots
\end{aligned}
$$

is exact for all $n \in \mathbb{Z}$.

## A. 4 Cohomology of Cyclic Groups

Let $G$ be a finite cyclic group of order $n$, say $G=\langle\sigma\rangle$. Let $N=\sum_{i=0}^{n-1} \sigma^{i}$ and $D=\sigma-1$. Then

$$
N D=D N=\left(\sum_{i=0}^{n-1} \sigma^{i}\right)(\sigma-1)=\sum_{i=1}^{n} \sigma^{i}-\sum_{i=0}^{n-1} \sigma^{i}=\sigma^{n}-1=0
$$

We have

$$
\begin{aligned}
I_{G} & =\langle g-1 \mid g \in G\rangle \\
& =\left\langle\sigma^{i}-1=(\sigma-1)\left(1+\sigma+\cdots+\sigma^{i-1}\right) \mid i \in \mathbb{Z}\right\rangle \\
& =\langle\sigma-1\rangle=D \mathbb{Z}[G] .
\end{aligned}
$$

Thus $N$ and $D$ are maps from $\mathbb{Z}[G]$ to itself.
Proposition A.4.1. We have $\operatorname{ker} N=I_{G}=\operatorname{im} D$ and $\operatorname{ker} D=\mathbb{Z}[G]^{G}=\operatorname{im} N$.
Proof. Since $N D=0$ and $D N=0$, it follows that $\operatorname{im} D \subseteq \operatorname{ker} N$ and $\operatorname{im} N \subseteq \operatorname{ker} D$.
Conversely, if $s=\sum_{i=0}^{n-1} a_{i} \sigma^{i} \in \operatorname{ker} N$, we have

$$
\begin{aligned}
N s & =\sum_{j=0}^{n-1} \sigma^{j} s=\sum_{j=0}^{n-1} \sigma^{j}\left(\sum_{i=0}^{n-1} a_{i} \sigma^{i}\right)=\sum_{i=0}^{n-1} a_{i}\left(\sum_{j=0}^{n-1} \sigma^{i+j}\right) \\
& =\sum_{i=0}^{n-1} a_{i}\left(\sum_{j=0}^{n-1} \sigma^{j}\right)=\sum_{j=0}^{n-1}\left(\sum_{i=0}^{n-1} a_{i}\right) \sigma^{j}=0 .
\end{aligned}
$$

This is equivalent to $\sum_{i=0}^{n-1} a_{i}=0$, i.e., $s \in I_{G}=D \mathbb{Z}[G]=\operatorname{im} D$.
On the other hand,

$$
s \in \operatorname{ker} D \Longleftrightarrow(\sigma-1) s=\sigma s-s=0 \Longleftrightarrow \sigma s=s \Longleftrightarrow s \in \mathbb{Z}[G]^{G} .
$$

Let $s=\sum_{i=0}^{n-1} a_{i} \sigma^{i} \in \mathbb{Z}[G]$. Then $\sigma s=\sum_{i=0}^{n-1} a_{i} \sigma^{i+1}=\sum_{i=0}^{n-1} a_{i-1} \sigma^{i}$ with $a_{-1}=$ $a_{n-1}$. Therefore $\sigma s=s$ implies $a_{i}=a_{i-1}, i=0,1, \ldots, n-1$, and $a_{i}=a \in \mathbb{Z}$ for all $i$. We have

$$
s=a\left(\sum_{i=0}^{n-1} \sigma^{i}\right)=N(a 1) \in \operatorname{im} N .
$$

Let $T_{i}=\mathbb{Z}[G]$ for $i=0,1, \ldots$, and define $\partial_{i}: T_{i} \longrightarrow T_{i-1}$ by

$$
\partial_{i}=\left\{\begin{array}{l}
D \text { if } i \text { is odd, } \\
N \text { if } i \text { is even, }
\end{array}\right.
$$

for $i=1,2, \ldots$ Let $\varepsilon: \mathbb{Z}[G] \longrightarrow \mathbb{Z}$ be the homomorphism defined by

$$
\varepsilon\left(\sum_{i=0}^{n-1} a_{i} \sigma^{i}\right)=\sum_{i=0}^{n-1} a_{i} .
$$

Proposition A.4.2. The sequence of $G$-modules

$$
\cdots \longrightarrow T_{i} \xrightarrow{\partial_{i}} T_{i-1} \longrightarrow \cdots \longrightarrow T_{1} \xrightarrow{\partial_{1}} T_{0} \xrightarrow{\varepsilon} \mathbb{Z} \longrightarrow 0
$$

is exact.
Proof. If $i$ is even, then $\operatorname{ker} \partial_{i}=\operatorname{ker} N=\operatorname{im} D=\operatorname{im} \partial_{i+1}$. If $i$ is odd, then $\operatorname{ker} \partial_{i}=$ ker $D=\operatorname{im} N=\operatorname{im} \partial_{i+1}$.

Finally, $\varepsilon$ is surjective and $\operatorname{ker} \varepsilon=I_{G}=\operatorname{im} D=\operatorname{im} \partial_{1}$.
$\left\{T_{i}, \partial_{i+1}\right\}_{i=0}^{\infty}$ is a resolution of $\mathbb{Z}$ when $G$ is a finite cyclic group. Therefore, for a $G$-module $A$, we obtain in cohomology:

$$
0 \longrightarrow \operatorname{Hom}_{G}\left(T_{0}, A\right) \xrightarrow{D^{*}} \operatorname{Hom}_{G}\left(T_{1}, A\right) \xrightarrow{N^{*}} \cdots .
$$

Now $\operatorname{Hom}_{G}\left(T_{i}, A\right)=\operatorname{Hom}_{G}(\mathbb{Z}[G], A) \cong A$. Thus we obtain:

$$
0 \longrightarrow A \xrightarrow{D^{*}} A \xrightarrow{N^{*}} A \xrightarrow{D^{*}} \cdots,
$$

where

$$
D^{*} a=D a=(\sigma-1)(a)=\sigma a-a, N^{*} a=N a=\sum_{i=0}^{n-1} \sigma^{i} a
$$

We have

$$
\begin{aligned}
\hat{H}^{2 n-1}(G, A) & =H^{2 n-1}(G, A)=\frac{\operatorname{ker} N^{*}}{\operatorname{im} D^{*}}=\frac{\operatorname{ker} N_{A}}{D A}=\hat{H}^{-1}(G, A), \\
\hat{H}^{2 n}(G, A) & =H^{2 n}(G, A)=\frac{\operatorname{ker} D^{*}}{\operatorname{im} N^{*}}=\frac{\operatorname{ker} A^{G}}{N A}=\hat{H}^{0}(G, A)
\end{aligned}
$$

for $n=1,2 \ldots$.
Similarly, for homology we obtain $T_{i} \otimes_{G} A \cong \mathbb{Z}[G] \otimes_{G} A \cong A$ and

$$
\cdots \xrightarrow{N^{*}} A \xrightarrow{D^{*}} A \longrightarrow 0 .
$$

Therefore, we obtain

$$
\begin{aligned}
\hat{H}^{-2 n}(G, A) & =H_{2 n-1}(G, A)=\frac{\operatorname{ker} D^{*}}{\operatorname{im} N^{*}}=\frac{A^{G}}{N A}=\hat{H}^{0}(G, A), \\
\hat{H}^{-(2 n+1)}(G, A) & =H_{2 n}(G, A)=\frac{\operatorname{ker} N^{*}}{\operatorname{im} D^{*}}=\frac{\operatorname{ker} N_{A}}{D A} \\
& =\hat{H}^{-1}(G, A)=\hat{H}^{1}(G, A),
\end{aligned}
$$

for $n=1,2 \ldots$.
We have proved the following theorem:
Theorem A.4.3. Let $G$ be a finite cyclic group. Then for any $G$-module $A$, we have

$$
\begin{aligned}
\hat{H}^{2 n}(G, A) & \cong \hat{H}^{0}(G, A)=\frac{A^{G}}{N A} \\
\hat{H}^{2 n+1}(G, A) & \cong \hat{H}^{-1}(G, A)=\frac{\operatorname{ker} N_{A}}{D A}
\end{aligned}
$$

for all $n \in \mathbb{Z}$.

Definition A.4.4. Let $G$ be a finite cyclic group, and let $A$ be a $G$-module such that $\hat{H}^{0}(G, A)$ and $\hat{H}^{1}(G, A)$ are finite of orders $h_{0}(A)$ and $h_{1}(A)$ respectively. We define the Herbrand quotient of $A$ by $h(A)=\frac{h_{0}(A)}{h_{1}(A)}$.

Theorem A.4.5. Let $0 \longrightarrow A \xrightarrow{f} B \xrightarrow{g} C \longrightarrow 0$ be an exact sequence of $G$ modules. We have the following exact hexagon,

$$
\hat{H}^{0}(G, A) \stackrel{f_{0}}{=} \hat{H}^{0}(G, B)
$$

$\delta_{1}$
$\hat{H}^{1}(G, C)$
$g_{0}$
$\hat{H}^{0}(G, C)$
$g_{1}$
$\delta_{0}$

$$
\hat{H}^{1}(G, B) \frac{}{f_{1}} \hat{H}^{1}(G, A)
$$

and if two of $h(A), h(B)$, and $h(C)$ are defined, then the third one is defined and we have $h(B)=h(A) h(C)$.

Proof. The hexagon is simply the exact sequence given in Theorem A.3.6, and the result follows from the cyclicity of the Tate cohomology groups when $G$ is a finite cyclic group (Theorem A.4.3).

Now say that $h(A)$ and $h(B)$ are defined. Then $h_{0}(C) \leq h_{0}(B) h_{1}(A)<\infty$ and $h_{1}(C) \leq h_{1}(B) h_{0}(A)<\infty$. Therefore $h(C)$ is defined.

Also, we have $h_{0}(B)=\left|\hat{H}^{0}(G, B)\right|=\left|\operatorname{im} g_{0}\right|\left|\operatorname{ker} g_{0}\right|$, and similarly for $A$ and C. We obtain

$$
\begin{aligned}
h(B) & =\frac{h_{0}(B)}{h_{1}(B)}=\frac{\left|\operatorname{im} g_{0}\right|\left|\operatorname{ker} g_{0}\right|}{\left|\operatorname{im} g_{1}\right|\left|\operatorname{ker} g_{1}\right|}, \\
h(A) h(C) & =\frac{h_{0}(A)}{h_{1}(A)} \frac{h_{0}(C)}{h_{1}(C)}=\frac{\left|\operatorname{im} f_{0}\right|\left|\operatorname{ker} f_{0}\right|}{\left|\operatorname{im} f_{1}\right|\left|\operatorname{ker} f_{1}\right|} \frac{\left|\operatorname{im} \delta_{0}\right|\left|\operatorname{ker} \delta_{0}\right|}{\left|\operatorname{im} \delta_{1}\right|\left|\operatorname{ker} \delta_{1}\right|} .
\end{aligned}
$$

From the exactness of the hexagon we obtain that $\left|\operatorname{im} f_{0}\right|=\left|\operatorname{ker} g_{0}\right|$ and so on. The equality $h(B)=h(A) h(C)$ follows.

Proposition A.4.6. If $A$ is a finite $G$-module, then $h(A)=1$.
Proof. The sequence

$$
0 \longrightarrow A^{G}=\operatorname{ker} D_{A} \longrightarrow A \xrightarrow{D} A \longrightarrow A / D A=A_{G} \longrightarrow 0
$$

is exact. Thus $\left|A_{G}\right|=\left|A^{G}\right|$.
Now

$$
\begin{aligned}
0 \longrightarrow \hat{H}^{1}(G, A) & =\operatorname{ker} N^{*} \longrightarrow H_{0}(G, A)=A_{G} \\
\xrightarrow{N^{*}} H^{0}(G, A) & =A^{G} \longrightarrow \hat{H}^{0}(G, A) \longrightarrow 0
\end{aligned}
$$

is exact.
Therefore $h_{1}(A)=h_{0}(A)$.
Corollary A.4.7. If $A$ and $B$ are two $G$-modules and $f: A \longrightarrow B$ is a $G$ homomorphism such that ker $f$ and coker $f$ are finite, then $h(A)$ is defined if and only if $h(B)$ is defined, and in this case, we have $h(A)=h(B)$.

Proof. The sequence

$$
0 \longrightarrow \operatorname{ker} f \longrightarrow A \xrightarrow{f} \operatorname{im} f \longrightarrow 0
$$

is exact. Thus $h(A)$ is defined if and only if $h(\operatorname{im} f)$ is defined. Now

$$
0 \longrightarrow \operatorname{im} f \longrightarrow B \longrightarrow \operatorname{coker} f \longrightarrow 0
$$

is exact. Therefore $h(B)$ is defined if and only if $h(\operatorname{im} f)$ is defined, if and only if $h(A)$ is defined.

In this case we have $h(A)=h(\operatorname{ker} f) h(\operatorname{im} f)=h(\operatorname{im} f)=\frac{h(B)}{h(\operatorname{coker} f)}=h(B)$.

## A. 5 Exercises

Exercise A.5.1. Prove Proposition A.1.2.
Exercise A.5.2. Let $G=\langle\sigma\rangle$ be a finite cyclic group of order $n$. Prove that the $G$ modules $\mathbb{Z}[G]$ and $\mathbb{Z}[x] /\left(x^{n}-1\right)$ are isomorphic, where $\sigma \mapsto x \bmod \left(x^{n}-1\right)$, that is, the action of $\sigma$ in $\mathbb{Z}[x] /\left(x^{n}-1\right)$ is given by multiplication:

$$
\sigma\left(f(x) \bmod \left(x^{n}-1\right)\right)=x f(x) \bmod \left(x^{n}-1\right)
$$

Exercise A.5.3. Let $G$ be a finite $p$-group and let $A$ be a finite $G$-module whose order is a power of $p$. Prove that $A^{G}=\{0\}$ implies $A=\{0\}$.

Exercise A.5.4. Let $G$ be any group, $H$ a normal subgroup of $G$, and $A$ a $G$-module. Consider the map

$$
\text { Res: } H^{1}(G, A) \longmapsto H^{1}(H, A)
$$

defined as follows: if $f \in H^{1}(G, A)$ and $\chi \in Z^{1}(G, A)$ is such that $\chi \bmod$ $B^{1}(G, A)=f$ with $\chi: G \rightarrow A$, then Res $f=\left.\chi\right|_{H} \bmod B^{1}(H, A)$.

Prove that Res is a group homomorphism. The homomorphism Res is called the restriction homomorphism.

Exercise A.5.5. With the notation of Exercise A.5.4, let

$$
\text { Inf: } H^{1}\left(G / H, A^{H}\right) \longmapsto H^{1}(G, A)
$$

be defined as follows: for $f \in H^{1}\left(G / H, A^{H}\right)$ and $\chi \in Z^{1}(G / H, A)$ such that $\chi \bmod$ $B^{1}\left(G / H, A^{H}\right)=f$ with $\chi: G / H \rightarrow A^{H}$, then $\operatorname{Inf}(f)=\chi \circ \pi \bmod B^{1}(G, A)$, where $\pi: G \rightarrow G / H$ is the natural projection.

Prove that Inf is a group homomorphism, called the inflation homomorphism.
Exercise A.5.6. With the notation of Exercises A.5.4 and A.5.5, prove that the sequence

$$
0 \longrightarrow H^{1}\left(G / H, A^{H}\right) \xrightarrow{\text { Inf }} H^{1}(G, A) \xrightarrow{\text { Res }} H^{1}(H, A)
$$

is exact.

Exercise A.5.7. Let $G$ be any group and let $H$ be a normal subgroup of $G$ such that [ $G: H]=n<\infty$. If $a \in A^{H}$ and $\sigma \in G$, prove that $\sigma a$ depends only on the left coset $\sigma \bmod H$. Let $N_{G / H} a:=\sum_{\sigma \in G / H} \sigma a$. Prove that $N_{G / H} a \in A^{G}$ and that the map

$$
N_{G / H}: \hat{H}^{0}(H, A) \longrightarrow \hat{H}^{0}(G, A)
$$

is a well-defined group homomorphism; $N_{G / H}$ is called corestriction in dimension 0 and denoted by Cor.

Exercise A.5.8. Show that

$$
(\text { Cor } \circ \operatorname{Res})(z)=n z
$$

for all $z \in \hat{H}^{0}(G, A)$, where $|G / H|=n$.
Exercise A.5.9. Let $G$ be a cyclic group of order $p$, where $p$ is a prime number. Define $A_{1}:=\mathbb{Z}_{p}, A_{p-1}:=\mathbb{Z}_{p}\left[\zeta_{p}\right]=\zeta_{p}[x] /\left(\Psi_{p}(x)\right)$, and $A_{p}:=\zeta_{p}[G]$, where $\mathbb{Z}_{p}$ is the ring of $p$-adic integers, $\zeta_{p}$ is a primitive $p$ th root of 1 , and the action is as in Exercise A.5.2. Then $A_{1}, A_{p-1}, A_{p}$ are $G$-modules. Prove that

$$
\begin{aligned}
& \hat{H}^{0}\left(G, A_{1}\right) \cong C_{p}, \quad \hat{H}^{-1}\left(G, A_{1}\right) \cong 0 \\
& \hat{H}^{0}\left(G, A_{p-1}\right) \cong 0, \quad \hat{H}^{-1}\left(G, A_{p-1}\right) \cong C_{p} \\
& \hat{H}^{0}\left(G, A_{p}\right) \cong 0, \quad \hat{H}^{-1}\left(G, A_{p}\right) \cong 0
\end{aligned}
$$

where $C_{p}$ is the cyclic group of $p$ elements.
Exercise A.5.10. Let $G$ be a finite group and $p^{m}$ the maximal power of $p$ that divides $|G|$. Prove that $\hat{H}^{1}\left(G, \mathbb{Z}_{p}\right) \cong \hat{H}^{-1}\left(G, \mathbb{Z}_{p}\right)=\{0\}$ and $\hat{H}^{0}\left(G, \mathbb{Z}_{p}\right) \cong \mathbb{Z}_{p} / p^{m} \mathbb{Z}_{p}$. Also show that $H^{i}\left(G, \mathbb{Q}_{p}\right)=\{0\}$ for all $i$. You may use that $H^{i}\left(G, \mathbb{Q}_{p}\right)$ is a finite group.

Hint: Consider the isomorphism

$$
\begin{aligned}
\mathbb{Q}_{p} & \xrightarrow{n} \mathbb{Q}_{p} \\
x & \longmapsto n x
\end{aligned}
$$

for any $n \in \mathbb{Z} \backslash\{0\}$.
Exercise A.5.11. With the notation of Exercise A.5.10, prove that

$$
\hat{H}^{i}(G, R) \cong \hat{H}^{i+1}\left(G, \mathbb{Z}_{p}\right)
$$

for all $i$, where $R=\mathbb{Q}_{p} / \mathbb{Z}_{p}$.
Exercise A.5.12. Let $G$ be a finite $p$-group and $M$ a $G$-module. Assume that there exists $s \in \mathbb{N} \cup\{0\}$ such that the groups $M$ and $R^{s}$ are isomorphic, where $R$ is as in Exercise A.5.11. Consider the exact sequence

$$
0 \longrightarrow{ }_{p} M \longrightarrow M \xrightarrow{p} M \longrightarrow 0,
$$

where the map denoted by $p$ is multiplication by $p$ and ${ }_{p} M:=\{m \in M \mid p m=0\}$. Show that if

$$
\alpha_{i}(M)=\operatorname{dim}_{\mathbb{F}_{p}} \frac{\hat{H}^{i}(G, M)}{p \hat{H}^{i}(G, M)}=\operatorname{dim}_{\mathbb{F}_{p} p} \hat{H}^{i}(G, M)
$$

then $\hat{H}^{i}\left(G,{ }_{p} M\right) \cong C_{p}^{\alpha_{i-1}(M)+\alpha_{i}(M)}$.
Exercise A.5.13. Give an example of groups $E$ and $E^{\prime}$ such that $0 \rightarrow A \rightarrow E \rightarrow$ $G \rightarrow 0$ and $0 \rightarrow A \rightarrow E^{\prime} \rightarrow G \rightarrow 0$ are exact sequences of groups, $A \triangleleft E, A \triangleleft E^{\prime}$, $A$ is abelian, $E \cong E^{\prime}$, but $E$ and $E^{\prime}$ are not equivalent.

Exercise A.5.14. Let $K / k$ be a function field with $k$ algebraically closed. Let $L / K$ be a finite Galois extension with Galois group $G$. If $D_{L}$ denotes the divisor group of $L$, prove that $\hat{H}^{-1}\left(G, D_{L}\right)=\{0\}$ and $\hat{H}^{0}\left(G, D_{L}\right) \equiv \bigoplus_{i=1}^{r} C_{e_{i}}$, where $\mathfrak{p}_{1}, \ldots$, $\mathfrak{p}_{r}$ are the prime divisors in $K$ ramified in $L / K$ with ramification indices $e_{1}, \ldots, e_{r}$.

## Notations

$A^{G}=G$-submodule of $A$ where $G$ acts trivially, 599.
$A_{G}=$ maximal $G$-quotient module of $A$ where $G$ acts trivially, 615 .
$A_{\wp}=$ localization of the commutative ring with unity $A$ at the prime ideal $\wp$.
$|A|=$ cardinality of the set $A$.
$\operatorname{Aut}(L / K)=\operatorname{Aut}_{K} L=$ group of $K$-automorphisms of $L, 118$.
$\alpha d \beta=$ Hasse differential, 294.
$\mathbb{C}=$ field of complex numbers.par
char $K=$ characteristic of the field $K$.par
$C_{K}=$ divisor class group of the field $K, 62$.
$C_{K, 0}=$ degree 0 divisor class group of classes of the field $K, 65$.
$D_{K}=$ divisor group of the field $K, 55$.
$D_{K, 0}=$ group of divisors of degree 0 of the field $K, 64$.
$d_{K}(\mathfrak{A})=$ degree of the divisor $\mathfrak{A}, 65$.
$\mathfrak{D}_{L / K}=$ different of the extension $L / K, 149$.
$\mathfrak{D}_{B / A}=$ different of the extension of Dedekind domains $B / A, 154$.
$D_{L / K}(\mathcal{P} \mid \wp)=$ decomposition group of the place $\mathcal{P}$ over the place $\wp, 120$.
$d_{L / K}(\mathcal{P} \mid \wp)=$ relative degree of the place $\mathcal{P}$ with respect to the place $\wp, 43,115$.
$d x=$ principal differential, 96.
$D(\mathfrak{A})=$ differentials divisible by the divisor $\mathfrak{A}, 77$.
$\operatorname{Dif}_{K}=$ differentials in the field $K, 78$.
$\partial_{L / K}=$ discriminant of the extension $L / K, 149$.
$\operatorname{dim}_{k} V=$ dimension of the $k$-vector space $V$.
$e_{L / K}(\mathcal{P} \mid \wp)=$ ramification index of the place $\mathcal{P}$ with respect to the place $\wp, 114$.
$f=o(g)$ means $|f(x)| \leq c|g(x)|$, for $x$ large enough, 223.
$\mathbb{F}_{q}=$ finite field of $q$ elements, 31 .
$g_{K}=$ genus of the field $K, 69$.
$\operatorname{Gal}(L / K)=$ Galois group of the extension $L / K$.
$\Gamma(\mathfrak{A} \mid S)=\left\{x \in K \mid v_{\mathcal{P}}(x) \geq v_{\mathcal{P}}(\mathfrak{A})\right.$ for all $\left.\mathcal{P} \in S\right\}, 56$.
$H_{A}=$ Hilbert class field of the Dedekind domain $A, 517$.
$h_{K}=$ class number of the field $K, 65$.
$I_{L / K}(\mathcal{P} \mid \wp)=$ inertia group of the place $\mathcal{P}$ over the place $\wp, 121$.
$\operatorname{im} \varphi=$ image of the homomorphism $\varphi$.
$\operatorname{Irr}(\alpha, x, K)=$ irreducible polynomial in $K[x]$ of the element $\alpha$.
$\operatorname{ker} \varphi=\operatorname{kernel}$ of the homomorphism $\varphi$.
$K_{\mathcal{P}}=$ completion of the field $K$ with respect to the valuation $v_{\mathcal{P}}, 28,29$.
$K_{\rho}=$ smallest field of definition of a Drinfeld module $\rho, 508$.
$k(\mathcal{P})=$ residue field with respect to the place $\mathcal{P}, 29$.
$K\left(x_{1}, x_{2}, \ldots, x_{n}\right)=$ rational function field in $n$ variables with coefficients in $K$.
$K\left[x_{1}, x_{2}, \ldots, x_{n}\right]=$ ring of polynomials in $n$ variables with coefficients in $K$.
$\left(K, \mathfrak{P}_{\infty}\right.$, sgn $)=$ triple of a congruence function field $K$ with a fixed prime divisor $\mathfrak{P}_{\infty}$ and a fixed sign function sgn, 510.
$\left[\frac{L / K}{\mathcal{P}}\right]=$ Frobenius symbol, 378.
$\left(\frac{L / K}{\wp}\right)=$ Artin symbol, 379 .
$[L: K]=$ degree of the extension $L / K$.
$L_{K}(\mathfrak{A})=\left\{x \in K \mid v_{\mathcal{P}}(x) \geq v_{\mathcal{P}}(\mathfrak{A})\right.$ for all $\left.\mathcal{P} \in \mathbb{P}_{K}\right\}, 58$.
$\ell(\mathfrak{A})=$ dimension of the $k$-vector space $L(\mathfrak{A}), 59$.
$\lim _{\overleftarrow{i \in I}} A_{i}=$ inverse limit, 389 .
$m \gg n$ means $m$ larger enough than $n$.
$\mathbb{N}=$ set of natural numbers.
$\aleph_{0}=|\mathbb{N}|$.
$\mathfrak{N}=$ unit divisor, 56.
$\mathfrak{N}_{x}=$ pole divisor of $x, 62$.
$N(C)=$ dimension of the class $C, 69$.
Pic $A=$ class or Picard group of the Dedekind domain $A, 505$.
$P_{K}=$ principal divisor group of the field $K, 62$.
$\mathfrak{P} \mid \mathfrak{p}=$ the prime divisor $\mathfrak{P}$ divides the prime divisor $\mathfrak{p}, 114$.
$\mathbb{P}_{K}=$ set of all places in the field $K, 55$.
quot $A=$ field of quotients of the integral domain $A, 19$.
$R^{*}=$ group of units of the commutative ring with unity $R$.
$\mathbb{Q}=$ field of rational numbers.
$\mathbb{Q}_{p}=$ field of $p$-adic numbers, 29.
$\mathbb{R}=$ field of real numbers.
$\operatorname{tr} L / K=$ transcendental degree of $L$ over $K, 3$.
$\operatorname{Tr}_{L / K} \Omega=$ trace of a differential, 290.
$U_{\mathfrak{p}}=$ group of units of a local field, 471.
$\mathfrak{A} \mid \mathfrak{B}=$ the divisor $\mathfrak{A}$ divides the divisor $\mathfrak{B}, 56$.
$\mathfrak{A} \mid \xi=$ the divisor $\mathfrak{A}$ divides the repartition $\xi, 71$.
$\mathfrak{A} \mid \omega=$ the divisor $\mathfrak{A}$ divides the differential $\omega, 75$.
$\mathfrak{A} \mid C=$ the divisor $\mathfrak{A}$ divides the class $C, 85$.
$v_{\mathcal{P}}=$ valuation with respect to the place $\mathcal{P}, 43$.
$(x)_{K}=$ principal divisor of the element $x \in K^{*}, 62$.
$\mathfrak{X}_{K}=\Lambda_{K}=$ repartitions or adeles of the field $K, 70$.
$\mathfrak{X}(\mathfrak{A})=\Lambda(\mathfrak{A})=$ repartitions divisible by the divisor $\mathfrak{A}, 71$.
$W_{K}=$ canonical class of the field $K, 81$.
$W_{x}\left(z_{0}, \ldots, z_{n}\right)=$ Wronskian determinant with respect to $D_{x}, 548$.
$\mathfrak{H}=$ set of all Hayes-modules, 510 .
$\mathbb{Z}=$ ring of integers.
$Z_{K}(u)=$ zeta function of the field $K, 196$.
$\mathbb{Z}_{p}=$ ring of $p$-adic integers, 29 .
$\zeta_{K}(s)=$ zeta function of the field $K, 195$.
$\mathcal{Z}_{x}=$ zero divisor of $x, 62$.
$\emptyset=$ empty set.
$\square=$ end of a proof.
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