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Each of the 15 chapters in this work presents a paper gleaned from presentations at an

International Space Science Institute Workshop on Shallow Clouds, Water vapor, Circu-

lation and Climate Sensitivity organized as part of the World Climate Research Pro-

gramme’s Grand Science Challenge on Clouds, Circulation, and Climate Sensitivity. The

workshop’s somewhat awkward title reflects the practice of treating each subject sepa-

rately—a state of affairs that the workshop sought to address. As the roughly 40 partici-

pating experts from around the world emphasized, the coupling of clouds and water vapor

to circulation helps determine the nature of circulation systems in the past and present as

well as the climate sensitivity that characterizes the response of the Earth’s surface tem-

perature to radiative forcing.

It has been known for more than a decade that an understanding of factors controlling

the distribution and amount of the low-level, fair-weather, clouds over the tropical oceans

is critical for determining Earth’s climate sensitivity. What has become clear only recently

is that these clouds do not simply respond passively to the large-scale circulations in which

they form. Studies of clouds and circulations across a range of scales, enabled by

increasing computational power, have shown that clouds help set these circulations through

their interactions with radiation. Radiative cooling from low clouds drives low-level

temperature and pressure gradients that reinforce the regions of gentle subsidence in which

they prevail. This pathway is also thought to be responsible for the clustering—or self-
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3 CNRS, LMD/IPSL, Université Pierre et Marie Curie, 75252 Paris, France

4 Max Planck Institute for Meteorology, Bundesstr. 53, 20146 Hamburg, Germany

Surv Geophys (2017) 38:1171–1172
https://doi.org/10.1007/s10712-017-9441-3

Reprinted from the journal123 vii

http://orcid.org/0000-0002-0016-3470
http://orcid.org/0000-0002-3919-2244
http://orcid.org/0000-0002-4791-4438
http://orcid.org/0000-0003-3795-0475
http://crossmark.crossref.org/dialog/?doi=10.1007/s10712-017-9441-3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s10712-017-9441-3&amp;domain=pdf
https://doi.org/10.1007/s10712-017-9441-3


aggregation—of deep convection seen in simulations with spatially uniform forcing. The

relevance of self-aggregation behavior to clouds on Earth was one theme emerging from

the workshop.

Water vapor, like clouds, interacts powerfully with radiant energy, and there is a

longstanding appreciation that water vapor influences Earth’s climate sensitivity, espe-

cially through changes in water near the tropopause. But as several papers in this collection

highlight, small departures in the relative humidity of the lower atmosphere can be just as

important in influencing Earth’s radiative balance. Moreover, perhaps no other quantity is

as important for patterning the distribution of deep convection. Despite the importance of

lower tropospheric humidity for a vast array of climate relevant processes it is poorly

characterized in the absence of field campaign measurements, largely because current

remote sensing techniques have difficulty unambiguously detecting the structure of water

vapor in the tropical boundary layer.

The 15 chapters in this volume expand on these themes. The first set of papers focuses

on convective self-aggregation, or the tendency of convection to organize even in the

absence of external influences. Allison Wing and her co-authors provide a timely review of

a rapidly expanding literature. Following this lead two groups, led by Christopher Hol-

loway and Matthew Lebsock, respectively, explore the observational record for signatures

of convective self-aggregation. A team consisting of Louise Nuijens, Kerry Emanuel,

Hirohiko Masunaga and Tristan L’Ecuyer asks to what extent radiative forcing from

somewhat deeper clouds, cumulus congestus, also influence the pattern of large-scale

circulation. Paquita Zuidema and Giuseppe Torri consider the disaggregating aspect of

deep convection, namely the cold pools that propagate away from convecting areas and

initiate deeper convection well away from aggregated clusters.

Two articles address the question as to how shallow clouds influence climate sensitivity.

One, a concise summary by Stephen Klein et al., synthesizes five recent studies leveraging

cloud controlling factors to try and infer how low clouds may change in a warming climate.

The other, by Jessica Vial, Sandrine Bony and their co-authors, explores why climate

models are so sensitive to the representation of low clouds, and to what extent more

fundamental modeling approaches, like large-eddy simulation, may help to constrain their

behavior.

The importance of water vapor is reviewed in two articles, one led by Brian Mapes and

one by Bjorn Stevens, Helene Brogniez and co-authors. The latter article, and one by

Robert Pincus and his co-authors, assesses the ability of our present observing system to

characterize the distribution of water in the lower troposphere.

The book’s final section looks to the future. New technologies for observing lower

tropospheric water vapor are becoming more widely available. An article by Christopher

Kiemle demonstrates the use of one such technology in airborne field campaigns, while the

contribution led by Amin Nehrir surveys the range of emerging technologies being

developed for air- and space-borne measurements. The prospects of using related space-

based observations of clouds to constrain the temperature-mediated dependence of clouds

and circulation is reviewed by Dave Winker, Helene Chepfer and Xia Cai. Observational

strategies for directly exploring how satellite observations might be used to measure

shallow circulations are explored in an article by Gilles Bellon, Oliver Reitenbuch and Ann

Kristin Naumann—an especially timely contribution given that the first satellite-based

wind lidar will be launched just as this work appears. Finally, Sandrine Bony, Bjorn

Stevens and a large international team of co-authors outline an exciting new field cam-

paign in which they plan to measure the interaction of low clouds, water vapor and

circulation with the goal of putting better bounds on Earth’s climate sensitivity.

Surv Geophys (2017) 38:1171–1172
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Convective Self-Aggregation in Numerical Simulations:
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� Springer Science+Business Media Dordrecht 2017

Abstract Organized convection in the tropics occurs across a range of spatial and temporal

scales and strongly influences cloud cover and humidity. One mode of organization found is

‘‘self-aggregation,’’ in which moist convection spontaneously organizes into one or several

isolated clusters despite spatially homogeneous boundary conditions and forcing. Self-ag-

gregation is driven by interactions between clouds, moisture, radiation, surface fluxes, and

circulation, and occurs in a wide variety of idealized simulations of radiative–convective

equilibrium. Here we provide a review of convective self-aggregation in numerical simu-

lations, including its character, causes, and effects. We describe the evolution of self-ag-

gregation including its time and length scales and the physical mechanisms leading to its

triggering andmaintenance, andwe also discuss possible links to climate and climate change.

Keywords Self-aggregation � Convective organization � Radiative–convective
equilibrium � Convective processes � Tropical convection � Idealized modeling

1 Introduction

Radiative–convective equilibrium (RCE) is the statistical equilibrium state that the

atmosphere and surface would reach in the absence of lateral energy transport, in which

there is a balance between net radiative cooling and convective heating. It has long been
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used as an idealization of the tropical atmosphere in simulations with single-column

models (e.g., Manabe and Strickler 1964; Renno et al. 1994), two- and three- dimensional

cloud-resolving models (e.g., Held et al. 1993; Bretherton et al. 2005), and regional/global

models with parameterized convection (e.g., Held et al. 2007).

Convective self-aggregation is the spontaneous spatial organization of convection in

numerical simulations of radiative–convective equilibrium despite homogeneous boundary

conditions and forcing. This instability of the RCE state arises due to interactions among

convection, radiation, environmental moisture, and surface fluxes.

Aggregation has been found to occur in simulations with two-dimensional cloud-re-

solving models (Held et al. 1993; Grabowski and Moncrieff 2001, 2002; Stephens et al.

2008), small-domain square three-dimensional cloud-resolving models (Tompkins and

Craig 1998; Bretherton et al. 2005; Khairoutdinov and Emanuel 2010; Muller and Held

2012; Jeevanjee and Romps 2013; Wing and Emanuel 2014; Abbot 2014; Muller and Bony

2015; Holloway and Woolnough 2016; Hohenegger and Stevens 2016), elongated channel

three-dimensional cloud-resolving models (Tompkins 2001; Posselt et al. 2008, 2012;

Stephens et al. 2008; Wing and Cronin 2016), regional/global models with parameterized

clouds and convection (Su et al. 2000; Held et al. 2007; Popke et al. 2013; Becker and

Stevens 2014; Reed et al. 2015; Arnold and Randall 2015; Reed and Medeiros 2016;

Coppin and Bony 2015; Silvers et al. 2016; Hohenegger and Stevens 2016; Bony et al.

2016) or super-parameterized clouds and convection (Arnold and Randall 2015), and

global models with explicit convection (Satoh and Matsuda 2009; Satoh et al. 2016).

An example of self-aggregation in a cloud-resolving model (CRM) with no rotation is

found in Fig. 1, which shows snapshots of outgoing longwave radiation, where low values

indicate the presence of high, deep convective clouds. Initially, convection is quasi-ran-

domly distributed across the domain (Fig. 1a), but after tens of days, the convection has

aggregated into a single, intensely precipitating moist cluster surrounded by dry, subsiding

air (Fig. 1b).

An example of self-aggregation in aquaplanet simulations of non-rotating RCE with

several general circulationmodels (GCMs)with parameterized convection is found in Fig. 2.

In GCMs, self-aggregation entails the development of a few isolated clusters of deep con-

vection within a large area of subsidence, and the development of a large-scale circulation.

Spontaneous symmetry breaking in two-dimensional and two-column models (Ray-

mond 2000; Nilsson and Emanuel 1999) and multiple equilibria in weak temperature

gradient simulations with single column (Sobel et al. 2007; Emanuel et al. 2014; Daleu

et al. 2015) and two-dimensional cloud-resolving models (Sessions et al.

2010, 2015, 2016) have also been interpreted as analogous to/consistent with convective

self-aggregation. In single column or small-domain CRM weak temperature gradient

simulations, in which the large-scale circulation is parameterized, the dry equilibrium

corresponds to the dry, non-convecting regions of a self-aggregated state and the equi-

librium with precipitation corresponds to the moist cluster in a self-aggregated state.

Theory and simple models of aggregation (or its root cause, instability of the RCE state)

have been presented by Bretherton et al. (2005), Craig and Mack (2013), Emanuel et al.

(2014) and Beucler and Cronin (2016).

The above refers to aggregation under conditions of non-rotating RCE. Under condi-

tions of rotating RCE, self-aggregation takes the form of spontaneous genesis of tropical

cyclones (Bretherton et al. 2005; Nolan et al. 2007; Held and Zhao 2008; Khairoutdinov

and Emanuel 2013; Shi and Bretherton 2014; Zhou et al. 2014; Boos et al. 2015; Reed and

Chavas 2015; Davis 2015; Wing et al. 2016; Merlis et al. 2016; Zhou et al. 2017). While

aggregation occurs across a wide variety of different models, with different dynamical

Surv Geophys (2017) 38:1173–1197
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cores, different convective parameterizations (in the case of GCMs), and different radiation

and microphysics schemes, the exact nature and sensitivities of aggregation vary and

depend on model details. This reflects the fact that multiple processes contribute to

aggregation, involving intricate interactions between clouds, moisture, radiation, and cir-

culation. In CRMs, self-aggregation occurs more readily with large domains and coarser

resolution (Muller and Held 2012), although the domain-size dependence disappears if the

evaporation of rain at low levels (which causes downdrafts and cold pools) is eliminated

(Jeevanjee and Romps 2013; Muller and Bony 2015). Interactive radiation and surface

fluxes are generally necessary for self-aggregation to occur, a result supported by mech-

anism denial experiments carried out by many different authors; the details are described in

Sect. 3. Some studies find that self-aggregation is favored by high sea surface temperatures

(SSTs) (Held et al. 1993; Khairoutdinov and Emanuel 2010; Wing and Emanuel 2014;

Emanuel et al. 2014; Coppin and Bony 2015), although it can also occur at temperatures

far below current tropical SSTs (Abbot 2014; Coppin and Bony 2015; Wing and Cronin

(a)

(b)
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Fig. 1 Snapshot of outgoing
longwave radiation (OLR) at
a day 10 and b day 80 of a
radiative–convective equilibrium
simulation at 305 K. Reprinted
from Wing and Emanuel (2014).
�2013. American Geophysical
Union. All Rights Reserved
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2016; Holloway and Woolnough 2016). Vertical wind shear and/or strong mean winds

make self-aggregation less likely (Held et al. 1993; Bretherton et al. 2005; Wing 2014;

Abbot 2014), although much remains to be understood about the sensitivity of aggregation

to vertical wind shear. Self-aggregation also exhibits hysteresis; that is, once convection

occurs, it is difficult for it to disaggregate, and the aggregated state can be maintained

without the feedbacks that are necessary to trigger it from homogeneous conditions

(Khairoutdinov and Emanuel 2010; Muller and Held 2012; Muller and Bony 2015; Hol-

loway and Woolnough 2016).

The structure of the remainder of this paper is as follows: First, we review the char-

acteristics of self-aggregation, including its time and length scales and impacts on modeled

climate. Next, we review the physical mechanisms leading to self-aggregation, including

longwave radiation, shortwave radiation, surface fluxes, moisture feedbacks, and advective

processes. We then discuss the importance of self-aggregation: Why studies of aggregation

in idealized simulations might be important for understanding the tropical atmosphere and

climate. Finally, we conclude with a synthesis of self-aggregation in idealized numerical

models and its applicability to the real world, and what needs to be explored further. We

will focus our discussion on non-rotating self-aggregation, but will note several areas in

which the rotating case behaves differently.

2 Characteristics of Self-Aggregation

2.1 General Evolution of Aggregation

Simulations of convection in non-rotating RCE using three-dimensional cloud-resolving

models initially produce distributions of convection that are nearly random in space and

Fig. 2 Hemispheric view of monthly precipitation (normalized by its global mean value) predicted by the
IPSL, MPI, and NCAR GCMs in RCE simulations forced by an SST of (top) 295 K and (bottom) 305 K.
Reprinted from Bony et al. (2016)

Surv Geophys (2017) 38:1173–1197
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time. Aggregation generally begins with the emergence of one or several dry regions in

which convection is suppressed. The dry regions have strong radiative cooling, weaker

surface enthalpy fluxes, and subsidence, which yields further drying and suppression of

convection. Over time, these persistent dry regions amplify and expand such that con-

vection, clouds, and precipitation are increasingly confined to one (or several, depending

on the domain setup) moist area. As in observations (e.g., Bretherton et al. 2004), there is a

strong correlation between moister columns and more active deep convection. Throughout

the evolution of aggregation, the dry regions get drier and the moist regions get moister,

such that the distribution of precipitable water widens considerably. Usually the dry

regions amplify first, but there are at least a few simulations in which several dry and moist

regions amplify roughly at the same time during the early stages of aggregation (Holloway

and Woolnough 2016). This general picture of the evolution of aggregation is notably

different in simulations of rotating RCE, in which a large moist region is formed which

then spins up into a tropical cyclone (Wing et al. 2016) or multiple moist vortices merge

(Davis 2015), rather than dry regions amplifying and expanding (the online supplemental

videos1 from Wing et al. (2016) show this distinction nicely). Non-rotating RCE simula-

tions in which rain evaporation is suppressed also are characterized by growth and merger

of moist regions (e.g., Wing 2014).

2.2 Identifying Metrics

To study self-aggregation, we need to identify it and quantify its strength. As suggested by

the large number of changes that occur during the evolution of self-aggregation in idealized

simulations, there are a number of different metrics that have been used to characterize the

aggregation state.

One category of metrics includes measurements of the drying of the non-convective

environment and the associated increase in the variance of precipitable water (PW) and in

column-integrated moist static energy (MSE). The non-convective environment grows and

dries, while the convective region stays moist and often becomes moister, but the domain-

mean PW decreases with aggregation. Many studies use the decrease in domain-mean PW

and, in particular, the increase in the spread in the PW distribution as measured by, for

instance, the interquartile range (IQR) of PW to quantify self-aggregation (e.g., Bretherton

et al. 2005; Muller and Held 2012; Arnold and Randall 2015; Holloway and Woolnough

2016). Since self-aggregation in non-rotating RCE should have very weak horizontal

temperature gradients, the horizontal variability in PW is also the dominant source of

horizontal variability in column-integrated MSE, bh. Wing and Emanuel (2014) use the

horizontal variance of bh as a measure of aggregation state (Fig. 3a), and they further derive

an equation for the budget of this quantity that allows for the quantification of the con-

tribution of different processes to the growth of the total variance. Craig and Mack (2013)

use the distribution of free tropospheric PW instead of total PW, and they are also one of

several studies which normalize PW distributions (or measures of spread such as IQR) by

saturation PW to allow for fairer comparisons between simulations with different SSTs. An

example of one of these normalized metrics, the spatial variance of column relative

humidity, is shown in Fig. 3b. Note that while the horizontal variance of bh increases with

SST because of the Clausius–Clapeyron exponential dependence of water vapor on

1 Video S1 and Video S2 from Wing et al. (2016) can be found at http://dx.doi.org/10.1175/JAS-D-15-
0380.1.
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temperature (Fig. 3a), the horizontal variance of column relative humidity is roughly the

same across simulations with different SSTs (Fig. 3b).

The increase in domain-mean outgoing longwave radiation has also been used as a

measure of aggregation (e.g., Khairoutdinov and Emanuel 2010; Wing and Emanuel 2014).

Global RCE studies have also used the increase in ‘‘subsiding fraction,’’ the fractional area

of the domain covered by large-scale mid-tropospheric subsidence, as a measure of

aggregation (Coppin and Bony 2015). A limitation of the metrics mentioned above is that

they do not quantify the horizontal scale of the aggregated convective (or non-convective)

regions. Methods of quantifying the horizontal length scales for convective aggregation

and what may define them are discussed more in Sect. 2.4 below.

For most smaller square domains, aggregation in non-rotating RCE appears to be

binary, either on or off (e.g., Muller and Held 2012; Wing and Emanuel 2014) although

this is not true for at least one study with smaller square domains (Holloway and Wool-

nough 2016). For long-channel experiments or larger domains, aggregation appears to exist

more on a gradual continuum as boundary conditions are varied or mechanisms are sup-

pressed (e.g., Wing and Cronin 2016; Coppin and Bony 2015). This suggests that small

domain size, at least for some models, may prevent key aggregation feedbacks from

occurring at all for certain setups (or enhance the influence of negative feedbacks opposing

aggregation (Jeevanjee and Romps 2013)). Even for simulations that do show strong

aggregation, the time scale for aggregation to fully develop can vary greatly for different

simulations, as discussed in the next section.

2.3 Time Scale

The time scale for idealized self-aggregation from homogeneous initial conditions to reach

a relatively stable state can vary from 15 to 100 days or more. For instance, Bretherton

et al. (2005) found this time scale to be approximately 40 days for a (576 km)2 domain,

301 K SST, and a 3-km grid. Holloway and Woolnough (2016) had 16 days for a fairly

similar setup but a different model. Muller and Held (2012) found it took 20–25 days or

more, with less time for coarser grid spacing. Wing and Emanuel (2014) found a time scale

of 60 days for a (768 km)2 domain, 305 K SST, and 3-km grid. Holloway and Woolnough

(2016) found a time scale of only 8 days when rain evaporation and hence downdrafts and

cold pools were suppressed, suggesting that downdrafts and/or cold pools slow or suppress

aggregation as proposed by Jeevanjee and Romps (2013) and Muller and Bony (2015).

Muller and Held (2012) and Holloway and Woolnough (2016) both found a disaggregation

time scale (which is the time needed to return to a less aggregated equilibrium) as small as

10 days when simulations were initialized with an aggregated state and then interactive

radiation was suppressed.

Over a range of SSTs in the square-domain setup of Wing and Emanuel (2014), the

e-folding time for growth of spatial variance of column-integrated MSE was *11–13 days

(Wing 2014). Wing and Cronin (2016) found the times to reach a stable aggregated state

ranged from 15 days for 280 K to 50 days for 310 K, though rapid growth and most of the

organization occurred in the first 10–20 days for all temperatures and the initial e-folding

growth time scale from logistic fits was 2–6 days (Fig. 3); they used long-channel domains

of 12,228 km 9 192 km with a 3-km grid. This kind of exponential growth will lead to

much larger horizontal scales in a given amount of time when starting from larger initial

clustering, as is typically found in nature. The horizontal scale of aggregation is addressed

in the next section.
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The time scale for self-aggregation results from the growth rates associated with dif-

ferent feedbacks that favor or oppose aggregation. Bretherton et al. (2005) developed a

simple semi-empirical model to predict the initial e-folding rate of self-aggregation. They

used physically motivated curve fits of the advective, surface flux, and radiative forcing

from the initial stages of aggregation in their CRM simulations as parameters in an

ordinary differential equation for column relative humidity. Using this semi-empirical

model, Bretherton et al. (2005) found an e-folding time of the instability of 9 days. The

contribution of different processes to the growth rate of column moist static energy vari-

ance is also quantified by the budget introduced by Wing and Emanuel (2014).
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Fig. 3 Evolution of a spatial variance of column frozen moist static energy, var(bh) (J2 m-4), and b spatial
variance of column relative humidity, var(H), in solid lines, and logistic fits to each, in thin dashed lines, for
the channel RCE simulations at different values of SST (K). The vertical scale is a logarithmic and b linear,
and the legend indicates the initial e-folding growth time-scale from each logistic fit. Reprinted from Wing
and Cronin (2016). �2015 Royal Meteorological Society
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2.4 Length Scale

One of the limitations of square-domain simulations of non-rotating aggregation conducted

thus far is that, when such simulations reach a fully aggregated state, they only contain one

moist, precipitating cluster. This suggests that the size of the domain constrains the size of

the cluster, and so it is difficult to define the length scale of aggregation or develop a theory

for it. In square-domain simulations, the absolute size of the aggregated area increases with

domain size, such that the aggregated area is 20–25% of the total domain area (Muller and

Held 2012). There is no correlation between the area of the aggregated region and reso-

lution (Muller and Held 2012) or SST (Wing 2014). The precise size of the cluster is

somewhat sensitive to the metric used to define it; for example, Muller and Held (2012)

used various threshold values for precipitable water. Defining the cluster size as the area

where the precipitable water is greater than one standard deviation above the domain-mean

value, Wing (2014) found that, across a range of SSTs at a given domain size, the cluster

covered 15–17% of the horizontal area of the domain. In rotating RCE, where the nonzero

Coriolis parameter introduces the Rossby radius of deformation and the ratio of tropical

cyclone potential intensity over the Coriolis parameter as important horizontal scales, large

enough domains allow for multiple cyclonic features with measurable average size and

separation (e.g., Held and Zhao 2008; Khairoutdinov and Emanuel 2013).

Simulations using an elongated channel domain geometry in non-rotating RCE (e.g.,

Posselt et al. 2012; Wing and Cronin 2016) have the advantage of containing multiple

aggregated areas, allowing a spatial scale to be more easily defined. In such simulations,

the average spacing between convective regions in the longer horizontal dimension is a

simple measure of scale (e.g., Stephens et al. 2008). The autocorrelation length scale of

PW, which is the largest horizontal scale at which the average horizontal autocorrelation

coefficient is � e�1, is a more objective measure of this scale and has been shown to grow

with self-aggregation in idealized models (Craig and Mack 2013; Wing and Cronin 2016;

Holloway and Woolnough 2016). The power spectrum can also be calculated to charac-

terize dominant scales of horizontal variability of PW or bh (Bretherton and Khairoutdinov

2015; Wing and Cronin 2016).

Over a 30 K range of SSTs, Wing and Cronin (2016) found that, using average

wavenumber and correlation length metrics, the spatial scale of the aggregation varied

from *1000 to *4000 km, with simulations at higher SSTs having smaller spatial scales.

They presented a theory for the separation distance between convectively active regions

based on boundary layer remoistening. A length scale resulting from this theory, propor-

tional to the boundary layer height divided by the surface enthalpy exchange coefficient,

was highly correlated with the spatial scale of aggregation across the main set of Wing and

Cronin (2016)’s simulations; however, attempts to confirm the scaling were inconclusive.

Further, this theory related to the maximum size of a dry region, and it is unknown whether

the size of a moist region scales with that of a dry region or is controlled by other

mechanisms. In addition, there could be a (perhaps temperature-dependent) minimum

length scale of aggregation, below which the instability does not emerge. Bretherton and

Khairoutdinov (2015) examined the scale dependence of self-aggregation feedbacks in

near-global aquaplanet simulations of realistic tropical variability; similar analysis in

idealized simulations may lead to insights on what controls the intrinsic length scale of

self-aggregation. As of now, though, the question of what sets the spatial scale of self-

aggregation in non-rotating RCE remains largely unsolved.

Surv Geophys (2017) 38:1173–1197
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2.5 Impacts

As alluded to above, self-aggregation is not solely a spatial reorganization of the con-

vection, but has dramatic impacts on the domain-mean climate. Figure 4 shows horizon-

tally averaged profiles of humidity, MSE, and saturation MSE averaged over day 1

(disorganized convection) and day 50 (aggregated convection) from a non-rotating RCE

simulation from Bretherton et al. (2005). The entire depth of the free troposphere is

substantially drier, with relative humidities near 20%, when convection is aggregated. This

is because the domain mean is dominated by the dry, non-convecting areas. Mean drying is

found in all numerical simulations of self-aggregation, to our knowledge, although some

simulations exhibit a less extreme form of aggregation, and consequently, a more muted

(though still substantial) amount of drying (e.g., Wing and Cronin (2016), their Figure 2).

Associated with this decrease in humidity, the domain-mean outgoing longwave radiation

is*10–30 Wm-2 larger when convection is aggregated (Wing and Cronin 2016), which is

comparable to the increase of*20–30 Wm-2 found in observations of aggregated regimes

(Tobin et al. 2013).

Aggregation is also associated with domain-mean warming in the free troposphere, as

indicated by the increase in saturation MSE in Fig. 4, which corresponds to several degrees

of temperature increase (also see Wing and Cronin (2016), their Figure 1). The temperature

increase is consistent with the fact that, when aggregated, the convecting environment is

moister, which reduces the influence of entrainment and drives the troposphere closer to a

Fig. 4 Horizontally averaged profiles of a relative humidity and b moist static energy (hf) and saturation
moist static energy (hs) averaged over days 1 and 50 from an RCE simulation. Reprinted from Bretherton
et al. (2005). �2005 American Meteorological Society
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moist adiabat. It is also consistent with an increase in boundary layer moisture and MSE in

the convective region, shifting buoyant parcels toward a warmer moist adiabat.

Changes in radiative fluxes by aggregation are strongly influenced by changes in

cloudiness. A decrease in high clouds with aggregation is found in CRM simulations

(Fig. 5), GCM simulations of RCE with parameterized convection (Bony et al. 2016), and

in observations (Tobin et al. 2012, 2013). Bony et al. (2016) argued that the decrease in

anvil cloud fraction with aggregation was a result of an increase in upper tropospheric

stability due to the increase in temperature. By mass conservation, the amount of mass

divergence in the convecting regions corresponds to the maximum clear-sky radiatively

driven divergence in the upper troposphere. As the upper troposphere warms with

aggregation, it becomes more stable, reducing the amount of divergence necessary to

balance the same clear-sky radiative cooling. This mechanism is similar to arguments

based on subsidence regions which can explain the weakening of the overturning circu-

lations in the tropics as a response to greenhouse warming (Knutson and Manabe 1995;

Held and Soden 2006). The reduction in anvil cloud fraction is then linked to the reduction

in convective outflow. If the frequency or degree of aggregation changes with warming, the

reduction in high clouds (and the increased drying) could affect cloud feedbacks on surface

warming and climate sensitivity (Mauritsen and Stevens 2015).

In CRM simulations, this decrease in high clouds is largely offset by an increase in low

clouds, such that the reflected shortwave radiation changes little (Fig. 5, Wing 2014; Wing

and Cronin 2016). This result is uncertain, however, because the horizontal resolution of

3 km used in those studies is too coarse to model low clouds accurately. The response of

the top-of-atmosphere net radiation budget in CRM simulations differs from observations

of aggregated convection, which find that the reflected shortwave radiation is reduced due

to a reduced total cloud fraction, which largely cancels the increase in outgoing longwave

radiation (Tobin et al. 2012, 2013). Both numerical simulations and observations agree that

the domain-mean tropospheric radiative cooling increases with aggregation, due to the

drier troposphere.
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Fig. 5 Domain-average profiles of change in a cloud fraction, b liquid condensate qc;l and c solid

condensate qc;i between days 2 and 4 and 50 and 75 of RCE channel simulations. Colors indicate the sea-

surface temperature (K) of the channel simulation, and an overbar indicates a mean over the time range
indicated. Reprinted from Wing and Cronin (2016). �2015 Royal Meteorological Society
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3 Mechanisms of Self-Aggregation

Numerical studies of self-aggregation have identified multiple processes involving con-

vection-moisture-radiation feedbacks that are capable of creating an area around clouds

that is more favorable for future convection than areas further away. These processes have

been identified using both mechanism denial experiments and diagnostic frameworks. One

diagnostic framework that has been employed is a budget for the spatial variance of

column-integrated moist static energy (Wing and Emanuel 2014), which is given by:

1

2

dbh02

dt
¼ bh0F0

K þ bh0N 0
S þ bh0N 0

L � bh0rh � cuh: ð1Þ

where h is the moist static energy (or frozen moist static energy), FK is the surface enthalpy

flux, NS is the column shortwave flux convergence, NL is the column longwave flux

convergence, and �rh � cuh is the ‘‘advective term,’’ the horizontal convergence of the

density-weighted vertical integral of the flux of frozen moist static energy. A primed

quantity, ð�Þ0, denotes the spatial anomaly from the horizontal mean, hð�Þi, and b� indicates a
density-weighted vertical integral.

The advantage of this (or similar) frameworks is that, since self-aggregation is asso-

ciated with an increase in the spatial variance of MSE, the budget enables the quantifi-

cation of the each feedback associated with a process that is a source or sink of MSE, hence

contributing or opposing self-aggregation. Each feedback can be quantified across the

entire evolution of the simulation. The magnitude of these feedbacks can be compared to

each other within a given simulation and across simulations using different boundary

conditions, parameters, and models. However, while this budget diagnoses the direct effect

of radiative processes [the second and third terms on the right-hand side of Eq. (1)], it does

not explicitly diagnose the indirect effect of a radiatively driven circulation [this, among

other dynamical contributions, is a part of the fourth term on the right-hand side of

Eq. (1)]. Since it is a vertically integrated budget, the impact of shallow circulations or the

sensitivity to the profile of radiative heating anomalies is also not explicitly included (they

are indirectly included, insofar as they determine the circulation response which is a part of

the advective term). On the other hand, mechanism denial experiments, in which a feed-

back process is disallowed, test the sensitivity of self-aggregation to all aspects of that

feedback. For example, horizontally homogenizing the radiative heating rates removes

both the direct and indirect feedbacks associated with radiation. If self-aggregation still

occurs without a particular feedback enabled, this indicates that that feedback is not

necessary for aggregation. However, since many different processes can contribute to

aggregation, caution must be taken to interpret the results of such sensitivity tests, as the

importance of a particular feedback could vary depending on what parameters are used and

what other feedback processes are active. In addition, if there is a critical SST for

aggregation to occur, aggregation will be sensitive to virtually everything when one is near

the critical point.

One fundamental aspect of moist convection in the tropics that underpins the mecha-

nisms of aggregation discussed here is that, in a weak temperature gradient environment,

deep convection is more active in moister tropospheric columns, as shown by precipitation

observations, for example (Bretherton et al. 2004). This should be kept in mind when

interpreting the feedbacks on aggregation identified in this section.

In this section, we review the various processes leading to the self-aggregation of

convection in RCE simulations. This includes longwave radiation (Bretherton et al. 2005;

Surv Geophys (2017) 38:1173–1197
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Muller and Held 2012; Posselt et al. 2012; Wing and Emanuel 2014; Emanuel et al. 2014;

Muller and Bony 2015; Coppin and Bony 2015; Arnold and Randall 2015; Wing and

Cronin 2016; Holloway and Woolnough 2016), shortwave radiation (Wing and Emanuel

2014; Wing and Cronin 2016), surface fluxes (Bretherton et al. 2005; Wing and Emanuel

2014; Coppin and Bony 2015; Wing and Cronin 2016), moisture feedbacks (Tompkins

2001; Craig and Mack 2013; Muller and Bony 2015; Holloway and Woolnough 2016), and

advective processes (Bretherton et al. 2005; Muller and Held 2012; Muller and Bony

2015). At the end of this section, we address the relative importance of some of these

processes for the maintenance of an aggregated state as opposed to the initial stages of self-

aggregation. We focus on non-rotating simulations, although we note a few instances

where the mechanisms differ if instead rotating RCE is simulated.

3.1 Surface Fluxes

Surface flux feedbacks favor self-aggregation, though they are not always necessary for

aggregation to occur. Tompkins and Craig (1998) and Bretherton et al. (2005) both found

that sensitivity runs without radiative feedbacks or without surface flux feedbacks did not

aggregate. Muller and Held (2012) extended these sensitivity runs to cover a large range of

domains and resolutions. They also found that surface flux feedbacks favor self-aggrega-

tion, but convection could still aggregate without them as long as radiative feedbacks are

active and the domain is large enough. The converse is not true. Holloway and Woolnough

(2016) confirmed that sensitivity runs with homogeneous surface fluxes can self-aggregate

or not depending on the strength of the surface fluxes imposed. Non-rotating RCE simu-

lations without radiative feedbacks do not aggregate (unless rain evaporation is artificially

removed; see below section on moisture feedbacks). Therefore, at current temperatures, it

seems that surface flux feedbacks are not sufficient on their own, without longwave

radiative feedbacks, for non-rotating aggregation to occur. Rotating RCE simulations, on

the other hand, have stronger surface flux feedbacks and can aggregate without radiative

feedbacks (Wing et al. 2016).

Physically, there are two opposing contributions to the surface flux feedback (Wing and

Emanuel 2014). The air-sea enthalpy disequilibrium is smaller in the moist region than in

the dry region, which would tend to suppress surface fluxes in the moist region, a negative

feedback on aggregation. On the other hand, the surface winds are stronger in the moist,

convecting region, which would tend to enhance surface fluxes there, a positive feedback

on aggregation. The latter dominates in initial triggering of aggregation, yielding an overall

positive surface flux feedback.

3.1.1 Sensitivity to SST

In the GCM simulations of Coppin and Bony (2015), the surface flux-wind feedback was

the leading mechanism of aggregation at high temperatures. In the high-temperature

regime, strong surface winds in the convective region yield strong surface fluxes, moist-

ening the high-MSE convective region, thereby enhancing the MSE gradient and favoring

self-aggregation. In contrast, Wing and Cronin (2016) found that the total surface flux

feedback, as diagnosed from the MSE variance budget, was approximately constant in

magnitude across a wide range of temperatures (280–310 K). Both of these studies used

fixed SSTs and thus do not have surface energy balance. Therefore, caution must be taken

in interpreting these results; with fixed SST, there is no guarantee that the relationship

Surv Geophys (2017) 38:1173–1197
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between surface evaporation and SST is correct and so the behavior of the surface flux

feedback should not be taken as general.

3.2 Longwave Radiation

Mechanism denial experiments have shown that the longwave radiative feedback is

essential for non-rotating aggregation to occur (Bretherton et al. 2005; Muller and Held

2012; Wing 2014; Holloway and Woolnough 2016). Consistent with this, interactive

radiation drastically increases the parameter range that supports multiple equilibria (the

analog to self-aggregation) in CRM simulations employing the weak temperature gradient

approximation, although there are some limited conditions under which multiple equilibria

can exist with fixed radiation (Sessions et al. 2016). There is also broad agreement that the

formation of one or several dry areas that are driven by enhanced longwave radiative

cooling, termed ‘‘radiatively driven cold pool’’ by Coppin and Bony (2015), is important in

driving non-rotating aggregation.

Longwave radiative feedbacks also contribute substantially to spontaneous tropical

cyclone genesis in simulations of rotating RCE, but are not strictly necessary for it to occur

(Wing et al. 2016).

Enhanced longwave radiative cooling in the dry regions triggers aggregation in two

ways: the direct diabatic effect, where the enhanced cooling relative to the moist regions

decreases the MSE in the dry regions; and the indirect effect mediated by a circulation,

where the enhanced longwave cooling in the dry regions drives a shallow circulation

between the dry and moist regions and this circulation transports MSE upgradient. Both

effects act to suppress convection in the dry regions and enhance convection in the moist

regions. Note that there is no guarantee that there will be enhanced longwave cooling in the

drier regions; this depends on temperature (Emanuel et al. 2014), clouds, and the vertical

structure of the moisture perturbation (Beucler and Cronin 2016). In some circumstances,

the opposite may occur (perhaps at cold temperatures), which would yield a negative

feedback on aggregation (Emanuel et al. 2014; Wing and Cronin 2016). There is also no

guarantee that the circulation driven by radiative heating anomalies transports moist static

energy upgradient (this depends on the vertical structure of the heating anomalies (Muller

and Bony 2015)).

In simulations that aggregate, the direct diabatic effect of the longwave feedback in the

dry regions at the beginning of the aggregation process, as diagnosed with the MSE

variance budget, is large and positive and results from both clear sky and cloud effects

(Wing and Emanuel 2014; Holloway and Woolnough 2016; Wing and Cronin 2016).

However, while the direct longwave feedback is important at amplifying the MSE

anomalies in the early stages of aggregation, as aggregation proceeds, it switches to

become a negative feedback in the dry regions, at least at temperatures near current tropical

SSTs (Wing and Emanuel 2014). The partitioning of the enhanced longwave cooling in the

dry regions between clear sky and cloud effects is sensitive to the choice of radiation

scheme (Wing and Cronin 2016), and it would not be surprising if this was also sensitive to

the cloud microphysics or, in the case of GCMs, the cloud parameterization. Cloud

amounts and hence cloud radiative effects can also be sensitive to resolution and domain

size (Muller and Held 2012; Muller and Bony 2015).

The shallow radiatively driven circulation is largely induced by strong longwave

cooling from low-level clouds in the dry region (Muller and Held 2012; Muller and Bony

2015; Coppin and Bony 2015; Holloway and Woolnough 2016). This low-level cooling in

the dry region yields low-level subsidence and outflow from dry to moist regions near the

Surv Geophys (2017) 38:1173–1197

13



123Reprinted from the journal

surface where the MSE is large. This results in a divergence of moist static energy out of

the dry region, causing upgradient MSE transport that reinforces MSE gradients and fur-

ther drives aggregation. The role of advective processes in aggregation is discussed further

below.

3.2.1 Sensitivity to SST

In the GCM simulations of Coppin and Bony (2015), the enhanced low-level cooling in the

dry region and its associated circulation were found to be most efficient in driving

aggregation at temperatures near current tropical SSTs and colder. On the other hand,

instability driven by the direct clear-sky longwave feedback is favored by higher tem-

peratures, because the rapid increase in water vapor concentration with temperature causes

the lower troposphere to be very opaque in the longwave at high temperature (Emanuel

et al. 2014). This dependence was interpreted as the cause of the temperature dependence

of non-rotating aggregation in the square simulations of Wing and Emanuel (2014), but

subsequent results have cast doubt on that conclusion. Although the direct longwave

feedback is initially large and negative in the cold (SST\ 295 K) simulations of Wing and

Cronin (2016), this is not sufficient to prevent aggregation and, moreover, the negative

longwave feedback is nearly entirely a result of clouds, not clear-sky processes (the clear-

sky longwave feedback is near zero). Wing and Cronin (2016) hypothesized that this is due

to the fact that a low-temperature atmosphere is so optically thin that the presence of

clouds (in the moist regions) would actually increase the longwave cooling of the atmo-

sphere by increasing the number of longwave emitters. We note, though, that the initial

negative longwave cloud feedback in cold simulations does not persist; after a few days,

the longwave cloud feedback is positive (Wing and Cronin 2016; Holloway and Wool-

nough 2016).

Nearly all simulations of self-aggregation have used fixed sea-surface temperature, but a

few studies that have employed a slab ocean have found that coupling between the SST and

the net surface energy may disrupt self-aggregation or delay its onset, or even prevent it if

the slab is thin enough (Bretherton et al. 2005; Reed et al. 2015; Hohenegger and Stevens

2016). Hohenegger and Stevens (2016) found that, in a coupled simulation, SST gradients

develop which tend to oppose the development of the radiatively driven low-level circu-

lation, therefore delaying self-aggregation. However, air-sea coupling could also allow

other instabilities to be realized (Beucler and Emanuel 2016); more work is needed to fully

understand the behavior of self-aggregation with an interactive surface.

3.3 Shortwave Radiation

Shortwave feedbacks can contribute to self-aggregation, but do not appear to be essential

for it to occur. The direct, diabatic effect is positive as measured by its contribution to the

MSE variance budget (only accounting for diabatic warming/cooling in moist/dry regions),

although its magnitude is smaller than the longwave and surface flux terms at current

temperatures (Wing and Emanuel 2014; Holloway and Woolnough 2016; Wing and Cronin

2016). This direct positive shortwave feedback is due to a reduction in shortwave heating

from clear-sky atmospheric absorption in dry regions. The shortwave cloud feedback can

be either positive or negative; it is generally negative in the moist regions after convection

has aggregated, where deep clouds reflect shortwave radiation before it can penetrate into

the column and be absorbed.
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In sensitivity experiments including both direct (diabatic cooling/heating) and indirect

(dynamic response to this diabatic forcing) effects, shortwave radiative feedbacks slightly

oppose aggregation (Muller and Held 2012). This was clarified in Holloway and Wool-

nough (2016) as resulting from the positive anomalous heating at high levels by high

clouds in the moist regions, favoring upward motion and yielding higher MSE divergence

at high levels from the moist region. This transports MSE down-gradient and damps the

convective aggregation. Overall, the impact of shortwave radiation is controlled by this

MSE transport, at least in the simulations of Muller and Held (2012) and Holloway and

Woolnough (2016).

3.3.1 Sensitivity to SST

The direct shortwave feedback was found to be much stronger at low (SST \ 295 K)

temperatures in the channel CRM simulations of Wing and Cronin (2016), and, along with

the surface flux feedback, is the dominant initial driver of aggregation in those low tem-

perature simulations. They found that the positive shortwave feedback at low temperatures

was a result of clouds. They proposed several hypotheses for a positive shortwave cloud

feedback, including direct shortwave absorption by cloud water and ice, reflected short-

wave by low clouds in the moist regions (back to the atmosphere, where it could be

absorbed by water vapor), and increased atmospheric absorption because of a higher

fraction of diffuse radiation in cloud regions. It is not known which, if any, of these effects

dominates, or why they should be stronger at lower temperature. Holloway and Woolnough

(2016) found that the clear-sky shortwave feedback was smaller than but of comparable

magnitude to the total shortwave feedback in a simulation at 290 K. This further indicates

that the relative importance of clouds and clear-sky process to radiative feedbacks depends

on the model and radiation package used.

3.4 Advective Processes

As alluded to in Sect. 3.2, advective processes may also contribute to self-aggregation.

Bretherton et al. (2005) first showed that upgradient transport of MSE by the circulation

consistent with a negative gross moist stability occurred during self-aggregation, as

diagnosed from the MSE budget and visualized with a moisture-sorted streamfunction.

Muller and Held (2012) and Muller and Bony (2015) further emphasized the importance of

upgradient advection and specified that strong radiative cooling at the top of low clouds in

the dry region was responsible for driving a shallow circulation that transported MSE

upgradient (an indirect effect of radiation on aggregation). This is shown in Fig. 6, which

displays the moisture-sorted stream function introduced by Bretherton et al. (2005),

radiative cooling rates, MSE, and clouds. The bottom two panels show a simulation

without low clouds and the resulting difference in the circulation. The total contribution of

all advection processes, integrated over the entire column, as quantified with the MSE

variance budget is a positive feedback during the intermediate stages of aggregation, but a

negative feedback during other times (Wing and Emanuel 2014; Holloway and Woolnough

2016). Using the same metric, Wing and Cronin (2016) found that, in an elongated channel

geometry, advective processes always damped the MSE variance tendency, exporting MSE

from the moist regions.

However, even when the total column-integrated advective feedback across the domain,

as expressed by the MSE variance budget, is negative, there could still be local upgradient

transport (Coppin and Bony 2015), and the shallow component of the circulation could still
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be acting to further aggregation. In addition, this metric includes all advective processes, so

it is possible that the indirect effect of radiative anomalies on the circulation could have a

positive influence on aggregation, but is counteracted by other processes. Indeed, Hol-

loway and Woolnough (2016) found that a low-level circulation did appear to transport

MSE from drier to moister regions, but that this circulation was mostly balanced by other

advective effects of the opposite sign and was forced primarily by horizontal anomalies of

convective heating (leading to low-level upward motion in the moist region), rather than

radiation. Note that Holloway and Woolnough (2016) used the weak temperature gradient

approximation to diagnose circulation components caused by different diabatic processes,
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Fig. 6 Radiative cooling rates (colors in a and c), moist static energy (colors in b and d), cloud water
content (liquid ? ice, white contours every 5 9 10-2 g/kg, starting at 5 9 10-3 g/kg), and stream function
(black contours for counterclockwise, gray contours otherwise, every 8 9 10-3 kg m-2 s-1), averaged over
the last 20 days of aggregated RCE simulations, plotted as a function of height z and vertically integrated
MSE. Note the stretched vertical coordinate z below 2 km. a, b Simulations with fully interactive radiation;
c, d similar simulation but without the low-cloud radiative effects. The arrows schematically represent the
subsidence generated by the radiative cooling (blue) and rising motion by the warming (red), as well as the
low-level (solid black) and midlevel (dashed black) flows induced. Reprinted from Muller and Bony (2015).
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and so they neglected the potential effects of radiative cooling within the boundary layer

on the circulation.

Overall, it is clear that advective processes contribute to non-rotating self-aggregation,

but there remains some disagreement in the literature as to whether they trigger aggre-

gation on their own or amplify it once direct diabatic feedbacks have started the process.

3.5 Moisture Feedbacks

Moisture feedbacks, which result from the interaction between convection and humidity,

are known to organize convection (Tompkins 2001; Grabowski and Moncrieff 2004;

Mapes and Neale 2011). Perhaps surprisingly, it was recently found that those feedbacks

could lead to the full convective aggregated state, even in the absence of radiative feed-

backs (Muller and Bony 2015; Holloway and Woolnough 2016). In that case, the aggre-

gation process is different from the radiatively driven dry cold pool expansion discussed

earlier. Instead, it develops similarly to the coarsening process described in the theoretical

model of Craig and Mack (2013), with moist areas growing and merging or dying out with

little horizontal drift of moist and dry regions. This occurs when the evaporation of rain is

artificially suppressed, hence when evaporation-driven downdrafts and cold pools below

clouds are weak. This implies that the rain falls without evaporation, which is not realistic

in standard conditions, but may occur when the boundary layer is nearly saturated and the

precipitation efficiency approaches 100%.

The positive moisture feedback is one in which more moisture favors convection, which

in turn yields more moisture. The details of the physical process are still unclear, though

several processes have been proposed. First, convection is favored where the boundary

layer is anomalously moist (hence boundary layer parcels are more buoyant). Without

downdrafts advecting dry air into the boundary layer, it remains moist and the upward

motion remains above the boundary layer moisture anomaly. Second, the absence of cold

pools in this case may also be important (both downdrafts and cold pools are absent when

the evaporation of rain is suppressed), consistent with evidence from Jeevanjee and Romps

(2013) that cold pools actually slow down the aggregation process by increasing low-level

mixing between moist and dry regions. Third, the moisture feedback could be due to

entrainment, since a parcel ascending in a moister environment will be less cooled by

entrainment, leading to a larger parcel buoyancy and stronger convection (Tompkins 2001;

Holloway and Neelin 2009; Mapes and Neale 2011). In a version of the simple model of

Emanuel et al. (2014), the sensitivity of convection to free tropospheric water vapor can

boost the otherwise radiatively driven instability. Emanuel et al. (2014) also found that

aggregation is favored by increased precipitation efficiency; in fact, when the lower tro-

posphere is opaque in the infrared (i.e., at high temperature) and the precipitation effi-

ciency is unity, their two-layer model is always unstable.

3.6 Triggering Versus Maintenance

Several studies have now confirmed that some feedbacks which are not sufficient to trigger

self-aggregation from homogeneous conditions may still be able to maintain aggregation

once it is established (Khairoutdinov and Emanuel 2010; Muller and Held 2012; Holloway

and Woolnough 2016). This is consistent with the feedback analysis from the MSE vari-

ance budget, which shows a strong time evolution of the leading feedback throughout the

aggregation process (Wing and Emanuel 2014; Wing and Cronin 2016). The strongest
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positive feedbacks are typically found in the dry region at early times, while at later times

strong positive feedbacks are found in the moist region.

Although strong longwave cooling in the dry regions, at least partially due to low

clouds, was found to be crucial for the onset of aggregation, for maintenance, low-cloud

longwave cooling is not necessary (Muller and Held 2012; Muller and Bony 2015).

Instead, high-level clouds in the moist regions and clear-sky longwave cooling in the dry

regions can maintain aggregation. The direct diabatic effect of high-level clouds is a strong

longwave positive feedback in the very moistest regions where all the deep clouds are

concentrated, primarily because the column longwave cooling is strongly reduced by the

longwave opacity and low temperature of high clouds. This is the strongest positive

feedback that maintains the high-MSE region during the mature phase of self-aggregation

(Wing and Emanuel 2014).

Surface flux feedbacks are not sufficient to maintain aggregation (Holloway and

Woolnough 2016), at least not at current climate temperatures. While the surface flux

feedback is positive during the early stages of aggregation, later in the evolution of

aggregation, as the boundary layer in the dry regions gets drier, the total surface flux

feedback becomes negative (Wing and Emanuel 2014). This is not the case in simulations

of rotating RCE, in which the surface flux feedback remains positive throughout and in fact

dominates over the radiative feedbacks once a broad vortex has formed (Wing et al. 2016).

4 Importance of Self-Aggregation

Self-aggregation of moist convection represents an important phase transition in moist

convective systems, at least those that have been modeled in cloud system permitting

models and in aquaplanet GCMs. In some simulations (e.g., Wing and Emanuel 2014), the

phase transition is discrete, occurring above some threshold temperature, while in others

(e.g., Bony et al. 2016) it is gradual. Either way, the transition is accompanied by a

substantial drying of the free troposphere (Bretherton et al. 2005), an effect which, if the

surface temperature was allowed to vary, would cool the system by reducing the green-

house effect of water vapor. Khairoutdinov and Emanuel (2010) proposed that this drying,

combined with the temperature dependence of self-aggregation, could strongly regulate

tropical climate. In a simple model, they proposed that this feedback would result in a self-

organized critical state in which the system is attracted to the critical temperature for

aggregation. The general idea that aggregation can act as a kind of thermostat was

extended to the rotating case by Khairoutdinov and Emanuel (2013) and has been

described as a kind of ‘‘iris’’ effect by Mauritsen and Stevens (2015). The temperature

dependence of self-aggregation remains uncertain, however, as it can occur at SSTs far

below current tropical values (e.g., Wing and Cronin 2016) and it is not obvious how or

whether the degree of aggregation depends on temperature in those or other simulations.

When aggregation takes the form of tropical cyclones, an additional set of feedbacks

comes into play, involving turbulent mixing of the upper ocean (e.g., Bender et al. 1993).

The mixing cools the surface waters and warms deeper waters, conserving the ocean

column enthalpy. But the surface cold wakes recover over a period of weeks, and this

represents a net warming of the column. So, ironically, although tropical cyclones operate

by extracting heat from the ocean, their net effect, after a few weeks, is to transport

enthalpy from the atmosphere to the ocean. This may have effects on ocean circulation

(Emanuel 2001), although the magnitude of this effect is disputed (Jansen and Ferrari

Surv Geophys (2017) 38:1173–1197

18



Reprinted from the journal123

2009; Jansen et al. 2010). Mixing of nutrients and dissolved CO2 to the surface may also

affect marine biology and the carbon cycle (Lin et al. 2003).

Whether and to what degree all these feedbacks operate in the natural world remains an

open question, although attempts to bridge the gap between self-aggregation in idealized

simulations and real organized convection are beginning to be made. For example,

Bretherton and Khairoutdinov (2015) investigated feedbacks related to self-aggregation in

near-global aquaplanet cloud-resolving simulations of realistic tropical variability, finding

that radiative feedbacks amplify humidity variance at all scales, consistent with idealized

CRM simulations. Vertical shear of the large-scale horizontal wind is known to be

destructive to the formation of tropical cyclones and, given what we know about the

physics of non-rotating self-aggregation, it seems likely that shear would inhibit this as

well. The modeling work described here leaves little doubt that the character and perhaps

even the existence of self-aggregation depends on how clouds, radiation, convection, and

the boundary layer are modeled. This casts into some doubt whether current climate

models can simulate aggregation or, if they do, whether it is simulated accurately. Given

that aggregation physics may be important for such phenomena as tropical cyclones

(Bretherton et al. 2005; Nolan et al. 2007; Davis 2015; Wing et al. 2016) and the Madden-

Julian Oscillation (Bretherton et al. 2005; Arnold and Randall 2015), the sensitivity to

physics may help explain why such phenomena have been notoriously difficult to simulate

with global models. If aggregation does indeed have an important negative feedback on

climate change, it is not clear how well this is handled by current GCMs.

Precipitation efficiency is much higher in aggregated convection, because rain falls

through humid air and loses less mass to evaporation. Evaporation tends to concentrate

heavier isotopes of hydrogen and oxygen in the raindrops. Thus, we expect to find smaller

ratios of the heavier to lighter isotopes in rain from aggregated convection. This is a well-

known signal of tropical cyclone rainfall (Lawrence and Gedzelman 1996) and may pro-

vide a proxy for aggregation that could be used as an aggregation metric by measuring the

isotopic composition of rain. Since this composition is recorded in, for example, tree rings

(Miller et al. 2006) and cave deposits (Frappier et al. 2007), there is some hope that one

could detect past variations in aggregation in past climates. This might help test the

hypothesis that aggregation of moist convection serves as a brake on tropical climate

change.

5 Conclusions

5.1 What Aspects of Self-Aggregation do Modeling Studies Agree on?

In the 20? years since self-aggregation was first described by Held et al. (1993), a growing

body of literature has investigated its characteristics, mechanisms, and impacts. In par-

ticular, a great deal of progress has been made in the last *5 years, as there has been a

resurgence of interest in radiative–convective equilibrium as an idealization of the tropical

atmosphere which, despite its simplicity, exhibits a rich spectrum of behavior that is yet to

be completely understood. Several aspects of non-rotating self-aggregation have emerged

as robust across these modeling studies; these common features are noted here.

1. Moist static energy variance is dominated by the variance in humidity above the

boundary layer, a consequence of the maintenance of weak temperature gradients in

the tropical atmosphere.
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2. Convection preferentially occurs in humid, high moist static energy regions.

3. As convection aggregates, there is an increase in humidity variance and, in most cases,

not only do the dry regions become drier, but the moist regions also become moister.

4. Self-aggregation is not merely a spatial reorganization of convection, it entails large

changes to the domain-mean climate. Most dramatically, there is a decrease in the

domain-mean humidity.

5. Feedbacks between longwave radiation and water vapor and/or clouds are essential for

triggering and maintaining aggregation.

6. Surface flux feedbacks favor the development of aggregation. In the rotating case,

surface flux feedbacks dominate.

7. The amplification and expansion of dry regions, in which convection is suppressed, is

important in the triggering of self-aggregation.

8. The self-aggregated state exhibits strong hysteresis.

5.2 What Remains Uncertain?

Although the fundamentals of self-aggregation have been established, there are many

details that remain uncertain. In particular, there is disagreement in the literature regarding

the following issues:

1. The relative importance of cloud versus clear-sky radiative processes. This is likely

dependent on the treatment of radiative transfer and cloud microphysics, and the fact

that shallow convection is not well represented at typical CRM resolutions.

2. The relative contributions of the direct (diabatic) and indirect (circulation mediated)

effects of radiative forcing on the growth of moist static energy anomalies and

evolution of self-aggregation.

3. The role of advective processes. Is advective transport of MSE by the circulation

essential for triggering self-aggregation, or does it only contribute after diabatic

processes have started the process?

4. The temperature dependence of self-aggregation. Some studies find it to be favored by

high temperatures, while others find that it occurs across a wide range of temperatures

including those much colder than current tropical SSTs.

5.3 What Could be Explored More?

In addition to reconciling the disagreements between studies noted above, there are many

aspects of self-aggregation that need to be explored further to achieve a complete

understanding of its physics and importance for climate. Several of them are noted here:

1. How does self-aggregation operate when subjected to mean winds and/or vertical wind

shear? Does wind shear affect the initiation and maintenance of aggregation

differently? Does unidirectional shear simply change the form of aggregation to be

more squall line-like, or does it prevent it?

2. How are the mechanisms of self-aggregation altered when the sea-surface temperature

is interactive (i.e., calculated from surface energy balance over a slab ocean) versus

fixed?

3. Does self-aggregation occur over land surfaces? If it does, how are its behavior and

dependencies altered?

4. What controls the spatial scale of self-aggregation?
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5. How and why does the degree of aggregation depend on temperature?

6. How does self-aggregation impact climate and climate sensitivity?

7. What is the sensitivity of self-aggregation to boundary layer processes? Most CRM

simulations of self-aggregation are too coarse to fully resolve boundary layer

turbulence yet lack a boundary layer parameterization. Does this have a fundamental

effect on the aggregation of convection?

8. What is the sensitivity of self-aggregation to the dynamical model? A model

intercomparison study in which the simulation design and model configuration is

controlled would enable a better understanding of the robustness of self-aggregation.

‘‘RCEMIP,’’ a recently proposed model intercomparison of radiative–convective

equilibrium involving both cloud-resolving models and GCMs with convective

parameterizations, may be able to answer this question.

9. How does the self-aggregation found in idealized simulations of radiative–convective

equilibrium relate to organized convection in the real world? For what observed

convective phenomenon is the self-aggregation of convection in RCE the best simple

starting point for understanding? Which aspects of self-aggregation are found in

nature, and which are unrealistic? An overview of observational work on self-

aggregation and ways forward in this area is presented in Holloway et al. (2017).

5.4 Synthesis

Self-aggregation of moist convection represents a new frontier in meteorology and climate,

not simply because a new phenomenon has been added to the panoply of atmospheric

processes, but because it also represents a novel intellectual endeavor, breaking the clas-

sical stove pipes of, e.g., dynamics vs. radiation physics vs. cloud microphysics. Rapid

progress is being made largely by a new generation of atmospheric scientists who are well

versed in traditional dynamics, convective and cloud physics, thermodynamics, and

radiative transfer.

The novelty of self-aggregation is reflected by the many remaining unanswered ques-

tions about its character, causes and effects. It is clear that interactions between longwave

radiation and water vapor and/or clouds are critical: non-rotating aggregation does not

occur when they are omitted. Beyond this, the field is in play, with the relative roles of

surface fluxes, rain evaporation, cloud versus water vapor interactions with radiation, wind

shear, convective sensitivity to free atmosphere water vapor, and the effects of an inter-

active surface yet to be firmly characterized and understood. The sensitivity of simulated

aggregation not only to model physics but to the size and shape of the numerical domain

and resolution remains a source of concern about whether we have even robustly char-

acterized and simulated the phenomenon. While aggregation has been observed in models

(e.g., global models) in which moist convection is parameterized, it is not yet clear whether

such models simulate aggregation with any real fidelity. The ability to simulate self-

aggregation using models with parameterized convection and clouds will no doubt become

an important test of the quality of such schemes.

Understanding self-aggregation may hold the key to solving a number of obstinate

problems in meteorology and climate. There is, for example, growing optimism that

understanding the interplay among radiation, surface fluxes, clouds, and water vapor may

lead to robust accounts of the Madden Julian oscillation and tropical cyclogenesis, two

long-standing problems in atmospheric science. Indeed, the difficulty of modeling these

phenomena may be owing in part to the challenges of simulating them using
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representations of clouds and convection that were not designed or tested with self-ag-

gregation in mind. Perhaps most exciting is the prospect that understanding self-aggre-

gation may lead to an improved understanding of climate. The strong hysteresis observed

in many simulations of aggregation—once a cluster is formed it tends to be robust to

changing environmental conditions—points to the possibility of intransitive or almost

intransitive behavior of tropical climate. The strong drying that accompanies aggregation,

by cooling the system, may act as a kind of thermostat, if indeed the existence or degree of

aggregation depends on temperature. Whether or how well this regulation is simulated in

current climate models depends on how well such models can simulate aggregation, given

the imperfections of their convection and cloud parameterizations.

Clearly, there is much exciting work to be done on aggregation of moist convection.
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Abstract Convective self-aggregation, the spontaneous organization of initially scattered

convection into isolated convective clusters despite spatially homogeneous boundary

conditions and forcing, was first recognized and studied in idealized numerical simulations.

While there is a rich history of observational work on convective clustering and organi-

zation, there have been only a few studies that have analyzed observations to look

specifically for processes related to self-aggregation in models. Here we review observa-

tional work in both of these categories and motivate the need for more of this work. We

acknowledge that self-aggregation may appear to be far-removed from observed convec-

tive organization in terms of time scales, initial conditions, initiation processes, and mean

state extremes, but we argue that these differences vary greatly across the diverse range of
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model simulations in the literature and that these comparisons are already offering

important insights into real tropical phenomena. Some preliminary new findings are pre-

sented, including results showing that a self-aggregation simulation with square geometry

has too broad distribution of humidity and is too dry in the driest regions when compared

with radiosonde records from Nauru, while an elongated channel simulation has realistic

representations of atmospheric humidity and its variability. We discuss recent work

increasing our understanding of how organized convection and climate change may

interact, and how model discrepancies related to this question are prompting interest in

observational comparisons. We also propose possible future directions for observational

work related to convective aggregation, including novel satellite approaches and a ground-

based observational network.

Keywords Self-aggregation � Tropical convection � Convective organization � Climate

sensitivity � Cloud feedback

1 Introduction

From the very first studies describing convective self-aggregation (e.g., Held et al. 1993;

Tompkins 2001; Bretherton et al. 2005), the spontaneous clustering of convection, cloud,

and moisture in idealized numerical simulations of radiative–convective equilibrium

(RCE) despite homogeneous initial conditions, boundary conditions, and forcing (cf. Wing

et al. 2017), there has been a recurring question: Is this ‘‘real’’? In other words, is the

intriguing clumping behavior representative of actual convective organization in nature, or

is it just a model artifact? And, to the extent that the behavior is relevant for understanding

real atmospheric convection, what does it tell us about the role of convective organization

in weather and climate?

Here we argue that this behavior in models does appear to be relevant to real-world

convection and climate. Certainly, the study of convective self-aggregation is leading to

exciting new insights into processes that allow convection to interact with its environment

in models. There are encouraging signs that these processes may operate in nature too, as

we discuss below. There are also some aspects of self-aggregation in models that conflict

with observations, and many aspects that need more observational study.

This paper is organized as follows. In the remainder of this section, we motivate the

study of aggregation as a means of understanding real-world climate and review the

literature on observations of organized convection and convective aggregation. Section 2

presents a fairly brief review of processes important for self-aggregation and the mainte-

nance of aggregated convection in idealized simulations, with a focus on aspects of these

processes that could be targeted in observational studies. We then discuss observational

pathways toward assessing the relevance of the idealized framework for real-world

applications, including some new results comparing humidity profiles from radiosondes

with humidity profiles from idealized self-aggregation, in Sect. 3. Section 4 provides

observational perspectives on the possible interaction between convective aggregation and

climate change, while Sect. 5 proposes novel approaches to observing convective aggre-

gation, including ideas for new satellite studies and ground-based networks; this is fol-

lowed by our conclusions.
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1.1 Importance of Aggregation

Convective clouds exhibit a very large diversity of spatial organization, ranging from

spatially random distributions to coherent structures such as mesoscale cloud clusters,

cloud streets, and squall lines up to cloud envelopes of planetary scale (Fig. 1). For many

decades, studies of convective organization have been developed by mesoscale meteo-

rologists and weather forecasters, motivated by the wish to understand why convection

would organize in one form rather than another, and by the evidence that the organization

of convection matters for the prediction of severe weather. Over the last decade, however,

the ability to study the organization of convection with models running at increasingly fine

resolution over increasingly large domains has led to new perspectives and to a new line of

questioning: Does it make any difference for climate whether convection organizes in one

form or another?

It has long been recognized that convective organization influences the diabatic heating

profile of the atmosphere and thus affects the mean large-scale atmospheric circulation

(e.g., Hartmann et al. 1984). More recent numerical studies show that the clumping of

convection can occur spontaneously even in the absence of external drivers such as

inhomogeneous surface boundary conditions or equatorial wave dynamics (e.g., Held et al.

1993; Bretherton et al. 2005; Muller and Held 2012; Wing and Emanuel 2014) and that this

behavior, referred to as convective self-aggregation, may be considered as a fundamental

instability of radiative–convective equilibrium (Emanuel et al. 2014). Could tropical

phenomena such as tropical cyclones or Madden–Julian Oscillation (MJO) events represent

manifestations of this self-aggregation behavior at different spatial scales (Khairoutdinov

Fig. 1 A visible satellite image showing an active Madden–Julian Oscillation (MJO) event on 8 April 2009
and convection organized over a wide range of scales. Image taken from the NERC Satellite Receiving
Station, Dundee University, Scotland http://www.sat.dundee.ac.uk/
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and Emanuel 2010, 2013; Arnold and Randall 2015)? Answering this question would

provide new opportunities to understand and to predict these phenomena through com-

pletely novel approaches.

Numerical studies of convective aggregation also show that the clumping of convection

is associated with changes in the large-scale state, including a drying of the atmosphere, a

shrinking of upper-tropospheric clouds, and an enhanced ability of the atmosphere to lose

heat to space (e.g., Wing and Emanuel 2014; Wing and Cronin 2016; Holloway and

Woolnough 2016; Bony et al. 2016). Self-aggregation in numerical models also exhibits

some temperature dependence (Khairoutdinov and Emanuel 2010; Wing and Emanuel

2014; Emanuel et al. 2014; Coppin and Bony 2015; Wing and Cronin 2016). The com-

bination of these different findings implies that changes in convective organization could

occur under climate change, potentially affecting the water vapor and cloud feedbacks.

These numerical results shed new light on the role that convective aggregation might play

in climate (Mapes 2016): Could a sensitivity of convective aggregation to temperature

modulate climate sensitivity and hydrological sensitivity (Khairoutdinov and Emanuel

2010; Mauritsen and Stevens 2015; Bony et al. 2015)? In a warmer climate, could it play a

role in the intensification of the MJO (Arnold and Randall 2015; Arnold et al. 2015) or in

the narrowing of tropical rain belts (Bony et al. 2016)?

Many of these exciting scientific questions primarily stem from numerical investiga-

tions. However, numerous studies (e.g., Stephens et al. 2008; Muller and Bony 2015; Wing

and Cronin 2016; Holloway and Woolnough 2016; Silvers et al. 2016; Tompkins and

Semie 2017) demonstrate that the behavior of convective aggregation in models can be

sensitive to aspects of the experimental setup (such as the size of the domain) and/or to the

models themselves (e.g., horizontal resolution, the representation of diabatic processes or

the parameterization of subgrid-scale mixing).

To move forward, we must therefore expand our study of the aggregation of convection

using observations. We must probe links between processes in idealized self-aggregation

and observed convective organization and also confront differences between idealized

frameworks and the real world. We first present a review of relevant literature below

before addressing these topics in the following sections.

1.2 Literature Review: Observational Studies of Convective Organization

There is a rich history of observational work on convective clustering and organization,

much of which details the climatology and life cycles of these systems. The primary source

of data for this observational work is infrared and visible images from geostationary

satellites, dating back to at least Arkin (1979) and encompassing Velasco and Fritsch

(1987), Miller and Fritsch (1990), Laing and Fritsch (1993a, b), Machado and Rossow

(1993), Mapes and Houze (1993), Laing and Fritsch (1997), Zuidema (2003), and Hennon

et al. (2012), but some more recent studies have also used other types of satellite data such

as precipitation radar (Nesbitt et al. 2000; Schumacher and Houze 2003; Futyan and Genio

2007; Peters et al. 2009), microwave measurements of column water vapor (CWV) (Mapes

et al. 2009), and scatterometer winds (Mapes et al. 2009). While cloud clusters are often

identified by searching for large, contiguous cold cloud shields, more advanced techniques

search for the combined signature of deep convection and extensive stratiform cloud and

precipitation area. For example, higher stratiform rain fractions are associated with

organized convection, which can be diagnosed from satellite precipitation radar data

(Schumacher and Houze 2003), as are large optical thicknesses and low-cloud top

Surv Geophys (2017) 38:1199–1236
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pressures, which can distinguish a particular cloud regime (Tselioudis et al. 2010; Tan

et al. 2013).

A significant fraction of the observational work on organized convection has focused on

mesoscale convective systems (MCSs), or a subset of them known as mesoscale convective

complexes (MCCs), which occur in both the tropics and mid-latitudes. A global clima-

tology of MCCs, which are identified by a large ([105 km2), long-lasting ([6 h), quasi-

circular cold cloud shield, was compiled by Laing and Fritsch (1997) based on previous

regional studies (Miller and Fritsch 1990; Laing and Fritsch 1993a, b; Velasco and Fritsch

1987).

Other studies have detailed the properties of, more generally, tropical cloud clusters and

deep convective systems. This includes studies on the structural characteristics and

radiative properties of tropical high cloud systems (Machado and Rossow 1993), the life

cycles of deep convective systems (Futyan and Genio 2007; Mapes et al. 2009), the size

distribution of cloud clusters (Mapes and Houze 1993; Roca and Ramanathan 2000;

Zuidema 2003; Peters et al. 2009), and the spatial and temporal variability in cloud clusters

and their efficiency at producing tropical cyclones (Hennon et al. 2012). Studies have also

pointed out significant self-similarity between MCSs and convectively coupled equatorial

waves (Mapes et al. 2006; Kiladis et al. 2009).

Despite the fact that the occurrence of mesoscale organized convection makes up a

small fraction of the total frequency of cloud/precipitation features in the tropics (\6%,

Mapes and Houze 1993; Nesbitt et al. 2000; Tan et al. 2013), it contributes a significant

proportion of total tropical cloudiness1 and about half of total tropical precipitation.2

Tropical cloud clusters therefore may modulate the radiative heating of the surface and

atmosphere (e.g., Machado and Rossow 1993) and strongly influence the large-scale cir-

culation, moisture distribution, and hydrological cycle. There is observational evidence

that the frequency of organized convection has increased across the tropics over the past

� 30 years (Tselioudis et al. 2010) and that most of the regional increases in tropical

precipitation over that period are associated with this increase (Tan et al. 2015). In addition

to their contribution to tropical cloudiness and precipitation, tropical cloud clusters also

play an important role as precursors to tropical cyclones, with globally 6.4% of tropical

cloud clusters developing into tropical cyclones each year (Hennon et al. 2012).

Another observational finding which may be relevant to self-aggregation is the evidence

that tropical precipitation has properties like those of a critical phenomenon. Peters and

Neelin (2006) found that there is a power law increase in precipitation with CWV above a

critical CWV value, and a sharp peak in the variance of precipitation at the critical value.

Holloway and Neelin (2009) further found that free-tropospheric moisture plays a key role

in the transition to deep convection and linked the increase in precipitation with CWV to

an increase in the buoyancy of entraining plumes, which relates to the proposed moisture–

convection feedback in self-aggregation. Neelin et al. (2009) also noted that the atmo-

sphere is near criticality a larger fraction of the time when it is over warm sea surface

temperatures (SSTs). Peters et al. (2009) found that precipitation clusters exhibited scale-

1 Mapes and Houze (1993) found that half of the very cold cloudiness was contributed by cloud clusters

greater than 2� 104 km2 in size and half of the moderately cold cloudiness was contributed by cloud

clusters greater than 105 km2 in size. Mapes (1993) found that 43% of the total cold cloud coverage in the
tropics was associated with large superclusters.
2 Tan et al. (2013) found that the cloud regime associated with organized convection contributes 45% of
total tropical rainfall. Nesbitt et al. (2000) found that precipitation features that include an MCS contribute
38–55% of total rainfall in various regions of the tropics.
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free size distributions including much larger clusters near-critical CWV than below it,

suggesting a possible link between clustering within the moist convective regions in ide-

alized self-aggregation and near-critical CWV values.

While the literature on observations of tropical cloud clusters is extensive (only a small

segment of which was reviewed here), only a few studies have specifically looked for

processes related to modeled self-aggregation using observations. The first such paper,

Tobin et al. (2012), used geostationary satellite infrared brightness temperature in snap-

shots of large tropical latitude-longitude boxes (10� � 10�) to categorize observations by

their degree of convective organization. To do this, they devised the Simple Convective

Aggregation Index (SCAI) as a combined measure of cluster number and inter-cluster

distance, with cluster pixels defined as having brightness temperature below 240 K and

with larger SCAI corresponding to a less aggregated state. They found that cluster number

was statistically sufficient to discriminate between different levels of aggregation, so they

often used the number of clusters as a metric for the degree of aggregation, with fewer

clusters corresponding to a more aggregated state. By controlling for measures of box-

mean convective intensity and large-scale forcing, including rainfall from microwave

satellite data, SST from infrared satellite data, and vertical velocity from reanalyses, they

could compare atmospheric conditions for varying amounts of convective organization in a

way that was analogous to comparing different stages of aggregation in idealized models.

Tobin et al. (2012) found several similarities between their observational analyses and

idealized simulations of self-aggregation. Holding large-scale SST and rainfall constant,

they found that more aggregated states had a drier free troposphere in the non-convective

environment and, consequently, in the domain as a whole. They also found an increase in

outgoing longwave radiation (OLR) at the top of the atmosphere (by as much as 30Wm�2)

with aggregation (Fig. 2a), mainly because of a reduction of mid-level and upper level

cloudiness. These main conclusions, in agreement with all studies of idealized self-ag-

gregation in models, were also supported by a related paper, Tobin et al. (2013), which

looked at smaller (3� � 3�) domains using higher-resolution satellite brightness

Fig. 2 a Composites over many 10� � 10� snapshots of domain-averaged OLR from CERES and NOAA
for two different average rain rates for different satellite-derived cluster numbers, with fewer clusters
representing more aggregated convection. b Similar analysis for 3� � 3� snapshots of domain-averaged free-
tropospheric humidity derived from Meteosat Tb in the WV channel, for three different average rain rates. c
Domain-averaged AIRS relative humidity composited on the same 3� � 3� snapshots as in b for three cluster

number bins for a precipitation rate of 8mmday�1. Figures from Tobin et al. (2012) (panel a) and Tobin
et al. (2013) (panels b, c)
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temperature data (Fig. 2b, c), as well as Stein et al. (2017), which analyzed the vertical

cloud structure for different SCAI values using CloudSat–CALIPSO data.

On the other hand, Tobin et al. (2012, 2013) found some results that were inconclusive,

mixed, or contradictory when compared with modeling studies. For instance, Tobin et al.

(2012) found that surface turbulent heat fluxes increased both inside and outside con-

vective regions when aggregation increased, whereas Tobin et al. (2013) found little

sensitivity of these fluxes to aggregation at the smaller scales they investigated (although

this discrepancy could be due to limitations in satellite retrievals of surface fluxes). In

idealized simulations, surface fluxes generally increase with self-aggregation (e.g.,

Bretherton et al. 2005; Wing 2014; Holloway and Woolnough 2016), with the increase due

to larger wind speeds in general and larger air–sea enthalpy disequilibrium in the dry

environment (Wing and Emanuel 2014). (Note that this modest increase in surface fluxes

for idealized models is also consistent with slightly larger atmospheric radiative cooling

rates and precipitation rates in radiative–convective equilibrium after aggregation has

occurred.) Tobin et al. (2012, 2013) also found that the top-of-atmosphere net radiation

budget was not significantly affected by aggregation because increased OLR was offset by

decreased reflected shortwave radiation. This differs from idealized simulations discussed

by Wing and Cronin (2016), in which an increase in low-cloud fraction with aggregation

left reflected shortwave largely unchanged, leading to a net loss of radiation at the top of

atmosphere for aggregated conditions. Tobin et al. (2013) and Stein et al. (2017) both

found evidence for an increase in low-cloud fraction with aggregation, while Tobin et al.

(2012) found the opposite, so the models are supported by at least some observational

studies regarding low-cloud changes.

In the next section, we briefly review processes found to be important for self-aggre-

gation in models with a focus on links to observed convective organization.

2 Observational Perspectives on Processes Important for Idealized
Convective Aggregation

There are longstanding attempts to reconcile the well-observed clumping of tropical

convection with simple theory (e.g., Mapes 1993). Randall and Huffman (1980) proposed

that clumping occurs when clouds can create an area around themselves that is more

favorable for future convection than areas further away. Numerical studies of self-aggre-

gation have identified multiple processes involving convection–moisture–radiation feed-

backs that are capable of doing exactly that. The diversity of processes that can lead to

convective aggregation may explain why it has been observed by multiple different

modeling groups using very different models, from high-resolution cloud-resolving models

to global climate models (GCMs) with parameterized convection. Additionally, different

feedbacks that lead to aggregation may be excited by different initial conditions.

We will mostly discuss self-aggregation in idealized settings: radiative convective

equilibrium (RCE) over constant uniform SST in non-rotating, three-dimensional, doubly

periodic square domains, though some rectangular and aquaplanet simulations will occa-

sionally be discussed as well. It is worth noting that self-aggregation has been shown to be

robust to the presence of rotation (Bretherton et al. 2005; Khairoutdinov and Emanuel

2013; Bretherton and Khairoutdinov 2015; Davis 2015; Wing et al. 2016), vertical shear

(Bretherton et al. 2005), diurnal cycle (Wing and Cronin 2016), two-dimensional or three-

dimensional settings (Held et al. 1993; Jeevanjee and Romps 2013), and an interactive
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ocean mixed layer (Bretherton et al. 2005; Hohenegger and Stevens 2016), and to occur as

well in global climate simulations with parameterized convection in aquaplanet non-ro-

tating settings (Coppin and Bony 2015; Popke et al. 2013; Reed et al. 2015).

In this section, we briefly review the various processes leading to the self-aggregation of

convection in RCE simulations and the metrics used to quantify them, including the

physical processes that lead to aggregation from homogeneous initial conditions as well as

those which can maintain convective aggregation once it is established. We focus on those

which could be targeted in observations; a more complete review can be found in Wing

et al. (2017).

2.1 Metrics to Quantify Feedbacks

Several methods have been proposed to analyze the leading order feedbacks in simulations

(and also possibly in observations). They all share the methodology of stratifying the data

by vertically integrated moist static energy (MSE). In the tropics, weak temperature gra-

dients imply that horizontal variability of MSE is largely dictated by variability in CWV.

Using this methodology, different variables can be moisture-ranked.

Wing and Emanuel (2014) introduced an analysis framework employing a budget for

the spatial variance of MSE. Self-aggregation is associated with a very strong increase in

MSE variance. The equation for the time evolution of MSE variance allows one to estimate

the various contributions to the enhanced MSE variability. The terms of this budget include

the horizontal convergence or divergence of MSE, as well as the direct diabatic contri-

butions from radiative and surface fluxes, i.e., whether a heating/moistening diabatic

tendency reinforces (positive feedback) or smoothes (negative feedback) MSE gradients.

The potential use of observations to calculate the diabatic terms in the MSE spatial

variance budget is discussed more in Sect. 2.4.

Note that these diabatic terms include the direct diabatic effects of radiative and surface

flux feedbacks, not the circulation that the diabatic terms generate. For instance a positive

shortwave (SW) feedback means anomalous SW heating in the high-MSE region and/or

anomalous SW cooling in the low-MSE region, thereby enhancing the MSE gradient. The

diabatic feedback term does not account for the dynamical response to this SW heating

distribution, which can also transport MSE up- or down-gradient. This transport is a

component of the horizontal convergence term, but is not explicitly diagnosed separately

from the other dynamical contributions in this framework. Another related issue is that

these diagnostics are based on vertical integrals and hence do not explicitly capture the

sensitivity to the vertical distribution of diabatic forcings found in Muller and Bony (2015).

Indeed diabatic tendencies applied at different heights can yield different MSE transports

since MSE varies strongly with height.

An assessment of both the direct diabatic effect and the indirect circulation and MSE

transport corresponding to a heating anomaly is achieved in model simulations with sen-

sitivity runs in which diabatic terms are horizontally homogenized, removing both direct

and indirect effects, as done in Muller and Held (2012). This is obviously not possible with

observations. The remaining option is to analyze the circulation generated by diabatic

forcing and infer the MSE transport as done in Holloway and Woolnough (2016). The

visualization of the MSE transport is usually done with a stream function in moisture and

height space (Bretherton et al. 2005; Muller and Held 2012; Holloway and Woolnough

2016). This quantifies the energy transport between the dry region and the moist region and

hence determines whether it is up-gradient, which is typical of aggregation in idealized

model studies (e.g., Bretherton et al. 2005; Muller and Held 2012) though the total
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vertically integrated transport is not always up-gradient (e.g., Coppin and Bony 2015). This

visualization method is useful in simulations, where vertical profiles of vertical velocity as

a function of MSE are available, but it is not clear whether it is applicable to observations.

Also, quantifying the role played by radiation in the circulation requires vertical profiles of

radiation as a function of MSE (cf. Muller and Bony 2015), which are only beginning to

become available in observations (e.g., Haynes et al. 2013). Section 5.3 explores possible

approaches to observing these profiles using ground-based instruments.

Bretherton et al. (2005) showed that they could capture the aggregation instability in a

semiempirical toy model accounting for the sensitivity of radiative and surface fluxes, as

well as MSE convergence, to humidity. In their theoretical paper of convective aggrega-

tion, Craig and Mack (2013) take a somewhat similar approach, although the physical

processes are modeled differently (in particular the MSE convergence is modeled as a

diffusive process). The end result is an expression of the rate of change of humidity as a

function of humidity itself oI=ot ¼ f ðIÞ ¼ �dV=dI þ T , where I is the order parameter (in

this case column-integrated free-tropospheric water vapor), V(I) is a potential function, and

T is a diffusive transport term. The minima of the functional V(I) are equilibrium values of

humidity. The structure of the functional V(I) therefore highlights the appearance of

multiple equilibria typical of self-aggregation, with the two minima corresponding to the

moist and dry solutions. Although this framework allows for the identification of aggre-

gation, it is unclear if it can be used to identify feedbacks involved in the aggregation

process. Aggregation from different feedbacks may have different signatures in the

functional dependence V(I).

More work using theory, as well as idealized (and perhaps more realistic) simulations, is

desirable to compare conceptual frameworks and metrics of aggregation and determine

how these could be applied to observations.

2.2 Initiation Processes

At SSTs close to our current tropical climate (300 K or so), the leading physical process

behind the spontaneous self-aggregation of convection seems to be a ‘‘radiatively driven

cold pool’’ outside deep convection, as seen in a schematic from Coppin and Bony (2015)

(Fig. 3). One or several dry regions appear and expand, with strong longwave radiative

cooling and subsidence yielding further drying. Moisture and convection are confined to

the rest of the domain, as the dry convection-free region expands. In the following, we

briefly review the various physical processes contributing to the formation of this radia-

tively driven cold pool for temperatures close to current tropical atmospheric temperatures,

Fig. 3 Aggregation processes for: (left) cold SSTs with radiatively driven cold pools, and (right) warm
SSTs with surface flux feedbacks. Figure adapted from Coppin and Bony (2015)
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and then we discuss the sensitivity of these processes to SST. A more complete review can

be found in Wing et al. (2017).

2.2.1 Longwave Radiation

As mentioned above, aggregation generally begins with the formation of a dry region with

strong radiative cooling. The strong longwave cooling in the dry region is largely induced

by low-level clouds (Muller and Held 2012; Muller and Bony 2015; Coppin and Bony

2015; Holloway and Woolnough 2016), although clear-sky cooling also contributes (Wing

and Emanuel 2014; Wing and Cronin 2016).

Strong subsidence in dry regions, theoretically predicted by the RCE instability study of

Emanuel et al. (2014), further promotes the formation of low-level clouds. These in turn

enhance the radiative cooling, forming radiatively driven cold pools in dry regions

responsible for the clumping of convection in the rest of the domain. Note that these

radiatively driven cold pools are colocated with the dry regions and therefore do not mix

boundary layer air between moist and dry regions, whereas ‘‘conventional cold pools’’

(defined here as cold pools resulting from downdrafts caused by rain evaporation and/or

condensate loading) can propagate from moist to dry regions and tend to slow or weaken

aggregation (cf. Jeevanjee and Romps 2013).

2.2.2 Surface Fluxes

Feedbacks involving surface enthalpy fluxes favor the initiation of self-aggregation due to

larger surface winds in the moist, convecting area, which enhance the up-gradient MSE

transport associated with the radiatively driven cold pool discussed above. However, while

sensitivity runs with homogenized surface fluxes (no feedback) sometimes do not aggre-

gate (Tompkins and Craig 1998; Bretherton et al. 2005; Wing 2014), they can aggregate

depending on the domain size, strength of the surface fluxes imposed, and availability of

radiative feedbacks (Muller and Held 2012; Holloway and Woolnough 2016). Therefore,

surface fluxes feedbacks are not critical for aggregation to occur, at least at current

temperatures.

2.2.3 Shortwave Radiation

The direct, diabatic effect of shortwave radiation is a positive feedback on aggregation due

to variations in the absorption of shortwave radiation by water vapor (Wing and Emanuel

2014), but it is weaker than the longwave and surface flux feedbacks. In sensitivity

experiments that include both direct and indirect (dynamic response to the diabatic forcing)

effects, shortwave feedbacks slightly oppose aggregation. Either way, the impact of

shortwave radiation appears to be secondary, at least at current temperatures.

2.2.4 Moisture–Convection Feedbacks

Moisture–convection feedbacks, in which convection moistens the atmosphere and is also

more likely to occur in moister conditions, amplify the instabilities leading to self-ag-

gregation (Tompkins 2001; Mapes and Neale 2011; Emanuel et al. 2014). When radiation

feedbacks (which are normally required for self-aggregation) are suppressed while rain

evaporation is also suppressed (preventing conventional cold pools which can otherwise
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weaken aggregation), these moisture–convection feedbacks are strong enough to cause

aggregation on their own (Muller and Bony 2015; Holloway and Woolnough 2016). This

appears to occur through a process similar to the coarsening process in Craig and Mack

(2013) in which initial perturbations of a bistable system grow over time. These feedbacks

are difficult to quantify directly, even in models, and they would also be difficult to target

in observations. A place to start (perhaps using field campaign data) would be to correlate

convective activity with moist (high MSE) locations and then to estimate the transport of

MSE (part of the convergence term in the MSE spatial variance budget) due to circulations

forced by this anomalous convective heating.

2.3 Sensitivity to SST

Several aspects of self-aggregation are sensitive to SST, such as its initiation mechanisms,

spatial scale, and perhaps degree of organization (Khairoutdinov and Emanuel 2010; Wing

and Emanuel 2014; Emanuel et al. 2014; Wing and Cronin 2016; Coppin and Bony 2015;

Abbot 2014; Holloway and Woolnough 2016). It is worth noting that self-aggregation is

found at temperatures much colder than our current climate, including 243 K in snowball

Earth simulations (Abbot 2014) and 280 K in long-channel experiments (Wing and Cronin

2016), as well as much warmer (e.g., 310 K, Wing and Cronin 2016). The radiatively

driven cold pools discussed above seem to be most efficient at cold and current temper-

atures (Fig. 1, Coppin and Bony 2015), possibly because climate models with strong

positive low-cloud feedback (like the model used in that study) do not have any low clouds

at high temperatures. However, cloud radiative feedbacks may behave differently at much

colder temperatures (Wing and Cronin 2016) and clear-sky longwave feedbacks are

favored by warm temperatures (Emanuel et al. 2014). At warm temperatures, surface-flux-

wind feedbacks in the high-MSE convective region are the leading mechanism for self-

aggregation in GCM simulations (Fig. 1, Coppin and Bony 2015).

In their semiempirical model of self-aggregation based on cloud-permitting simulations

at present-day temperatures, Bretherton et al. (2005) found a slightly stronger sensitivity of

radiative fluxes to moisture than that of surface fluxes. These sensitivities are likely to be

different at different temperatures.

2.4 Maintenance Processes

Given that the real tropical atmosphere is never starting from a homogeneous background

state, as in the idealized simulations, the processes that maintain existing convective

aggregation may be easier to observe than those initiating it. While the strongest positive

feedbacks in the early stages of idealized self-aggregation are usually found in the dry

region, at later times strong consistently positive feedbacks are found only in the moist

region. Muller and Held (2012) and Muller and Bony (2015), which find low clouds to be

necessary for the initiation of aggregation using mechanism denial experiments, find that

low clouds are not necessary to maintain self-aggregation in their simulations. Instead,

high clouds in the moist regions and clear-sky longwave feedbacks can maintain aggre-

gation (Muller and Held 2012; Wing and Emanuel 2014; Muller and Bony 2015; Wing and

Cronin 2016). Possible sensitivity of these maintenance processes to SST is discussed in

Sect. 4 below.

Surface flux feedbacks are neither necessary nor sufficient to maintain non-rotating

aggregation (Holloway and Woolnough 2016), at least at current climate temperatures.

Indeed, the surface flux feedback becomes negative in later stages of non-rotating
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aggregation, due to the opposing influences of surface winds and air–sea enthalpy dise-

quilibrium (Wing and Emanuel 2014). However, surface flux feedbacks could behave

differently in simulations with an interactive SST calculated from surface energy balance.

Quantifying the strength of these maintenance feedbacks in observations would be

desirable. As in the simulations discussed earlier, the radiative and surface flux feedbacks

could be diagnosed by their contributions to the MSE spatial variance budget. These

require simultaneous measurements over a large area of the top-of-atmosphere and surface

radiative fluxes, as well as observed surface enthalpy fluxes and vertically integrated MSE.

Alternatively, an MSE temporal variance budget could be computed at a given location,

assuming that with time, both the dry and moist regions of aggregated convection would

pass over the station. Methods for estimating quantities needed to calculate these terms

using satellite data are explored in Sect. 5.1. The strength of the radiative and surface flux

feedbacks could also be correlated with the degree of aggregation as measured by SCAI

(defined in Tobin et al. 2012). Tobin et al. (2013) used SCAI calculated from observations

to suggest that intraseasonal variations of aggregation tend to amplify dynamical

anomalies. Similarly, recent work compositing on MJO events during the DYNAMO field

campaign has shown that radiation and, to a lesser extent, surface heat fluxes play an

important role in amplifying MJO variability (Sobel et al. 2014), revealing potential links

to the aggregation work proposed here.

3 Comparing the Idealized World to the Natural World

In addition to process-oriented studies, observations can also be used to test the realism of

the mean state, variability, and convective characteristics of the idealized models. Here we

explore similarities and differences between these aspects of idealized simulations of self-

aggregation and observations. We also discuss processes that are not usually captured by

idealized models, such as ocean interaction. Linking self-aggregation processes to envi-

ronments with further complexity, such as non-uniform SST or the effects of land and

orography, is not addressed here but deserves future investigation. The motivation for this

section is that, in order to have confidence in the relevance of self-aggregation processes

found in idealized simulations for observed convective organization, we need to be able to

understand and explain differences between the idealized world and the natural world.

3.1 Time Scales of Self-Aggregation

One common critique of idealized self-aggregation is that the time scale of the aggregation

process is much longer than typical time scales for observed convective organization. This

is a valid concern, but there are several rebuttals which are discussed below. First, there is a

broad range of time scales for self-aggregation and disaggregation in the literature, and

these appear to depend on model, domain size, resolution, initial conditions, SST, and the

inclusion or suppression of processes such as conventional cold pools. Second, self-ag-

gregation from homogeneous initial conditions includes the spin-up of small-scale con-

vective activity and clustering without pre-existing large-scale features, and while we can

learn a lot from these early stages they are not likely to occur simultaneously across a large

region in the real world where asymmetries are always present. Third, while it is likely that

the processes important for idealized self-aggregation are not important for all types of

convective organization in nature, and may be less important for rapidly organizing
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convective systems, some types of organized convection (particularly on longer time

scales) do show intriguing links to self-aggregation.

As mentioned in Wing et al. (2017), self-aggregation in idealized models can take

15–100 days or more to reach a relatively stable aggregated state when starting from

homogeneous initial conditions (though the longer time scales likely relate to an initial

gestation period in some simulations which occurs before aggregation has started at all).

There is some sensitivity of this to domain size and grid scale (Muller and Held 2012).

When rain evaporation and conventional cold pools were suppressed, Holloway and

Woolnough (2016) found that the time scale decreased to only 8 days as opposed to

16 days in their control run, supporting the idea proposed in Jeevanjee and Romps (2013)

that conventional cold pools slow or suppress aggregation in idealized simulations. Perhaps

also relevant to understanding processes that keep convective clusters organized in nature,

Muller and Held (2012) and Holloway and Woolnough (2016) both found a disaggregation

time scale (which is the time needed to return to a less aggregated equilibrium) as small as

10 days when simulations were initialized with an aggregated state and then interactive

radiation was suppressed.

Wing (2014) found that the spatial MSE variance grew with an e-folding time of

�11–13 days. As mentioned in Wing et al. (2017), this kind of exponential growth will

lead to much larger scales in a given amount of time when starting from larger initial

clustering, as is typically found in nature. In other words, much of the time scale for self-

aggregation from homogeneous initial conditions may not be especially relevant to com-

parisons with nature because these time periods involve spinning up mesoscale activity

from extremely small initial length scales (and may also involve gestation periods before

aggregation begins at all). In fact, convective cluster growth across scales (but especially at

larger scales) was found to be linked to radiative feedbacks in near-global RCE channel

runs (including rotation) in Bretherton and Khairoutdinov (2015), with e-folding time

scales of 6–14 days. Those authors suggest that diabatic feedbacks (mainly longwave

radiation feedback) may be especially important for large-scale convective organization

such as the MJO.

3.2 Mean Wind and Wind Shear

Most idealized RCE studies have no imposed mean wind or wind shear. While wind shear

can act to enhance some kinds of mesoscale organization such as squall lines (e.g., Houze

2004; Muller 2013), it has also been shown to slow or prevent self-aggregation in idealized

simulations such as those in Bretherton et al. (2005) and Khairoutdinov and Emanuel

(2010), although the latter found that there was hysteresis, since an already aggregated

state did not disaggregate with some levels of imposed shear.

Nonzero mean vertical velocity due to large-scale circulations is common in regions

containing organized tropical systems in nature but cannot occur for the domain mean in a

typical RCE setup. Global-scale simulations, however, do represent these circulations (e.g.,

Coppin and Bony 2015), and smaller RCE simulations can impose them (e.g., Su et al.

2000) or parameterize them using reference profiles and assumptions of weak temperature

or pressure gradients (e.g., Sessions et al. 2016). As these kinds of modeling studies

progress, there will be more opportunities to evaluate their simulated relationships between

aggregation and large-scale circulations using observations.
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3.3 Humidity Profiles

One of the potentially unrealistic aspects of self-aggregation as seen in idealized models

that needs to be reconciled with observations is the presence of very dry humidity profiles

that occur in the non-convecting areas of the domain. Since humidity plays a key role in all

of the feedbacks important for self-aggregation, it is especially important to investigate this

issue. To that end, we include here some examples of humidity profiles (and the related

radiative heating profiles) in moist and dry areas of simulated self-aggregation. These

profiles are from the simulations presented by Wing and Cronin (2016). We show profiles

from two simulations: one with a square domain that is 1536 km � 1536 km in the hor-

izontal (sq) and one that is an elongated channel with dimensions of 12,288 km � 192 km

in the horizontal (ch). The sq simulation has one circular, intensely precipitating moist

cluster while the ch simulation has multiple moist and dry bands. All other aspects of the

simulations are identical.3 Fig. 4 shows water vapor mixing ratio and relative humidity in

the moist and dry areas, averaged over the last 10 days of the two simulations. In Fig. 4a,

the ‘‘moist’’ area is defined as the area where the CWV is greater than 80% of the

maximum CWV found in the last 10 days of simulation. The rest of the domain is clas-

sified as the ‘‘dry’’ area. Profiles using an alternate definition of moist and dry areas are

shown in Fig. 4b, in which the ‘‘dry’’ and ‘‘moist’’ areas are the driest 10% and moistest

10% of the domain according to CWV. Here, we show profiles from both the developing

and mature stage of aggregation, using 5-day averages centered at day 10 and day 70,

respectively. Figure 4c, d show similar plots to Fig. 4a, b but for relative humidity, with

ranking done according to column relative humidity (CRH, defined as CWV divided by

column-integrated saturation specific humidity) instead of CWV.

As shown in Fig. 4, the water vapor mixing ratio and relative humidity are substantially

reduced in the dry regions relative to the moist regions at all levels (including the boundary

layer), but most strongly in the mid-troposphere. The difference between the dry and moist

regions is stronger for the sq simulation than the ch simulation, reflecting the more extreme

(and arguably less realistic) aggregation that occurs in square domain simulations. There is

significantly more radiative cooling in the dry regions than the moist regions, especially in

the lower troposphere (Fig. 5), which further amplifies the anomalies.

These results naturally lead to several questions about how representative these ideal-

ized simulations are of humidity variability in the real tropics. The behavior of the

humidity profiles across the different evolutionary states of aggregation in the simulations

(from developing to mature aggregation) is interesting; substantial drying is present in the

upper troposphere as early as day 10, but drying of the middle–lower troposphere and

boundary layer does not appear until later in the simulation (Fig. 4b, d). One potential

avenue of research to link this to observations is to relate the evolution of humidity in the

dry regions and the stage of aggregation to the altitude depth of the bimodality of water

vapor (Mapes 2001, 2016; Zhang et al. 2003). However, a more basic starting point is to

determine whether humidity in the tropics exhibits a similar range of variability between

dry and moist conditions: do humidity profiles as dry as the ones in simulated aggregation

exist in the real tropics?

3 SST = 305 K, no rotation, diurnal cycle of insolation at 19.45 N at perpetual Julian day 80.5, Rapid
Radiative Transfer Model (RRTM) radiation scheme, 3 km horizontal resolution, 64 vertical levels, rigid lid
at 28 km, doubly periodic lateral boundaries, initialized with white noise in boundary layer temperature
field.
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As a first step toward answering this question, we compare the humidity data from the

idealized simulations in Wing and Cronin (2016) to twice-daily radiosondes from Nauru in

the Pacific warm pool. Figure 6 shows humidity profiles from 5 years of the Nauru

radiosondes. These data span the period from April 1, 2001 to August 16, 2006 and are

from the former Atmospheric Radiation Measurement (ARM) site (Mather et al. 1998;

Long et al. 2016). The data, which include 3491 retained sondes, are described in more

detail in Holloway and Neelin (2009). Figure 6a shows mean specific humidity profiles of

two subsets of sondes divided by a CWV threshold of 0.8 times the 99th percentile of

CWV (55 mm, the 63rd percentile). Despite coming from a range of SSTs which are

generally a few degrees cooler than 305 K, these profiles look quite similar to the mixing

ratio profiles from the ch simulation shown in Fig. 4a, while the sq simulation in that
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Fig. 4 Profiles of water vapor mixing ratio (top panels) and relative humidity (bottom panels) in
simulations in elongated channel (solid lines) and square (dashed lines) domains. The left panels define
moist regions (blue) as area where CWV� 0:8 maxðCWVÞ [or CRH� 0:8 maxðCRHÞ in panel c], dry
regions (red) defined as the rest of the domain; the profiles are averaged over the last 10 days of the
simulation. The right panels show profiles from the moistest (shades of blue) and driest (shades of red) 10%
of the domain, according to CWV [or CRH in d]. Profiles from both the developing (5-day average centered
at day 10; lighter colors) and mature (5-day average centered at day 70; darker colors) stages of aggregation
are plotted. a q where CWV[/\0.8 max (CWV), b q in moistest/driest 10% of domain, c RH where CRH
[/\ 0.8 max (CRH) and d RH where CRH[/\ 0.8 max (CRH)
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figure shows much more spread between moist and dry profiles. Similarly, the extreme

moistest 10% and driest 10% of sondes in Fig. 6b are much more similar to those for day

70 of the ch simulation than for day 70 of the sq simulation in Fig. 4b; indeed, the extreme

10% quantiles in the sq simulation at day 70 within the lower and middle free troposphere

are much more extreme than even the extreme 1% quantiles for the sondes. The driest 10%

quantile in the sq simulation at day 70 suggests that air is subsiding from the upper

troposphere down to almost 900 hPa without encountering significant moistening by

mixing or convection, something not seen in the observations.

Figure 6c, d shows similar analysis to Fig. 6a, b but for relative humidity (defined with

respect to ice for temperatures below 0�C) and CRH. Note that, even for the driest 1% of

sondes, relative humidity in the boundary layer is always above 65% on average. The

corresponding profiles for the simulations in Fig. 4c, d are consistent with the ch simu-

lation being more realistic than the sq simulation, at least regarding humidity variability.

Note that the near-surface relative humidity averaged for the driest 10% of the domain in

the sq simulation at day 70 is about 10% drier (in relative humidity units) than the average

for the driest 1% of sondes at Nauru.
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Fig. 5 Profiles of radiative
heating rate in simulations in
elongated channel (solid lines)
and square (dashed lines)
domains. a Moist regions (blue)
as area where
CWV� 0:8 maxðCWVÞ, dry
regions (red) defined as the rest
of the domain; the profiles are
averaged over the last 10 days of
the simulation. b Profiles from
the moistest (shades of blue) and
driest (shades of red) 10% of the
domain, according to CWV.
Profiles from both the developing
(5-day average centered at day
10; lighter colors) and mature (5-
day average centered at day 70;
darker colors) stages of
aggregation are plotted. a Qrad

where CWV[/\0.8 max (CWV)
and b Qrad in moistest/driest 10%
of domain
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Table 1 compares surface observations of relative humidity at Nauru with relative

humidity at the lowest model level (37 m) in the ch simulation from Wing and Cronin

(2016). The values for most of the percentiles are comparable, except the simulation has a

much lower minimum value than the Nauru observations (32.5% compared to 52.0%).

Figure 7 shows contour plots of all 3491 sondes ranked by CRH and divided into 100

equally populated bins. These show both relative humidity and saturation deficit (saturation

specific humidity minus specific humidity). A similar plot for the ch simulation from Wing

and Cronin (2016) is shown in Fig. 8, and Fig. 7d can be additionally compared with a

similar figure from day 90 of the square simulation at 305 K SST in Wing and Emanuel

(2014, their Fig. 11). That figure shows that the square simulation has a large spread in

relative humidity between 1 and 2 km height of about 100% between moist and dry
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Fig. 6 Nauru radiosondes: a mean profiles of water vapor specific humidity (g kg�1) for all sondes with
CWV greater than 0.8 times the 99th percentile of CWV and for all sondes less than this threshold, b mean
profiles for all sondes in the lowest 1%, lowest 10%, highest 10%, and highest 1% as ranked by CWV,
c mean profiles of relative humidity (%) for all sondes with CRH greater than 0.8 times the 99th percentile
of CRH and for all sondes less than this threshold, and d mean profiles of relative humidity for all sondes in
the lowest 1%, lowest 10%, highest 10%, and highest 1% as ranked by CRH
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regions, while the Nauru sondes show a spread of 60% at most in that layer and a much

larger number of bins with small anomalies. The channel simulation (Fig. 8), on the other

hand, is much more comparable to the Nauru sondes, indicating that this simulation has

realistic humidity variability.

Radiosondes from other tropical locations, such as the Bay of Bengal and the eastern

tropical Pacific, also reveal significant variability in mid- and upper-tropospheric relative

humidity and little variation in boundary layer moisture (e.g., Zuidema et al. 2006; Zui-

dema and Mapes 2008), though these locations are subject to large-scale circulations that

can bring remote influences from neighboring landmasses. Radiosondes from the equa-

torial Indian Ocean also demonstrate that most of the relative humidity variability is

contained within the middle troposphere (Johnson and Ciesielski 2013), where the sig-

nature of self-aggregation may be first detected (Mapes 2016).

There are reasons to expect that the Nauru sondes and tropical sondes from these other

locations would not necessarily look exactly like idealized self-aggregation simulations (or

indeed, would not be representative of tropical maritime observations more generally). For

instance, these sondes are generally launched from islands, which could have local effects

on convection, and transport of air from landmasses or higher latitudes could also cause

differences compared with idealized conditions. Additionally, we may not necessarily

think of idealized aggregated convection as something that would or should be represen-

tative of typical tropical conditions anyway.

However, since humidity variability is fundamentally linked to both the contributing

processes and large-scale impacts of self-aggregation, it is important to consider possible

reasons why the channel simulation appears to have more realistic humidity variability,

while the square simulation is too extreme. One possibility is that the channel simulation is

‘‘getting the right answer for the wrong reason’’, for instance because its quasi-2D

geometry leads to a spurious strong wind shear similar to that found in 2D simulations in

Held et al. (1993). Although the channel simulation does have tropospheric along-channel

mean wind and vertical wind shear that are larger than values in the square simulation, the

channel values are of order 1m s�1 for both quantities, and this is not overly strong

compared with typical tropical mean values. The channel simulation is 192 km wide,

which allows for multiple convective systems and associated cold pools to exist and

propagate along the shorter dimension. Subsidence in the driest regions is actually stronger

in the channel simulation relative to the square simulation, though ascent in the moist

regions is weaker. While determining the reasons for the differences between the simu-

lations is beyond the scope of this paper, it is likely that the channel simulation has more

Table 1 Values of surface relative humidity (%) at Nauru (averaged from station data over 1 h centered
around on each sonde launch time) and lowest model level (37 m) relative humidity (%) in the 305 K
Channel simulation from Wing and Cronin (2016)

Percentile Nauru Channel simulation

Minimum 52.0 32.5

1st 57.9 58.6

25th 70.8 69.9

50th 76.8 73.5

75th 82.3 77.5

99th 92.8 93.0

The statistics from the channel simulation are computed over the final 25 days of that simulation

Surv Geophys (2017) 38:1199–1236

44



Reprinted from the journal123

mixing and transport between convective and subsidence regions—animations (not shown)

reveal that boundaries between convective and subsidence regions are less stationary, and

closer to the center of subsidence regions, in the channel simulation.

While the above discussion does not definitively endorse one model domain geometry

over another, this type of analysis is informative in starting to address the extent to which

idealized aggregated convection is similar to organized convection in the real world, and

we hope that it helps frame future comparisons with other data. For instance, analysis

tracing air particles back to their time of last condensation within both a modeling
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Fig. 7 Nauru radiosondes: a saturation deficit ðg kg�1Þ for all sondes ranked by CRH and averaged in 100
equally populated bins, b anomaly of each bin in a from the all-sonde mean saturation deficit at each level,
c as in a but for relative humidity (%), and d as in c but for relative humidity
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construct and observations could be helpful (e.g., Pierrehumbert 1998), as well as a

spectral analysis to determine if key time scales are matched within both.

3.4 Equatorial Wave Dynamics

Earth’s latitudinally varying rotational effects on large-scale horizontal motions result in

equatorial wave dynamics which help shape tropical convective organization. For instance,

the MJO interacts with equatorially trapped moist Kelvin and Rossby waves, and

these dynamics are also important for the development of the Hadley Circulation, the
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Fig. 8 As in Fig. 7 but for channel simulation at 305 K from Wing and Cronin (2016). a Saturation deficit

ðg kg�1Þ for all sondes averaged over 192 km � 48 km blocks and ranked by block-averaged CRH,
b anomaly of each block in a from the domain-mean saturation deficit at each level, c as in a but for relative
humidity (%), and d as in c but for relative humidity

Surv Geophys (2017) 38:1199–1236

46



Reprinted from the journal123

inter-tropical convergence zone (ITCZ), and monsoons. While self-aggregation is gener-

ally defined not to include the effects of a latitudinally varying Coriolis parameter, a few

studies have looked for the processes that lead to self-aggregation in simulations that do

include such effects. Bretherton and Khairoutdinov (2015) found that radiative feedbacks

were likely to be important mainly for large-scale convective organization in their near-

global RCE channel runs. Arnold and Randall (2015) performed global aquaplanet sim-

ulations (using a superparameterization setup in which 2D CRMs are embedded in each

large-scale model grid cell) with uniform SST both with and without rotation and found

similarities in diabatic feedbacks between the self-aggregation in the non-rotating setup

and the MJO in the rotating setup. Holloway (2017) found that simulations of real near-

equatorial case studies using a limited-area CRM setup also showed similarities to ideal-

ized self-aggregation, although the effects of suppressing interactive radiation were con-

strained by the imposed lateral boundary conditions. More studies are needed to probe

links between self-aggregation and convective organization that interacts with equatorial

wave dynamics.

3.5 Ocean Interaction and Feedback

Nearly all studies of self-aggregation have used atmosphere-only simulations. However,

there are a few studies that have used coupled models, and they generally find that ocean

coupling slows or prevents self-aggregation. For instance, an interactive slab ocean

experiment slowed down self-aggregation in Bretherton et al. (2005), possibly because of

cloud shading. That experiment had a 60Wm�2 imposed ocean cooling to represent large-

scale ocean or atmospheric transport, and after aggregation the SST cooled rapidly due to

increased longwave cooling. Khairoutdinov and Emanuel (2010) used a 2-m slab ocean but

homogenized the SST horizontally at each time step (thus removing effects like cloud

shading) and also found that SST dropped after aggregation occurred. They noted hys-

teresis, since cooler SSTs could still maintain aggregation that had already been present but

could not sustain self-aggregation from homogeneous conditions. Popke et al. (2013)

performed global-tropics RCE runs using parameterized convection (with no rotation and

homogeneous solar forcing) coupled to a slab ocean and found that large convective

clusters formed along with transient SST anomalies. Reed et al. (2015) performed similar

global-tropics RCE runs and found that, although ocean coupling slows aggregation

compared to runs with fixed warm SSTs (302 K) in agreement with other studies, runs with

fixed cool SSTs (as low as 295 K) result in much less organization than runs with similar

SSTs and an interactive slab ocean, suggesting a possible link between ocean coupling and

the sensitivity of aggregation to SST.

Coppin and Bony (2017) also ran global-tropics RCE simulations without rotation and

coupled to a slab ocean and found that the coupled RCE system exhibits some internal

variability, arising from the interplay between SST, SST gradients and aggregation. The

time scale of this variability depends on the depth of the ocean mixed layer, and for a large

range of depths, it occurs at the interannual time scale, suggesting a possible link to

internal modes of variability in the real tropical ocean atmosphere system such as El Niño

Southern Oscillation (ENSO). They also showed that, at this time scale, the relationship

between SST and aggregation could be very different from (or even opposite to) that found

in prescribed SST simulations or in coupled RCE simulations on long time scales.

Hohenegger and Stevens (2016) ran high-resolution coupled RCE runs (without

imposed ocean cooling, but with reduced solar insolation equivalent to that averaged over
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the full Earth rather than the tropics) and found that aggregation seemed to prevent a

runaway greenhouse effect, providing ‘‘radiator fins’’ to the idealized climate in the dry

subsiding regions analogous to the role of the subtropics proposed by Pierrehumbert

(1995). They also found that slab oceans with small depths can slow or prevent self-

aggregation, similar to studies mentioned above. This delay stems from the development of

SST gradients which cause a low-level circulation opposing the one that favors self-

aggregation. Furthermore, Hohenegger and Stevens (2016) suggest that cloud feedbacks

and resulting aggregation and coupled equilibrium states are very different at high reso-

lution using explicit convection versus similar runs using parameterized convection from

Popke et al. (2013), showing another example of model disagreement with regards to these

processes.

While atmosphere–ocean coupling has been extensively studied for large-scale tropical

convective phenomena such as the MJO (cf. DeMott et al. 2015), observational work is

needed to explore the interactions between organized tropical convective systems and SST

or sea surface salinity across scales. Specifically, this analysis could look at processes

important for aggregation in idealized models.

4 Observational Perspectives on Aggregation in a Warming Climate

Several modeling studies suggest that convective aggregation depends on surface tem-

perature, although the exact nature of this dependence remains uncertain. The initiation of

aggregation is found to occur more easily at certain temperatures (Coppin and Bony 2015),

particularly when considering a given domain size (Wing and Emanuel 2014). Once ini-

tiated, the clumping of aggregation in some studies tends to strengthen as the surface

temperature rises (Coppin and Bony 2015), though other studies find that the degree of

aggregation is relatively insensitive to SST (Wing and Cronin 2016; Holloway and

Woolnough 2016; Hohenegger and Stevens 2016). Several interpretations have been

proposed for the temperature dependence of the initiation mechanisms (Sect. 2.3). Some of

them invoke the nonlinearity of the Clausius–Clapeyron relationship, the sensitivity of the

clear-sky longwave radiative cooling of the atmospheric column to lower-tropospheric

longwave opacity (Emanuel et al. 2014), or the sensitivity of the low-cloud cover to

temperature (e.g., Coppin and Bony 2015; Wing and Cronin 2016; Holloway and Wool-

nough 2016), and these temperature dependences differ across models. On the other hand,

the interaction between temperature, high-cloud radiative effects, and dynamics has been

proposed by Bony et al. (2016) as a mechanism for stronger clumping of convection at the

aggregated equilibrium state over warmer surfaces. That study argues that, owing to the

dependence of static stability on temperature and pressure, as the climate warms anvil

clouds not only rise to a higher altitude but also shrink in horizontal area. This behavior,

referred to as the ‘‘stability-iris’’ effect in Bony et al. (2016), concentrates the atmospheric

cloud radiative effects of anvil clouds and enhances the horizontal gradients in atmospheric

radiative cooling (enhancing the cooling in subsiding areas and reducing it in convective

areas), which could lead to enhanced convective aggregation.

Given the implications that a dependence of convective aggregation on temperature

may have for climate (Sect. 1.1), it is important to verify whether this dependence seen in

some models is confirmed by observations. However, very few studies have investigated

this issue so far. Long time series of convective aggregation indices have now been
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produced (e.g., Tobin et al. 2012; Tan et al. 2015), but they have not been analyzed in this

perspective yet.

What has been investigated, on the other hand, is the temperature dependence of various

large-scale organized convective phenomena that share many characteristics with con-

vective aggregation in idealized models. One of these is the MJO, which likely represents a

very large-scale manifestation of convective aggregation in the tropics (Khairoutdinov and

Emanuel 2010; Arnold and Randall 2015). There is modeling evidence that MJO activity

increases when the climate is warming (e.g., Caballero and Huber 2010; Arnold et al.

2015), though MJO-like behavior has been found even at temperatures as cold as 1 �C
(Pritchard and Yang 2016); this finding of increased MJO activity with increased SST in

models is qualitatively consistent with observations that suggest linear increases in the

intensity and number of MJO events over the last 50 years (Jones and Carvalho 2006).

Tropical cyclones likely constitute another spectacular manifestation of convective

aggregation. But unfortunately, no such consistency has yet been reached between their

modeled and observed behavior with temperature. Idealized RCE simulations performed in

a rotating framework suggest that the number of tropical cyclones decreases as surface

temperature rises, while their intensity and precipitation rate increases (Nolan et al. 2007;

Held and Zhao 2008; Khairoutdinov and Emanuel 2013). Climate projections made with

general circulation models also suggest such a tendency, although the relationship between

tropical cyclones and temperature very much depends on the metrics used for warming

(Knutson et al. 2013). On the observational side, however, trends in tropical cyclones and

their relationship to temperature remain elusive (Stocker et al. 2013). This is partly due to

the limited availability and quality of long-term historical records, but also to the large

number of global and regional factors that influence the occurrence and intensity of tropical

cyclones. In particular, it is difficult to disentangle a trend associated with global warming

from records which are either too short or associated with an insufficient geographical

sampling. Another source of complication stems from the fact that tropical cyclone activity

does not only depend on absolute surface temperature: it is also affected by factors such as

the temperature difference between the surface and the tropopause (Emanuel 1987), the

local surface temperature relative to the tropical mean (Lin et al. 2015), the wind shear and

mid-tropospheric humidity (Tang and Emanuel 2010), and the upper ocean stratification

(Emanuel 2015), and these factors are strongly modulated by the decadal to multi-decadal

natural climate variability.

To confirm or refute modeling inferences regarding the temperature dependence of

convective aggregation, another approach consists of using observations to test the phys-

ical processes that contribute to this dependence in models. One such process is the

reduction of the anvil cloud amount as the climate warms (Bony et al. 2016). Some

observational studies suggest that, on average over the tropics, the anvil cloud amount

decreases as the surface temperature increases (Zelinka and Hartmann 2011; Igel et al.

2014) as shown in Fig. 9 reproduced from Igel et al. (2014), but other studies do not find

strong evidence for such a relationship (Stein et al. 2017). These differences may result

from methodological differences: in contrast with other studies, Stein et al. (2017) consider

the dependence of anvil cloud amounts on surface temperature for given precipitation and

large-scale forcings, which amounts to comparing situations having a fairly similar con-

vective mass flux, and therefore a weaker change in anvil cloud amount with temperature.

Also, Stein et al. (2017) and Igel et al. (2014) are only comparing local SSTs colocated

with specific cloud scenes, whereas the reduction of anvil cloud amount with warming may

be more sensitive to the tropical mean SST, which is the metric used in Zelinka and

Hartmann (2011). And Igel et al. (2014) study anvil cloud per individual cloud object, not
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total anvil fraction, but Stein et al. (2017) find that SCAI values increase with SST,

meaning that there are more (and smaller) anvil cloud clusters for warmer SSTs, which

could cancel out effects of smaller anvil size per cluster. Additional methodological dif-

ferences may also contribute to these conflicting results, and they will have to be clarified.

More generally, several methodological issues complicate attempts to investigate the

relationship between temperature and convective aggregation in observations. First, unlike

idealized modeling studies forced by uniform boundary conditions, the Earth’s climate is

associated with gradients in surface temperature which strongly influence large-scale

vertical motions in the tropics. As is widely recognized, at the regional scale clouds and

convection are much more influenced by the large-scale atmospheric circulation than by

local surface temperature (Hartmann and Michelsen 1993; Bony et al. 1997). For this

reason, relationships between convective aggregation and surface temperature derived

from regional investigations do not necessarily reflect an intrinsic dependence of aggre-

gation on temperature. Second, there is abundant evidence that the relationship between

temperature and water vapor or clouds can differ on short versus long time scales (e.g.,

Dessler 2010). Relationships inferred from observed climate variations on seasonal or

interannual time scales may thus differ from the temperature dependence of convective

aggregation on decadal time scales and under long-term climate change. Recent results

suggest that this might also be the case for coupled RCE simulations (Coppin and Bony

2017), although the extent to which this result applies to other models remains unknown.

Finally, models suggest that convective aggregation can behave very differently in cold

and warm climates. For instance, Abbot (2014) predicted stronger convective aggregation

on a Snowball Earth than in the modern climate, but observations of clouds and convection

Fig. 9 Composites of anvil
cloud objects derived from
CloudSat observations: the width
of anvil clouds is found to
decrease as surface temperature
increases. From Igel et al. (2014)
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are only available for a limited time period and thus for a very narrow range of surface

temperatures. To explore possible changes in convective aggregation in more drastically

different ranges of temperature, one must consider paleoclimatic changes using proxy data.

Techniques of paleotempestology offer opportunities to reconstruct tropical cyclone

activity at different periods of the past and for a range of time scales (e.g., Liu and Fearn

2000; Donnelly and Woodruff 2007) and could be very useful for this purpose. The

isotopic composition of water is very sensitive to the organization of convection (e.g.,

Lawrence et al. 2004; Risi et al. 2008), and therefore long-term isotopic records (as well as

recent satellite observations of water isotopes) could be used to explore changes in con-

vective organization with climate.

5 Future Observational Aspirations

Much remains to be done in terms of observing convective aggregation. Using satellite

observations, the variability of aggregation at different time scales could be investigated, as

well as its relationship to local and remote surface and atmospheric conditions. Besides

this, it would be nice to investigate whether the physical mechanisms found to play a role

in the initiation of aggregation in models can also be observed in nature. For instance, is

there evidence for the formation of radiatively driven cold pools in the dry areas of the

tropics? Will future space missions such as the ADM-Aeolus wind lidar mission (Reite-

buch 2012) help observe the interplay between low clouds and shallow circulations in the

vicinity of deep convection? Will they help us observe radiatively driven cold pools? Can

we observe signs of convective self-aggregation? To address these questions, one may

analyze observations from field experiments such as those collected during AMIE/

DYNAMO in the Indian ocean (Feng et al. 2015) or in the tropical Atlantic as part of the

NARVAL-EUREC4A campaigns (Stevens et al. 2015; Bony et al. this issue). One may

also think of organizing a field campaign specially dedicated to these questions.

The ISSI workshop in February 2016 on ‘‘Shallow clouds and water vapor, circulation

and climate sensitivity’’ brought together scientists using numerical simulations to study

convective organization with scientists at the forefront of observational work, including

experts on remote sensing of clouds and their environment. In this section, we present

some perspectives on novel approaches to using satellite data to observe convective

aggregation and the processes discussed above. Another paper (Lebsock this issue) also

presents some promising new work along these lines using CloudSat and other A-Train

satellites, complementing work by Stein et al. (2017). We also propose another possible

way forward using a ground-based observational network.

5.1 Evolution of Convective Organization Using Satellite Data

The physical processes of convective self-aggregation involve a range of elements from the

dynamics of convective systems to the thermodynamics of their rain-free environment. In

this section, we review recent work with unique ideas of exploiting the existing satellite

capability to study precipitating cloud systems and the surrounding atmosphere. The

potential utility of such satellite observations in addressing different aspects of convective

self-aggregation is also discussed.

The variability in the large-scale atmospheric state associated with a life cycle of

convective systems has been examined with a suite of satellite measurements by Masunaga
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(2012) and several subsequent papers. Since the sporadic nature of low-Earth orbiting

(LEO) satellite overpasses with high-inclination orbits makes it difficult to continuously

monitor subdaily scale variations, the variability is statistically reproduced by projecting a

large number of snapshots obtained from multiple LEO satellites onto a composite time

series. For instance, temperature and humidity profiles from the Atmospheric Infrared

Sounder (AIRS) aboard the Aqua satellite are combined with the Tropical Rainfall Mea-

suring Mission (TRMM) Precipitation Radar (PR) so that the evolution of the ambient

sounding is constructed over the hours before and after convection develops (Masunaga

2012).

Masunaga (2013) applied water and heat budget analysis to this composite time series.

The moisture and MSE (denoted by h) budget equations integrated vertically over the

troposphere are:

o

ot
hqi þ hr � qvi ¼ E � P ð1Þ

and

o

ot
hhi þ hr � hvi ¼ Sþ LvE þ hQRi; ð2Þ

where h� � �i designates the vertical integral over the whole troposphere, the overbar denotes
horizontal averaging over a large-scale [O(100 km)] domain, q is specific humidity, v is

horizontal wind, E is surface evaporation, P is surface precipitation, S is surface sensible

heat flux, Lv is the latent heat of vaporization, and QR is the radiative heating rate. Each

term on the rhs of (1) and (2) is available from satellite observations and the tendency term

on the lhs is evaluated from the composite time series, leaving as the only unknowns the

second term of (1) and (2), that is, the horizontal convergence of moisture and MSE

convergence. The vertically integrated moisture and MSE convergences, although not

directly measurable from satellites, are instead derived as the residual in the budget

equations. Note that the quantities calculated for these equations could also be used to

MSE convergence
Q  <0R Q  >0

R

LE + S

moisture convergence
evaporation (LE)
surface precipitation (LPs)

(a) (b)

(c) (d)

Fig. 10 Satellite-derived moisture and MSE budget parameters in composite time series associated with the
development and dissipation of convection. a Moisture convergence (shaded), surface precipitation (solid
line), and surface evaporation (dotted line) for the organized system regime, b as in a but for the isolated
cumulus regime, c MSE convergence (light-shaded), radiative heating (heavy shaded; red where positive
and blue where negative) on the top of MSE convergence, surface heat flux (dotted line) for the organized
system regime. d As in c but for the isolated cumulus regime. All parameters including precipitation and

evaporation are plotted in energy flux units ðWm�2Þ
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calculate the diabatic terms of the MSE spatial variance budget from Wing and Emanuel

(2014) as suggested in Sect. 2.4.

Figure 10 shows the composite evolution of different budget terms for both the ‘‘or-

ganized system’’ and ‘‘isolated cumulus’’ regimes. These two regimes are separated by

applying different thresholds to the areal coverage of TRMM-detected precipitation cells

(i.e.,\25% for isolated cumuli and[50% for organized systems), aimed at delineating the

elements of atmospheric thermodynamics that are favorable or unfavorable for convective

organization (Masunaga 2014). The primary moisture source of precipitation is moisture

convergence during hours around the peak convection in the organized system regime

(Fig. 10a), while precipitation nearly balances out the local moisture supply from surface

evaporation in the isolated cumulus regime (Fig. 10b). In both the regimes, evaporation

stays almost constant over time at � 100–150 W m�2, which suffices to produce modest

rainfall from isolated cumuli but needs to be supplemented by a large dynamically driven

import of moisture to feed organized systems.

The dynamics specific to organized convective systems is illustrated in light of the MSE

budget (Fig. 10c), where MSE convergence stays overall negative but nearly vanishes to

zero as convection intensifies (discussed in detail by Masunaga and L’Ecuyer 2014). The

zero MSE convergence, or neutral gross moist stability (GMS), implies that the import of

moisture is just large enough to drive the large-scale adiabatic ascent and hence allows a

self-sustaining growth of convection (Masunaga 2014). In the isolated cumulus regime

(Fig. 10d), MSE convergence vanishes as in the organized system regime but the enhanced

radiative cooling, owing to reduced high clouds, appears to work against the further growth

of convection that could otherwise occur.

Note that the composite time series above are not to be interpreted as convective self-

aggregation itself being in progress. Idealized simulations demonstrate that convective

self-aggregation proceeds over a week or two (Tompkins 2001) or a few months

(Bretherton et al. 2005; Wing and Emanuel 2014), which is a time scale substantially

longer than the life cycle of individual convective systems (a few days at most) as depicted

in Fig. 10. The isolated cumulus regime and organized system regime, if put into the

context of self-aggregation, may be each a representation of the states before and after the

self-aggregation takes place (or outside and inside the area of aggregated convection).

From this perspective, the convective self-aggregation could be considered as a ‘‘phase

transition’’ from the isolated cumulus regime to the organized system regime. Figure 10c,

d suggests that a key role in the transition, if it occurs, would be the magnitude of radiative

cooling, which is in line with idealized simulations (Muller and Bony 2015) and theories of

convective self-aggregation (Emanuel et al. 2014). This hypothesis may be tested by

separating the composite analysis among different degrees of convective aggregation

using, for example, SCAI (Tobin et al. 2012). With the other environmental conditions

such as SST being equal, a set of composite time series constructed with different SCAI

values would provide an observational test bed to examine the self-aggregation processes

in the context of moisture and thermal budgets. This would be an interesting line of

research to pursue in the future.

5.2 Spaceborne Cloud Radar Approaches

Novel analyses of newer satellite assets that have not traditionally been applied to study

convection may offer potential for advancing our understanding of the coupled radiative

and hydrological responses to convective aggregation. There is growing acceptance of the
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utility of spaceborne cloud radars, in particular, for characterizing the distribution, internal

structure, spatial organization, updraft intensity, and radiative environments of convection.

New methods for discriminating precipitating scenes, isolating convective cores, and

profiling radiative fluxes and heating rates both within cloud and in the adjacent cloud-free

pixels are becoming sufficiently mature to shed new light on the coupled energy and water

cycle impacts of convective aggregation (Haynes et al. 2009; Lebsock and L’Ecuyer 2011;

Henderson et al. 2013; Matus and L’Ecuyer 2017).

Igel and Heever (2015), for example, used CloudSat observations to establish a quan-

titative link between the area of convective anvils and the associated convective cores.

Unlike previous studies that relied on coarser or less direct methods for identifying con-

vective updrafts, the high sensitivity and relatively high spatial resolution of the CloudSat

Cloud Profiling Radar (CPR) provide an unambiguous means of discriminating precipi-

tating and non-precipitating pixels with associated ice cloud area and vertical structure

from a single sensor. Examining nearly 5 years of CloudSat observations over the tropical

oceans, Igel et al. (2014) and Igel and Heever (2015) demonstrate that anvil widths sys-

tematically decrease while anvil temperatures become colder with increasing SST, as

discussed in Sect. 4. In addition, the width of associated cloud object pedestals (the cloud

shapes at the base of the anvils) decreases with increasing SST. These findings could be

consistent with a trend toward more aggregated convection over warmer oceans, though it

should be noted that, as discussed in Sect. 4, these studies look only at anvil size per cloud

object, not at total cloud area or how individual cloud objects are spatially distributed.

Furthermore, these studies do not explicitly control for precipitation intensity or divide

observations into different large-scale circulation regimes, and they look at local SST

rather than tropics-wide SST. Stein et al. (2017) use CloudSat-CALIPSO data to link cloud

amount to aggregation, showing larger areas of anvil cloud and less low cloud in regions

with less large-scale aggregation for a given large-scale rain rate, although they find less

dependence of anvil fraction on (local) SST as discussed in Sect. 4.

The greatest potential of cloud radar observations for advancing theories of convective

aggregation may, however, reside in recent efforts to infer internal dynamics and related

processes (Luo et al. 2010; Nelson et al. 2016). As convection evolves to a more aggre-

gated state, there is reason to anticipate that convective buoyancy and entrainment rates

will change owing to the reduced convective area and cloud lateral boundaries. Luo et al.

(2010) used the difference between cloud top temperature (CTT) and that of the ambient

environment at the radar-defined cloud top height (CTH) to estimate convective buoyancy

and entrainment rates in individual convective systems. CloudSat reflectivity observations

effectively remove the ambiguity between cloud top temperature and height, allowing

buoyancy to be estimated by comparing the observed CTT to the temperature at the CTH

in the environmental sounding. Entrainment rates are then estimated through iterative

application of an entraining plume model to obtain the best match with observed storm

vertical structure. Luo et al. (2010) paint a familiar picture of tri-modal tropical convection

made up of shallow, mid-level congestus, and deep convective modes (e.g., Johnson et al.

1999) but further characterize the composite dynamic processes within each mode. Nearly

all deep convection has negatively buoyant cloud tops and smaller entrainment rates while

congestus can be separated into distinct ‘‘transient’’ and ‘‘terminal’’ modes with positive

and negative buoyancy (smaller and larger entrainment rates), respectively.

Given the challenges associated with directly observing the time evolution of convec-

tive cloud structures on the scales required to observe convective aggregation, it may be

argued that composites of such observation-based estimates of dynamic and thermody-

namic processes will be key to testing model-based inferences regarding the driving
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processes. It is very likely, for example, that transitions from scattered to aggregated states

of convection will be accompanied by a shift in the relative frequencies of convective

states, leading to corresponding changes in domain-mean buoyancy and entrainment rates

that may be measured through a similar approach. While Luo et al. (2010) do not char-

acterize the properties of shallow convection, recent work has demonstrated that evapo-

ration and condensation rates in shallow convection can also be inferred from cloud radar

observations, offering the potential to further address the role of shallow convection in the

transition from isolated to aggregated convection (Nelson et al. 2016).

Spaceborne cloud radar observations also offer potential for testing hypothesized

feedbacks and energy and water cycle impacts of convective aggregation. Luo et al. (2014)

use time-differenced infrared brightness temperatures to relate cloud top vertical velocities

to convective mass transport and precipitation efficiency, two central physical character-

istics linking the causes and effects of convective aggregation. They demonstrate that

stronger updrafts correlate with higher precipitation echo-tops, increased convective mass

fluxes, and heavier rainfall throughout the tropics. While these studies do not definitively

test emerging theories concerning convective aggregation, they attest to the maturity of

novel process-related datasets from cloud radar observations and suggest that pursuing new

ways of integrating spaceborne cloud radar into future studies of convective aggregation is

warranted.

5.3 Feasibility of a Ground-Based Observational Network

Simulations of convective aggregation have shown that there is a marked difference in the

water vapor profiles in the dry and moist regions (Fig. 4), and the longwave radiative

heating difference between the two regions (Fig. 5) results in an up-gradient flow just

above the boundary layer that works to further enhance this moisture gradient (Sect. 2).

This characteristic difference between dry and moist regions is an important indicator of

aggregation, and therefore something that a field experiment could target. In this section,

we discuss the feasibility of such an experiment (for instance as part of a field campaign)

using currently available ground-based instruments.

0 5 10 15

Water Vapor [g kg-1]

0

1

2

3

4

5

6

A
lti

tu
de

 [k
m

 A
G

L]

-6 -4 -2 0

LW Heating Rate [K day-1]

0

1

2

3

4

5

6

Alt
itu

de
 [k

m 
AG

L]

Moist Profile
Dry Profile

Fig. 11 Water vapor mixing ratio profiles from a dry (black) and moist (gray) region of an RCE simulation
(at day 30) where convective aggregation occurred (left), and the corresponding longwave radiative heating
rate profiles computed using the RRTM (right). The error bars on the heating rate profiles were computed
by propagating the uncertainties in the Atmospheric Emitted Radiance Interferometer (AERI) retrieved
profiles through the RRTM

Surv Geophys (2017) 38:1199–1236

55



123Reprinted from the journal

An example of water vapor profiles from the dry and moist regions in a simulation of

aggregation from Muller and Bony (2015), along with longwave radiative heating rates in

cloud-free scenes computed using a radiative transfer model (RRTM; Mlawer et al. 1997),

are shown in Fig. 11. The differences in the shape of the water vapor profiles result in an

extra 2 K day�1 clear-sky longwave cooling in the boundary layer. This boundary layer

cooling will be enhanced if there are shallow liquid water clouds at the top of the boundary

layer; cumulus are often seen in the dry regions of simulations that show aggregation.

The challenge of any field experiment that aims to investigate the results shown by

numerical simulations of convective aggregation is the ability to observe water vapor

profiles, especially in the boundary layer, with the needed accuracy to yield significant

differences in the computed radiative heating rate profiles (cf. Stevens et al. this issue).

Many different boundary layer thermodynamic profiling technologies are currently being

used; Wulfmeyer et al. (2015) provides a review of these instruments. Satellite sensors

have difficulty observing the thermodynamic structure of the boundary layer, especially if

there are clouds in the scene; the limitations of satellite observations of water vapor also

affect reanalyses (Pincus et al. this issue). Thus, a network of multiple ground-based

remote sensors distributed over some area is the best option if a long duration dataset is

desired to observe the processes that lead to convective aggregation.

Of ground-based sensors, active remote sensors like water vapor Raman lidar and

differential absorption lidar (DIAL) have a special appeal because of their vertical reso-

lution and accuracy. However, there are no commercially available water vapor Raman

lidars or DIALs, and thus any network of lidars would consist of systems from multiple

research groups where each lidar would have its own sensitivity and uncertainties that may

make the analysis of a network of these datasets more challenging. However, there are

commercially available microwave radiometers and infrared spectrometers, and thus a

network composed only of one of these types of instrument would be homogeneous and

potentially easier to analyze.

Passive remote sensors like microwave radiometers and infrared spectrometers observe

radiance, and retrieval algorithms are needed to derive thermodynamic profiles from these

observations. Several studies have investigated the accuracy and information content of

these retrieved profiles. Löhnert et al. (2009) used an instrument system simulation

experiment to demonstrate that infrared spectrometers such as the Atmospheric Emitted

Radiance Interferometer (AERI, Knuteson et al. 2004a, b) have 2–4 times more infor-

mation on both the temperature and water vapor profile than microwave radiometers,

which leads to improved accuracy in the AERI-retrieved profiles under clear-sky condi-

tions. Blumberg et al. (2015) and Weckwerth et al. (2016) both confirmed that the AERI-

retrieved water vapor profile was more accurate than microwave radiometers below cloud

base or in cloud-free scenes using real observations.

A natural question is: Do the AERI retrievals have the sensitivity to distinguish between

the longwave radiative cooling rate profiles in the dry and moist columns seen in con-

vective aggregation scenarios? If so, then the AERI would be a good choice to include in

any ground-based network that is established to study convective aggregation from

observations. The AERI retrieval algorithm developed by Turner and Löhnert (2014),

which is able to retrieve lower-tropospheric thermodynamic profiles in both clear and

cloudy conditions, provides a complete error covariance matrix for each retrieval. Ther-

modynamic profiles derived from a Monte Carlo sampling of this error covariance matrix

were used to derive the RRTM to compute cloud-free longwave radiative heating profiles,

and the 1� r uncertainties at each level are shown in Fig. 11 (right). This demonstrates
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that the AERI has the accuracy to determine the radiative heating rate profiles in the two

clear-sky scenes. However, in moist convective regions, where clouds are numerous and

can dominate radiation fluxes, a combination of AERI and microwave radiometer retrievals

may be desirable to ensure sufficiently accurate humidity profiles (Löhnert et al. 2009;

Turner and Löhnert 2014). Furthermore, low clouds in the dry region contribute signifi-

cantly to self-aggregation in numerical simulations, so it would also be desirable to

measure vertical profiles of cloud water. This would enable a calculation of the total

radiative heating rate profiles. Cloud radars are the only type of instrument capable of this

type of measurement, but are likely prohibitively expensive to deploy in a network as

proposed here. A first step could be the deployment of ceilometers, which are a standard,

relatively inexpensive, autonomous, weak lidar used primarily at airports to determine

cloud base height.

A main strength of microwave and AERI measurements is their ability to measure

vertical profiles of moisture. If deployed in a network, the profilers in combination also

provide spatial context. A further extension integrates the surface-based measurements

with a satellite view of the CWV, thereby more fully interrogating the moisture budget

expressed in (1) (Hannah et al. 2016). The satellite can also be integrated with satellite-

derived perceptions of the precipitation and cloud distribution, while the surface-based

network provides further information on low clouds not easily detected from space and fills

in measurements in-between satellite overpasses, so that a rich, dense, three-dimensional

construction of a moisture field can be constructed that is large enough to encompass both

dry and moist regions. A remaining difficulty may be the typically short time spans for a

field deployment, muddying an interpretation of self-aggregation from data. Nevertheless,

high-resolution large-domain simulations coincident with such field observations, and

combined with observed surface fluxes and top-of-atmosphere radiative fluxes, will inspire

a deeper confidence in the theory of self-aggregation derived from RCE simulations and

help determine the relative importance of contributing processes.

6 Conclusions

Observing convective organization is not a new pursuit, as evidenced by the literature

review in this paper. But as we learn more about how convection clumps in idealized

models, there are new opportunities to formulate theories of fundamental convective

processes and test them (or at least gauge their plausibility) using observations. Models can

also be used at more realistic configurations to form a bridge between idealized simulations

and observations, and to help us better frame observational studies.

Insights from idealized simulations are already raising many new questions about how

the climate interacts with convective organization. But some findings are dependent on

model setup or formulation, and the few existing observational studies of aggregation are

not completely consistent with each other or with some model findings—we encourage

recent efforts to organize an intercomparison of RCE in models over a range of com-

plexities and configurations to help resolve these discrepancies. There is agreement

between models and observations that, as convection becomes clumped into fewer moist

regions, the subsidence regions become drier, resulting in a drier large-scale mean envi-

ronment. This drying, and a reduction of upper-tropospheric stratiform cloud, leads to

larger OLR and stronger atmospheric cooling. However, how aggregation and its effects
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interact with local SST on short time scales and with tropics-wide SST on long time scales

is still uncertain in both models and observations, as discussed further below.

Initiation processes, such as radiatively driven cold pools and related shallow over-

turning circulations, are one obvious observational target. Maintenance processes may be

even easier to study in observations, since they can be studied in heterogeneous conditions

more typical of convection in nature. There are already links between convective self-

aggregation processes in models and observed phenomena such as the MJO and tropical

cyclones, with feedbacks involving convection, clouds, moisture, radiation, and surface

fluxes being important. In fact, the difficulty of global weather and climate models to

simulate these phenomena may be related to problems with those models’ ability to

simulate aggregation processes, as mentioned in Wing et al. (2017).

Time scales are longer in idealized self-aggregation from homogeneous conditions than

typical time scales of observed growth of organized mesoscale convection, but we have

argued that this does not mean that idealized processes are not relevant for real organized

convection. This is because time scales vary a lot in idealized models, and exponential

growth implies shorter effective time scales when starting from already existing organi-

zation as is often found in nature. Furthermore, although the real world certainly contains

additional processes that can organize or disorganize convection (such as those reliant on

coastlines and orography), and these may dominate where they are faster or stronger than

self-aggregation processes, these are likely to be concentrated in particular regions and at

particular (especially smaller) space and time scales. This means that self-aggregation

processes may be favored in other regions and, perhaps, on larger spatial scales, and they

are still likely to be relevant for many phenomena and for climate. Feedbacks allowing for

the maintenance of idealized aggregation may also be important for maintaining organized

convection in nature, since disaggregation time scales are relatively short when longwave

radiation feedbacks are turned off in idealized simulations.

Some preliminary new findings show that an idealized simulation with elongated

channel geometry has a more realistic representation of atmospheric humidity than a

simulation with a square domain, which has too broad distribution of humidity and is too

dry in the driest regions when compared with radiosonde records from Nauru. This is an

example of how observations may be used to discriminate between different model con-

figurations and address concerns that may otherwise cast doubt on the relevance of

aggregation studies in general. Determining the reason for the difference in humidity

between these two model configurations is beyond the scope of this paper, and some

caution should be exercised when interpreting these results until the reasons and their

relationship to physical processes are better understood, since it is possible that the channel

simulation gets the ‘‘right answer for the wrong reason’’. However, possible reasons for

these humidity differences include differences in wind speed caused by stronger over-

turning circulations in the channel simulations, the development of slightly stronger mean

wind and wind shear in the channel simulations, or interactions between large-scale cir-

culations and multiple convective regions causing increased proximity and mixing between

moist and dry regions.

Recent work has underlined the potential importance of the sensitivity of aggregation

processes to SST and climate change. There are exciting new processes being proposed,

such as the ‘‘stability-iris’’ effect (Bony et al. 2016) that predicts smaller anvil fractions in

a warmer climate. We are gaining an understanding of how organized convection and

climate change may interact, but new questions are being raised about the fidelity of our

models. The ability to represent both large-scale circulations and convective processes

adequately is still a challenge for idealized models, and the effects of more complex
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processes such as ocean coupling are only beginning to be explored. There are also

challenges in using observations of the recent past to test model behavior in both idealized

and more realistic simulations of projected future climate. Specifically, we lack long

observational records, and studies of regional snapshots or individual cloud elements over

short time periods may not scale up to tropics-wide behavior on long time scales. There are

also differences in the SST dependence of initiation processes versus maintenance pro-

cesses in idealized self-aggregation which need to be further explored in both models and

observations. But the problem of aggregation in a warming world is an important one and

deserves a sustained research effort.

In addition to encouraging the continuing endeavor of confronting self-aggregation

processes with observations in general, we have proposed several specific lines of work

which appear promising. These include:

• existence, formation, and structure of radiatively driven cold pools

• MSE spatial variance budget analysis

• particle tracing back to last saturation (model and observations)

• radiosonde time scale analysis

• changes in satellite-observed aggregation state and anvil fraction over last few decades

(and further investigation of sensitivity to SST)

• paleotempestology using long-term isotopic records

• satellite analysis of link between water vapor isotopes and aggregation

• multiple-satellite temporal evolution of MSE budget for aggregated convection

• spaceborne radar to infer convective processes

• ground-based observational network

While this list is a good start, there are surely other opportunities to further our knowledge

of aggregation processes in idealized models using observations. And as the field advances,

there will be more ideas to test and explore. We hope the work reviewed and proposed here

is the beginning of an exciting new engagement between modeling and observational

studies of organized convection.
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Abstract Data from several coincident satellite sensors are analyzed to determine the

dependence of cloud and precipitation characteristics of tropical regions on the variance in the

water vapor field. Increased vapor variance is associated with decreased high cloud fraction

and an enhancement of low-level radiative cooling in dry regions of the domain. The result is

found across a range of sea surface temperatures and rain rates. This suggests the possibility of

an enhanced low-level circulation feeding the moist convecting areas when vapor variance is

large. These findings are consistent with idealized models of self-aggregation, in which the

aggregation of convection is maintained by a combination of low-level radiative cooling in dry

regions and mid-to-upper-level radiative warming in cloudy regions.

Keywords Convective aggregation � Radiation � Water vapor � Satellite � Observations

1 Introduction

Radiative-convective equilibrium, in which heating of the atmosphere by moist convection

and precipitation balances radiative cooling, is an idealization of the Earth’s tropical

atmosphere that neglects advective energy transport. Over a uniform surface, and in

domains large enough to contain many convective elements, the null hypothesis would be
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that convection in radiative-convective equilibrium would be distributed roughly uni-

formly throughout the domain. It has been known for more than 20 years, however, that

convection in numerical model simulations of radiative-convective equilibrium frequently

gathers itself together, increasing in spatial scale until, under many circumstances, the

entire domain contains only a single region of convection (Held et al. 1993; Bretherton

et al. 2005; Stephens et al. 2008; Wing and Emanuel 2014; Tompkins and Craig 1998). The

phenomenon of convective ‘self-aggregation’ was originally noted in cloud-resolving

models in which deep convection is explicit (Held et al. 1993; Bretherton et al. 2005;

Stephens et al. 2008; Wing and Emanuel 2014) but it also appears in global models (Bony

et al. 2016; Shi and Bretherton 2014; Reed et al. 2015; Coppin and Bony 2015) in which

convection is parameterized.

Self-aggregation has primarily been found to occur in simulations with warm Sea

Surface Temperatures (SST) with a possible SST threshold below which aggregations does

not occur (e.g., Wing and Emanuel 2014). A precise threshold remains elusive: Self-

aggregation has been simulated at SSTs less than 300 K (Wing et al. 2016; Holloway and

Woolnough 2016) and there are even simulations with an upper SST bound above which

self-aggregation does not occur (Wing and Emanuel 2014). While studies have consistently

found a relationship between temperature and self-aggregation, there is not a consensus on

the specific nature of this relationship. The remainder of this paper will address aggregation

in warm SST environments with the caveat that the phenomena may have broader

applicability.

Models show that in a fully aggregated state, the atmosphere consists of a few very

moist regions containing strong convection and a much larger dry, subsiding region. The

contrast in humidity between dry and moist regions is strong so that the variance of the

moisture field increases with the degree of aggregation (Bretherton et al. 2005; Wing

et al. 2016). High clouds are less frequent in aggregated states, allowing increased

longwave (LW) radiative cooling to space. The precise details of convectively aggre-

gated states are still being explored (Muller and Bony 2015) but the frequent finding that

aggregation increases with sea surface temperature suggests a stabilizing feedback on

climate reminiscent of the ‘Iris hypothesis’ (Lindzen et al. 2001), albeit through dif-

ferent mechanisms than originally proposed (Mauritsen and Stevens 2015; Bony et al.

2016).

The degree to which the self-aggregation of convection is relevant to the Earth’s

atmosphere is not entirely clear. As reviewed carefully by Holloway et al. (2017; this

issue), the organization of convection has been thought of for many years as being inti-

mately linked to mesoscale systems organized by gravity and other convectively coupled

waves (e.g., Mapes 1993) or large-scale circulations. The Earth’s atmosphere does exhibit

some characteristics of convective self-aggregation, including the tendency of more

organized atmospheres to have lower humidity in clear areas, reduced domain-mean high

cloudiness, and increased low cloudiness in non-convective areas, with corresponding

impacts on surface and radiative fluxes (Tobin et al. 2012; Stein et al. 2017; Tobin et al.

2013).

As the mechanisms responsible for self-aggregation in radiative-convective equilibrium

become more robustly understood, observational tests focusing on those mechanisms

become possible (see Holloway et al., this issue; Bony et al., this issue). Here, we expand

on the relatively small literature (Tobin et al. 2012, 2013; Stein et al. 2017) examining how

the structure of the atmosphere, and the clouds embedded in it, depends on the degree of

organization. We exploit a range of colocated observations from the A-Train satellite

constellation (Stephens et al. 2002; L’Ecuyer and Jiang 2010) to identify aggregated states
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in the tropical atmosphere and examine the cloud, precipitation, and radiative structure of

these states. We use a new measure of organization based on the spatial variability of the

water vapor field. The richness of the observations allows us to identify the circumstances

under which aggregation is most frequent and to disentangle the effects of aggregation and

mean environmental conditions on the cloud and humidity structure of the atmosphere. We

emphasize the important distinction between the observed aggregation that is influenced by

external forcing and the idealized concept of self-aggregation, which occurs in the absence

of large-scale forcing. The results of this paper must be interpreted with the understanding

that these are distinct phenomena.

2 Characterizing Aggregation in Clouds and Their Environment

2.1 Observations from the A-Train

We use data products from the A-Train constellation (Stephens et al. 2002; L’Ecuyer and

Jiang 2010). These sensors include the Advanced Microwave Scanning Radiometer for

EOS (AMSR-E), the Moderate resolution Imaging Spectroradiometer (MODIS), CloudSat,

and CALIPSO. AMSR-E data is available from June 2002 to October 2011 when the

instrument spun down. MODIS cloud data is used during this same period. CloudSat/

CALIPSO data was used from the period June 2006 to February 2011. All the observations

are nearly instantaneous snapshots as opposed to daily average quantities. Results that

contain CloudSat/CALIPSO data use the 2006–2011 epoch, whereas results that do not use

CloudSat/CALIPSO data use the full A-Train period.

Here, we use Column Water Vapor (CWV) from the AMSR-E sensor (Kawanishi et al.

2003) derived from the version 7 Remote Sensing System algorithms (Wentz and Meissner

2000, 2007). The CWV has an expected precision of 1 kgm-2. The data product is

available over ocean surfaces on a 0.25� daily grid with the ascending orbital nodes

separated from the descending orbital nodes.

Surface Rain Rate (RR) data are also derived from the AMSR-E sensor using the

version 2 Goddard Profiling (GPROF) algorithm (Kummerow et al. 2011). Like the CWV

data, the RR is available on a 0.25� daily grid with the ascending orbital nodes separated

from the descending orbital nodes.

Cloud data are taken from the collection 5.1, Level 3 Aqua MODIS products. We use

the Cloud top pressure (CTP) histograms in the Level 3 products, which are separately

stored for ascending and descending nodes (Cloud_Top_Pressure_Day_Histogram_Counts

and Cloud_Top_Pressure_Night_Histogram_Counts). The CTP histograms bin the

observed cloud counts as a function of 11 bins in 100 hPa increments from the surface to

the top of the atmosphere. In addition to the histogram, we use the CTP counts

(Cloud_Top_Pressure_Day_Pixel_Counts and Cloud_Top_Pressure_Night_Pixel_Counts)

variable in order to calculate cloud fractions from the histograms.

Cloud occurrence profiles are derived from the release-04 2B-Geoprof-Lidar product

(Mace et al. 2009) which combines the CloudSat radar cloud mask (Marchand et al. 2008)

with the CALIPSO lidar cloud mask (Vaughan et al. 2009). These data are stored on

granules that correspond to single orbits; nadir-only sampling means that there is no

overlap between the ascending and descending observations.

Precipitation incidence is used from the release-04 CloudSat 2C-Precip-Column product

(Haynes et al. 2009; Smalley et al. 2013). Surface rain incidence is defined using the
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Precip_flag variable = 3, which corresponds to certain precipitation and a radar reflectivity

exceeding 0 dBZ at an altitude of approximately 720 m.

Radiative heating profiles are taken from the CloudSat/CALIPSO 2B-Flxhr-Lidar

product (Henderson et al. 2013), which combines meteorological analysis with the cloud

and aerosol profile information from CloudSat and CALIPSO and a dynamic land surface

as input to a radiative transfer model to compute the profile of radiative fluxes at 240 m

vertical resolution. Pixel-level RMS differences between this product and the derived top

of the atmosphere (TOA) fluxes from the Clouds and Earth Radiant Energy System

(CERES) are 5.7 and 16.5 W m-2 for the longwave and shortwave, respectively. However,

the biases in pixel-scale retrievals are less than 5 W m-2 (Henderson et al. 2013). We use a

modified version of the 2B-Flxhr-Lidar product designed to estimate the diurnal mean

fluxes. This modified product computes the shortwave fluxes using 12 different solar zenith

angles to account for the diurnal precession of the incoming flux. This product does not,

however, account for diurnal changes in the cloud or thermodynamic variables, since they

are not directly observed by the A-Train constellation. The Flxhr-lidar product includes an

estimate of the Cloud Radiative Effect (CRE). The CRE is calculated explicitly by per-

forming the radiative transfer calculation twice: once all sky and once clear sky. The CRE

is then calculated as the difference of the clear-sky calculation from the all-sky calculation.

All fluxes that follow are defined positive downward.

2.2 Characterizing Aggregation in the Water Vapor Field

Observational studies of convective self-aggregation to date (Tobin et al. 2012; Stein et al.

2017; Tobin et al. 2013) have quantified the degree of aggregation based on the degree to

which cold clouds observed with a domain are spatially coherent, and these studies have

also noted that clear areas tend to be less humid when convection is more aggregated. We

invert this logic using a measure of aggregation defined by the inhomogeneity of the

integrated water vapor field. Our motivations are partly practical: Definitions of aggre-

gation based on clouds require processing high volumes of pixel-scale cloud observations,

and cloud observations can be sensitive to the details of the observing system including

sensor resolution, inherent sensitivity, and algorithmic choices (Pincus et al. 2012) while

being subject to much larger high-frequency variability than is vapor. More importantly, it

is useful to understand the degree to which variability in water vapor can exist indepen-

dently of the systematic organization of convection.

We define the degree of aggregation a using the coefficient of variation for water vapor

calculated from the 0.25� data on a 5� twice-daily (day/night) grid,

a ¼ rCWV

CWV
ð1Þ

where the overbar represents the spatial mean and r is the standard deviation taken over the

grid. All other cloud, precipitation, and radiation data are aggregated to a common twice-

daily 5� grid. The choice of a 5� grid is arbitrary; however, the conclusions drawn herein do
not change when repeating the analysis at 10�. The separation of ascending and descending

nodes is important because it keeps each grid box a semi-instantaneous sample in time.

Pixels identified as land are filtered out of the analysis with no imposed threshold on the

number of ocean pixels that enter each 5� aggregation. The high cloud fraction is calcu-

lated from both the MODIS and CloudSat/CALIPSO data, whereas low cloud fraction is

only derived from the CloudSat/CALISPO data. From MODIS, the high cloud fraction is

calculated using the cloud fraction in the CTP histograms with CTP lower than 400 hPa.

Surv Geophys (2017) 38:1237–1254
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Similarly, from CloudSat the high cloud fraction is calculated as the fraction of cloud cover

above 7.5 km.

All 5� regions are filtered for SSTs between 300 and 304 K, which include most of the

warmest tropical SSTs. Higher SSTs are infrequent enough that sampling is problematic.

The lower SST bound is motivated by modeling studies that suggest that SSTs over 300 K

are the relevant regime for self-aggregation. We also note that results are robust down to

SSTs of 296 K.

Daily data can occasionally be missing in areas of intense precipitation where high

winds affect surface emissivity and large ice water contents cause scattering of the

emission signal. These missing data points are disregarded in the calculation of the

aggregation. The missing data are most likely the high tail of the CWV distribution and

therefore may introduce some systematic bias in the calculation of a; however, this

influence is somewhat mitigated by the normalization in Eq. 1 as both the standard

deviation and mean will be biased low when data are missing.

Figure 1 shows an example of 1 day’s calculation of the aggregation and related data

products for the ascending (daytime) orbits.

3 Relationships Among Clouds, Humidity, and Aggregation

Our relatively large data set allows us to examine the geographic distribution of aggre-

gation. Figure 2 shows a map of the degree of aggregation, water vapor, and SST over the

period 2002–2011. Aggregation is largest where the gradient of the mean water vapor field

is largest, on the edges of the West Pacific warm pool and the Inter-Tropical Convergence

Zone (ITCZ), suggesting that aggregation, by this measure, is most common in domains

which cover both the ascending and descending regions of either a large-scale or a synoptic

circulation. This geographical distribution is inconsistent with some modeling results

suggesting that aggregation increases with SST although this may be an artifact of the

particular definition of aggregation used here.

Missing CWV retrieval failures might introduce systematic bias in the results that

follow. However, Fig. 3 shows that these failures are rare and relatively evenly distributed

across the range of a. There is a modest maximum in the failure count for a near 3%. The

geographical distribution of failure rate clearly shows that the prevalence of failed CWV

retrievals follows the distribution of precipitation with relative maximum in the ITCZ and

the warm pool. The fraction of missing pixels only exceeds 2% in a handful of poorly

sampled grids. Comparing this distribution to Fig. 2, one cannot find a strong correlation

between the occurrences of high, moderate, or low mean aggregation state with the CWV

failure rate. For example, while both the ITCZ and the warm pool have relatively elevated

precipitation rates and retrieval failure rates, the ITCZ is characterized by large a and the

warm pool by low a.

3.1 Cloudiness Depends on Sea Surface Temperature and Aggregation State

One of the most robust features of self-aggregation in idealized simulations is the reduction

in high cloud cover with increased aggregation. This feature appears in our data set,

echoing results from previous observational studies. Figure 4 shows that the MODIS high

cloud cover tends to decrease with increasing aggregation, and results (not shown) using

the CloudSat/CALIPSO data confirm this result. The result is consistent with Stein et al.
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(2017). That study further finds that the strong dependence of high cloud fraction with

aggregation is largely a function of variations in optically thin cirrus cloud. Note that in

Fig. 3, panel C shows how the mean water vapor varies with a. It is not surprising to see

that CWV decreases with a, contributing to changes in a, since CWV appears in the

denominator of Eq. 1, but these changes in the CWV do not explain the majority of the

variation in a. Therefore, the degree of aggregation is primarily driven by spatial variation

in water vapor, not changes in CWV. We infer that changes in cloud morphology corre-

lated with a are related to changes in the spatial variability of water vapor as opposed to the
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Fig. 1 An example of the data for the ascending orbit of August 04, 2006. The top left panel shows the
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mean water vapor. We can also observe from Fig. 4 panel C that dry states tend to display

a more aggregated state than do moister states which is consistent with the geographical

distributions shown in Fig. 2, which shows a minimum aggregation in the moistest regions.

Figure 5 shows how the vertical profile of cloudiness changes with increases in a (see

also Stein et al. 2017, Fig. 3). Profiles are derived from the CloudSat/CALIPSO data which

only provide a narrow nadir swath within each sample grid box; however, averaged over a

large number of samples, it should provide an unbiased estimate of the mean. This is

evident in the fact MODIS and CloudSat/CALIPSO show the same dependence of high

clouds on a. We see in Fig. 5 that the total cloud cover is a strong function of mean SST

but, for a given SST range, an increase in vapor variability is not only associated with a

decrease in high cloud fraction but also a decrease in mid-level clouds indicating a drying

out of the mid-troposphere, presumably due to a decrease in the convective area fraction.

Smaller changes in the low cloud fraction are observed that depend on the SST. At cooler

SST, the low cloud fraction increases slightly with a, whereas it decreases with a at higher

SST.
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Fig. 2 The left-hand panels show the frequency of occurrence of various aggregation states. Low-
aggregation is defined as\ 5%, moderate-aggregation is defined as 5–10%, and high-aggregation is defined
as[ 10%. The right-hand panel shows the mean SST, column water vapor, and sample count. Note the
predominance of low-aggregation in the maritime continent with areas of higher aggregation on the
boundaries of the ITCZ and the warm pool
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3.2 Cloudiness, Radiative Heating, and Convective Intensity

Figures 1, 2, 3, 4, and 5 mix many different convective states across the aggregation index

a. Might these results be the result of systematic variation in convective activity with the

vapor variance, rather than an indication of the aggregation of convection? To address this

concern, we further stratify our results by the observed rain rate averaged over each

5� 9 5� region following the approach of Stein et al. (2017). This admittedly rough metric

for convective intensity is the best available from the A-Train observations. A better

measure of convective area fraction might be gleaned from Global Precipitation Mea-

surement (GPM) mission or Tropical Rainfall Measurement Mission radar observations,

which can identify convective precipitation using the spatial variance of the radar
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reflectivity; however, these observations are rarely coincident with the A-Train data used in

this study. The GPM mission includes the GPM Microwave Radiometer (GMI), which has

similar characteristics to the AMSR-E radiometer, so it would be possible to examine GPM

radar observations in terms of the aggregation index defined in this paper.

Figure 6 shows how the mean a depends on both the grid-mean rain rate and SST. There

is a tendency toward larger a with decreases in either SST or rain rate. Thus, stratifying

results by both SST and rain rate is important to determine whether the dependences of

clouds on a are related to variations in a itself or are instead potentially due to correlation

of a with precipitation.

High cloud fraction does indeed decrease with increasing a for each rain rate bin and

each SST (Fig. 7), with the dependence of high cloud fraction on aggregation similar

within each bin. This suggests that the high cloud fraction decreases with a due to

0 5 10 15 20

Vapor Variability [%]

0.0

0.2

0.4

0.6

0.8

1.0

M
O

D
IS

 H
ig

h 
C

lo
ud

 F
ra

ct
io

n

SST 300-301 K
SST 301-302 K
SST 302-303 K
SST 303-304 K

0 5 10 15 20

Vapor Variability [%]

0

3

4

4

4

4

S
am

pl
e 

C
ou

nt

0 5 10 15 20

Vapor Variability [%]

20

30

40

50

60

70

M
ea

n 
V

ap
or

 [k
g/

m
^2

]

Fig. 4 The MODIS high cloud fraction (\ 400 hPa), sample count and mean water vapor as a function of
the water vapor aggregation

Surv Geophys (2017) 38:1237–1254

73



123Reprinted from the journal

aggregation of convection, not via a systematic dependence of convective intensity on the

water vapor variance.

Stein et al. (2017) found that low-level cloud fraction increases along with their

aggregation metric. Modeling results also suggest that low-level clouds are crucial for the

onset of convective aggregation and are one of the several processes that help maintain an

established aggregated state (Muller and Bony 2015). Figure 8 shows that the low cloud
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Fig. 5 The height resolved cloud fraction from CloudSat/CALIPSO as a function of the aggregation index

Fig. 6 The mean vapor variability (a) as a function of mean rain rate within a 5� grid box. The error bars
show the standard deviation. While virtually any value of a can be observed for any rain rate or SST value,
there are clear tendencies for alpha to increase with decreasing rain rate and decreasing SST
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fraction as deduced from the CloudSat/CALIPSO data shows increases with alpha, in

agreement with the Stein et al.’s (2017) result. Low cloud fraction decreases with

increasing SST, decreases with increasing rain rate, and low cloud fraction tends to

increase with a regardless of the rain rate or SST bin.

The systematic dependence of the cloud cover on a has a substantial influence on the

cloud radiative effects. Figure 9 shows the result of the aggregation state on the mean

cloud radiative effect at the TOA. As a increases (and high cloud cover decreases), there is

increased domain average longwave emission to space compensated by decreased solar

reflectance. In general, the shortwave effect is larger than the longwave effect. Results are

shown only for the 301–302 K SST bin; qualitatively, similar dependence of the TOA

fluxes is found at the other SSTs. For a given rain rate and SST, therefore, net absorption

by the earth and atmosphere increases with the degree of aggregation a.
The compensation between longwave and shortwave at the TOA implies a redistribution

of heating in the atmospheric column with increased solar heating of the surface and

increased longwave cooling of the atmosphere. Longwave radiative cooling is concentrated

at the effective emission level, which is governed by cloud top and the water vapor scale

height. Indeed, heating rate profiles stratified according to rain rate (Fig. 10) show

increasing low-level cooling of the atmosphere with increased aggregation. As a increases,
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the height of the maximum cooling decreases and the magnitude of the lower tropospheric

cooling increases, each of which supports the LW radiative-convective feedback conjec-

ture whereby enhanced low-level atmospheric cooling with aggregation helps sustain the

aggregated state through positive feedback on the regional circulation.
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observed using the combined CloudSat/CALIPSO data set and are defined here as clouds having tops lower
than 3 km. Low cloud increases with the vapor variability for the majority of rain rate and SST bins
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3.3 Does Vapor Aggregation Imply Convective Aggregation?

The results already shown, using a measure of aggregation defined by the water vapor field,

show variations of cloudiness consistent with observations stratified by the connectedness

of clouds themselves, suggesting that large-scale variance of water vapor and the

mesoscale distribution of clouds are tightly linked. In this section, we explore these

relationships more carefully.

We examine differences in the structure of the cloud and radiation fields in the dry and

moist areas by compositing our observations as a function of mean column-integrated

water vapor. Each twice-daily grid box is divided into water vapor octiles, and then cloud

and radiation data are composited as a function of each octile (Fig. 11). This analysis

averages data across the various aggregation states while retaining information of the

covariability of moisture and cloudiness within each domain. Because SST variation across

each 5� box is relatively small, this is analogous to energy-budget analyses used to

diagnose the mechanisms leading to self-aggregation (Bretherton et al. 2005; Wing and

-3.00

-2.25

-1.50

-0.75

0.00

LW
 H

ea
tin

g 
[K

/d
ay

]

SST 300-301 K

0

3

6

9

12

15

R
at

e 
[0

-2
 m

m
/h

]

H
ei

gh
t [

km
]

SST 301-302 K SST 302-303 K SST 303-304 K

0

3

6

9

12

15

R
at

e 
[2

-4
 m

m
/h

]

H
ei

gh
t [

km
]

0

3

6

9

12

15

R
at

e 
[4

-6
 m

m
/h

]

H
ei

gh
t [

km
]

0 4 8 12 16 20
Vapor Variability [%]

0

3

6

9

12

15

R
at

e 
[6

-8
 m

m
/h

]

H
ei

gh
t [

km
]

0 4 8 12 16 20
Vapor Variability [%]

0 4 8 12 16 20
Vapor Variability [%]

0 4 8 12 16 20
Vapor Variability [%]
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the vapor variability
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Emanuel 2014; Muller and Bony 2015) although open boundary conditions suggest that

inferring circulations from this stratification is unwise.

Within each rain rate/SST regime, the moistest areas have the highest cloud fraction at

all levels, while the driest show very little cloud in the middle atmosphere and enhanced

low-level cooling. This picture is consistent with modeling results showing preferential

convection in the moist regions that can be maintained (or caused) by an enhanced LW

radiative cooling in the dry region (c.f. Figure 2 in Muller and Bony (2015)).

Aggregated convection might also be expected to lead to more aggregated precipitation.

The hypothesis is tested using a precipitation length scale lp, defined as the chord length of

contiguous areas of precipitation, based on precise precipitation incidence flags from

CloudSat (Smalley and L’Ecuyer 2015). On the scale of an individual sample, this chord

length may have a great deal of uncertainty due to the nadir sampling of CloudSat and the

non-isotropic structure of precipitation. We make the assumption that averaged over a

large number of samples, systematic differences in precipitation spatial scale can be
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Fig. 11 Composite view of the LW cooling rate (colors) and cloud fraction (contours) as a function of
vapor octiles averaged over all aggregation states. By definition, the moistest octiles are on the left and the
driest octiles on the right side of the plots
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inferred from the chord-length measurement. Figure 12 contrasts lp in regions with very

aggregated regions (a[ 10) with homogenous regions (a\ 5). Precipitation length scale

is generally longer in the moistest octile for the a[ 10 state than for a\ 5, whereas it

tends to be shorter in the other 7 octiles, regardless of SST or rain rate. This would occur if,

for example, rain from convective systems increasingly aggregates in moist regions as

water vapor variance increases. Commensurate with these changes in the character of

precipitation in the moist region is a decrease in the organization in the dry areas, which

may have more isolated shallow convection.
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Fig. 12 The difference in the precipitation length scale (lp) between vapor variance greater than 10% cases
and vapor variance less than 5% cases. In the moistest octile, the aggregated cases tend to have a longer
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4 Summary and Discussion

We have explored the relationships among clouds, precipitation, radiation, and a measure

of the convective aggregation given by the variance in the column water vapor field in

large domains over the tropical oceans. This study was motivated by a number of modeling

studies hypothesizing an increase in convective aggregation with warming SSTs. Cloud

modeling studies of this convective self-aggregation robustly find that the water vapor

variance increases with aggregation of the convection. Over ocean surfaces, column water

vapor is well-measured and relatively continuous. We expect it provides a measure

complementary to the infrared cloud observations that have been employed by previous

observational studies of convective aggregation (Tobin et al. 2012; Holloway, this issue).

In the observations presented here, we see a reduction in the area of high cloud cover

and an associated increase in the longwave cooling of the atmospheric column to space, as

the degree of aggregation increases. We further observe an increase in the low cloud cover

with increased aggregation. The enhanced cooling occurs in the dry regions of the domain,

reinforcing the moist-static energy gradient between moist and dry regions. Modeling

studies suggest that this radiative effect acts as a positive feedback contributing with other

processes to maintain the organization of convection in moist areas (Muller and Bony

2015). It is important here to draw a distinction between the initiation and maintenance of

the aggregated state. The Muller and Bony study finds that cooling rates localized at cloud

top on the order of * 13 K/day are required for the initiation, whereas broad lower

tropospheric cooling on the order of * 2 K/day is helpful but not necessary for main-

taining aggregation. The observations shown here are on the order of the * 2 K/day

helpful for the maintenance of the aggregated state.

This picture of convective organization is consistent across a range of SSTs and rain

rates, which we take as a loose proxy for convective intensity. Sorting the results by rain

rate provides some relevance to the cloud-climate-feedback problem in the context of

radiative-convective equilibrium. In particular, the results show that regions with very

different cloud morphology and associated radiative effects can produce the same mean

rain rate. It follows that if the aggregated state becomes more prevalent as SST warms, the

Earth system may be able to produce the required rainfall to balance the radiative cooling

of the atmosphere while having a significantly reduced amount of high cloud.

An important point not addressed by this study is the issue of the spatial scale over

which convection might be expected to aggregate as the climate warms. Will the aggre-

gation tend to occur on the mesoscale, the global scale, or at some scale in between? The

cyclical boundary conditions and constraint of mass continuity may mean that modeling

studies of self-aggregation are more relevant to global-scale circulations than to the

mesoscale. This study supports the view that aggregated convection on the synoptic scale

produces an environment with a bimodal moisture distribution including dry regions that

produce a positive radiative cooling feedback on the convective circulations. These rein-

forcing radiative feedbacks on convection have also been noted in interannual variability as

manifested in the El Nino Southern Oscillation (Rädel et al. 2016) and are implicit in the

global-scale narrowing of the inter-tropical convergence zone (Wodzicki and Rapp 2016).

We emphasize that this study cannot confirm observationally that convection does

indeed self-aggregate; testing this hypothesis mechanistically will require targeted obser-

vations and analysis (Holloway et al., this issue; Bony et al., this issue). Our survey does

demonstrate that certain features of the cloud morphology present in model simulations of

self-aggregation are also present in observations of the routine aggregation found in the
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tropical atmosphere. This suggests that aggregation of convection in Earth’s atmosphere,

whatever the mechanism, provides a useful conceptual model through which to view

important aspects of cloud feedbacks on climate (Mapes 2016).
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Abstract Space-borne observations reveal that 20–40% of marine convective clouds

below the freezing level produce rain. In this paper we speculate what the prevalence of

warm rain might imply for convection and large-scale circulations over tropical oceans.

We present results using a two-column radiative–convective model of hydrostatic, non-

linear flow on a non-rotating sphere, with parameterized convection and radiation, and

review ongoing efforts in high-resolution modeling and observations of warm rain. The

model experiments investigate the response of convection and circulation to sea surface

temperature (SST) gradients between the columns and to changes in a parameter that

controls the conversion of cloud condensate to rain. Convection over the cold ocean

collapses to a shallow mode with tops near 850 hPa, but a congestus mode with tops near

600 hPa can develop at small SST differences when warm rain formation is more efficient.

Here, interactive radiation and the response of the circulation are crucial: along with

congestus a deeper moist layer develops, which leads to less low-level radiative cooling, a

smaller buoyancy gradient between the columns, and therefore a weaker circulation and

less subsidence over the cold ocean. The congestus mode is accompanied with more

surface precipitation in the subsiding column and less surface precipitation in the deep

convecting column. For the shallow mode over colder oceans, circulations also weaken

with more efficient warm rain formation, but only marginally. Here, more warm rain

reduces convective tops and the boundary layer depth—similar to Large-Eddy Simulation

(LES) studies—which reduces the integrated buoyancy gradient. Elucidating the impact of

warm rain can benefit from large-domain high-resolution simulations and observations.

Parameterizations of warm rain may be constrained through collocated cloud and rain

profiling from ground, and concurrent changes in convection and rain in subsiding and
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convecting branches of circulations may be revealed from a collocation of space-borne

sensors, including the Global Precipitation Measurement (GPM) and upcoming Aeolus

missions.

Keywords Warm rain � Shallow cumulus � Congestus � Circulations � Climate

1 Introduction

Before observations demonstrated that clouds with tops below the freezing level are raining

(Byers and Hall 1955; Battan and Braham 1956), scientists believed that ice nuclei are

necessary to produce rain. Inspired by those observations, scientists soon discovered the

importance of coalescence processes for warm rain formation. Coalescence processes also

helped explain why clouds over oceans with a similar depth as clouds over land rain more

easily. Namely, oceans are deprived of aerosol, except for sea salt and sulfate. Hence, there

are relatively few cloud condensation nuclei over oceans, so that cloud droplets are relatively

large, and auto-conversion and accretion processes are very efficient (Kubar et al. 2009).

In the subtropics and tropics, the freezing level is located between 4 and 5 km, and

raining clouds include subtropical stratocumulus over cold eastern ocean boundaries;

shallow cumulus clouds that are more widespread throughout the subtropics and tropics;

and congestus clouds, which tend to be confined to warmer oceans. According to the WMO

cloud atlas, congestus is not a cloud type on its own, but a species of cumulus with tops

between 2 km and the freezing level (although in the literature congestus is often used to

denote cumuli with tops up to 8 km). Although both shallow cumulus and congestus

produce drizzle and rain alike, a point we return to below, the distinction is useful, because

congestus appears more sensitive to changing large-scale states (Nuijens et al. 2014).

The CloudSat cloud profiling radar (CPR), which is currently the only sensor capable of

delineating warm cloud, drizzle and rain, has demonstrated that oceans are covered by

10–50% of warm clouds (Fig. 1a). Of these warm clouds, between 20 and 40% contain
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Fig. 1 Global warm rain occurrence observed by CloudSat during 2007–2010. Warm clouds are as those
with tops [273 K. Drizzle is defined as having a ‘‘near-surface’’ (the lowest detectable range bin in
CloudSat observations) reflectivity Z greater than -7.5 dBZ, while rain is defined as Z[ 0 dBZ. The rain
and drizzle fractions represent the fraction of warm clouds that contain rain or drizzle, respectively.
CloudSat data are processed using the 2C-PRECIP-COLUMN and 2C-RAIN-PROFILE algorithms
described in Haynes et al. (2009) and Lebsock and L’Ecuyer (2011), respectively
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precipitation (Fig. 1b). Somewhat lower fractions are found near ocean boundaries and

higher fractions in the Eastern Pacific, but overall most regions have clouds with a pre-

cipitating fraction of at least 5–10%. Figure 1c, d further separates precipitation in drizzle

and rain, which shows that drizzle is widespread and concentrated over eastern ocean

boundaries, whereas rain is concentrated in the downstream trades and near the Inter-

tropical convergence zone (ITCZ), e.g., just north of the Equator in the Pacific and Atlantic

oceans, or just south of the Equator in the Indian ocean.

One might not be impressed by those numbers. But those who live on islands have long

appreciated the occasional passing of warm rain showers, which on windward sides of hilly

islands make for lush vegetation, even during the ‘‘dry’’ season when deep convection

abates.

Measurements from the precipitation radar (PR) deployed during the Tropical Rainfall

Measuring Mission (TRMM, 1997–2015) first emphasized the prevalence of warm rain

over global oceans and their potential impact on large-scale heating rates (Short and

Nakamura 2000; Schumacher and Houze 2003; Takayabu et al. 2010). But the TRMM PR

has a minimum detection threshold of about 0.4–0:5 mm h�1 and therefore misses about

9% of accumulated rain and up to 50% of the occurrence of light rain compared to

CloudSat (Berg et al. 2009). Global precipitation estimates from passive microwave sen-

sors also lack a sensitivity to light rain, especially when rain covers only small areas, which

is the case for isolated cumulus showers (Burdanowitz et al. 2015). The most widely used

Global Precipitation Climatology Project (GPCP) product has long been used to derive

surface latent heat fluxes to construct the global mean energy budget, and a lack of warm

rain might explain why observed heat fluxes at the ocean surface have not matched

observed ocean heating rates. By increasing global precipitation rates by about 16% based

on CloudSat data, equivalent to increasing the latent heat flux by 12 W m�2, the global

mean surface energy budget can be closed (Stephens et al. 2012). But warm rain is

probably not the only reason for residuals in the surface energy budget. Largest residuals

are found in regions where shallow cumuli dominate but alternate with deeper convection

(Kato et al. 2016), but these residuals are larger than warm rain can account for. One

hypothesis is that retrieval errors are caused by greater variability in deeper convection

along with shallow convection, which warrants a better understanding of the coupling

between different types of convection.

Warm rain may also alter the radiation budget by influencing the microphysical and

mesoscale structure of clouds, which satellite images, corroborated by in-situ measure-

ments and high-resolution modeling, have demonstrated. Numerous cells of seemingly

cloud-free air (pockets of open cells, POCs) surrounded by walls of drizzle can be

embedded into an otherwise homogeneous stratocumulus cloud deck (Stevens et al. 2005;

Wood et al. 2008). In these cells cloud droplets have been scavenged by drizzle drops,

leading to very low cloud droplet number concentrations. Observations have also

demonstrated that fields of shallow cumuli accompanied by significant rain are organized

into arc-shaped formations (Snodgrass et al. 2009; Zuidema et al. 2012). These are rep-

resentative for the presence of cold pools, which are produced by the evaporation of rain

and convective downdrafts, similar to the cold pools that accompany deep convection

(Tompkins 2001).

When rain evaporates, it no longer produces a net (latent) heating, and it redistributes

moisture in the atmosphere. The relative fraction of rain that evaporates or reaches the

surface is thus important for large-scale heat and moisture budgets. Herbert Riehl derived

the first heat budget of the trades and argued that each layer of the lower atmosphere would

Surv Geophys (2017) 38:1257–1282
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precipitate (and heat) just as much as would be required to balance the loss of heat from

radiation. Hence, from the profile of radiative cooling, one could predict the profile of the

rain flux and thus the profile of the moisture flux (Riehl et al. 1951).

But, since Riehl’s study, not much research has focused on large-scale controls and

impacts of warm rain. More attention has been given to microphysical aspects of warm

rain, including the role of aerosols in the onset of warm rain. For instance, aerosol and

cloud condensation nuclei (CCN) concentrations control the height at which rain-sized

drops first start to form. Figure 2, adopted from Lonitz et al. (2015), shows how radar

reflectivity, which measures the sixth moment of the drop-size distribution, increases with

height above cloud base for different CCN concentrations. The gray lines illustrate theo-

retical behavior, assuming a gamma distribution of the drop-size distribution, and the black

lines illustrate the behavior of a 1D kinematic bin microphysics model (Seifert and Stevens

2010). According to the CloudSat definition, a reflectivity larger than -7 dBZ corresponds

to drizzle, which implies that for a CCN concentration of 100 cm�3 drizzle forms when

clouds reach 1.7 km. Indeed, the percentage of clouds that develop a maximum reflectivity

larger than -7 dBZ (drizzle) or 0 dBZ (rain) increases substantially for cloud tops beyond

1.5 km (Fig. 2b): 20% of clouds contain drizzle, and 20% contain rain. For cloud tops

beyond 2 km, most clouds already contain rain (82%).

Warm rain is thus an integral part of shallow convection, which may influence climate

in ways that are not yet well measured or modeled on a global scale. Do we understand

how the presence of warm rain changes the character of warm clouds and the large-scale

circulations in which these clouds are embedded? And what regulates variations in the

depth of the convection?

To formulate ideas about the interaction between convection, warm rain and circula-

tions, a conceptual model can be helpful and bypass some of the complexities of global

Lonitz et al 2015

a b

30
0

10
0

35

Fig. 2 On the left: the increase in radar reflectivity, a measure of the sixth moment of the rain-drop-size
distribution, with height in developing (not-raining) clouds as simulated with a kinematic 1D bin model of
microphysics (black lines) and from theory assuming a gamma distribution for the rain-drop-size
distribution (gray lines). The figure is adopted from an earlier version in Lonitz et al. (2015). On the right:
distributions of the maximum radar reflectivity found anywhere in individual cloud entities with a cloud base
\800 m, as observed at the Barbados Cloud Observatory during 3 years. The distributions in black are for
three cloud top height (CTH) categories, and percentages indicate the total number of clouds (in %) which
have a maximum reflectivity � -7 dBZ/� 0 dBZ. The distributions in light gray are for maximum
reflectivities below cloud base only
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models. In this paper we use a two-column radiative–convective equilibrium (RCE) model

to do so, and Sect. 2 introduces the model and presents first results. Even with such a

simplified framework, the interaction between circulation and convection appears intricate,

but we will speculate on a few mechanisms that can be tested in further studies or eval-

uated in models with explicit convection or observations. In Sect. 3 we will discuss

ongoing efforts in fine-scale modeling of convection (Large-Eddy Simulations), space-

borne and ground-based observations, and we summarize our thoughts in Sect. 4.

2 Warm Rain in Large-Scale Circulations

The prevalence of warm rain demands a better understanding of what warm rain implies

for the structure of the lower atmosphere and the energy budget of subtropical and tropical

oceans. Because regions with warm clouds are connected to regions with cold clouds

through large-scale circulations, the influence of warm rain may also be felt remotely.

A number of studies have hinted that shallow convection can have far-reaching effects.

For instance, in an idealized model of tropical climate shallow convection is responsible

for the ventilation of boundary layer humidity, which affects the width and the intensity of

the intertropical convergence zone (Neggers et al. 2007). Shallow convective mixing is

also an attractive tuning factor in numerical weather prediction and global models, because

it can substantially influence global distributions of liquid water, cloudiness and the

radiation budget (Bechtold et al. 2014; Mauritsen et al. 2012). Even the climate sensitivity

of a global model appears to be strongly regulated by local mixing by shallow convection

and large-scale shallow overturning circulations (Sherwood et al. 2014). An important

process underlying these far-reaching effects is the radiative cooling of the cloud-topped

boundary layer. Stronger cloud-radiative effects in the subsiding branch of Walker cir-

culations have been shown to narrow the area of deep convection in the upward branch

(Bretherton and Sobel 2002; Peters and Bretherton 2005). Cloud-radiative effects also help

aggregate deep convection in cloud-resolving and large eddy simulation (LES) models in

radiative-convective equilibrium (RCE) (Muller and Held 2012; Wing and Emanuel 2014;

Hohenegger and Stevens 2016).

Observations also show hints that differences in the characteristics of rain are accom-

panied by differences in the circulation. When shallow overturning circulations in the

tropical Eastern Pacific are stronger, the Eastern Pacific is characterized by more large

clusters of rain, whereas weaker shallow circulations are accompanied with a larger

fraction of smaller isolated raining cells (Chen and Liu 2015). Such findings suggest that

important feedbacks between regions of warm and cold cloud may exist, which include not

only the vertical structure of moisture and cloud, but also rain.

Ideally global climate models (GCMs) would provide us insight into such feedbacks.

But GCMs already disagree on the shallow convection that precedes warm rain (Sherwood

et al. 2014) and their complexity makes it challenging to isolate processes. Instead, we aim

for a more simplified setting following a series of studies that have used idealized two-box

or four-box equilibrium models to study the sensitivity of tropical climate. Notably,

Pierrehumbert (1995) demonstrated that the interaction between dry subsiding regions and

moist convecting regions is an important determinant of tropical climate. His study and

that of others (Miller 1997; Larson et al. 1999) also emphasize the strong sensitivity of

tropical circulations to water vapor, cloudiness and radiative cooling in the subsiding

region. Other factors that are important for circulation strength are the relative area

Surv Geophys (2017) 38:1257–1282

89



123Reprinted from the journal

occupied by subsiding versus convecting areas (Pierrehumbert 1995; Bellon and Le Treut

2003), e.g., the relative size of the two boxes, and the sea surface temperature (SST)

gradients as set by surface winds and ocean transport (Sun and Liu 1996; Clement and

Seager 1999).

In our first exploration of the sensitivity of circulations to warm rain, we use an extension

of a one-dimensional (single-column) RCE model, which numerically solves the hydrostatic

equations of motion for non-rotating, nonlinear flow in two side-by-side columns. Rather

than assuming convection in the subsiding column is limited to the boundary layer, as in most

of the two-column model studies just mentioned, the depth of convection is calculated

interactively by the convection scheme. Furthermore, radiation is interactive and a cloud

scheme is used. A version of this model for linear flow was first used by Nilsson and Emanuel

(1999), which demonstrated that a positive feedback between the circulation, clear-sky water

vapor and radiation can destabilize radiative–convective equilibrium and attain a new

equilibrium with a thermally direct circulation between the columns. In our simplified setup

we prescribe SST gradients, and the two columns are of equal size. The latter is a shortcoming

of the model setup that we are aware of. The model also uses parameterized physics and thus

carries similar uncertainties as the physics used in GCMs. Nevertheless, the simplified

geometry of the model allows us to get a first insight into mechanisms that may be relevant to

warm rain in circulations, which we hope are further tested in future studies. The next section

describes the model and its setup in more detail.

2.1 A Two-Column RCE Model

The model’s columns are oriented in a x, z plane, and the following equations for tem-

perature T, specific humidity qv and the vorticity g are solved by time integration:
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whereby the vorticity g of the flow is defined as:

g ¼ ou

op
� ox

ox
ð4Þ

and the specific volume a as:

a ¼ T Rd ð1 � qv þ qv=�Þ
p

ð5Þ

Here, Rd is the gas constant for dry air and � is the ratio of the molecular mass of water

vapor and of dry air. Furthermore, u is the zonal wind; x is the vertical velocity in pressure

coordinates; cp is the specific heat capacity of dry air; FSH and FLH are the sensible and

latent heat fluxes at the surface; FR is the net radiative heating tendency; FQ1 and FQ2 are

the heat source and moisture source/sink due to convection and condensation; f is the

Coriolis parameter; c represents the inverse of a damping timescale s;Fu
c is the tendency of
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the zonal wind due to convective momentum transport; and
omðog=opÞ

op
represents the

momentum flux divergence in the boundary layer, whereby m is a shear viscosity.

The nonlinear flow is thus forced by zonal gradients in a, and a is inversely proportional

to the virtual temperature predicted by Eqs. (1) and (2). The Coriolis acceleration is put to

zero; hence, the circulation may be considered a mock-Walker circulation. A simple

Fickian damping of the flow takes place in the model interior through diffusion at a

timescale s. Furthermore, the momentum flux divergence linearly decreases from a max-

imum damping near the surface to zero damping above the depth of the boundary layer.
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Fig. 3 A sketch of the two-column overturning circulation with deep convection in both columns in the
initial RCE state (top). Below two scenarios are sketched whereby deep convection has developed over the
warm ocean and shallow convection over the cold ocean. 1A and 1B correspond to a SST difference of 1 K
between the columns, and 2A and 2B to a SST difference of 1.75 K. In experiment (A) the condensate

threshold for rain formation is 1:4 g kg�1 and in experiment (B) the threshold is 1:1 g kg�1. The horizontal
dashed lines denote convective tops over the cold ocean. The arrows denote the large-scale vertical velocity
in each column and the zonal flow at the column boundary
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Momentum is also damped through convective momentum transport. At the surface, a

linearized surface drag formula is used as the boundary condition for the horizontal flow,

and a free-slip condition is applied at the model top.

The two columns are of equal size and 1500 km wide. A vertical grid of 100 pressure

levels is used, with a resolution of about 125 m that becomes finer above 100 hPa. The

model integration is performed using a time step of 1 min and continued until equilibrium

is reached, usually after 100 days.

Parameterizations are used for the absorption and emission of radiation (Morcrette

1991), for convection and precipitation (Emanuel and Zivkovic-Rothman 1999) and for

cloudiness (Bony and Emanuel 2001), which is an extension to the clear-sky-only calcu-

lations in Nilsson and Emanuel (1999). The Emanuel convection scheme is based on

buoyancy sorting principles, which allows a spectrum of mixtures to ascend or descend to

their level of neutral buoyancy. Notably, the scheme does not distinguish between shallow

and deep convection and has the ability (in the past deemed a disability) to produce light

rain in the absence of deep convection. A simple buoyancy closure determines the mass

flux at cloud base, e.g., the mass flux is adjusted to maintain sub-cloud layer air neutrally

buoyant when displaced beyond the top of the sub-cloud layer. Surface fluxes are calcu-

lated using standard bulk formulae.

We carry out experiments in which we alter the efficiency of rain formation. The

convection scheme has a straightforward way of dealing with (warm) rain formation: all

condensate in excess of a temperature-dependent threshold is turned to rain. This

assumption is based on the idea that the efficiency of coalescence increases with the

amount of condensate and thus the presence of large drops. The threshold is constant up to

the freezing level and decreases beyond this level in light of the Bergeron–Findeisen

process. Rain and its associated heat are added to a single hydrostatic unsaturated

downdraft, and rain evaporates as a function of the temperature and humidity of the

environment and the downdraft (Emanuel 1991).

Given the models’ physics and lack of a separate boundary layer scheme, our experi-

ments exclude stratocumulus clouds, but we acknowledge that also these shallow clouds

produce a significant amount of warm rain that may be relevant to circulating equilibria in

the tropical atmosphere (Sect. 1).

2.2 Circulating Equilibria in the Two-Column System

A sketch of the two-column system is shown in Fig. 3. The columns are first run into RCE

at a uniform prescribed sea surface temperature (SST) of 30 �C (top panel). No circulation

exists when both columns have an identical RCE state (top panel). Consequently, the SST

in one of the columns is lowered with increments of 0.25 K up to an SST difference

(DSST) of 2 K. Alternatively, we can increase the SST in one of the columns from a colder

cFig. 4 Sensitivity of convection and precipitation in a Walker-like circulation to the conversion of liquid to
rain. The circulation occurs between two columns with different sea surface temperatures (SST), with an
increasing SST difference on the x-axis (DSST). On the y-axis are shown: (a) convective tops, (b) surface
precipitation rate, (c) column water vapor, (d) equivalent potential temperature (he) of the well-mixed layer,
(e) surface wind speed at the column boundary, (f) surface latent heat flux, (g) integral of radiative cooling
rate from the surface up to 500 hPa, (h) integral of the virtual temperature gradient (DTv=L) between the
columns from the surface up to the convective top in the cold column (L is the width of one column). Both
black lines are for the column over the colder ocean, with dashed lines for a condensate-to-rain threshold of

1:4 g kg�1, and solid lines for a threshold of 1:1 g kg�1 (more efficient warm rain formation). The gray lines
are for the column over the warm ocean instead
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RCE state. This gives qualitatively the same results, but some hysteresis is present, because

of differences in the initial moisture structure.

The black dashed lines in Fig. 4a show how the tops of convection over the cold ocean

collapse with DSST for a condensate-to-rain threshold of 1:4 g kg�1, with blue-hued

markers for the largest DSST. Here, convective tops are defined as the maximum level of

positive convective mass flux. For all DSST convection over the warm ocean remains deep

with tops up to 150 hPa (the gray dashed lines). Evidently, a DSST = 0.5 K is enough to

warm columncold column
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collapse convective tops to roughly 600 hPa (about 4 km), and a DSST = 0.75 K collapses

convection to roughly 800 hPa (about 2 km). Even the shallowest modes produce pre-

cipitation with surface rates just below 1 mm day�1.

Because convection collapses, the atmosphere above the tops of convection experiences

a net (radiative) cooling. This results in a temperature difference with the other column,

which triggers a circulation: subsidence develops over the cold ocean (xcold [ 0) and

rising motion over the warm ocean (xwarm\0). Near the tropopause the flow is directed

from the warm to the cold column (u[ 0) and near the surface from the cold to the warm

column (u\0), as illustrated in Fig. 3-1A, 2A (middle panels) for a SST difference (DSST)

of 1, respectively, 1.75 K. A new circulating equilibrium develops in which radiative

cooling above the cloud layer over the cold ocean is now balanced by subsidence warming

instead of convective heating. Over the warm ocean the mean rising motion introduces

extra cooling next to radiative cooling, both of which are balanced by deep convective

heating.

Nonlinear behavior at low DSST, such as in the surface precipitation rates, are caused

by a reverse in the circulation. For DSST � 0.5 K convection over the cold ocean has not

yet collapsed, and a weak oscillatory circulation can develop. Furthermore, the convection

scheme favors detrainment near mid-levels, which can produce large cloud fractions that

significantly lower radiative cooling in the lower troposphere, and also reverse the

circulation.

The profiles of x and u over the cold ocean show how divergence and near-surface wind

speeds increase with DSST (Fig. 5), but saturate as DSST[ 1.5 K, and even weaken again

at very large DSST ¼ 5 K. The strength of the circulation may be understood through a

simplified form of the equation for the flow’s vorticity (Eq. 3). For non-rotating flow and

ignoring horizontal advection, damping, surface friction and convective momentum

transport, we may write:

og
ot

¼ oa
ox

þ o

op

�

m
og
op

�

ð6Þ

The first term on the right-hand side measures the buoyancy gradient between the columns

and tends to increase the vorticity. The second term is the momentum flux divergence in

the boundary layer. This shear stress tends to decrease the vorticity, but may be assumed to

vanish at the top of the convective layer. Hence, if we integrate from the surface ps up to

Fig. 5 Vertical profiles of the vertical velocity x, the horizontal wind speed u, the relative humidity RH, the
heating tendency due to radiation Qr and the cloud fraction, for circulations at DSST between 0.25 and 2 K.
Colors correspond to those used in Fig. 4. All profiles are for the column over the colder ocean surface and

for the higher threshold of condensate-to-rain conversion (1:4 g kg�1)
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the top of the boundary layer ph and rearrange the stress term to the left-hand side, we can

write:

ms

�

og
op

�

s

¼
Z ph

ps

oa
ox

dp ð7Þ

The term
�

og
op

�

s
on the left-hand side represents a measure of the strength of the circulation.

Equation (7) thus shows how the circulation is not only a function of DSST, but of

buoyancy differences over the entire boundary layer h. Those buoyancy differences are

strongly regulated by the radiative cooling (Qr) over the cold ocean, which changes as the

free troposphere dries with increasing DSST, which is best seen from the RH profiles in

Fig. 5. Qr tends to peak where temperature and moisture gradients and cloudiness are large,

for instance at the inversion and at the mixed layer top (950 hPa). The maximum in Qr

increases as the inversion lowers. Larger cloudiness below the inversion can do so, but

alone the interaction of long wave radiation with the clear-sky humidity profile would be

sufficient (for example, see Stevens et al. 2017 in this same book collection). Large

increases in DSST further dry the convective layer, leading to less liquid water and

cloudiness, and therefore less radiative cooling and a weaker circulation (black dashed

lines, Fig. 5).

In these experiments condensate is turned into rain at a threshold of 1:4 g kg�1. For

liquid water lapse rates at these temperatures, a threshold of 1:4 g kg�1 is exceeded after

about 600 m. A lower threshold of 1:1 g kg�1 is exceeded after about 450 m, which is a

small difference, but one which has a relatively large impact on the character of convection

and the circulation at intermediate DSSTs (the black solid lines in Fig. 4). Convection still

collapses, but is more stepwise, with convective tops preferably located near 600 hPa at

DSSTs = 1 K, indicative of congestus clouds. Although convective tops are higher and

column water vapor increases (Fig. 4c), surface precipitation rates remain near or below

1 mm day�1 (Fig. 4b).

Also in nature surface precipitation rates slowly increase with column water vapor

values between 20 and 60 mm and only pick up beyond a critical value (Holloway and

Neelin 2009). One idea that could explain the slow increase in surface precipitation is that

in order for precipitation and latent heating to increase, the atmosphere would need to cool

more or warm less. Less warming could result from weaker subsidence as congestus

develops. However, subsidence warming is still largely balanced by Qr, and Qr itself

decreases as congestus deepens the moist layer.

In the next two sections, some more details of the changes in circulation for the shallow

cumulus mode at DSST = 1.75 K (Fig. 3-2A, B) and the congestus mode at DSST = 1 K

(Fig. 3-1A, B) are discussed.

2.3 Shallow Cumulus

At large DSST (� 1.5 K) the cold ocean column develops shallow cumulus with tops up

to 850 hPa and surface precipitation rates \1 mm day�1, suggestive of light rain or

drizzle. For this shallow mode, experiments with a condensate threshold of 1.4 and

1:1 g kg�1 are notably similar. However, when looking closely a few interesting differences

can be seen, further illustrated with vertical profiles of the difference in potential tem-

perature between low and high condensate thresholds (Dh), and profiles of specific

humidity, radiative cooling, convective heating and the vertical velocity (Fig. 6). The

Surv Geophys (2017) 38:1257–1282

95



123Reprinted from the journal

dashed and solid lines refer to experiments with ql thresholds of 1:4 g kg�1; respectively,

1:1 g kg�1.

Convection is slightly shallower when rain formation is more efficient (ql ¼ 1:1 g kg�1),

and the surface precipitation rate is marginally smaller (Fig. 4b). The vertical humidity

profile shows that the boundary layer is also a little shallower with a moister sub-cloud and

cloud layer (hheiML in Fig. 4d, q in Fig. 6). Accordingly, the surface evaporation is lower

(Fig. 4f). The evaporation of cloud condensate takes place in a somewhat thinner and

stronger inversion layer, with a stronger peak in cooling. As we will discuss later, in

Sect. 3, these results are consistent with LES studies, which show that rain regulates

inversion height by removing condensate that would otherwise deepen the boundary layer.

Because of shallower convection, the integrated buoyancy difference between the two

columns is smaller (Fig. 4h). Without any change in the viscosity, this implies a weaker

circulation (Eq. 7). The maximum xcold at h is smaller, along with smaller xcold throughout

the rest of the troposphere. Less subsidence drying leads to a slightly moister free tropo-

sphere, consistent with somewhat lower radiative cooling rates.

For the congestus mode the change in the circulation with warm rain efficiency can be

explained in a similar manner, as we will see next. However, in that regime convective tops

cold column warm column

Fig. 6 For the circulations in Fig. 4 at DSST ¼ 1 and 1.75 K we show vertical profiles of the difference in
potential temperature between the two experiments Dh ¼ hql¼1:1 � hql¼1:4, specific humidity q, the heating

tendency due to convection Qc, the heating tendency due to radiation Qr and the vertical velocity x. Black
and gray lines are for the cold, respectively, and warm column, and solid and dashed lines are for the low,
respectively, and high threshold on liquid water for conversion to rain

Surv Geophys (2017) 38:1257–1282

96



Reprinted from the journal123

increase with more efficient rain formation and are accompanied by larger changes in

circulation and convection over the warm ocean.

2.4 Congestus

For DSST between 0.75 and 1.5 K convection is more sensitive to the change in con-

densate-to-rain threshold. More efficient rain formation (ql ¼ 1:1 g kg�1) gives rise to

deeper convection and larger surface precipitation rates (Fig. 4). When more condensate is

turned to rain, at a lower altitude, updraft buoyancy increases. For DSST = 1 K a marginal

increase in convective heating Qc can be seen between cloud base (950 hPa) and 850 hPa

with more efficient rain formation (Fig. 6). The level where convective heating turns into

cooling has shifted upward, and most of the detrainment and evaporative cooling takes

place at cloud tops near 650 hPa. At this level, where cooling is pronounced, subsidence

peaks.

Again, the change in condensate-to-rain threshold is small, yet important in this

scheme where convection is modeled based on buoyancy sorting principles. Each mixture

of air ascends or descends to its level of neutral buoyancy, which might involve several

episodes of mixing, especially when precipitation changes the amount of condensate

during ascent/descent. Dealing with multiple mixing episodes is bypassed in the current

scheme by insisting that mixed air detrains at levels where its liquid water potential

temperature is equal to that of the environment (Emanuel 1991). This is illustrated in

Fig. 7, which shows the liquid water potential temperature (or liquid water static energy

hw) of a lifted parcel (hw;p, dashed lines) and that of the environment (hw ¼ h, solid lines)

before mixing. hw;p is conserved and equal to the dry static energy h of the sub-cloud layer

when there is no precipitation and no mixing. But upon precipitation hw increases. In this

case, the lower condensate-to-rain threshold of 1:1 g kg�1 has almost shifted the liquid

water static energy of lifted parcels at DSST = 1 K to that of lifted parcels at

DSST = 0.5 K. Indeed, these two experiments have almost similar congestus tops

(Fig. 4a). In other words, the SST is crucial at setting convective tops, but the precipitation

efficiency may allow convection over colder SSTs to reach a similar depth as convection

over warmer SSTs.

ΔSST = 1K
ΔSST = 0.5K

Fig. 7 The liquid water static energy of the environment hw (solid lines), and of a lifted parcel hw;p before

mixing (dashed lines), as calculated in the convection scheme. Two sets of lines are shown, which both
represent the column over the colder ocean: one for the experiment with DSST ¼ 1 K and a threshold of

1:1 g kg�1 (green) and one for the experiment with DSST ¼ 0:5 K and a threshold of 1:4 g kg�1 (brown).
The arrows indicate the levels at which the parcel would detrain upon mixing in this scheme. Increasing hw;p

implies that air will not descend as far before detraining
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Along with these changes, the thermodynamic structure over the cold ocean, the cir-

culation, and the character of convection over the warm ocean change. For instance, at a

threshold of 1:1 g kg�1 the mixed layer has a larger equivalent potential temperature (he, in

Fig. 4d). The larger mixed layer he can be explained by less low-level radiative cooling, a

decrease in subsidence drying and more precipitation. For the congestus modes, the larger

mixed layer he is accompanied by larger column water vapor (Fig. 4c), which is also

evident from the deeper moist layer in the vertical profiles in Fig. 6. Similar to the shallow

cumulus mode, the circulation decreases in strength at a lower condensate-to-rain

threshold. Whereas for the shallow mode the reduction in h helps explain the weaker

circulation (Eq. 7), in the congestus regime the reduced humidity gradient (followed by the

temperature gradient) is responsible for a smaller buoyancy gradient and a weaker circu-

lation (Fig. 4h).

One may question if the response to warm rain efficiency is the same if there were no

interaction between the two columns, i.e., when the circulation is fixed and there is no

feedback of subsidence to latent heating. LES studies of shallow convection generally

impose a fixed subsidence rate and therefore constrain the depth of convection a priori. If

we fix the profile of xcold (using the profile of the experiment with a threshold of

1:4 g kg�1) and run a single-column experiment with a lower threshold of 1:1 g kg�1

convection is shallower instead of deeper (green lines in Fig. 8). To balance the fixed

moderate subsidence warming while having larger latent heating in the cloud layer, the

model has to find a new equilibrium with larger radiative cooling in the cloud layer. This

layer will be shallower, with a stronger inversion and a drier overlying free troposphere. In

this case, the response is similar to that of the shallow mode and similar to LES studies

discussed in Sect. 3.1.

The circulation is thus critical to the impact of warm rain in the subsiding column. It

leads to small changes in deep convection over the warm ocean. As convection over the

cold ocean precipitates more, convection over the warm ocean precipitates less (Fig. 4b).

Less precipitation is consistent with a weaker circulation and less cooling from mean

vertical ascent over the warm ocean. There is also less cloud-base mass flux, more

detrainment and larger cloud fractions near 400 hPa (Fig. 8j, k), which leads to less

radiative cooling at low and mid-levels (Fig. 8n).

An intricate interaction between convection, rain microphysics, radiation and the cir-

culation is thus responsible for congestus modes in the two-column model. In the next

section, we turn our focus to reviewing some ongoing efforts in fine-scale modeling of

convection and space-borne observations, which may be used to address ideas suggested

by the two-column model. What limits the congestus modes at mid-levels specifically is

discussed in more detail in an upcoming manuscript (Nuijens and Emanuel, in prepara-

tion), along with a longer discussion on the influence of model resolution, domain size and

the momentum of the flow.

3 From a Conceptual Model to Nature

The two-column model suggests that changes in the depth of convection and warm rain in

subsiding regions may be accompanied by changes in convection in ascending regions. The

model also suggests that small-scale processes such as mixing and warm rain formation,

followed by feedbacks through the circulation, have a noticeable impact on the character of

convection and the circulation. But in our setup we have made a number of simplifications,
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most importantly that the columns are of equal size. As suggested by Pierrehumbert (1995)

and Bellon and Le Treut (2003), an important follow-up to this study would be to change

the relative size of the columns, or even adding columns. Our findings also crucially

depend on the parameterized convection and cloudiness. Hence, our findings should be

interpreted as ideas, which need further testing with models that explicitly simulate

convection.

For instance, cloud-resolving models (CRMs) that are run on very large domains, even

spanning ocean basins, may be forced with a surface temperature gradient to study the

sensitivity of circulations to convection (Bretherton et al. 2006). In another approach,

u

a b

c d e f g h

i j k l m n

Fig. 8 Vertical profiles of circulation, convection and thermodynamic structure for the experiment with
DSST ¼ 1 K, which develops congestus with more efficient rain formation. Solid and dashed black lines

correspond to condensate-to-rain thresholds of 1.1 and 1:4 g kg�1 (same as in the bottom panel of Fig. 6).

Green lines show an experiment with a threshold of 1:1 g kg�1 but fixed xcold and near-surface u and fixed

moisture convergence. The latter are taken from the experiment with a 1:4 g kg�1 threshold. Shown are: (top
panel) the vertical velocity and moisture convergence, and (middle and bottom panels) the potential
temperature lapse rate s, relative humidity, the saturated mass flux Msat, both upward and downward
components, the unsaturated mass flux driven by precipitation falling outside of the cloud Munsat, convective
heating Qc and radiative cooling Qr
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CRMs on two domains may be used to simulate convection explicitly, and the two domains

can be coupled through a circulation derived from the weak-temperature gradient

approximation (Daleu et al. 2012).

Because shallow convection and cloudiness occur on scales smaller than conventional

CRM grids, Large-Eddy simulations (LESs) may be preferred to investigate warm rain

implications. So far LESs have been run on domains too small for circulations to develop,

and too small for convection to organize itself into moist clusters surrounded by dry

regions—a process that may crucially impact climate (Pierrehumbert 1995; Mauritsen

et al. 2012). Nevertheless, LES studies have given some insight into the influence of warm

rain on the thermodynamic structure of the lower atmosphere. We shall discuss these in the

next section and draw out similarities with the two-column model results. Furthermore, we

discuss how ground-based or airborne observations may help constrain warm rain for-

mation, which remains uncertain even in LES.

3.1 Large-Eddy Simulations

Large-Eddy simulation has long been a tool to study turbulent flows including the cloudy

boundary layer on limited horizontal domains (20 � 20 � 4 km3) at fine grids

(100 � 100 � 40 m3). LES is also increasingly used to simulate deeper convection (up to

10–12 km) on horizontal domains of 50 � 50 km2 and larger and with global-scale sim-

ulations underway. Microphysics in LES are typically parameterized using either a bulk

scheme, which prognoses one or two moments of the drop-size distribution (only the total

mass of rain, or the mass and number of rain drops), or a bin scheme, which uses a

discretized version of the drop-size distribution and attempts to model the full evolution of

the droplet spectrum. For the bulk schemes, the total cloud mass is inferred from an

equilibrium assumption and the cloud droplet number is specified. Hence, these schemes

implicitly assume an aerosol or cloud condensation nuclei concentration. By varying the

cloud droplet number concentration, the sensitivity to warm rain formation has been

studied.

Such sensitivity studies have demonstrated that at larger cloud droplet number con-

centrations shallow cumuli get deeper before they rain (Stevens and Seifert 2008; Seifert

et al. 2015). Therefore, larger cloud droplet number concentrations produce less rainfall

initially. But the response of clouds and the boundary layer will mitigate this initial effect.

Namely, the removal of liquid water via rain reduces evaporative cooling and mixing near

cloud tops and thus the entrainment of warm free tropospheric air into the boundary layer

and the deepening of convection and the boundary layer. Therefore, after a long enough

([30 h) simulation time, differences in cloud and rain statistics for different cloud droplet

number (aerosol) concentrations are small (Xue and Feingold 2006).

The regulation of inversion height by warm rain has been noted in early bulk theories of

shallow cumulus convection and also matters for the sensitivity of shallow cumuli to global

warming scenarios. Larger SSTs and less large-scale subsidence under global warming

lead to a deepening of shallow cumuli. This increases the entrainment of dry air into the

boundary layer, which dries the cumulus layer drier and reduces cloud fraction. But rainfall

puts a notable limit to such deepening, so that changes in cloudiness with global warming

are overall small (Blossey et al. 2013; Bretherton et al. 2013; Vogel et al. 2016).

In the two-column model, the response of the shallow mode to more efficient warm rain

(Fig. 6, top panels), as well as the response of the congestus mode under fixed subsidence

(Fig. 8, green lines), is similar to these LES studies. But in LES the subsidence rate is
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generally fixed. Our two-column model experiments suggest that changes in subsidence

with (latent) heating can change the response to rain at SSTs that are favorable for

congestus.

A recent study using LES demonstrates processes that are important in the transition

from a shallow to a congestus regime, and we may use these to loosely evaluate changes in

atmospheric structure produced by the two-column model. Vogel et al. (2016) and Vogel

and Nuijens (in preparation) use a constant exponential profile of subsidence, prescribed

SSTs and interactive radiation, for a model domain of 51:2 � 51:2 � 10 km3 with a res-

olution of 50 m in the horizontal and 10 m in the vertical. To reproduce many of the

differences in cloud and boundary layer structure that are observed during months with

predominantly shallow or deeper convection (congestus), an increase in SST and decrease

in subsidence (at a reference scale height) are sufficient.

A 2K increase in SST and 1:5 mm s�1 decrease in x lead to a deepening of convection

from 2 to 7 km, a quadrupling of surface precipitation and a 15% decrease in cloud cover.

The cloud and boundary layer structure of these control (CTL) and CTL.2K.x6 simulations

is shown in Fig. 9 and reveals that as congestus develops, moisture and temperature are

much better mixed in the vertical, and the inversion is weaker. Because the inversion is

weaker, less cloudiness develops near the inversion.

Critical to reproducing the character of convection and cloudiness in the two regimes is

the role of interactive radiation, which can both stabilize and destabilize convection (Vogel

and Nuijens, in preparation). For instance, interactive radiation is crucial for stabilizing

convection and developing the stratiform outflow layers near the inversion for the CTL

simulation. Sometimes interactive radiation also leads to a response one might not expect.

For instance, when the free troposphere is drier, convection gets deeper and rains more.

This is illustrated with the DRY simulation in Fig. 9, which has 1 g kg�1 less water vapor

in the free troposphere. This enhances the radiative cooling in the moist convective layer

and inversion layer, which boosts the buoyancy of cloudy updrafts that reach those layers.

As congestus develops and moisture is mixed over a deeper layer, radiative cooling within

the cloud and sub-cloud layer and its maximum value decrease (Fig. 9e). Because of the

deeper moist layer, the surface latent heat flux also decreases (Fig. 10). Both factors—less

destabilization from radiative cooling and a lower surface latent heat flux—could imply

that convection self-limits itself. However, in these simulations there is no feedback
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Fig. 9 Domain-averaged profiles of cloud fraction, specific humidity, potential temperature, precipitation
flux and radiative cooling from LES. The CTL (orange) and DRY (gray) simulations differ only in their

initial profile of specific humidity in the free troposphere, whereby the CTL run is about 1 g kg�1 more

humid. The CTL.2K.x6 (blue) simulations has a 2K larger SST and a 1:5 mm s�1 reduction in the prescribed
x profile compared to the CTL simulation
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through the circulation such as in the two-column model, where the reduced cooling leads

to a weakening of subsidence.

Average surface rain rates for the congestus clouds in LES are between 20 and

40 W m�2 (Fig. 10). But the simulated rainfall is very intermittent, which is caused by the

limited number of deeper clusters and cold pools that this domain size can support. The

profile of the rain flux also shows that a fraction of rain evaporates in the lower cloud and

sub-cloud layer (Fig. 9d). The evaporation of rain triggers downdrafts which pull down

cooler air that can spread out in the sub-cloud layer like a density current (cold pools).

Such cold pools have been long known to exist for deep convection (see also Zuidema

et al. in this collection). Within cold pools convection is suppressed, but at the downwind

(colliding) boundaries of cold pools new convection can be triggered. This leads to arc-

shaped cloud formations with clear skies in between as seen from satellite imagery (Sn-

odgrass et al. 2009; Zuidema et al. 2012), and which the LES reproduces. The cold pools

from shallow cumuli and congestus are mostly dry in their center, similar to deep con-

vection, because rain rates are sufficiently strong to bring down relatively dry air from

higher altitudes. This is different from the cold pools observed in open cell stratocumulus

decks, which tend to be moist instead. At what rain rates either dry or moist cold pools

develops and for which fraction of rain falling through unsaturated air are still open

questions. And even in LES rain microphysics still carry a considerable uncertainty

(VanZanten et al. 2011; Seifert and Heus 2013; Li et al. 2015). LES development would

thus greatly benefit from progress made in deriving vertical profiles of rain and cloud from

ground-based remote sensing networks, which we discuss next.
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Fig. 10 Time series of the surface latent heat flux, the inversion height, the surface precipitation rate and
total cloud cover for the CTL (orange), DRY (gray) and CTL.2K.x6 (blue) simulations shown in Fig. 9
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3.2 Observations

Relationships Between Cloud and Rain Estimates of how much condensate is turned into

rain would help validate microphysical models used in LES, which in turn could help

inform models of rain for large-scale models, such as the simple condensate-to-rain

threshold used in the convection scheme in the two-column model. Useful first steps would

be estimating how much water is removed via rain. Surface measurements of rainfall over

a larger area (such as from a weather radar), alongside measurements of surface evapo-

ration (from buoys or ships), and measurements of advection (from sounding arrays) could

provide such estimates. For instance, during the Rain in Cumulus over the Ocean (RICO)

field campaign surface precipitation rates comprised about a fifth of the surface evapora-

tion rate (Nuijens et al. 2009). The upcoming EUREC4A field study (see Bony et al. 2017

in this collection) will provide the measurements needed for such a study.

But surface precipitation rates alone do not reveal at what levels rain has evaporated, or

how much rain has fallen through clouds or clear sky. Those differences are important for

understanding how moisture is distributed vertically or how convective downdrafts form.

This requires better estimates of the vertical profile of the rain flux alongside that of cloud

condensate. But an inherent problem is that the profile of cloud condensate and rain cannot

be measured simultaneously with a single radar wavelength. Existing methods use a

vertically pointing cloud radar (typically 36 GHz or Ka band) to measure the sixth moment

of the drop-size distribution, which may be turned into a profile of cloud liquid water by

using the liquid water path obtained from a microwave radiometer, and by making

assumptions on the drop-size distribution. Through synergy of instruments at dedicated

field sites (such as the CloudNet network in Europe or the US Department of Energy’s

Atmospheric Radiation Measurement (ARM) sites), refined algorithms have been devel-

oped to do so. Such data sets seem ripe for further exploration, but are not without

challenges. As drizzle or rain-sized drops develop the drop-size distribution changes, and

assumptions underlying these algorithms need to be adjusted. Furthermore, when rain rates

are sufficiently high the (cloud) radar beam will become attenuated, and the microwave

radiometer has to be shut down. Hence, to estimate the profile of rain that develops in

statistically similar clouds, a radar with a smaller frequency (larger wavelength), which

suffers less from attenuation, has to be employed at a nearby location, where it has a

similar radar footprint. To accurately estimate rain evaporation, the radar should be almost

as sensitive as the cloud radar, and hence, a K or Ku band radar would be ideal. Unfor-

tunately, this would exclude deep convection whose rain rates can be so high that even a K

or Ku band radar signal will be attenuated.

Globally, the CloudSat Cloud Profiling Radar (CPR) can be used to relate measured

cloud top heights to surface precipitation rates. But also this is not straightforward. A

94 GHz W band radar suffers from significant attenuation as rain intensity increases, and

surface backscatter remains an issue. A recently Bayesian Monte Carlo algorithm uses a

cloud-resolving model database to link observed vertical and integrated measurements of

liquid clouds to latent heating structures and precipitation rates at the surface (Nelson et al.

2016). A histogram of surface rain rates of each CloudSat CPR profile, stratified by cloud

top heights (Fig. 11), shows that clouds with tops beyond 1.6 km produce rain that reaches

the surface (similar to what we infer from Fig. 2). Clouds with tops beyond 2 km clearly

produce even higher rain rates, but beyond 3 km, the increase in rain rates is overall small,

with the exception of very high rain rates, yet these are very rare.

Surv Geophys (2017) 38:1257–1282

103



123Reprinted from the journal

The successor of the TRMM mission, the Global Precipitation Measurement (GPM)

mission, has launched a dual-frequency precipitation radar (DPR) in 2014. This radar has a

Ka and a Ku band, which suffer less from attenuation than CloudSat’s W band. The DPR flies

in a non-Sun synchronous orbit with an inclination angle of 65�, allowing it to measure

extratropical clouds and the Arctic and Antarctic circles, which TRMM did not sample.

Along with a microwave imager, the DPR will measure the vertical structure of precipitation

intensities. By combining these measurements with traditional radiometers that already

onboard satellites, the GPM mission promises to provide three-hourly rain estimates almost

globally (Hou et al. 2013). This will allow studies on relationships between rain and the

large-scale flow that can be done on much shorter timescales than has been possible so far.

Temporal Relationships One idea suggested by the two-column model experiments is

that periods with shallow cumuli and drizzle occur in a different circulation than periods

with congestus and rain. Data from the Barbados Cloud Observatory, currently the only

remote sensing platform in the tropics, have already demonstrated that congestus and rain

vary predominantly on timescales of days to weeks (Nuijens et al. 2014), which suggests

that their occurrence is favored during certain large-scale states.

Linking clouds to circulations has been mostly done by long-term averaging of satellite

observations over geographical regions or dynamical regimes. But to study variability on

daily to synoptic timescales a different approach is needed, because most (polar orbiting)

satellites sample a given location too infrequently (one exception being the new GPM

mission with its three-hourly precipitation rates globally). One approach is to project

different polar orbiting satellites onto a composite time axis centered on a rain event, a

strategy that has been used in Masunaga (2013) and Masunaga and L’Ecuyer (2014). The

result is a statistical time series on hourly and daily timescales, which precedes and follows

those rain events. To illustrate this approach, we can use the areal rain coverage data from

TRMM over the subtropical Pacific as a proxy for congestus. This is an area with con-

siderable warm rain (Fig. 1). Because TRMM’s minimum detection threshold is 17 dBZ,

Fig. 11 Histogram of near-surface rain rates stratified by cloud top heights over tropical oceans as
generated with the algorithm of Nelson et al. (2016) using CloudSat CPR data
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much larger than values observed for cloud tops up to 2 km (see also Fig. 2), TRMM likely

does not observe drizzle, but only the more intense warm rain showers from congestus. We

assume that congestus has an areal rain coverage less than 25%, and use all those events to

create the time series in Fig. 12, which shows the evolution of profiles of cloud cover

(measured by CloudSat’s CPR), dry static energy and humidity, and the moisture budget.

Cloud Cover (-)

DSE (kJ/kg)

q (g/kg)

Moisture Budget:

a

b

c

d

Fig. 12 Top panel (a) shows a composite time series of CloudSat cloud fraction anomalies from the
background state for congestus rain events over the subtropical Pacific at 0 h. Similar composites for the

profile of water vapor mixing ratio (g kg�1) and dry static energy DSE (kJ kg�1 are shown in panels (b) and
(c). The bottom panel (d) shows the composite moisture budget, including the surface evaporation rate (solid
green), the surface evaporation (red dotted) and the vertically integrated moisture convergence (in shading,
with convergence in light red and divergence in blue)
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Figure 12a shows that after the rain event, cloudiness in the lower troposphere is larger for

up to 12 h. The surface precipitation rate increases only little at the time of the rain event,

which suggests that other precipitating clouds are always nearby (Fig. 12d). We also

observe that the surface evaporation is rather invariant, which suggests it does not play a

major role in controlling rain, unless its heterogeneity is not captured by the measurements.

Between two days before and after the rain event a cool anomaly in the lower and mid-

troposphere is present (Fig. 12b). This cooling can destabilize the atmosphere and promote

convection. Furthermore, during and following rain events the lower troposphere moistens,

especially up to about 3 km (700 hPa) (Fig. 12c). Radiative cooling might explain the cooling

anomalies, because these anomalies (even those in the upper atmosphere 72–36 h preceding the

rain event) roughly correspond to the moist anomalies. But without knowing the winds and thus

advection, we cannot draw any conclusions yet. This approach should therefore be repeated with

additional satellite data, where the zonal wind profiles measured by the upcoming ADM Aeolus

mission are particularly interesting. We may also use GPM data, which is more sensitive to light

rain, and use cloud top heights instead of rain coverage as proxies for convection.

4 Concluding Thoughts

During the last decade, the cloud radar deployed aboard CloudSat has demonstrated that

warm rain over oceans is ubiquitous. Recognizing its importance for shallow convection

and low-level cloudiness, parameterizations of warm rain formation have been included in

high-resolution models, such as LES. LES studies have demonstrated that warm rain can

significantly alter the character of shallow convection, such as the depth of clouds, their

organization and low-level cloudiness. In turn, shallow convection has been shown to

impact large-scale circulations and climate. At least, the radiative driving from low-level

cloud has been shown to strengthen large-scale circulations, and differences in low-level

cloudiness among GCMs result in different predictions of climate sensitivity. Therefore, in

this paper we question how warm rain itself—a process that may alter the character of

shallow convection on larger scales—matters for circulations and climate.

We presented new experiments with an idealized two-column model to speculate on the

influence of warm rain on tropical circulations. This model solves for two-dimensional

non-rotating flow between two columns on a fairly fine vertical grid (125 m) and uses

parameterized convection, cloudiness and radiation. Naturally, these parameterizations

carry uncertainties, alike those used in GCMs. But the simpler dynamics in the two-column

framework allow us to gain some insight into mechanisms involving warm rain, which may

serve as a starting point for future studies using models with explicit convection. A cir-

culation with deep convection in one column and subsidence in the other column is forced

by prescribing the DSST between the columns. The circulation and depth of convection in

the subsiding column as a function of DSST are found to depend on an intricate interaction

between convection, warm rain, the circulation and radiation. The most interesting findings

with respect to the sensitivity to warm rain can be summarized as follows:

1. At large DSST efficient warm rain formation lowers shallow cumulus tops and the

inversion height over the cold ocean. This leads to a small reduction in the integrated

buoyancy gradient between subsiding and ascending columns (Fig. 3-2A, B).

2. At smaller DSST efficient warm rain formation raises shallow cumulus tops, leading to

congestus clouds. These congestus clouds are accompanied with deeper moist
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boundary layers and a reduction in the integrated buoyancy gradient between the

columns (Fig. 3-1A, B).

3. Efficient warm rain formation can thus weaken the circulation across a range of DSST

(but especially at smaller DSST). Surface precipitation rates over the cold ocean

consequently increase, while surface precipitation and cloud-base mass fluxes over the

warm ocean decrease.

4. Congestus clouds can develop because of the extra latent heating with more efficient

warm rain, which raises parcel buoyancy. But the weakening of the circulation

(weaker subsidence) is important for maintaining the congestus mode. Here, the strong

reduction of low-level radiative cooling in response to low-level moistening by

congestus is crucial.

We may thus postulate that warm rain formation has a negative feedback on the strength of

circulations by regulating the depth and thermal structure of the lower troposphere. In other

words, raining or deeper shallow cumuli in regions with subsidence may also weaken

circulations, besides strengthening them through radiative cooling. An interesting obser-

vation in that regard is that periods with stronger near-surface winds are accompanied with

deeper cloud layers and significant rain showers (Nuijens et al. 2009, 2015). This could

suggest that, as circulations strengthen, convection in the subsiding branches responds by

deepening and raining more, which can slow down the circulation.

Because the convection scheme we use is based on the premise that microphysical

processes are important for the humidity structure of the atmosphere, a sensitivity to warm

rain formation may not be a surprise. Given the uncertainty associated with any convection

scheme, the above results should be considered speculative and merely a basis for further

testing with models and observations.

An important step forward in improving warm rain processes in models is to use

existing ground-based remote sensing. For instance, collocated vertical profiles of cloud

and rain from ground-based radar can be exploited to constrain how much cloud con-

densate detrains and moistens the atmosphere, compared to how much condensate reaches

the surface via precipitation. Even in LES such processes remain uncertain. Furthermore,

deriving large-scale winds through the use of sounding arrays, combined with intensive

vertical profiling of cloud, rain and the thermal structure of the atmosphere, can shed light

on relationships between convection and the large-scale flow. These measurements are

planned for the EUREC4A field campaign (see Bony et al. 2017 in this collection). Finally,

to test ideas suggested by the two-column model framework, satellite remote sensing, in

particular the new GPM and Aeolus missions, can be used. Namely, these may identify

whether long-term variations in circulation strength are linked to variations in rain in

subsiding and ascending branches.
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Abstract Pools of air cooled by partial rain evaporation span up to several hundreds of

kilometers in nature and typically last less than 1 day, ultimately losing their identity to the

large-scale flow. These fundamentally differ in character from the radiatively-driven dry

pools defining convective aggregation. Advancement in remote sensing and in computer

capabilities has promoted exploration of how precipitation-induced cold pool processes

modify the convective spectrum and life cycle. This contribution surveys current under-

standing of such cold pools over the tropical and subtropical oceans. In shallow convection

with low rain rates, the cold pools moisten, preserving the near-surface equivalent potential

temperature or increasing it if the surface moisture fluxes cannot ventilate beyond the new

surface layer; both conditions indicate downdraft origin air from within the boundary layer.

When rain rates exceed � 2 mm h�1, convective-scale downdrafts can bring down drier

air of lower equivalent potential temperature from above the boundary layer. The resulting

density currents facilitate the lifting of locally thermodynamically favorable air and can

impose an arc-shaped mesoscale cloud organization. This organization allows clouds

capable of reaching 4–5 km within otherwise dry environments. These are more commonly

observed in the northern hemisphere trade wind regime, where the flow to the intertropical
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convergence zone is unimpeded by the equator. Their near-surface air properties share

much with those shown from cold pools sampled in the equatorial Indian Ocean. Cold

pools are most effective at influencing the mesoscale organization when the atmosphere is

moist in the lower free troposphere and dry above, suggesting an optimal range of water

vapor paths. Outstanding questions on the relationship between cold pools, their accom-

panying moisture distribution and cloud cover are detailed further. Near-surface water

vapor rings are documented in one model inside but near the cold pool edge; these are not

consistent with observations, but do improve with smaller horizontal grid spacings.

Keywords Convective cold pools � Tropical convection � Shallow cumulus

convection

1 Introduction

Cold pools are defined by the American Meteorological Society (AMS) as ‘‘a region or

pool of relatively cold air surrounded by warmer air,’’ or, ‘‘any large-scale mass of cold

air’’ (Glickman 2000). In one example, nighttime radiative cooling of a land surface can

create a near-surface cold pool of air. Over the open ocean, far from land, the cooling of

near-surface air is arguably exclusively caused by the partial evaporation of precipitation

within subsaturated air. This precipitation can be liquid or solid, though in subtropical and

tropical regions the precipitation is entirely liquid near the surface. The precipitation-

induced downdrafts introduce denser air underneath warmer, lighter environmental air,

giving rise to a density current. The increased surface pressure establishes a horizontal

pressure gradient force that drives the cold pool air outward, establishing an outflow

boundary known as a gust front. The air inside the cold pool is less able to support surface-

based buoyancy-driven convection. The gust front itself behaves as a material surface, and

air moving over the gust front can encourage further secondary convection through

mechanical lifting and anomalous buoyancy. Such convectively produced atmospheric

cold pools are typically observed to span 10–200 km in diameter, and to last for less than a

day, after which they lose their individual identity to the large-scale or synoptic flow. This

range of sizes and lifetimes identifies them as mesoscale features, although cold pools are

often embedded in and can help define the edges of larger synoptic systems (e.g., squall

lines or hurricane rainbands).

Although the latent cooling from evaporation of precipitation is necessary for creating a

cold pool, not all precipitation leads to well-defined cold pools at the bottom of the

atmosphere. Precipitative downdrafts are driven by both condensate loading and evapo-

ration, and, if the resulting downdraft is not strong enough to reach the surface, elevated

patches of moist, cool air remain. These most likely will not fit the AMS cold pool

definition, in that they are unlikely to be completely surrounded by warmer air. One

example, common in stratocumulus clouds because of their relatively smaller precipitation

drop sizes (e.g., Wood 2005b), is light precipitation (drizzle) evaporating below cloud base

(e.g., Wood 2005a). The local cooling can serve to destabilize the subcloud layer and

reinforce the updrafts in stratocumulus clouds (e.g., Feingold et al. 1996) and can also be

visualized in lower-level scud clouds. In the shallow cumulus regime, such an elevated

enhanced moisture layer may aid future convection (e.g., Li et al. 2014; Schlemmer and

Hohenegger 2014). As drops reach larger sizes through collision-coalescence (e.g., Baker

et al. 2009) and their corresponding size-dependent fall velocities increase, drops can reach

the ground with only partial evaporation.
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The convective organization established by surface-based precipitation-induced cold

pools differs fundamentally from the larger-scale convective self-aggregation discussed

elsewhere in this volume (e.g., Holloway et al. 2017; Wing et al. 2017). In convective self-

aggregation, radiative subsidence produces an expansive ([ 1000 km), convectively sup-

pressed, dry region (a ‘‘dry pool’’) that is growing in time, neighboring a moist, deep

convective region. Although an analogy between the radiative dry pool and evaporation-

driven cold pools is often made, there are important differences. In the simulation shown in

Fig. 1a and b, the driest precipitable water (PW) percentile corresponds to the ‘‘dry pool,’’

and the moistest PW percentile to the convective regime capable of supporting cold pools.

A dry region is seen to form and expand, confining the deep convection to the remaining

moist area. Convective self-aggregation is most clearly exhibited within radiative-con-

vective equilibrium models of tropical convection. Observations in nature of convective

self-aggregation remain elusive (Holloway et al. 2017) and difficult to attribute to specific

feedbacks, but one study examining observed aggregation depicts properties similar to

modeled self-aggregation, including large-scale drying (Tobin et al. 2012).

Convective organization leads to an enhancement of moisture gradients, as moist

regions become moister and dry regions become drier, evident in Fig. 1. The mesoscale

convective cold pools within the convectively self-aggregated regions can act to oppose the

aggregation, by transporting water vapor from moist to dry areas, reflecting the divergence

resulting from strong downdrafts in the subcloud layer in the model moist cold pools

(Fig. 1e). In nature, the most dramatic visual example of this is arguably cold-pool-con-

taining squall lines emanating from the African monsoon into the Sahara desert (e.g.,

Flamant et al. 2009; Trzeciak et al. 2017). Over the tropical ocean, cold pools within
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Fig. 1 Time evolution showing days 10, 20, 30, 40, 50 and 100 of a precipitable water PW(t) and b
outgoing longwave radiation OLR(t) in a cloud-resolving model called System for Atmospheric Model
(SAM) with doubly periodic boundary conditions and without large-scale forcing. The last panel of PW (day
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simulated squall lines help broaden the precipitating intertropical convergence zone

poleward (Nolan et al. 2016). Precipitatively-generated cold pools also counteract con-

vective self-aggregation through suppression of local convection by divergence of the near-

surface air (Fig. 1e) (Jeevanjee and Romps 2013; Muller and Bony 2015). In theory, such

mesoscale subsidence within a precipitation cold pool could morph into a new, larger

radiatively induced ‘‘dry pool,’’ although this model behavior has not yet been witnessed,

to our knowledge (see also Held et al. 1993; Muller and Held 2012).

Cold pools act to disperse convection. Atmospheric cold pools over oceans are

receiving attention for their ability to reorganize the mesoscale cloud distributions and

potentially facilitate the transitions from high- to low-albedo shallow cloud cover. In the

Tropics, the expansion of the spatial and height distribution of convection by cold pools

may facilitate transitions from shallow to deep convective regimes, and therefore the

eastward propagation of the Madden–Julian oscillation (MJO) into moistening environ-

ments (Rowe and Houze 2015; Feng et al. 2015; Ruppert and Johnson 2015; Schlemmer

and Hohenegger 2016; Hannah et al. 2016; Ciesielski et al. 2017).

These foci on cold pool impacts justify the timeliness of a survey of cold pool char-

acteristics and processes in different convective regimes. New observational capabilities

and strategies were employed during the Rain in Cumulus over Ocean campaign (RICO;

Rauber et al. 2007) and Dynamics of the MJO campaign (DYNAMO; Yoneyama et al.

2013) and will be during the upcoming Elucidating the role of clouds-circulation coupling

in climate campaign (EUREC4A; Bony et al. 2017). These advance early observational

studies stymied by imprecise data collocation and measurement misunderstanding (e.g.,

Warner et al. 1979; LeMone 1980) that had difficulty perceiving the larger-scale mesos-

cale organization. Measurements either came from one point, e.g., a ship (Addis et al.

1984; Young et al. 1995; Saxen and Rutledge 1998) or from aircraft (e.g., Zipser 1977;

Kingsmill and Houze 1999), convoluting space and time. Modeling capabilities are

improving also, either in their spatial grid spacing (Romps and Jeevanjee 2016; Grant and

van den Heever 2016) or domain size (Schlemmer and Hohenegger 2014, 2016), and at

times both (Seifert and Heus 2013; Vogel et al. 2016). The recent years have also seen

advances in the formulation of cold pool parameterizations (e.g., Qian et al. 1998; Roz-

bicki et al. 1999; Rio et al. 2009, 2013; Grandpeix and Lafore 2010; Grandpeix et al.

2010; Hohenegger and Bretherton 2011; Del Genio et al. 2015; Pantillon et al. 2015) and

their coupling with convective schemes. These provide an avenue for rectifying a model

diurnal cycle that is too closely linked to the solar cycle in models (Rio et al. 2009;

Grandpeix et al. 2010; Schlemmer and Hohenegger 2014).

The focus in this survey is over ocean in the subtropical and tropical latitudes. Cold

pools are extremely important over land for initiating convection, where their depth and

gust fronts are often substantial (e.g., Bryan and Parker 2010), surface sensible fluxes are

significant and aerosol effects are more pronounced (e.g., Grant and van den Heever

2015, 2016; Schlemmer and Hohenegger 2016). Cold pools are also important for squall

lines and tornadogenesis (e.g., Markowski and Richardson 2014). The omission of land-

based cold pools is merely to keep the scope of this particular survey tractable. The focus

on the oceanic regions equatorward of � 30�N also emphasizes near-surface latent

cooling induced by the partial evaporation of the liquid phase, as opposed to cooling by ice

melting or sublimation. Cold pool behavior and significance vary with the depth of the

originating convection, its degree of organization and relationship to the large-scale

environment (trade wind vs. equatorial). This is reflected in the structure of the survey,

which begins with shallow convection and moves toward deeper convection. The
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subtropical and trade wind regions are defined by climatologically steady winds imposing a

background wind shear, extending to Barbados in the examples provided and cited liter-

ature. The tropical ocean examples and cited literature are primarily near-equatorial, where

wind shear can be ignored at times, and convection is readily able to span the full free

troposphere.

2 Cold Pools from Boundary Layers not Exceeding 2 km Altitude

The strong inversion capping subtropical stratocumulus clouds maintains cloud top heights

at � 1.5 km or less (Zuidema et al. 2009), yet drizzle is ubiquitous (Leon et al. 2008).

Some of the precipitating clouds occupying slightly deeper boundary layers (e.g., Mechem

et al. 2012) are capable of downdrafting air that can reach the surface and develop cold

pools (e.g., Fig. 2), also documented in Savic-Jovcic and Stevens (2008) and Wood et al.

(2011). Aircraft measurements within stratocumulus cold pools indicate that near the

surface the equivalent potential temperature (he) tends to increase, rather than maintain a

constant value or decrease (Zanten and Stevens 2005; Savic-Jovcic and Stevens 2008;

Terai and Wood 2013).1 The increase in he is attributed to an accumulation of the surface

fluxes underneath a cold pool capping stratification. Cold pool depth is difficult to observe.

Inferences made from pressure increases suggest altitudes of � 300 m (Terai and Wood

2013, and references therein). Further aloft, evaporation at constant moist static energy still

brings air closer to saturation, increasing its susceptibility to convection. Wind speed

convergence of the convectively favorable air near the cold pool edges helps perpetuate

open-celled organization (Feingold et al. 2010), ventilating the accumulated surface fluxes

and mixing air through the boundary layer. Thus, alterations to both the thermodynamic

vertical structure and surface dynamics provide mechanisms by which cold pools can

contribute to the longevity of precipitation within stratocumulus regions, in both closed-

and open-celled organizations. Precipitation is most pronounced pre-dawn (e.g., Burleyson

et al. 2013), suggesting that cold pools are also most effective at night.

Radar observations indicate that the speed of advection of cold pools is similar to that of

the cloud layer (Wilbanks et al. 2015). This suggests that cold pools are better thought of

as tracers or artifacts of stratocumulus precipitation as opposed to drivers. This is also

concluded from simulations relying on fixed cloud droplet numbers (Zhou et al. 2017) and

is consistent with simulations showing little influence on cloud organization from the

inhomogeneization of surface fluxes by cold pools (Kazil et al. 2014). Precipitation is

necessary for transitions from closed- to open-cell stratocumulus cloud organizations (e.g.,

Savic-Jovcic and Stevens 2008; Xue et al. 2008; Wang and Feingold 2009; Feingold et al.

2010; Wood et al. 2011), thereby implicating cold pools in mesoscale organization tran-

sitions, but only indirectly. Aerosol number concentrations must also deplete sufficiently

for open-celled or cumuli organization to form (Wood et al. 2011; Zhou et al. 2017;

Yamaguchi et al. 2015). That said, aerosol budgets are unlikely to be influenced by cold

pools per se, as the wind increases at cold pool fronts are shortlived (Terai and Wood

2013), except perhaps in strongly aerosol-depleted conditions (Kazil et al. 2014). It is also

noteworthy that, while an important motivation for studying shallow mesoscale transitions

is their influence on cloud fraction and the planetary albedo, a clear relationship between

1 A notable contradictory observation, of stratocumulus clouds reaching only 1.5 km yet able to transport
drier air downward from aloft, is documented in Jensen et al. (2000); the conditions explaining the dif-
ference remain underexplored.
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precipitation and cloud cover is not apparent in Fig. 2, as the precipitation feeds an upper

stratiform layer below the trade wind inversion. Nuijens et al. (2015) clarify that it is this

cloud layer, rather than a lower cloud layer at the lifting condensation level, that is most

variable.

As air advects from the stratocumulus regions to warmer sea surface temperatures, the

altitude of the trade wind capping inversion rises only slowly (Schubert 1995), but the

weakening temperature inversion does begin to permit deeper convection. Early experi-

ments studying the suppressed trade wind/tropical convective environment, namely the

Atlantic Trade wind Experiment (ATEX; Augstein et al. 1973) and the Barbados

Oceanographic and Meteorological Experiment (BOMEX; Nitta and Esbensen 1974),

estimated the fractional area occupied by actively ascending cumuli to be a negligible 0.02

(Augstein et al. 1973). The prevailing cloud organization was isolated cumuli or cloud

lines aligned with the mean wind that precipitated very little if at all (LeMone and Pennell

1976; Nair et al. 1998), suggesting that cold pools can likely be ignored for this envi-

ronment (e.g., Albrecht 1993; Siebesma et al. 2003). This supported a paradigm begun

with Riehl et al. (1951) in which precipitation within the boundary layer does not change

the moist static energy, but rather the cooling introduced by evaporating rain is energet-

ically balanced by an increase in moisture.

3 Cold Pools from Convection Reaching the Mid-Troposphere

The diffusing trade wind inversion strength does allow some deeper clouds to develop,

however, and along with them, cold pools. Larger drop sizes, encouraged by a stronger

collision-coalescence process, allow precipitation to return approximately one-third of the

surface evaporation to the ocean in the trade wind cumulus region (Snodgrass et al. 2009).

Visible in Figs. 3 and 4 are examples of isolated convection in the northeast Atlantic trade

winds able to reach 4 km coexisting with cloud lines lacking precipitation. These images

are representative of the northeast Atlantic (Zuidema et al. 2012; Nuijens et al. 2017). The

Fig. 2 September 14, 2016 MODIS Terra 10:30 am LT visible image near Ascension Island (14�W, 8�S),
located in the upper-left-hand corner of the image. The highest cloud tops reach 1.7 km, as detected by a
cloud radar located on Ascension as part of the DOE Layered Atlantic Smoke Interactions with Clouds
campaign (Zuidema et al. 2016). Radiosonde winds indicate west-northwestward boundary layer flow
(yellow vector)
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deeper clouds spawn downdrafts capable of bringing down air that is drier than the near-

surface air, contributing to a lowering of the equivalent potential temperature (Zuidema

et al. 2012). The presence of less convectively favorable air near the surface, spreading out

as a density current, explains an organization of mesoscale cloud arcs circumscribing

mostly cloud-free regions. The small areal coverage of the deeper clouds can thus alter a

much larger area of near-surface air. More quantitatively, the satellite-derived cloud

fraction producing rain rates exceeding 1 mm h�1 is a mere 0.02 for wintertime Caribbean

cumuli (Snodgrass et al. 2009), over an area of approximately � 104 km2 scanned by a

Fig. 3 December 19, 2013, MODIS Aqua 13:30 pm LT visible image, east of Barbados (46.5–50�W,
17.5–20�N) coincident with the Next-generation Airborne Remote Sensing for Validation (NARVAL)
aircraft campaign (Stevens et al. 2016, 2017). The wind is flowing from right to left. The two largest cold
pools span approximately 100 km and are better defined on the downwind side, particularly the left side of
the image. The higher cloud tops within the cold pool centers reach approximately 4 km

wind

Fig. 4 Aircraft view of a cold pool taken on August 25, 2016, southeast of Barbados. Noteworthy are the
cloud lines to the left of the image, with the nearby cold pool convection organized in a circle, a portion of
which is oriented perpendicular to the cloud lines in the left-hand side. Isolated convection reaching a higher
altitude is detraining, most likely into a layer of increased stability
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precipitation radar, also consistent with estimates from large-eddy-scale simulations

(Neggers et al. 2002). The diurnal cycle is weak (Snodgrass et al. 2009).

A further notable feature of Figs. 3 and 4 is their siting at approximately 10�N of the

intertropical convergence zone (ITCZ), after a multi-day equatorward advection of

boundary layer air away from the stratocumulus regions. At what point along the journey

shallow convection can deepen substantially remains underexplored. Space-based lidar

suggests the northern hemisphere ocean basins are more conducive of ’deeper’ shallow

convection (Fig. 1 of Medeiros et al. 2010), perhaps because northern hemisphere surface

parcels do not advect over cooler equatorial waters in their journey to the ITCZ. The

environmental conditions supporting shallow convection that can become deep enough to

support coherent downdrafts bringing down air of lower he from above the cloudy

boundary layer is also not known and may depend on the history of the air parcel as well.

Liquid-only clouds reaching 4 km produce cold pools that are very similar to those

produced by tropical deep convection extending throughout the depth of the troposphere,

shown next.

4 Cold Pools from Deep Tropical Convection

The mean properties of � 300 cold pools composited from conventional surface meteo-

rological datasets from Gan Island (0.6�S, 73.1�E) and the Research Vessel Roger Revelle

located � 700 km to the east, at 80.5�E are shown in Fig. 5. A cold pool is identified

through a temperature drop of 0.5 K, applied to a 5-min time series that has been smoothed

using a Haar wavelet filter, combined with the requirement of no rain within the hour prior.

The temperature drops are normalized to their mean time span of 20 min. The cold pool
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Fig. 5 Cold pool composite based on 193 cold pools at Gan island (a–f) and 103 at the Revelle (g–
k) between October 6, 2011 to December 31, 2011, from one prior to 1 h past the cold pool frontal passage.
The cold pool front is defined through a temperature drop of 0.5 K applied to the 5-min time series smoothed
using a Haar wavelet filter. The front is normalized to a 20-min time interval, corresponding to the mean
frontal passage time. a, g Air temperature (black) and water vapor mixing ratio (red); b, h water vapor
mixing ratio (red) and equivalent potential temperature (black); c, i surface wind speed (black) and surface
pressure (red); d, j latent heat fluxes (LHF, black) and the Bowen ratio (surface heat fluxes/latent heat fluxes;
red); e, k rain rate (black) and column water vapor (red, e) only); f liquid water path
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sample is drawn from the full tropical convective spectrum. The composite-mean includes

a near-surface drying of � 1 g kg�1 and decrease in the equivalent potential temperature

of 2 K. The mean wind speed increases by � 2 m s�1, but only for 15–30 min. The

pressure increase corresponds to a mean cold pool depth of approximately 300 m, is that

stronger temperature drops are accompanied by stronger decreases in the water vapor

mixing ratio (and he), indicating either higher origin heights for the downdrafts or more

coherent structures less modified by environmental mixing (de Szoeke et al. 2017). The

mean near-surface relative humidity of the cold pools indicate subsaturation (not shown),

suggesting the downdrafts rarely if ever maintain saturation, despite being initially satu-

rated. All of these traits are shared with cold pools in the northeast Atlantic trade wind

regime (Zuidema et al. 2012).

Cold pools are much more likely to occur underneath obscuring cirrus shields (e.g., de

Szoeke et al. 2017), but one example of a tropical cold pool visible from space is shown in

Figs. 6 and 7, coinciding with the DYNAMO field campaign (Yoneyama et al. 2013). A

vertically pointing cloud radar and meteorological station operated within the range of a

scanning precipitation radar, with a range-height indicator scan dedicated to the precipi-

tation radar azimuth encompassing the cloud radar (Feng et al. 2014), allowing a precise

collocation of cold pool convective features with its surface features. The cold pool

spanning � 120 km is outlined on the 0615 UTC image, reaching the surface site at

approximately 0915 UTC, where the vertically pointing radar reveals a cloud depth of 12

km in places lacking wind shear. The visible image shows other cold pools that are less

obvious in the radar image. The surface meteorological time series shows a water vapor

path increasing from 5.1 to 5.6 cm prior to the cold pool, whose edge has a temperature

drop of � 5 K, a more quickly recovering drop in the vapor mixing ratio, and a short,

almost unidentifiable, wind speed increase. The relative humidity at altitudes above 5 km

was � 50% (not shown).

Stratiform precipitation occurring later in the day prevented recovery of the near-surface

temperature and maintained a near-surface relative humidity of 85–90%. Earlier obser-

vational studies focused on longer-lasting cold pools also selected from mesoscale systems

with stratiform precipitation (e.g., Young et al. 1995), and longer-lasting surface fluxes

changes are documented (Saxen and Rutledge 1998). For these, the altered surface fluxes,

with their higher Bowen ratio, may be enough to influence the mean. This is one difference

from cold pools in the trade wind regime. Deep tropical convection with stratiform pre-

cipitation can also sustain mesoscale downdrafts of warmer air. Early aircraft measure-

ments concluded mesoscale downdrafts are too warm to reach the surface (Zipser 1977),

but this is contradicted by Kilpatrick and Xie (2015), who relied on satellite scatterometer

data combined with surface buoys.

Other influences on tropical cold pool characteristics, besides the level of mesoscale

organization, include the atmospheric moisture distribution and the amount of mixing with

environmental air during the downdraft. Since tropical deep convection easily attains cloud

top heights of 8 km and upwards (Fig. 8), the downdraft air can in theory originate from a

higher altitude. The modification of near-surface air properties is indeed more pronounced

when the cloud top heights of the parent convection are higher (Fig. 8). Most studies point

to an origin altitude for the downdraft air of 2 km or less, however (Betts 1976; Betts and

Dias 1979; Torri and Kuang 2016a; de Szoeke et al. 2017; Schiro and Neelin 2017). That

higher clouds are associated with stronger cold pools may reflect a correlation between

downdraft width and clouds that are wider as a result of organization, discouraging

environmental dilution of the downdraft air (Schlemmer and Hohenegger 2014; Schiro and
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Fig. 6 a Terra and b Aqua December 13, 2011 MODIS visible satellite imagery of cold pool mesoscale
organization in the equatorial Indian Ocean with c, d near-in-time 5-cm scanning precipitation radar
surveillance scan imagery corresponding to a, b. e A 94-GHz vertically pointing radar located on Gan Island
indicates the height of the corresponding convection. Red stars indicate Gan island (0.6�S, 73.1�E). The red
half-circles in panels a, c correspond to the cold pool arriving at Gan island � 3 h later
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Neelin 2017; Mapes et al. 2017). The low-altitude origin discounts contributions to the

convective downdrafts (treated separately from stratiform precipitation) by the melting or

sublimation of ice particles (Srivastava 1987).

Convection able to impinge upon relatively dry mid-tropospheres should in theory also

produce stronger cold pools, by allowing more evaporation into the downdraft while

simultaneously transporting drier air of lower he to the surface (e.g., Chen et al. 2016).

Many examples of drier atmospheres coexisting with more isolated convection are docu-

mented within shallow-to-deep transition studies (Feng et al. 2014; Ruppert and Johnson

2015), as well as with linearly organized convection such as squall lines (Takemi and

Satomura 2000; Mapes et al. 2017; Schiro and Neelin 2017). A correspondence between

stronger cold pools and drier mid-tropospheres has not yet been robustly identified in

observations, but is consistent with published emphases (see also Takemi et al. 2004). One
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important compensation is the condensate loading within the downdrafts, as more con-

densate will decrease the surface parcel buoyancy (James and Markowski 2010; Torri and

Kuang 2016a).

Tropical cold pools are more frequent during times of lower outgoing longwave radi-

ation, reflecting more organized deep convection with larger cloud covers, cooler sea

surface temperatures (SSTs), and cooler near-surface layers that are closer to saturation (de

Szoeke et al. 2017), and more fully saturated atmospheres. The number of observed cold

pools only varies weakly with time of day (de Szoeke et al. 2017), though satellite mea-

surements suggest mesoscale downdrafts able to reach the surface occur 8–12 h after the

peak rainfall (Kilpatrick and Xie 2015). The boundary layer is cooled and moistened over a

large area by the evaporation of stratiform precipitation, reducing the buoyancy of indi-

vidual surface parcels. Nevertheless, cold pools and the surface-originating convection

they reflect clearly do occur (de Szoeke et al. 2017), perhaps more than originally thought

at the time of Houze and Betts (1981). This is also evident in space-based cloud radar

observations of cumulus congestus/cumulonimbus occurring underneath upper-level

stratiform cloud (e.g., Riley et al. 2011). The moisture distribution is influenced more by

layer-lifting and less by surface-based buoyancy (see, e.g., in this issue, Mapes et al.

(2017), dating back to at least Houze and Betts (1981), so that it cannot be argued that cold

pools are important for redistributing moisture.

A connection between deep convective cold pools and those in the trade wind regions

may then be their relationship to the column water vapor path. In the trade wind regions,

column water vapor paths of 4.5–5.0 cm correspond to moister free tropospheres capable of

supporting deeper convection and more cold pools (Zuidema et al. 2012). The DYNAMO

water vapor path frequency distribution contains a plateau at 5.8–5.9 cm, and a mean of 5.1

cm (Zhang et al. 2017), suggesting the slightly drier conditions in which cold pools can be

more influential are close in value to those for the trade wind regions. This is consistent

with the subcloud moisture field remaining critical for convective initiation (Kingsmill and

Houze 1999; Seifert and Heus 2013), particularly at cloud base level (Takemi and Sato-

mura 2000), as well as anomalous moisture in the lower free troposphere (Sherwood et al.

2010), since column water vapor paths between 4.5 and 5.5 cm allow drier mid-tropo-

spheres to coexist with deep, moist lower free tropospheres (Zhang et al. 2017).
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One long-standing question in the Tropics, to which cold pools are relevant, is what

maintains its boundary layer. The powerful Arakawa and Schubert (1974) parameterization

assumes a quasi-equilibrium moisture closure in which surface moisture fluxes are bal-

anced by the clear-sky entrainment of air drier than the saturation surface vapor mixing

ratio. This is questioned within Raymond (1995), which concluded that surface fluxes must

be balanced by convective downdrafts rather than clear-sky entrainment, because down-

drafts provide a larger reduction in near surface he. In the more comprehensive observa-

tional assessment of de Szoeke et al. (2017) based on DYNAMO soundings, downdrafts

contribute to 20–30% of the boundary layer moisture and temperature budget, on days with

diminished sea surface temperature (SST), and less otherwise. This suggests the effects of

downdrafts are secondary, if not negligible, to those from clear-air entrainment through the

boundary layer top, on the boundary layer he. Thayer-Calder and Randall (2015) in an

updated simulation also conclude clear-air entrainment predominantly balances surface

evaporation. Torri and Kuang (2016a) also find a small contribution from convective

downdrafts to the net flux of moist static energy into the boundary layer, and a much larger

contribution from turbulent mixing across the boundary layer top, using a Lagrangian

particle tracking analysis. These recent, independent studies all indicate a secondary role

for downdrafts on the large-scale boundary layer moist static energy budget.

5 Remaining Questions

This survey motivates two remaining, intertwined questions.

5.1 The Relationship of Trade Wind Cold Pools to Cloud Cover

An outstanding question with shallow convection remains the still poorly known rela-

tionship between convection and cloud cover in the trade wind region, where the cloud

cover is important for the planetary albedo. Modeling simulations, despite their many

advances (e.g., Seifert and Heus 2013), remain inconclusive (van Zanten et al. 2011), to a

substantial degree because many microphysical parameterizations are not optimal for trade

wind cumuli representations (Li et al. 2015). While the cold pool itself discourages further

surface-based convection, detrainment elsewhere in the troposphere increases cloud cover.

In Fig. 4, the deeper convection is detraining at a higher altitude, affecting the overall

cloud cover, arguably also visible in Fig. 3. Such detrainment can occur into layers of

increased stability, and although the altitude of the higher stable layer is not clear in Fig. 2,

the 0 �C level, which occurs at � 500 hPa, is enriched with such layers (Zuidema 1998;

Stevens et al. 2017).

This undertaking also means critically assessing microphysical parameterizations and

their interaction with representations of environmental mixing. Experimentation with two

popular microphysical schemes has revealed significant differences in cloud fraction

ensuing from cold pools that are similarly simulated (Li et al. 2015), and relevant obser-

vations should also be acquired to assess results from arguably better-suited schemes

(Seifert and Heus 2013). The sensitivity of the convective downdraft to condensate loading

and mixing above the boundary layer is also important. In addition, this means further

evaluating the effects of low- and high-wind shear, as wind shear can interact dynamically

with the convective structure (Li et al. 2014). Related to all these questions is also the

timescale of the boundary layer recovery within a cold pool, and how often cold pools are
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able to fully recover before being impinged upon by a subsequent cold pool; observations

suggest cold pools occur in clumps (e.g., Fig. 2). If so, and embedded in larger-scale

moisture envelopes, those in tandem can alter the atmospheric longwave radiative cooling

on longer time and larger spatial scales than of just an individual cold pool.

As computational capabilities continue to improve, the trade-off between spatial grid

spacing and domain size in the modeling of cold pools can be expected to diminish. The

enabled sophisticated examinations of cold pools with their larger-scale environment

include examining the relative importance of colliding cold pools as opposed to single

pools. The further development of tracking algorithms (Torri et al. 2015; Feng et al. 2015;

Böing 2016; Drager and van den Heever 2017) within such more complex simulations will

allow for a better understanding of collisions and their impact of the cold pool life cycle.

Such efforts will also further parameterization development.

5.2 Thermodynamic Secondary Initiation Processes

Models, through their ability to capture the full four-dimensional fields (Fig. 9), highlight

an important distinction between dynamical and thermodynamical influences on secondary

convection. Early ideas for triggering new convection focused on dynamics, in which the

cold density currents interacted with the prevailing near-surface wind shear to encourage

upright updrafts favorable for convection (Rotunno et al. 1988). The trade wind regions in

particular experience steady winds, with a maximum wind speed at cloud base decreasing

both above and below. Dynamical forcing of boundary layer air is stronger when the cold

pool gust front is aligned with the mean wind at the downwind side of a trade wind region

cold pool, and the vorticity interactions help explain the more pronounced convection on

the downwind side of a cold pool (e.g., in Figs. 3 and 4, further explored in Li et al. 2014).

Stronger dynamical forcing is also related to higher downdraft heights in Jeevanjee and

Romps (2015).

In tropical oceanic regions lacking rotation and strong wind shear (Fig. 5), a separate

paradigm emphasizing the role of water vapor in initiating new convection has also been

influential (Tompkins 2001). In the study of Tompkins (2001), cloud-resolving simulations

using a doubly periodic domain of 90 km, at a horizontal grid spacing of 350 m, and with

Fig. 9 A snapshot of the near-
surface equivalent potential
temperature distribution from
Torri and Kuang (2016b)
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no imposed mean wind vertical structure, accumulate water vapor within the full outer one-

third of the cold pool, by 0.25 g kg �1 in the mean. The moistening remained inside the

gust front edge. The anomalous moisture was attributed to the evaporation of precipitation

into temperature-recovered air before the downdraft of air from a higher-altitude source

could reach the surface, and a straightforward calculation of how much rain could evap-

orate into the subcloud layer is consistent with the 0.25 g kg�1 increase evident in the

composite mean (Langhans and Romps 2015). In this way, rain evaporation not only

moistens the air, but it also raises the air’s he (which is otherwise conserved with phase

changes), creating a positive feedback in triggering further convection. Surface fluxes (and

winds) were discounted because these would be diminishing at the cold pool edge, as also

evident in the observational composite (Fig. 5).

More recent modeling experimentation with ’single-bubble’ convection further

emphasizes the existence and importance of enhanced near-surface moisture resulting from

the parent convection, but attributes the source of the moisture primarily to surface fluxes

(Langhans and Romps 2015; Romps and Jeevanjee 2016). Rain evaporation nevertheless

remains important by contributing the anomalous moisture capable of reaching the cloud

base (Torri and Kuang 2016b). Similar to Tompkins (2001), the moisture in both these

studies remains inside the cold pool edge.

The observational composites in Fig. 5 do not show widespread enhancements of water

vapor mixing ratio qv interior to the cold pool. A slight observed enhancement in qv, of

0.25 g kg�1, instead, appears at the cold pool edge, and prior to the wind increase. The

increase in temperature of � 0.1 K could conceivably reflect how the temperature drop is

identified, but that would not explain the qv increase. Such prior moisture increases were

also noted in the tethered balloon measurements analyzed within Addis et al. (1984) and

associated with upward vertical velocities. Their presence prior to the wind speed increases

points to a convergence of the surface wind, and with it, moisture. The slight temperature

increase could also be explained in this way.

The question then arises why models produce water vapor rings (e.g., Langhans and

Romps 2015). Model cold pools can be composited similarly to observations, using time

series at model grid points in the lowest model layer. Three examples, all based on the

System for Atmospheric Modeling (SAM; Khairoutdinov and Randall 2006), are shown in

Figs. 10 and 11. The composites shown in Fig. 10 incorporate large-scale forcings driven

DYNAMO observations (Wang et al. 2015) and utilize a one-km horizontal grid spacing.

Figure 11 show composites based on the Torri and Kuang (2016b) simulations, with an

additional simulation performed using a smaller grid spacing (80 vs. 250 m), but otherwise

identical. All three simulations lack wind shear.

Similarly to the Tompkins (2001) composites, a water vapor mixing ratio increase is

seen to occur within the cold pool frontal edge, before a decrease after the frontal passage.

This occurs within all three simulations. The simulations in Fig. 11 do place the water

vapor increase closer to the front, but are themselves not sensitive to the horizontal grid

spacing. The model qv increases exceed those observed, also evident in Fig. 3 of Feng et al.

(2015). These comparisons suggest models may overproduce water vapor rings. Postulated

explanations can include an under-entrainment of drier air into the gust front edge or

excessive evaporation, reflecting turbulent mixing and microphysical processes that are

difficult to represent accurately, or a surface flux-wind feedback that is too strong. In

Fig. 11, the simulation with the smaller grid spacing produces surface fluxes that are

slightly lower than in the other simulation (102.7 vs. 100.6 W m�2 for the latent heat

fluxes, and 9.58 vs. 9.48 W m�2 for the sensible heat fluxes), and may be due to different
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gust front velocities, while evaporation rates are slightly higher when the grid spacing is

smaller. More work is required to confidently explain the differences beyond the scope of

this current contribution, with this example primarily introduced to highlight the need for a

benchmark dataset of both observations and model simulations.

In addition, model simulations of cold pools generally make trade-offs between domain

size and grid spacing.2 Studies that use larger domain sizes to represent cold pool

mesoscale organization are more likely to attribute anomalous moisture sources for sec-

ondary convection outside of the cold pool (Li et al. 2014; Schlemmer and Hohenegger

2016). This is also consistent with the observed inhomogeneity of the secondary con-

vection around the mesoscale arc (Figs. 2, 4) locations, where a dynamical lifting of a

surface parcel is most able to access moisture, will be the most likely to see convection

thrive (see also Torri et al. 2015). Further advantages of larger domains are the ability to

capture colliding cold pools (e.g., Fig. 9), and, when incorporating the large-scale forcing

at the boundary as opposed to using doubly periodic domains, the ability to capture cold

pool asymmetries (Li et al. 2014, 2015). Wind shear aloft can modify the cloud’s geom-

etry, thus limiting cloud deepening (Zuidema et al. 2012; Li et al. 2014) but can also

increase evaporation (Schlemmer and Hohenegger 2014), as well as allow the precipitation

to fall outside of the main updraft core, and has bearing on the overall cloud fraction.

25.5
26  
26.5
27  
27.5

T
 [o

C
]

17.4
17.6
17.8
18  
18.2

q 
[g

 K
g-

1
]

348

350

352

17.4
17.6
17.8
18  
18.2

q 
[g

 K
g-

1
]

5 

6 

7 

8 

U
 [m

s-
1
]

1003.3

1003.4

1003.5

P
 [h

P
a]

125
150
175
200
225

LH
F

 [W
m

-2
]

0.05

0.1 

0.15

0.2 

B
ow

en
 r

at
io

0 

5 

10

R
R

 [m
m

 h
-1
]

5.6

5.8

6  

C
W

V
 [c

m
]

-60 -40 -20 Tmax Tmin 40 40 60

Minutes relative to cold pool front

0  

200

400

600

LW
P

 [g
m

-2
]

(a)

(b)

(c)

(d)

( f )

Gan

26

27

28

T
 [o

C
]

18.2
18.4
18.6
18.8

q 
[g

 K
g-

1
]

351

352

353

18.2
18.4
18.6
18.8

q 
[g

 K
g-

1
]

4 

6 

8 

U
 [m

s-
1
]

1003.6

1003.7

1003.8

P
 [h

P
a]

100
125
150
175
200

LH
F

 [W
m

-2
]

0.05
0.1 
0.15
0.2 

B
ow

en
 r

at
io

0 

5 

10

R
R

 [m
m

 h
-1
]

5.6
5.8
6  
6.2

C
W

V
 [c

m
]

-60 -40 -20 Tmax Tmin 40 40 60

Minutes relative to cold pool front

0  

200

400

600

LW
P

 [g
m

-2
]

(g)

(h)

(i)

(j)

(k)

(l)

   Revelle

20

e 
[K
]

e 
[K
]

(e)

Fig. 10 Composites of a, g: air temperature (black) and water vapor mixing ratio (red); b, h water vapor
mixing ratio (red) and equivalent potential temperature (black); c, i surface wind speed (black) and surface
pressure (red); d, j latent heat fluxes (LHF, black) and the Bowen ratio (surface to latent heat fluxes; red); e,
k rain rate (black) and column water vapor (red, e) only); f, l liquid water path, based on SAM simulations.
The left a–f panel applies to Gan island from two time periods combined, October 8–16 and December
18–25, 2011. The right g–l panel applies to R/V Revelle simulations spanning October 2 to November 1,
2011. The doubly periodic simulations at a one-km horizontal grid spacing incorporate daily large-scale
forcings developed for the DYNAMO time period from the campaign observations (Wang et al. 2015).
5-min model output was evaluated at 16 grid points within a 256 km by 256 km spatial domain

2 For example, Romps and Jeevanjee (2016) use a horizontal grid spacing of 50 m and a vertical grid
spacing as high as 10 m in the bottom 600 m of the computational domain. Grant and van den Heever (2016)
imposed a 50-m grid spacing in the horizontal and 25 m in the vertical, within a two-dimensional cold pool.
In contrast, Schlemmer and Hohenegger (2014) and Schlemmer and Hohenegger (2016) use a computational

domain of 256 � 256 km2 with a horizontal grid spacing of 250 m, and Li et al. (2014) and Li et al. (2015)

use a large outer domain of 972�972 km2 nesting an inner domain with a 100-m grid spacing. Seifert and

Heus (2013) use a 50 � 50 km2 domain with grid spacings of 25–100 m.
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The dominating remaining observational challenge arguably remains the need to better

resolve the four-dimensional humidity field. The idea that the updraft air feeding con-

vection tends to have a high he (or equivalently, moist static energy) is not controversial,

either observationally (Kingsmill and Houze 1999) or theoretically (Emanuel et al. 1994).

Consensus about the source of the anomalous moisture and equivalent potential energy (he)
for the secondary convection that is triggered by cold pools has not yet been reached. The

distribution of moisture near cloud base remains poorly known, along with the vertical

structure of cold pools. This is unlikely to be solved soon via remote sensing (see, e.g.,

Mapes et al. 2017; Zhang et al. 2017), with what is possibly the best passive remote

sensing technique, using spectral infrared (Blumberg et al. 2015) still primarily limited to

clear skies. Differential absorption and Raman lidars can profile moisture (Kiemle et al.

2017) but are obstructed by cloud, although extrapolation from points nearby could provide

insight, and in combination with Doppler wind lidar might be able to resolve moist

updrafts. The measurement of the most important state variables can also be readily done

as the standard package on a small research aircraft and now also on drones and unmanned

aerial vehicles (e.g., http://vandenheever.atmos.colostate.edu/vdhpage/c3loud-ex/index.

php), or using small, light balloons as pseudo-Lagrangian drifters (https://sites.psu.edu/

pmarkowski/2017/06/07/markowski-and-richardson-fly-dozens-of-airborne-probes-into-three-

severe-storms-in-oklahoma-and-kansas/). This would shed further light on the relationship
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of the thermodynamics to the cold pool dynamics as well as conceivably interaction with

surface fluxes (Ross et al. 2004; Gentine et al. 2016; Grant and van den Heever 2016).

Future challenges also remain on the modeling front. For example, the influence of

entrainment at the gust front remains an open question. Work has been done to determine

the entrainment in gravity currents (see e.g., Hacker et al. 1996; Hallworth et al. 1996;

Fragoso et al. 2013), but mostly in idealized scenarios, which raises questions on the

applicability of these results to real-world cold pools. To address this question using

numerical models is a challenging task as the simulations required for this purpose would

have to be conducted in a large enough domain, and, at the same time, with a spatial grid

spacing capable of properly representing turbulent mixing at the gust front (see Grant and

van den Heever (2016) for such an attempt). Such efforts will also improve parameteri-

zations of the boundary layer turbulent transports towards representing clear-air entrain-

ment and up/downdrafts correctly (see also Tompkins and Semie 2017).
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Abstract The response to warming of tropical low-level clouds including both marine

stratocumulus and trade cumulus is a major source of uncertainty in projections of future

climate. Climate model simulations of the response vary widely, reflecting the difficulty

the models have in simulating these clouds. These inadequacies have led to alternative

approaches to predict low-cloud feedbacks. Here, we review an observational approach

that relies on the assumption that observed relationships between low clouds and the

‘‘cloud-controlling factors’’ of the large-scale environment are invariant across time-scales.

With this assumption, and given predictions of how the cloud-controlling factors change

with climate warming, one can predict low-cloud feedbacks without using any model

simulation of low clouds. We discuss both fundamental and implementation issues with

this approach and suggest steps that could reduce uncertainty in the predicted low-cloud

feedback. Recent studies using this approach predict that the tropical low-cloud feedback is

positive mainly due to the observation that reflection of solar radiation by low clouds

decreases as temperature increases, holding all other cloud-controlling factors fixed. The

positive feedback from temperature is partially offset by a negative feedback from the

tendency for the inversion strength to increase in a warming world, with other cloud-

controlling factors playing a smaller role. A consensus estimate from these studies for the

contribution of tropical low clouds to the global mean cloud feedback is
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0.25 ± 0.18 W m-2 K-1 (90% confidence interval), suggesting it is very unlikely that

tropical low clouds reduce total global cloud feedback. Because the prediction of positive

tropical low-cloud feedback with this approach is consistent with independent evidence

from low-cloud feedback studies using high-resolution cloud models, progress is being

made in reducing this key climate uncertainty.

Keywords Climate change � Cloud feedbacks � Low clouds

1 Seeking Observational Constraints on Low-Cloud Feedbacks

How clouds respond to the climate warming is a major uncertainty in climate change

science that hinders prediction of the temperature sensitivity to radiative perturbations

(Boucher et al. 2013). At the center of this uncertainty is the response of tropical oceanic

low clouds, which is the single cloud type that explains the most spread of climate model

predictions of cloud feedbacks (Bony and Dufresne 2005). A recent study estimates that

low clouds globally explain around 50% of the inter-model variance of the global mean

cloud feedback (Zelinka et al. 2016).

The widely varying responses of low clouds are perhaps unsurprising because climate

models struggle to simulate these clouds. Tropical low clouds involve highly interactive

processes of radiative transfer, turbulent and convective mixing and cloud physics that are

imperfectly represented by climate model parameterizations. The parameterizations are

necessary because the space and time-scales that climate models resolve are coarse relative

to the space and time-scales of tropical low clouds.

The problems simulating low clouds motivate approaches to determine tropical low-

cloud feedbacks that do not directly rely upon climate model simulations. One approach is

to use large-eddy simulations that resolve low-cloud processes to predict the low-cloud

changes forced by the climate changes in the environment (Rieck et al. 2012; Zhang et al.

2012; Blossey et al. 2013; Bretherton 2015). A second approach relies on observations of

clouds to predict how they will respond to changes in the large-scale environment typical

of climate warming. This observational approach is the subject of this paper.

At the heart of the observational approach is the fact that tropical low clouds are not

randomly distributed but instead tend to vary with characteristics of the large-scale

Fig. 1 Low-cloud cover from the International Satellite Cloud Climatology Project. Rectangles indicate the
preferred regions of tropical low clouds of the stratocumulus type. These regions were studied in Q15, but
they were also studied by M16, B16, and M17. Another common low-cloud type is trade cumulus which
typically occur in the regions to the west of the rectangles in the figure. These clouds were studied directly
by M17 and to some extent by B16. Low clouds are also common in the subsidence portions of the tropical-
extra-tropical transition zone between 20� and 40� latitude in each hemisphere, and these clouds were
studied in Z15 and M17. (Figure from Q15)

Surv Geophys (2017) 38:1307–1329

136



Reprinted from the journal123

environment (Fig. 1). The conditions that favor extensive sheets of low clouds such as

stratocumulus include a relatively cold sea-surface temperature (SST) and a strong capping

temperature inversion, among others. Elsewhere in the tropics, SST is warmer and the

inversion weaker even as the air is still subsiding, favoring the smaller cloud fractions

typical of trade cumulus clouds. Assuming low clouds are a response to their environment,

environmental conditions influencing low clouds may be called ‘‘cloud-controlling fac-

tors’’ (Stevens and Brenguier 2009).

The basis of the observational approach for predicting low-cloud feedbacks from their

controlling factors is the following: suppose we know how sensitive the clouds are to each

cloud-controlling factor, as derived from observations of cloud variability in the present

climate, and we have an idea of how each of the factors will change with climate warming,

as derived from climate models and confirmed by physical reasoning. Then we can predict

how the low clouds will change with climate warming under the assumption that the

sensitivities of clouds to their controlling factors are time-scale invariant. This approach

has been taken in five recent studies (Qu et al. 2015b; Zhai et al. 2015; Myers and Norris

2016; Brient and Schneider 2016; McCoy et al. 2017, in chronological order; hereafter

these studies will be named ‘‘Q15,’’ ‘‘Z15,’’ ‘‘M16,’’ ‘‘B16’’ and ‘‘M17,’’ respectively). In

this paper, we review these studies. From them we form a consensus estimate of the

average tropical low-cloud feedback for marine subsiding regions (including both stra-

tocumulus and trade cumulus) that can be used in an estimate of Earth’s climate sensitivity.

We also examine issues with this approach and how uncertainties in its predictions might

be reduced.

2 Cloud-Controlling Factors

The studies considered make the assumption that anomalies in some measure of tropical

low clouds DC relevant to radiative fluxes (such as low-cloud fraction or shortwave cloud-

radiative effect) can be represented by a first-order Taylor expansion in cloud-controlling

factors xi:

DC ¼
X

i

oC

oxi

����
xj 6¼xi

Dxi ð1Þ

In (1), the partial derivative oC
oxi

represents the sensitivity of low clouds to a cloud-con-

trolling factor and is assumed to be the same regardless of the time-scale over which

anomalies are calculated (‘‘time-scale invariant’’). This time-scale is often inter-annual, but

it could also be weekly or over decades and centuries. Any time-scale is valid provided it is

greater than about 2–3 days, the longest time-scale over which the boundary layer and its

clouds respond to changes in the cloud-controlling factors (Schubert et al. 1979; Bretherton

1993). Temporal averaging reduces but does not eliminate any disequilibrium between the

clouds and their controlling factors.

Table 1 lists the most important controlling factors for tropical low clouds. The

table also explains why tropical low clouds depend on each controlling factor, and cites a

supporting observational and/or large-eddy simulation modeling study. While a wide body

of research supports each factor, they do not all have the same level of theoretical

understanding or observational and modeling support. The relationship of increased low

cloud to increased inversion strength is the most robust relationship. Covariance between

factors, such as free-tropospheric relative humidity with downward longwave radiative
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flux, makes it difficult to conclusively identify the individual role of some factors from

observations, even if these are easily distinguished in modeling studies. Reliable large-

scale observations of some controlling factors are sometimes unavailable. It is unlikely that

Table 1 is missing any important cloud-controlling factors since it includes the majority of

the external large-scale variables in the energy and moisture budget equations for the

boundary layer (Stevens and Brenguier 2009). Nonetheless, the list may be missing some

known (e.g., aerosol) and unknown factors that likely only play a minor role in tropical

low-cloud feedbacks to climate warming.

3 Low-Cloud Feedbacks

In the forcing-adjustment-feedback framework (Sherwood et al. 2015), changes in global

mean top-of-atmosphere radiative flux (R) due to individual feedbacks such as clouds are

assumed to be linearly related to changes in global mean surface air temperature (Tg). The

contribution of tropical low clouds to the global cloud feedback can be thought of as the

product of the fraction of the planet dominated by tropical low clouds ðaÞ with the sen-

sitivity to changes in Tg of the local cloud-induced changes in top-of-atmosphere radiation

(e.g., using shortwave cloud-radiative effect):

Table 1 Most prominent cloud-controlling factors affecting tropical low clouds, their physical explanation,
and their support from observational and large-eddy simulation modeling studies

Cloud-controlling
factor

Physical explanation Observational
support

Modeling
support

Strengthened
inversion
stability

Reduced mixing across inversion keeps boundary
layer shallower, more humid and more cloudy

Wood and
Bretherton
(2006)

Bretherton
et al. (2013)

Reduced
subsidence

Deeper boundary layer increases cloud Myers and
Norris
(2013)

Blossey et al.
(2013)

Increased
horizontal cold
advection

Greater destabilization of the surface–atmosphere
interface increases upward buoyancy flux
promoting more clouds

Norris and
Iacobellis
(2005)

N/A

Increased free-
tropospheric
humidity

Entrainment drying is reduced, thus moistening the
boundary layer and increasing cloud

M16 van der
Dussen et al.
(2015)

Decreased
downward
longwave
radiation

Reduced downward longwave radiation increases
cloud-top radiative cooling, driving more
turbulence supporting cloud

Christensen
et al. (2013)

Bretherton
et al. (2013)

Colder Sea-surface
temperature
(SST)

Colder temperature reduces the efficiency of
entrainment necessitating more cloud to produce
a given entrainment rate

Q15 Bretherton
and Blossey
(2014)

Increased surface
wind speed

Increased surface driven shear mixing increases
latent heat flux and cloud

Brueck et al.
(2015)

Bretherton
et al. (2013)

In the first column, the direction of the cloud-controlling factor corresponds to that that would increase low
clouds. Only the single most prominent study supporting the cloud-controlling factor is listed in the third and
fourth columns

N/A indicates the absence of a study demonstrating the role of the factor in tropical low clouds
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dR

dTg
¼ a

dC

dTg
ð2Þ

If we view the local cloud response as resulting from changes in the local cloud-

controlling factors, we can use (1) to expand the local cloud feedback dC

dTg
as:

dC

dTg
¼

X

i

oC

oxi

dxi

dTg
ð3Þ

In (3), the partial derivatives oC
oxi

are the radiative sensitivities of cloud to the controlling

factors and dxi
dTg

measures how each cloud-controlling factor xi varies with increases in Tg on

climate change time-scales. Equation (3) expresses the concept that clouds respond to the

local values of the cloud-controlling factors while cloud-controlling factors may depend on

non-local factors (such as the large-scale circulation of the atmosphere), which can be

(imperfectly) parameterized as a function of Tg.

Multi-linear regression analysis of observations provides the sensitivities of clouds to

their controlling factors on inter-annual or shorter time-scales (but no shorter than 8 days

in the studies reviewed here), whereas analysis of climate model simulations reveals how

the factors vary with long-term climate change. Cloud sensitivities can also be calculated

from model simulations and compared to those calculated from observations on the time-

scales for which they are available.

Figure 2 shows the end result from one of the studies covered by this review (M16). In

particular, panel (a) compares the local cloud feedback predicted by Eq. (3) (called

‘‘constrained’’) with that simulated by climate models (called ‘‘actual’’); panel (b) shows

each individual term from the right-hand side of Eq. (3). As Fig. 2 shows, M16 deduce a

positive cloud feedback primarily because oC
oSST

is positive in the satellite cloud observa-

tional datasets they use. However, the positive contribution from SST increases is offset by

a negative contribution from changes in the Estimated Inversion Strength (EIS). This

contribution results from the facts that (1) climate models universally predict, with robust

physical justification, that EIS will increase with warming (Webb et al. 2013; Qu et al.

2015a), and (2) cloud amount and the associated reflection of solar radiation increases

strongly with increases in EIS in observations. EIS increases in warming simulations are

driven by increased SST gradients between tropical low cloud and deep convection regions

as well as increased land–ocean surface temperature contrast (Qu et al. 2015a). The other

factors examined in M16, namely horizontal temperature advection, free-tropospheric

humidity and subsidence, make smaller but collectively non-negligible negative contri-

butions to the predicted cloud feedback.

The five studies in our review make different choices with respect to the observational

datasets, cloud-controlling factors and spatiotemporal variability examined (Table 2).

Despite these differences, the following commonalities emerge: (1) SST is the most

important cloud-controlling factor for climate change cloud feedbacks; (2) tropical low

clouds are observed to decrease in extent or radiative impact with increasing SST, leading

to the prediction of positive tropical low-cloud feedbacks to climate change; (3) the four

studies that consider EIS agree that although EIS contributes a negative feedback, it only

partially offsets the positive feedback from SST; and (4) the three studies that consider

additional factors beyond EIS and SST agree that these additional factors collectively make

only a minor contribution to tropical low-cloud feedback.

Surv Geophys (2017) 38:1307–1329

139



123Reprinted from the journal

Figure 3 displays the quantitative predictions of the local tropical low-cloud feedback

from these observationally based studies, along with values predicted from large-eddy

simulations and global climate models; the ‘‘Appendix’’ explains how these predictions

were derived. Some observational studies have more than one estimate because they

consider multiple satellite cloud datasets (Q15 and M16), geographical areas (M17) or

temporal scales of variability (B16). Nearly all observational estimates of the local tropical

low-cloud feedback are positive and many values cluster near 1 W m-2 K-1.

4 Implications for Climate Sensitivity

Do the cloud feedback estimates from the observational studies reviewed here help narrow

the uncertainty in the climate change response of tropical low clouds? Local cloud feed-

back values from the cloud-controlling factor studies range from - 1.0 to

Fig. 2 a Local tropical low-
cloud feedback predicted from
the observed sensitivity of clouds
to their controlling factors (called
‘‘constrained’’) and that actually
simulated by climate models; and
b the components of the
predicted cloud feedback from
each controlling factor according
to Eq. (3). The estimate in black
is computing using the model-
mean changes in factors and
shows a 95% confidence interval
calculated from the uncertainty in
the cloud sensitivities calculated
from observations. In panel b and
for the constrained predictions in
panel a, the spread in model
predictions is due solely to inter-
model differences in how cloud-
controlling factors change with
rises in global mean surface air
temperature. Symbol color
classifies climate models
according to how well they
reproduce the observed cloud
sensitivities (cyan = above
average, orange = average,
red = below average). Acronym
definitions in the figure are:
‘‘EIS’’—Estimated Inversion
Strength, ‘‘SSTadv’’—horizontal
temperature advection,
‘‘RH700’’—relative humidity at
700 hPa, ‘‘omega700’’—
subsidence velocity at 700 hPa,
and ‘‘SW CRE’’—Shortwave
Cloud-Radiative Effect.
(Figure from M16)
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Table 2 List of observational cloud data, cloud-controlling factors, and the spatial–temporal variability
examined in each study employing observations of clouds and their controlling factors to predict tropical
low-cloud feedbacks

Study Satellite cloud observations
used

Cloud-controlling factors
included

Variability used to define
cloud sensitivities

Qu et al.
(2015b)—
Q15

Cloud fraction observations
from ISCCP (1984–2009),
MISR (2000–2013),
MODIS (2002–2014), and
PATMOS-x (1982–2009)

EIS and SST (model 1); EIS,
latent heat flux, specific
humidity lapse rate, free-
tropospheric humidity,
subsidence rate, surface
wind speed, and
horizontal temperature
advection (model 2)

Inter-annual temporal
variability in the annual
means of the tropical low-
cloud regions containing
stratocumulus and cumulus
with stratocumulus (Fig. 1)

Zhai et al.
(2015)—
Z15

Cloud fraction from merged
CloudSat and CALIPSO
data (2006–2010)

SST Seasonal cycle temporal
variability in the monthly
means averaged over
subsidence portions of the
20�–40� latitude band

Myers and
Norris
(2016)—
M16

Shortwave cloud-radiative
effect from CERES-EBAF
(2000–2012) and ISCCP-
FD (1984–1999)

EIS, SST, free-tropospheric
humidity, subsidence rate,
and horizontal
temperature advection

Combined spatial and
temporal variability in the
inter-annual anomalies of
monthly means of tropical
low-cloud regions
containing stratocumulus
and cumulus with
stratocumulus

Brient and
Schneider
(2016)—
B16

Shortwave cloud-radiative
effect from CERES-EBAF
(2000–2015) and low-
cloud fraction from
CALIPSO-GOCCP
(2006–2014)

EIS and SST Temporal variability at 3
time-scales (intra-annual,
seasonal cycle, and inter-
annual) and using inter-
annual anomalies in the
monthly means averaged
over geographically
varying tropical regions in
the lowest quartile of
500 hPa relative humidity

McCoy
et al.
(2017)—
M17

Cloud fraction from MODIS
(2002–2014)

EIS, SST, free-tropospheric
humidity, subsidence rate,
and surface wind speed

Combined spatial and
temporal variability in
8-day mean data within 3
oceanic regions: 40�N–
40�S, trade cumulus, and
mixed stratocumulus and
trade cumulus regions

Acronym definitions and references for the satellite cloud observations are: ISCCP International Satellite
Cloud Climatology Project (Rossow and Schiffer 1999), MISR Multiangle Imaging SpectroRadiometer
(Marchand and Ackerman 2010), MODIS Moderate Resolution Imaging Spectroradiometer (Platnick et al.
2003), PATMOS-x Pathfinder Atmospheres Extended (Foster and Heidinger 2013), merged CloudSat/
Calipso (Mace et al. 2009), CERES-EBAF Clouds and the Earth’s Radiant Energy System Energy Balanced
and Filled (Loeb et al. 2009), ISCCP-FD International Satellite Cloud Climatology Project Radiative Flux
Dataset (Zhang et al. 2004), and CALIPSO-GOCCP Cloud–Aerosol Lidar and Infrared Pathfinder Satellite
Observations GCM-Oriented CALIPSO Cloud Product (Chepfer et al. 2010)
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? 1.9 W m-2 K-1. This range would appear to offer no constraint on the climate model

range, - 0.8 to ? 1.8 W m-2 K-1, as seen in Fig. 3. Still it is worth recognizing that

many observational estimates are concentrated in a narrower range. We synthesize these

results to form a consensus estimate through a meta-analysis of these studies. A formal

approach would consider the uncertainty of each study and account for their degree of

independence, but measures of uncertainty are not supplied uniformly for these studies,

Cloud-Controlling 
Factor Predictions 
from Observations

Q15

M16

B16

Z15

M17

Global Climate Models

-2 K-1

Large-Eddy Simulations

ISCCP
PATMOS-x

MISR
MODIS

De-Seasonalized
Intra-Annual

Inter-Annual
Seasonal

This Study’s 
Meta-analysis

Latitude Bands
Trade Cumulus

Stratocumulus + Trade Cumulus

ISCCP
CERES

Trade Cumulus Stratocumulus

-1 0 1 2

CLOUDSAT-CALIPSO

CERES-EBAF

MODIS

Fig. 3 Values of local tropical low-cloud feedbacks predicted from recent observational studies, large-eddy
simulations and global climate models. Local feedbacks are defined as the local change in top-of-atmosphere
radiation from tropical low clouds per degree increase in global mean surface air temperature. Bar widths for
observational studies (unavailable for M17) and this study’s meta-analysis represent 90% confidence
intervals. Values from individual large-eddy simulation studies are shown. The bar width for global climate
models indicates the range of model results. See the ‘‘Appendix’’ for details
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and no confidence intervals are supplied by M17 at all. Instead we proceed approximately

by assuming that each study represents a partially independent result, which we justify by

noting the diversity of observational satellite cloud datasets, geographic domains, and time

periods employed. We also assume that each study gives a representative estimate of the

cloud feedback averaged over tropical low-cloud regions; this is further discussed below

(issue I3). Our consensus estimate is made by averaging all central estimates to form a

single value of cloud feedback for each study (shown near our meta-estimate in Fig. 3).

Then we compute the five-study mean and 90% confidence interval as 1.645 times the

sample standard deviation, consistent with a normal distribution. The meta-analysis

uncertainty describes the uncertainty across the ansätze employed by each of the five

studies but not the uncertainty within each study. Nonetheless, this uncertainty estimate

seems appropriate as it produces a 90% confidence interval whose width is within 10% of

the average interval width in individual studies shown in Fig. 3.

The meta-analysis produces a local tropical low-cloud feedback of

1.0 ± 0.7 W m-2 K-1. Our estimate suggests that climate models with negative tropical

low-cloud feedback are unrealistic, but still leaves an uncertainty range of * 50% (= 1.4/

2.6) of that of current climate models.

To determine how the local response of tropical low clouds contributes to climate

sensitivity, we first calculate the tropical low-cloud contribution to global cloud feedback

by multiplying the local cloud feedback by the fraction of the planet covered by tropical

low-cloud regions, following (2). Under the assumptions that (a) subsidence regions cover

2/3 of the tropical oceans, (b) oceans cover 3/4 of the tropics, and (c) the tropics cover� of

the planet, we estimate that tropical oceanic subsidence regions cover approximately 1/4 of

the planet (a = 1/4). Thus, we arrive at a contribution of tropical low clouds to the global

mean cloud feedback of 0.25 ± 0.18 W m-2 K-1.

We then calculate an approximate equilibrium climate sensitivity ECS according to

ECS ¼ F2co2=ð�kÞ, where F2co2 is the effective radiative forcing for a doubling of carbon

dioxide (CO2) and k is the climate feedback parameter (Dufresne and Bony 2008). The

climate feedback parameter is equal to the sum of the Planck response and feedbacks from

water vapor, lapse, surface albedo and clouds. We use average climate model values for the

forcing and non-cloud feedbacks as reported in Caldwell et al. (2016) (Table 3). Further

assuming a high-cloud altitude feedback (Zelinka et al. 2016) of ? 0.2 W m-2 K-1, but no

other cloud feedbacks, we compute an ECS of 2.4 K. Adding the central estimate of

? 0.25 W m-2 K-1 for the tropical low-cloud feedback from our meta-analysis to the

high-cloud altitude feedback, we arrive at a central estimate for ECS of 3.0 K. Thus, if the

tropical low-cloud feedback is positive with the magnitude suggested by these observa-

tional studies, ECS would be in the middle of its canonical range of 1.5–4.5 K (Stocker

et al. 2013).

5 Sources of Uncertainty

In interpreting cloud feedbacks derived from observations of clouds and their controlling

factors, a number of issues merit discussion. We roughly divide these into two categories:

those of a fundamental nature (F1–F4) that may limit the validity of this observational

approach, and those related to implementation (I1–I5) that may limit the accuracy of the

feedback estimated with a presumed valid approach. The latter issues, if addressed, might

allow for tighter constraints on tropical low-cloud feedback.
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5.1 Fundamental Issues

5.1.1 F1. Are Cloud Sensitivities Time-scale Invariant?

The approach used in these five studies relies heavily on the assumption that the sensitivity

of clouds to their controlling factors remains constant across any time-scale longer than a

few days—the longest time-scale over which the boundary layer is still in a state of

transient adjustment to changes in the cloud-controlling factors. We can test this propo-

sition by examining results from studies that consider multiple time-scales. B16 calculates

sensitivities at 3 time-scales: intra-annual, seasonal cycle, and inter-annual (from monthly

mean data). Table 5 indicates consistency (within their uncertainty estimates) across these

time-scales for the SST sensitivity. Although this is less true for the EIS sensitivity, the final

estimates of their cloud feedback are still consistent across time-scale (Fig. 3). M17 cal-

culates sensitivities at 2 time-scales: using 8-day means and annual means. They find that

the sensitivities vary by less than a factor of two between those two time-scales, with one

exception, namely for oC
oSST

from the regions of mixed stratocumulus and trade cumulus.

Because M17 do not supply uncertainty coefficients, one cannot judge if this difference is

significant. Separately, deSzoeke et al. (2016) make a thorough analysis of the time-scale

dependence of the relationship between low cloud and EIS, finding that while the amount

of low-cloud variance explained by EIS varies with time-scale, the sensitivity of low cloud

to EIS varies by less than a factor of two between daily, monthly, and inter-annual time-

scales examined. Klein (1997) examined low-cloud variability at a single point in the

Northeast Pacific and found that the signs of the correlation coefficients between low-cloud

fraction and several controlling factors remain fixed across time-scales from daily to

monthly. Some variations in the cloud sensitivities are expected due to statistical uncer-

tainty in sensitivity coefficients, and from this available evidence one cannot disprove the

notion that cloud sensitivities are time-scale invariant. Certainly the sensitivities agree

qualitatively and in sign across time-scales, if not in exact magnitude. To fully address this

question, more observational studies calculating cloud sensitivities with error estimates at

multiple time-scales are needed.

Table 3 Values of the CO2 radiative forcing and various feedbacks used in the calculation of equilibrium
climate sensitivity

Term Value

Radiative forcing for doubling of CO2 concentration (F2CO2
) 3.43 W m-2

Planck feedback - 3.15 W m-2 K-1

Water vapor feedback 1.69 W m-2 K-1

Lapse rate feedback - 0.53 W m-2 K-1

Surface albedo feedback 0.38 W m-2 K-1

High-cloud altitude feedback 0.20 W m-2 K-1

These values are the multi-model-mean values from Caldwell et al. (2016) computed by linear regression of
the first 150 years of the abrupt quadrupling of CO2 climate model experiments. As such, the forcing is an
effective radiative forcing that includes the rapid cloud adjustments. The values are averaged only for
models passing the clear-sky linearity test used to test the accuracy of the radiative kernel approach to
quantify feedbacks. See Caldwell et al. (2016) for details
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5.1.2 F2. Are Clouds Responding to the Controlling Factors?

When regression analysis is applied to observations to derive sensitivity coefficients, it is

assumed that these reflect the influence of the factors on the clouds, rather than the

influence of the clouds on the factors. But how confident are we that this is the case? This

concern is most obviously relevant for variables internal to the boundary layer. For

example, relative humidity in the boundary layer or the state of cloud organization would

be questionable candidates for a controlling factor and is not listed in Table 1 for this

reason. For the cloud-controlling factors listed in Table 1, substantial observational evi-

dence exists that cloud properties are best correlated to upwind (Klein et al. 1995; Klein

1997; Mauger and Norris 2010) or earlier (deSzoeke et al. 2016) sampling of the factors.

These lines of evidence reinforce the notion that these quantities are external and large-

scale characteristics of the atmosphere or ocean which influence the boundary layer and its

clouds, rather than the other way around.

The relationship between clouds and SST deserves extra discussion in this connection,

given the major role for oC
oSST

in determining tropical low-cloud feedback. Modeling studies

demonstrate that a positive radiative feedback from tropical low clouds can amplify low

frequency (multi-year and decadal) SST variability (Bellomo et al. 2014, 2015), so there is

no doubt that clouds affect SST. Nonetheless, it is also clear from large-eddy simulations

(Blossey et al. 2013) and observational evidence (Klein et al. 1995; Klein 1997; Mauger

and Norris 2010) that clouds respond to SST over just a few days. For an ocean mixed-layer

depth of 50 m, it takes about 300 days to produce an SST anomaly in response to cloud-

radiative anomalies that is consistent with the observed value of oC
oSST

(deSzoeke et al.

2016); covariations of cloud with SST at time-scales shorter than 300 days would therefore

reflect the influence of SST on cloud, and not the other way around. The fact that M17 find

similar values of oC
oSST

at 8-day time-scales as at inter-annual time-scales (with the exception

of the region with mixed stratocumulus and trade cumulus) suggests that two-way inter-

actions between cloud and SST do not cause oC
oSST

to be different at the longer time-scales.

Furthermore, climate model simulations with prescribed SST, which by definition do not

have the two-way interactions of clouds and SST, produce a value of oC
oSST

reasonably close

to those derived from simulations with fully coupled ocean–atmosphere models (X. Qu

personal communication).

To understand the reason for this similarity across time-scales, we appeal to our

understanding of the water vapor feedback. One expects water vapor anomalies to adjust to

changes in the underlying SST so that relative humidity is approximately conserved. One

expects this to be true even if water vapor did not produce the longwave radiative

anomalies that fed back on the SST changes. Thus, the diagnosed sensitivity of water vapor

to surface temperature is the same, whether the interaction is one-way or two-way. In a

similar way, we may also think of cloud anomalies as being in a state of mutual adjustment

with underlying SST, so as to maintain a boundary layer that is thermodynamically con-

sistent with its environment. This would be the case whether or not SST has enough time to

be affected by the top-of-atmosphere energy budget perturbation that the cloud anomaly

produces.
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5.1.3 F3. Uncertainty in the Climate Change Prediction of Cloud-Controlling
Factors

The cloud-controlling factors are among the more trustworthy variables of climate models

because they are aspects of the resolved large-scale state. While climate models generally

agree on their predicted climate changes, any inter-model spread contributes to spread in

the predicted low-cloud feedback with this observational approach. This can be seen in

Fig. 2, where the spread among climate models (which are displayed as colored symbols)

for the ‘‘constrained’’ column in panel a and for each factor in panel b arises solely from

inter-model spread in the climate changes in cloud-controlling factors dxi
dTg

. For the total

feedback (‘‘constrained’’ column in panel a), inter-model spread is comparable to, but

slightly smaller than the spread due to the uncertainty in the observed cloud sensitivities

(shown by the black uncertainty bar). Comparison to panel b indicates that much of the

total feedback spread is due to inter-model differences in the predicted changes in EIS and

free-tropospheric humidity. For SST—the factor with the largest average cloud feedback

contribution—inter-model spread in dSST

dTg
in the period examined (121–140 years after CO2

quadrupling) is smaller than the uncertainty in the observed value of oC
oSST

. We conclude

from this figure, as well as the analysis of Q15, that the uncertainty in the predicted climate

change of the cloud-controlling factors is a significant component of the cloud feedback

uncertainty but not quite as large as the uncertainty in oC
oSST

. Reducing this uncertainty

would include diagnosing the influences on the cloud-controlling factors and identifying

constraints on the climate-model-simulated changes. A step in this direction for EIS was

taken by Qu et al. (2015a). Also, a preliminary investigation finds that the normalized

changes in SST and associated cold advection are positively correlated across models with

the low-cloud feedback itself (Tim Myers, personal communication). This correlation is

consistent with more positive low-cloud feedbacks locally warming the ocean more (rel-

ative to the global mean temperature increase). Normalized changes in other cloud-con-

trolling factors including free-tropospheric humidity, subsidence and EIS do not have an

apparent relationship to the low-cloud feedback itself, consistent with the expectation that

their large-scale nature makes them additionally sensitive to remote influences. Until this

uncertainty is reduced, the ‘‘constrained’’ column in Fig. 2a suggests that the uncertainty in

the local cloud feedback will not be smaller than ± 0.5 W m-2 K-1. While this uncer-

tainty is considerably smaller than that of the individual observational estimates in Fig. 3,

it is not very much smaller than the ± 0.7 W m-2 K-1 uncertainty in our meta-estimate.

5.1.4 F4. Time-Dependency of Cloud-Controlling Factors During a Climate Change

Our cloud feedbacks estimates have been made under the assumption that changes in

cloud-controlling factors dxi
dTg

are constant in time. A growing body of evidence (Andrews

et al. 2015; Rugenstein et al. 2016) suggests that cloud feedbacks to climate change are

sensitive to the spatial pattern of SST warming, which evolves during simulated time-

dependent climate change. Of particular importance to tropical low-cloud feedbacks is the

differential rate of warming between tropical ascent and subsidence regions: if tropical

ascent regions initially warm more rapidly than tropical subsidence regions, EIS in tropical

subsidence regions will increase through the influence of the large-scale circulation

(Caldwell and Bretherton 2009; Qu et al. 2015a). This will contribute to low cloud
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increases and hence smaller low-cloud feedbacks (Zhou et al. 2016). When more warming

later appears in the subsidence regions, tropical low-cloud feedbacks will become more

positive. This behavior is most apparent in the simulations with abrupt quadrupling of CO2

(Andrews et al. 2015; Rugenstein et al. 2016), but it also occurs in decadal feedbacks

inferred for the last century (Gregory and Andrews 2016; Zhou et al. 2016). This does not

negate the framework of Eqs. (1–3). Rather it suggests that there would be value in

allowing that the dxi
dTg

, especially dEIS
dTg

and dSST
dTg

, might vary with time, even as the cloud

sensitivities oC
oxi

to local conditions remain constant.

As interesting as SST pattern effects are, they are unlikely to have a first-order impact on

the century time-scale tropical low-cloud feedback. With typical values of the cloud

sensitivities, a negative tropical local low-cloud feedback would not occur unless the ratio

of EIS to SST change is * 1, several times larger than the typical ratio of 0.2 exhibited by

climate models. Such a large value might happen for decadal variability (Zhou et al. 2016),

but is extremely unlikely to happen for century time-scale warming. Oceanic heat transport

on the century time-scale prevents warming in tropical subsidence regions from differing

much from warming in tropical ascent regions. For century time-scale forced climate

change such as 100 ? years after abrupt quadrupling of CO2 or by the end of the twenty-

first century in a scenario simulation, the values of cloud-controlling factors simulated by

climate models are such that the tropical low-cloud feedbacks are decidedly positive, given

the observed cloud sensitivities.

5.2 Implementation Issues

5.2.1 I1. Imperfect Observations of Clouds and Their Controlling Factors

Figure 3 shows that the central estimate spread among the four satellite cloud fraction

datasets in Q15 is 1.1 W m-2 K-1, but the spread among two satellite cloud-radiative

effect datasets in M16 is only 0.4 W m-2 K-1. Such differences could arise from uncer-

tainties in cloud observations. Indeed, the five studies in this review employed a wide range

of satellite-derived cloud metrics, including estimates of cloud fraction and shortwave

cloud-radiative effect (Table 2). However, the effect of these choices on cloud feedback

estimates is difficult to determine. Q15 and M16 use multiple cloud datasets, but the

datasets cover different years, and thus differences are not solely due to measurement or

algorithmic changes. The larger spread among Q15 estimates might be consistent with the

fact that cloud fraction is more difficult to measure. As a result, there may be greater

differences between cloud fraction datasets than those describing cloud-radiative effect

(Maddux et al. 2010; Pincus et al. 2012).

The differences in feedback estimates could also come from observational uncertainty

in cloud-controlling factors. Unfortunately, no study has quantified this effect. SST is

extremely well-observed from satellite, but observational uncertainty might be not negli-

gible for the other factors that often rely on reanalysis data (Pincus et al. this issue). For

example, M17’s estimate of oC
oEIS

using satellite EIS observations appears consistent with

M16’s estimate using EIS from reanalysis data. But this is not a clean comparison because

the satellite observations are used in data assimilation, among other reasons.

Clearly, more research into the impact on predicted low-cloud feedbacks of observa-

tional uncertainty in clouds and their controlling factors would be helpful. At the same

time, because the error bars on low-cloud feedback estimates derived from diverse cloud
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and cloud-controlling factors overlap substantially, we judge it unlikely that estimates of

cloud feedback would change significantly if observational uncertainties in cloud or cloud-

controlling factors were better quantified and reduced.

5.2.2 I2. Limited Duration of the Observational Record

The majority of studies use inter-annual variability to determine oC
oSST

and oC
oEIS

, and the

typical length (15–25 years) of the more reliable satellite records offers very limited

numbers of independent samples. This suggests the limited duration of the observational

record is a major contributor to uncertainty in the estimates shown in Fig. 3. A com-

pounding problem arises from the covariance of EIS and SST for current climate variability

on monthly and longer time-scales. However, the uncertainty in oC
oEIS

is probably smaller

than the uncertainty in oC
oSST

because sub-monthly variations of EIS, which typically do not

co-occur with large SST fluctuations, confirm the value of the EIS sensitivity (M17,

deSzoeke et al. 2016). As time goes by, longer satellite records will gradually reduce

uncertainty in oC
oSST

due to limited observational duration.

5.2.3 I3. Limited Spatial Sampling of the Observations

The results of large-eddy simulation suggest a systematic difference in the cloud feed-

back between regions dominated by trade cumulus and regions dominated by stratocu-

mulus (Fig. 3). Three of the observational studies used here, however, (Q15, M16, B16)

primarily analyze variations in the stratocumulus regions. These studies’ estimates of

low-cloud feedback may be biased because they do not sample trade cumulus that might

have a smaller feedback. However, M17’s feedback for trade cumulus is close to our

meta-estimate and is in fact larger than their feedback for stratocumulus regions. The

observational analysis for latitude bands in M17 and Z15 also produces feedbacks that do

not depart significantly from our meta-estimate. For individual cloud sensitivities, M17

found general agreement between regions for most factors, with the exception of sub-

sidence (Myers and Norris 2013; deSzoeke et al. 2016). Observational studies focused

specifically on trade cumulus exhibit relationships of low clouds to cloud-controlling

factors with the same sign as in M17 (Brueck et al. 2015; Nuijens et al. 2015). In

conclusion, there is not enough evidence at this time to demonstrate that differing spatial

sampling in the observational studies leads to a biased estimate of the mean feedback for

tropical low-cloud regions. Further observational studies, particularly for trade cumulus

regions, are needed.

The unusual spatial sampling in B16 bears further examination. In B16, the particular

locations analyzed vary in time, unlike those in the other studies. Moreover, they obtain a

single data point for each month by averaging data across all points they select, no matter

how wide their geographical separation. This means the cloud sensitivities they calculate

may not necessarily represent a local relationship between cloudiness and SST or EIS.

5.2.4 I4. Imprecise Statistical Modeling

A key question is whether clouds vary linearly with their controlling factors. Although low

clouds result from the interactions of inherently nonlinear processes, there is ample evi-

dence that a linear approach can explain cloud variations at spatial scales greater than
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100 km and time-scales longer than a few days. For example, observations show that a

linear relationship with inversion strength can explain over 80% of the variance in the

seasonal cycle of tropical and extra-tropical marine low clouds (Klein and Hartmann 1993;

Wood and Bretherton 2006). Over decadal time-scales, Seethala et al. (2015) find that

observed tropical low-cloud changes can be well explained with a linear model using SST,

EIS, and horizontal temperature advection as cloud-controlling factors. In large-eddy

simulations, changes in shortwave radiation reflected by low clouds in response to the

simultaneous changes in many cloud-controlling factors are within 10% of the linear sum

of changes in simulations forced by individual cloud-controlling factors (Bretherton et al.

2013).

There is a hazard in applying any statistical model ‘‘out of sample,’’ an inherent risk

whenever sensitivities inferred from a system’s variability are used to infer information

about the system’s response to a perturbation. But this does not appear to be an

important concern for low-cloud-controlling factors. In tropical subsidence regions, both

inter-annual variability in SST (1–2 K * two standard deviations, Deser et al. 2010) and

the amplitude of its seasonal cycle (2–4 K, Shea et al. 1992) are generally comparable in

magnitude to the 2–3 K increases typical of a response to CO2 doubling. If cloud

changes are indeed linear within the ranges of variability and climate change, the cloud

sensitivities derived from variability ought to approximately agree with those associated

with climate change. The reviewed studies find approximate agreement when we com-

pare the actual cloud feedback simulated by the climate model to that predicted by (3)

when the sensitivities to each factor are derived from each model’s simulation of current

climate variability. Figure 2a of M16 shows that the linear model of (3) gives a very

good prediction for the actual cloud feedback for those climate models whose cloud

sensitivities are closer to observations, but less so for the climate models with more

erroneous cloud sensitivities. Clouds in the latter models are likely sensitive to cloud-

controlling factors not found in nature and also excluded from the linear prediction

model. This good agreement (sometime regardless of model fidelity) was also found by

Z15, Q15, and B16, although in some instances the feedback from (3) overestimates the

actual feedback. The across-model agreement between cloud variability in the current

climate and the cloud feedback to climate change illustrates a type of ‘‘emergent con-

straint’’ relationship (Klein and Hall 2015). This range of evidence provides support for a

linear model of tropical low-cloud changes, although residuals between the actual cloud

feedback and that predicted by (3) should be expected.

5.2.5 I5. Incomplete Set of Cloud-Controlling Factors

The number of factors used varies across the reviewed studies (Table 2); in Q15 and

B16, one can directly examine the sensitivity to this issue. Q15 arrive at similar pre-

dictions whether they use two or seven factors, although the climate-model-predicted

feedback with seven factors would be 15–30% smaller than the feedback predicted with

two factors (SST and EIS). This is consistent with M16’s result that the factors other than

SST and EIS produce small negative feedbacks (Fig. 2b) whose collective sum is

- 0.4 W m-2 K-1. B16 find that oC
oSST

is * 30% smaller when a two-factor (SST and

EIS) regression model is used instead of a single factor (SST), consistent with the general

anti-correlation of SST and EIS within natural climate variability. This suggests that

studies (Z15, B16, Q15 two-factor model shown in Fig. 3, M17) calculating feedbacks
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with a reduced set of cloud-controlling factors may have a small positive bias in their

predicted low-cloud feedback.

6 Summary and Final Remarks

Tropical low-cloud feedback is a key uncertainty for climate change. In this paper, we

reviewed recent studies that predict the tropical low-cloud feedback using the observed

sensitivities of clouds to controlling factors of the large-scale environment. The strength of

this approach is that it relies primarily on observations of the cloud response to controlling

factors and does not depend on the simulation of clouds by climate models. (It does rely on

model predictions of how the controlling factors change with climate, however.) Although

we only discuss studies of tropical low clouds, there is also evidence that this approach

would also be useful for predicting and understanding low cloud amount and reflectivity

feedbacks over the middle-latitude oceans (Gordon and Klein 2014; Ceppi et al. 2016;

Terai et al. 2016; Grise and Medeiros 2017).

Studies taking this approach agree that the tropical low-cloud feedback is positive. Our

synthesis of the results from these studies is that the contribution of tropical low clouds to

the global mean cloud feedback is 0.25 ± 0.18 W m-2 K-1, indicating that climate

models with negative tropical low-cloud feedbacks are implausible. Our synthesis suggests

a central estimate for climate sensitivity of 3.0 K. Longer observational records offer

perhaps the best near-term prospects for reducing uncertainty, but ultimately smaller

uncertainties would also require greater certainty in the prediction of climate changes in

cloud-controlling factors. More observational studies targeting trade cumulus regions

would also be desirable (Brueck et al. 2015; Bony et al. 2017).

Our observational estimate of tropical low-cloud feedback is consistent with indepen-

dent estimates from large-eddy simulation models forced by climate-model-simulated

changes in cloud-controlling factors. The range of local cloud feedbacks from large-eddy

simulations is 0.3–2.3 W m-2 K-1 (Fig. 3). This overlaps reasonably well with our

observational estimate of the local cloud feedback of 0.3–1.7 W m-2 K-1.

Even if we know what the tropical low-cloud feedback should be based upon obser-

vations and large-eddy simulations, getting climate models to reproduce a feedback of this

magnitude is not straightforward. Although some climate models are in agreement with our

estimate of the tropical low-cloud feedback, it remains to be seen if they are in agreement

for the right reasons. This motivates additional research to understand the physical basis for

the cloud sensitivities (particularly for oC
oSST

) through both observations (Brient et al. 2016)

and large-eddy simulations (Bretherton and Blossey 2014), and whether the physics is

correctly modeled in global climate models (Zhang et al. 2013; Sherwood et al. 2014; Vial

et al. 2017
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Appendix: Details Used in Synthesizing Studies

In order for Fig. 3 to provide a meaningful comparison of feedbacks between studies, the

original estimates must be converted into a common measure. The common measure is the

local cloud feedback: namely by how much the absorbed local net radiation at the top-of-

atmosphere in tropical low-cloud regions changes per degree increase in the global mean

surface air temperature, as given by (3). We also aim to synchronize error bars so that they

each represent 90% confidence intervals, the typical confidence interval used in Inter-

governmental Panel on Climate Change reports.

In this synthesis, there are two common issues affecting multiple studies. First, all

observational studies except M16 only provide estimates of the cloud sensitivities oC
oxi
, so we

must supply values of the cloud-controlling factor changes dxi
dTg

in (3). We specify that dSST
dTg

,

the ratio of changes in local SST to changes in global mean surface air temperature, Tg, is

0.7 which is a typical value for climate model simulations of climate warming (Andrews

et al. 2015). A value less than unity reflects model predictions of greater warming over land

relative to oceans, high latitudes relative to low latitudes, and (least important) tropical

ascent regions relative to tropical subsidence regions. We also specify that dEIS

dTg
¼ 0:14,

matching climate model results that the ratio of temperature-mediated EIS changes to local

SST increases in tropical subsidence regions is around 20% (Webb et al. 2013; Qu et al.

2015a).

Second, questions arise whether the cloud sensitivities measured with observations of

either ‘‘cloud fraction’’ (in Q15, Z15, and M17) or ‘‘cloud-radiative effect’’ (in M16 and

B16) are a direct measure of the impact of tropical low clouds on the top-of-atmosphere

radiation budget. Tropical low clouds have only a small impact on the top-of-atmosphere

longwave radiation budget, so we focus on determining the impacts of tropical low clouds

on the shortwave radiation budget. The use by M16 and B16 of the shortwave cloud-

radiative effect (which is defined as clear-sky fluxes minus all-sky fluxes) as a surrogate for

these cloud impacts is known to be a good approximation since clear-sky shortwave

radiation undergoes relatively smaller changes over the ice-free oceans (Hakuba et al.

2016). However, the results are less clear when using observations of cloud fraction since

cloud feedbacks may also result from changes in other cloud properties, especially the

distribution of optical thickness (Zelinka et al. 2012). Cloud fraction itself is also relatively

sensitive to details of the observing system (Maddux et al. 2010; Pincus et al. 2012) and

how this system changes over time (Norris and Evan 2015). Nonetheless, these concerns

are somewhat mitigated by the fact that the observed variability in cloud reflectance in

tropical low-cloud regions is primarily driven by changes in low-cloud fraction (Klein and

Hartmann 1993; George and Wood 2010). To that end, we convert the cloud fraction

sensitivities from Q15, Z15, and M17 into cloud feedbacks by multiplying by the sensi-

tivity of the top-of-atmosphere radiation budget to a unit increase in low-cloud fraction. In

particular, we use a 1 W m-2 decrease per % increase in low-cloud fraction based upon

Klein and Hartmann (1993) who analyzed the relationship between top-of-atmosphere net

radiation and ISCCP cloud fraction in tropical low-cloud regions. We note this factor is
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within 10% of an average factor derived by comparing cloud-radiative effect sensitivities

to CALIPSO-GOCCP cloud fraction sensitivities (Tables 2, 3 of B16).

We now present the study-specific details used to derive the estimates shown in Fig. 3.

Q15

The cloud feedback for Q15 is calculated using the reported values from different satellite

cloud observations of the cloud sensitivities oC
oSST

and oC
oEIS

(Table S4 of Q15), together with

our specified values of dSST

dTg
and dEIS

dTg
. The 5–95% confidence intervals for total sensitivity

are calculated assuming that Q15’s reported values of 90% confidence intervals for the

sensitivities oC
oSST

and oC
oEIS

(scaled by 0.2) add in quadrature. This assumes that EIS and SST

are normally distributed and uncorrelated. Finally, we convert Q15 measures of low-cloud

fraction into cloud feedbacks by multiplying by the - 1 W m-2 per % cloud fraction

factor.

Z15

Z15 determine from seasonal cycle satellite observations that low-cloud fraction decreases

at a rate of 1.28% cloud fraction per degree SST increase with a 3-sigma (standard devi-

ation) uncertainty of 0.56% cloud fraction per degree. For a 90% confidence interval, the

uncertainty would be equal to 1.81 times the standard deviation of the slope estimate,

assuming that the slopes are governed by a Student’s t distribution with 10 degrees of

freedom (= 2 less than the 12 months used in a regression). Thus, we estimate that the 90%

uncertainty in this slope is 0.56*(1.81/3) = 0.34% cloud fraction per degree. As SST is the

only cloud-controlling factor in Z15, this slope is equal to the climate change time-scale

cloud fraction sensitivity and a cloud feedback can be computed by multiplying by
dSST

dTg
= 0.7 and the - 1 W m-2 per % cloud fraction factor. This yields a value of

? 0.90 ± 0.24 W m-2 K-1 to the 90% confidence interval of the local low-cloud feed-

back from Z15.

M16

M16 report a local tropical cloud feedback of ? 0.4 ± 0.9 W m-2 K-1. This estimate

combines separate estimates from two independent observational datasets in two different

time periods. In order to illustrate the level of agreement, we show the results for each

dataset separately. Tim Myers kindly provided these estimates which are

? 0.7 ± 1.7 W m-2 K-1 for ISCCP-FD and ? 0.3 ± 1.1 W m-2 K-1 for CERES-EBAF.

We make two modifications to convert these estimates into our desired quantity. First, the

confidence intervals in M16 are 95% confidence intervals calculated assuming perfect

knowledge of the changes in cloud-controlling factors, and 95% uncertainty in the sen-

sitivities of clouds to controlling factors. We convert the uncertainty estimates to 90%

confidence intervals by multiplying by (1.645/1.96), the ratio of the t-distribution standard

variables corresponding to 90 and 95% confidence intervals for large number samples.

Second, M16 calculate cloud feedbacks from the difference between year 121–140 of the

abrupt quadrupling of CO2 climate model experiment and a control integration, so that

differences in cloud-controlling factors result not only from increases in temperature but

also from adjustments to the CO2 radiative forcing (Gregory and Webb 2008; Sherwood
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et al. 2015). Thus, the M16 ‘‘feedback’’ includes cloud changes from rapid adjustments in

cloud-controlling factors that needs to be removed in order to have an improved estimate of

the temperature-mediated changes in the cloud feedback as represented by (3). The most

significant of the cloud adjustments to remove from M16 are those in response to the rapid

adjustment of EIS. From the difference of the two climate states, M16 estimate an EIS

change of dEIS
dTg

¼ 0:28. As this is twice of our desired value of that dEIS
dTg

¼ 0:14, the EIS

component of the temperature-mediated cloud feedback in M16 is overestimated by a

factor of two. Using M16’s reported sensitivity of top-of-atmosphere shortwave cloud-

radiative effect to EIS, we calculate that the M16 feedback should further be adjusted

upward by 0.5 W m-2 K-1. With this second change, we arrive at our estimates of

? 1.2 ± 1.4 W m-2 K-1 for ISCCP-FD and ? 0.8 ± 0.9 W m-2 K-1 for CERES-EBAF

for the 90% confidence intervals of the local low-cloud feedback from M16.

B16

Table 5 of B16 reports the sensitivity of the albedo cloud-radiative effect to two cloud-

controlling factors, SST and EIS, using de-seasonalized variations and variations band-

passed filtered to 3 time-scales. To recover the cloud feedback of (3), we use our specified

values of dSST
dTg

and dEIS
dTg

, and then multiply the sum by the average insolation of

387.9 W m-2 that B16 calculates for their examined regions. The central estimate of the

calculated cloud feedback shown in Fig. 3 is produced using their central estimate of the

cloud sensitivities. B16 also report 90% confidence intervals for these sensitivities. But

because B16 use a boot-strap procedure, their confidence intervals are not symmetric about

the central estimate. In order to produce 90% confidence intervals for the cloud feedback

which are also asymmetric about their central estimate, the following approximate pro-

cedure was used. First a provisional lower bound is calculated using the lower bounds for

the EIS and SST sensitivities. Likewise, a provisional upper bound is calculated using the

upper bounds for the EIS and SST sensitivities. At the same time, we calculate our target

value of the difference between the 5th and 95th percentiles of the cloud feedback dis-

tribution by assuming that the 5th–95th percentile difference in the SST and EIS (scaled by

0.2) sensitivities add in quadrature. We then modify our provisional upper and lower

bounds such that the difference between upper and lower bounds equals our target value of

the difference between the 5th and 95th percentiles without changing the mean value of the

upper and lower bounds. By this procedure, we recover approximate 90% confidence

intervals for the cloud feedback that are asymmetric about the central estimate.

M17

M17 use their observed estimates of the sensitivity of cloud to EIS and SST to calculate a

cloud fraction change for a 1 degree rise in local SST and 0.2 degree rise in EIS. As the

ratio of EIS to SST changes is the same as our desired value, we only need to multiply their

estimates by dSST
dTg

= 0.7 and the –1 W m-2 per % cloud fraction factor to yield the local

cloud feedback according to (3). Their cloud sensitivities are calculated from observations

in three types of regions: (a) 4 latitude bands between 40�N and 40�S, (b) 5 regions with

predominately trade cumulus clouds, and (c) 5 regions that contain a mix of stratocumulus

and trade cumulus clouds. M17 do not calculate any confidence intervals, and thus in Fig. 3

we report all their estimates without 90% confidence intervals.
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Large-Eddy Simulation Cloud Feedbacks

For large-eddy simulations, we use the estimates of local cloud feedback from Table 1 of

Bretherton (2015) along with his characterization of cloud regime simplified to either

stratocumulus or trade cumulus. For simplicity, we characterize the LES for his transition

regime as stratocumulus. We also include the estimate from the large-eddy simulation of

precipitating trade cumulus in Vogel et al. (2016). Per degree of local SST, their simula-

tions have a radiation change that spans the range of 0.3–0.55 W m-2 K-1. We assign the

feedback from this study to the midpoint of this range and multiply by dSST
dTg

= 0.7 to arrive

at a value of the local cloud feedback of 0.3 W m-2 K-1 for this study. We note that the

exact environmental changes forcing the large-eddy simulations vary in these studies. For

example, some simulations omit changes to EIS (Vogel et al. 2016), while others may

include changes in additional environmental parameters such as wind speed, subsidence

and CO2 concentration (Bretherton 2015). Comparison is justified based upon the expec-

tation that the temperature response is the dominant factor contributing to the cloud

feedback.

Global Climate Model Cloud Feedbacks

Figure 3 shows a range of climate model feedbacks for tropical low-cloud regions. This

estimate was derived from Q15, Z15, M16 (second column of panel a in Fig. 2), and B16,

each of whom examined the cloud responses to climate change simulated by climate

models in each of their studied regions. Because the regions studied differ, the estimates of

cloud feedback from climate models will differ. The cloud feedback estimates may also

differ because these studies examined different model ensembles (Coupled Model Inter-

comparison Project Version 3 vs. Version 5), model experiments (scenarios such as A1B or

the Representative Concentrations Pathway 4.5 or 8.5 versus idealized experiments such as

the abrupt quadrupling or 1% per year increase of CO2), and model variables (cloud

fraction versus shortwave cloud-radiative effect). Cloud fraction sensitivities are converted

to cloud feedbacks by multiplying by the previously mentioned factor of - 1 W m-2 per

% cloud fraction. This is appropriate because Fig. 2 of Qu et al. (2014) showed that in

climate models the sensitivity of the top-of-atmosphere shortwave cloud-radiative effect to

cloud fraction in tropical low-cloud regions is close to this factor. The differing model

experiments means that the rapid cloud adjustments to CO2 are included in some studies. In

addition to these four estimates, we also consider the average cloud feedbacks in tropical

subsidence regions calculated from the abrupt CO2 quadrupling simulations analyzed in

Caldwell et al. (2016). These feedbacks primarily reflect the shortwave feedbacks from low

clouds due to the absence of upper-level clouds. Despite these differences, the upper and

lower bounds of the climate model values across the five studies differ by no more than

0.7 W m-2 K-1 from the multi-study mean values of - 0.8 and ? 1.8 W m-2 K-1 shown

in Fig. 3.
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Abstract Shallow cumulus clouds in the trade-wind regions are at the heart of the long

standing uncertainty in climate sensitivity estimates. In current climate models, cloud

feedbacks are strongly influenced by cloud-base cloud amount in the trades. Therefore,

understanding the key factors controlling cloudiness near cloud-base in shallow convective

regimes has emerged as an important topic of investigation. We review physical under-

standing of these key controlling factors and discuss the value of the different approaches

that have been developed so far, based on global and high-resolution model experimen-

tations and process-oriented analyses across a range of models and for observations. The

trade-wind cloud feedbacks appear to depend on two important aspects: (1) how cloudiness

near cloud-base is controlled by the local interplay between turbulent, convective and

radiative processes; (2) how these processes interact with their surrounding environment

and are influenced by mesoscale organization. Our synthesis of studies that have explored

these aspects suggests that the large diversity of model responses is related to fundamental

differences in how the processes controlling trade cumulus operate in models, notably,

whether they are parameterized or resolved. In models with parameterized convection,

cloudiness near cloud-base is very sensitive to the vigor of convective mixing in response

to changes in environmental conditions. This is in contrast with results from high-reso-

lution models, which suggest that cloudiness near cloud-base is nearly invariant with

warming and independent of large-scale environmental changes. Uncertainties are difficult

to narrow using current observations, as the trade cumulus variability and its relation to

large-scale environmental factors strongly depend on the time and/or spatial scales at

& Jessica Vial
jessica.vial@lmd.jussieu.fr
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which the mechanisms are evaluated. New opportunities for testing physical understanding

of the factors controlling shallow cumulus cloud responses using observations and high-

resolution modeling on large domains are discussed.

Keywords Climate sensitivity � Global climate models � High-resolution
models � Low-cloud feedbacks � Observations � Single-column models � Trade-wind
shallow cumulus clouds

1 Introduction

Over the past decades, marine boundary-layer clouds have emerged as a central issue for

the projection and understanding of anthropogenic climate change. Because shallow

cumulus and stratocumulus clouds cover large areas of the tropical and subtropical oceans,

their response to global warming substantially impacts the Earth’s radiative budget. Cli-

mate models predict different low-level cloud responses to a warming climate, which

results in a large dispersion in model-based estimates of climate sensitivity (Bony and

Dufresne 2005; Webb et al. 2006). In the fifth Intergovernmental Panel on Climate Change

(IPCC) assessment report (Boucher et al. 2013), global climate models (GCM) generally

produce a positive low-level cloud feedback ranging between �0:09 and 0:63W m�2 K�1

(Boucher et al. 2013; Zelinka et al. 2016), which is primarily associated with a reduction

in low-level cloud cover (Rieck et al. 2012; Bretherton et al. 2013; Brient and Bony 2013;

Webb and Lock 2013; Zhang et al. 2013; Qu et al. 2014; Zelinka et al. 2016). Despite the

apparent robustness in the sign of the low-cloud feedback among GCM (Zelinka et al.

2016), climate models suffer from important systematic biases in the present-day repre-

sentation of marine boundary-layer clouds (e.g., Nuijens et al. 2015b) and physical

mechanisms underlying cloud changes sometimes operate differently depending on whe-

ther they are parameterized (as in GCM) or largely resolved (as in high-resolution models).

As a result, the confidence in the sign of the low-cloud feedback and therefore in the

magnitude of climate sensitivity remains fairly low (Vial et al. 2016; Sherwood et al.

2014; Brient et al. 2015).

Although boundary-layer clouds are an integral part of a tightly coupled system, the

structure and dynamics of these clouds appear to depend primarily on local processes

acting at timescales that are much shorter than the large-scale dynamics (Neggers 2015a).

These processes, which include turbulent and convective mixing, cloud radiative forcing

and microphysics, remain unresolved at the typical grid size of standard GCM and thus

have to be represented through parameterizations. Unfortunately parameterizations remain

limited and model-based estimates of low-level cloud feedback and climate sensitivity

depend on how cloud-related processes are parameterized (Zhang et al. 2013; Qu et al.

2014; Vial et al. 2016).

The confidence attributed to low-level cloud changes in a warming climate can only be

improved by advancing the comprehension of the key processes that influence these

clouds, ideally to the point where our understanding of factors controlling the cloud

response can be tested against data (Klein and Hall 2015). Moreover, better process

understanding of low-cloud changes contributes to the development and/or improvement in

physical parameterizations and thus to the reduction in systematic model biases. Important

contributions arose from the analysis of low-cloud feedbacks across a hierarchy of
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numerical models (Wyant et al. 2009; Brient and Bony 2012; Rieck et al. 2012; Blossey

et al. 2013; Bretherton et al. 2013; Webb and Lock 2013; Zhang et al. 2013; Medeiros

et al. 2015; Tan et al. 2017), through perturbed-physics model experimentations (Watan-

abe et al. 2012; Brient and Bony 2013; Tomassini et al. 2014; Zhao 2014; Webb et al.

2015; Vial et al. 2016) and by the use of process-oriented diagnostics in models and

observations (e.g., Brient et al. 2015; Nuijens et al. 2015b).

This review aims to synthesize what is known about marine boundary-layer cloud

feedbacks from observation- and model-based studies, focusing on the physical under-

standing of processes underlying the cloud response of fair-weather cumulus. As these

clouds are most frequently observed in the trade-wind regions, they are often referred to as

trade cumulus. Because, in climate models, trade cumulus cloud feedbacks are governed to

a large extent by changes in cloud fraction near cloud-base in a warming climate (Brient

and Bony 2013; Brient et al. 2015; Vial et al. 2016), a better understanding of the

mechanisms that control cloudiness at lowest levels deserves particular attention. A

number of studies have addressed this question over the past decades, including global and

high-resolution modeling, and observational studies. But it appears that the cloud con-

trolling factors on present-day timescales and the cloud feedback mechanisms in response

to climate perturbations remain uncertain in this specific cloud regime.

Whereas inconsistencies in the response of stratocumulus to warming are thought to

arise from differences in the balance of opposing feedback processes that are increasingly

well understood (Bretherton 2015), the diversity of model responses of fair-weather

cumulus appears to be more related to fundamental differences in how processes operate in

models with parameterized, as opposed to resolved convection. Accordingly, we structured

this review paper so as to emphasize two divergent interpretations of trade cumulus cloud

feedbacks and mechanisms, as they emerged across the past decades, from the perspective

of large-scale model parameterizations or from the perspective of Large-Eddy Simulations

(LES). In Sect. 2, we discuss the first perspective, derived from the analysis of GCM. It

considers changes in cloud-base cloud fraction as the main driver of trade cumulus cloud

feedbacks and brings out the important role of parameterized convective mass fluxes in the

diversity of model responses. In contrast, the interpretation of shallow cumulus cloud

feedbacks at the process scale, based on theoretical considerations (Sect. 3) and LES (Sect.

4), suggests that cloud-base cloud fraction remains nearly invariant in response to climate

change perturbations and that uncertainty in cumulus cloud feedbacks among LES is

primarily driven by cloud changes near the trade inversion. In Sect. 5, we attempt to use a

unified framework for GCM and LES results, to better interpret these contrasting views of

trade cumulus cloud feedbacks and help consider the issue from a broader perspective.

Finally, in Sect. 6 we discuss observational support for model-based trade-wind cumulus

cloud mechanisms and consider opportunities for more discriminating observational tests.

2 Interpreting Model Differences in Trade-Wind Cloud Responses
to Warming in General Circulation Models

Because GCM are designed to simulate the evolution of the climate system at the global

scale for hundreds of years, computational constraints limit the spatial resolution with

which they can represent circulation systems. The effect of small-scale physical processes

(such as turbulent and convective transports) on the resolved large-scale circulation must

be parameterized. These parameterizations involve a large number of assumptions and
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numerical approximations that can affect the balance of the physical processes responsible

for cloud formation and variability. This therefore causes large differences in cloud-topped

boundary-layer structures among models (Brient et al. 2015; Nuijens et al. 2015b). Fur-

thermore, at the time when parameterizations were developed for numerical weather

prediction, the processes controlling low-level cloudiness were probably less of an interest

as those clouds only represent a small contribution to the total cloud cover in many

circulation regimes. Therefore, for the purpose of getting the total cloud cover right,

parameterizations were tuned and harmonized to give a good representation of the present

climate (e.g., Tiedtke 1989), which only indirectly constrains how cloud might respond to a

changing climate.

2.1 Boundary-Layer Moisture Budget

To better understand the behavior of the parameterized physics within GCM, we consider

the budget equation of moisture, which in its simplest form (Eq. 1) describes the time rate

of change of water vapor (q) as a function of source and sink terms, namely condensation

(c) and evaporation (e), respectively:

Dq

Dt
¼ c� e ð1Þ

To solve this equation in a numerical model, we use its Eulerian form (Eq. 2), which then

includes a local rate of change in q (oq=ot) and its evolution resulting from transport

(U � rq):

oq

ot
þ U � rq ¼ c� e ð2Þ

To solve Eq. (2) in a large-scale model, the transport term is separated into two different

types of transport: one by resolved fluid motions (U � rq) and the other by unresolved fluid

motions (oðx0q0Þ=op, assuming horizontal homogeneity). In a GCM, the unresolved fluid

motions are further broken down into two terms (convection and turbulence), so that to get

the evolution of q requires different parameterized processes to interact with one another in

a consistent way. Thus, the budget equation of moisture in a GCM can be written as:

oq

ot
¼ � v � rqð Þ þ x

oq

op

� �
LS

�oðx0q0Þ
op

����
turb

�oðx0q0Þ
op

����
conv

�ðc� eÞ ð3Þ

where physical parameterized processes affecting specific humidity and thus low-level

clouds in subsidence regimes usually arise from separate schemes for turbulent diffusion in

the boundary layer (turb), convection (conv) and net grid-scale condensation (c� e, which

includes cloud formation, precipitation and evaporation and thus determines to a large

extent the conversion to cloud water).

Large-scale low-level divergent winds in subsidence regimes act to export mass out of

the boundary layer, which lowers the boundary layer. This is compensated by turbulent

mixing that deepens and then dries the boundary layer as dry free tropospheric air is

entrained into the boundary layer. In steady-state climates, this drying effect is compen-

sated by moistening from the sum of the physical processes: the turbulence scheme is a

source of moisture at lowest tropospheric levels, the convection scheme (when it is active)

vertically transports moisture over the depth of the trade-wind layer from cloud-base up to

overlying layers below the inversion or in the lower free troposphere and thus dries at
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levels near cloud-base (this transport is now commonly called lower-tropospheric con-

vective mixing or shallow convective mixing), and the condensation scheme, which is the

direct source of cloud water, is usually a sink term for the boundary-layer moisture budget.

Coordinated multi-model intercomparison studies such as those conducted by CFMIP

(the Cloud Feedback Model Intercomparison Project; Webb et al. 2016) offer a way to

sample model structural uncertainties for a given idealized framework and perturbation.

The single-column model (SCM) intercomparison carried out as part of the CGILS

(CFMIP-GASS Intercomparison of LES and SCM; Zhang et al. 2012, 2013; Blossey et al.

2013; Bretherton et al. 2013) project focused on marine boundary-layer clouds under

idealized large-scale forcings representative of three different cloud regimes. This review

focuses on those cases where cumulus convection plays a role in the coupling.

Different models balance their moisture budgets in regions of shallow cumulus in very

different ways. This is illustrated in Fig. 1 (taken from a regime of mixed cumulus and

stratocumulus convection), where differences in the convective mixing terms (tendencies)

stand out when comparing how models maintain the present state and its response to

warming. The ways in which these different balances influence the response to warming

can be seen by considering what happens in a warmer climate. Because surface latent heat

fluxes are expected to increase with warming (by about 2%/K—cf. Qu et al. 2015; Tan

et al. 2017), we expect a larger turbulent moisture flux convergence in the cloud layer. In

addition, the large-scale subsidence is reduced owing to the weakening of the tropical

circulation. These two effects lead to increased cloud water (thicker and/or more abundant

clouds). However, when convection plays a role, the enhanced moistening via turbulence

and large-scale vertical advection is to a large extent compensated by enhanced drying

from the export of condensate and the shallow convection (in a warming climate). If the

rate of drying from the shallow convection is greater than the rate of moistening from

turbulence and large-scale vertical advection, then we expect less condensation and less

cloudiness, which would constitute a positive cloud feedback on the radiative forcing (as in

Fig. 1c). Zhang et al. (2013)’s findings suggest that cloud feedbacks tend to be negative in

Fig. 1 Physical tendencies of moisture (in g kg�1 day�1) for decoupled stratocumulus (s11) in the present-
day climate (solid lines) and in a warmer climate (dash lines): turb for the turbulence scheme, conv for the
convection scheme, c–e for the net condensation scheme. ql represents the grid-averaged cloud liquid water

(0:1 g kg�1, black dotted line). A sample of three SCM, having very different behaviors, is shown: a JMA
(Japan Meteorological Agency), b CAM4 (Community Atmospheric Model Version 4), and c GISS
(Goddard Institute for Space Studies). Note that although these profiles apply to decoupled stratocumulus,
the sampled model diversity presented here remains relevant for shallow cumulus clouds. From Zhang et al.
(2013)
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models where parameterized convection is not playing an important role in balancing the

moisture budget. The inter-model spread in this cloud regime for this SCM intercompar-

ison is presented in Fig. 2 (in yellow). This large model diversity in shallow cumulus cloud

feedbacks is primarily due to differences in cloud fraction changes at lowest atmospheric

levels, where the effect of convective drying is the most important.

2.2 The Role of Shallow Convective Mixing

In a warmer climate, the enhanced rate of drying by the shallow convection is similar to the

thermodynamic response described by Rieck et al. (2012), Blossey et al. (2013) and

Bretherton et al. (2013) on the basis of their analysis of LES results. More specifically, it

was found that when just a surface (and/or atmospheric) warming is applied (while keeping

the subsidence unchanged), the moisture gradient between the saturated air at surface and

the drier free tropospheric air increases, yielding more efficient drying of the boundary

layer by cloud top entrainment and/or vertical mixing by shallow convection (for a given

entrainment/mixing rate). It is noteworthy as well that, in both LES and GCM, the presence

of a stronger humidity gradient can also be interpreted as an enhanced subsidence drying

(from an Eulerian point of view, which takes the equilibrium depth of the boundary layer

fort granted); this provides an additional drying on top of the convective drying.

To better understand how convective mixing influences cloud amount, Vial et al. (2016)

developed an analysis framework which allowed them to explore how changes in the

convective mixing influence cloudiness in conditions reminiscent of trade cumulus con-

vection. Using a single-column configuration of the Institut Pierre Simon Laplace (IPSL)

model, they performed experiments using two different convective parameterization

schemes. Their framework starts from the well-recognized result that the boundary-layer

cloud fraction is mainly influenced by two antagonistic mechanisms: (1) the shallow

Fig. 2 Synthesis of trade-wind shallow cumulus cloud feedback strength (in W m�2 K�1) as simulated by
different types of numerical models: LES (blue), SCM (orange) and CMIP5 GCM (green). For LES/SCM,
different case studies are considered: CGILS-like s6 (Zhang et al. 2012; Blossey et al. 2013; Tan et al.
2017) and RICO-like (Rieck et al. 2012; Vogel et al. 2016). For each study, we provide, where applicable,
information on the perturbed experiment used as surrogate for climate change (DSST or DCO2), if the large-
scale subsidence (x) is perturbed or not, the domain size (small domain of � 10 km or large domain of
� 50 km), if SST is prescribed (fixed SST) or interactive (the atmosphere is coupled to a slab ocean), and if
precipitation is allowed or not. For multi-model studies, we indicate the number of models that simulate a
positive or negative feedback (colored numbers on the top of the arrow bars). The black numbers at the
extremities of the SCM arrow bar correspond to the minimum and maximum values of the simulated
feedbacks
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convective mixing that dries the lower atmosphere and reduces the cloud fraction (Stevens

2007; Rieck et al. 2012; Zhang et al. 2013; Brient et al. 2015) and (2) the boundary-layer

turbulent moistening (or latent heat flux) that enhances the cloud amount at low levels

(Rieck et al. 2012; Webb and Lock 2013; Zhang et al. 2013; Brient et al. 2015). They thus

expressed the sensitivity of the boundary-layer cloud fraction (df ) to a change in con-

vective mixing (dl) and latent heat flux (E) as:

df ¼ Cdlþ T dE ð4Þ

where the first term on the right-hand side describes the sensitivity of cloud fraction to

convective (C) mixing, the second to turbulent (T ) mixing. The model thus attempts to

encapsulate the interplay between the two parameterizations used to model the transport of

eddies as in Eq. (3). More specifically:

• C is the reduced cloud fraction when lower-tropospheric convective drying is enhanced

under the effect of increased mixing (C � of

ol

����
E

\0)

• T is the increased cloud fraction when lower-tropospheric turbulent moistening is

enhanced through increased latent heat flux (T ¼ of

oE

����
l

[ 0)

Using a series of sensitivity experiments, they showed that it was possible to linearly relate

the surface latent heat fluxes to changes in the convective mixing (dl) and changes in the

net boundary-layer cloud radiative effect (dR) as:

dE ¼ kdlþ krdR

dE ¼ ðkþ aCkrÞdl
ð5Þ

where the variations in the net cloud radiative effect are essentially driven by the longwave

cloud radiative cooling (R[ 0 by convention) and linearly related to df , such as dR ¼
adf ¼ aCdlþ aT dE [see Vial et al. (2016) for more details on the simplifications that lead

to the final form of Eq. (5)].

In Eq. (5), k and kr describe the two additional mechanisms that influence the latent heat

flux, which can then modulate the sensitivity in boundary-layer cloud fraction to a change

in convective mixing [see Vial et al. (2016) for more details on how k and kr are defined;
here we just provide their physical description]:

• k is the increased latent heat flux through lower-tropospheric drying induced by the

convective mixing (k[ 0), which damps the reduction in cloudiness.

• kr is the reduced latent heat flux as the lower troposphere stabilizes under the effect of

reduced low-cloud radiative cooling (kr [ 0), which enhances the reduction in

cloudiness.

By replacing dE into Eq. (4), the sensitivity of the boundary-layer cloud fraction to a

change in convective mixing can be expressed as:

df ¼ C þ T ðkþ aCkrÞ½ �dl ð6Þ

Using Eq. (6), the relative importance that the model assigns to the two processes (i.e.,

convective mixing and radiative cooling) can thus be measured by the magnitude of k and

kr. In the IPSL model, this depends to some extent on the closure of the convective

parameterization. When this model uses a closure in stability (e.g., the convective available

potential energy—CAPE), it exhibits a stronger sensitivity of low-level clouds to
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convective mixing in the present-day climate and a stronger low-level cloud feedback in

response to surface warming, due to the prevailing coupling between latent heat flux and

cloud radiative cooling (kr). In contrast, when the IPSL model is run using a closure in

subcloud moisture convergence, the coupling between latent heat flux and convective

mixing (k) dominates, which results in a lower sensitivity of cloudiness to convective

mixing in the present-day climate and a weaker low-cloud feedback in a warming climate

(Vial et al. 2016).

However, the closure of the convective parameterization is not the only assumption that

can affect boundary-layer cloud feedbacks. In the CGILS SCM intercomparison (Zhang

et al. 2013), two models having the same closure of the convective parameterization

(CAPE) exhibit cloud feedbacks of opposite signs (the models differ also by entrainment/

detrainment assumptions: one model includes lateral entrainment into the convective

plumes, while the other does not). It is very challenging to determine how the different

parameterizations fix the behavior of boundary-layer clouds, because they all are tightly

connected to each other and with other parameterized and/or resolved processes (e.g., Vial

et al. 2016). That said, this illustrates how different parameterization assumptions can

affect the balance of the physical processes and boundary-layer cloud feedbacks, often in

ways that were not considered when the schemes were designed. Following the Zhang

et al. (2013) study, other process-oriented studies have then suggested that shallow con-

vective mixing (and also more generally parameterized convection) appears as a leading

source of inter-model spread in cloud feedbacks (Sherwood et al. 2014; Brient et al. 2015;

Kamae et al. 2016; Vial et al. 2016).

Although convection is likely an important source of model diversity in the response of

clouds in some regimes, the importance of other processes can also be important. This is

shown for instance in experiments wherein convective cloud parameterizations are elim-

inated (Webb et al. 2015) and support the idea that the treatment of turbulence and cloud

radiative effects also influences the evaporation and cloud amount (Vial et al. 2016).

Brient et al. (2015) have proposed another mechanism that could influence the change

in convective mixing in a warmer climate, and thus the low-cloud feedback. Based on their

analysis of the Coupled Model Intercomparison Project (CMIP5, Taylor et al. 2012)

ensemble, they argue that increased near-surface stability in a warming climate weakens

the sensible heat flux and limits the increase in latent heat flux. This in turn reduces the

buoyancy flux and yields a shallowing of moisture mixing (due to weaker turbulent

mixing) within the boundary layer and thus a shallowing of low-level clouds (with only

subtle changes in cloud fraction). In their study, about half of the models favor this

mechanism with respect to enhanced lower-tropospheric convective mixing as a result of

increased surface evaporation. For these models, the low-cloud feedback is weaker (less

positive). In contrast, in models where the changes in surface fluxes are more strongly

related to changes in the trade-wind vertical humidity gradient (rather than near-surface

stability), the moisture mixing deepens, yielding deeper clouds with a reduced cloud

fraction at lowest levels and a more positive cloud feedback. In all models, the convective

mixing is enhanced in a warmer climate, but models that simulate a low-cloud shallowing,

with warming, are more influenced by the weakening of turbulent mixing (due to reduced

surface sensible heat flux) and models that simulate a low-cloud deepening with warming

are more influenced by the strengthening of convective mixing (due to increased surface

evaporation).

A number of recent studies have used observations to evaluate which of the hypothe-

sized mechanisms better describe the cloud response to changes in large-scale environ-

mental conditions (e.g., Clement et al. 2009; Qu et al. 2014, 2015; Brient and Schneider
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2016). These studies generally indicate that it might be the lower-troposphere mixing,

although a complete demonstration of this mechanism using current observations remains

difficult (this is a point we return to in Sect. 6).

The above discussion reflects our understanding of shallow cumulus cloud feedbacks

and mechanisms from the perspective of large-scale model parameterizations of the trade-

wind boundary layers (in GCM and SCM). In those models, cloudiness near cloud-base is

the main driver of shallow cumulus cloud feedbacks and is strongly controlled by local

interplays between turbulent, convective and radiative processes as a response to changes

in large-scale environmental factors (e.g., surface/atmospheric temperature, vertical

humidity gradient, subsidence). This is in contrast to what one finds in high-resolution

modeling (e.g., LES), in which cloud fraction near cloud-base is nearly invariant with

warming and independent of large-scale environmental factors that vary on long time-

scales. As a result, trade cumulus cloud feedbacks as simulated by LES are much smaller

than usually simulated in GCM or SCM (Fig. 2). As discussed in the following sections,

this contrasting behavior between GCM and LES appears to be related to the fact that

large-scale climate models might lack cloud-base regulation processes between the cloud

and subcloud layer, which in nature act to couple the turbulent fluxes in the subcloud layer

with the convective fluxes within the cloud layer. In the following section, we provide the

theoretical background used to rationalize the apparent constancy in trade-wind cloud

fraction near cloud-base. Shallow cumulus cloud changes and mechanisms as simulated by

LES are then reviewed in Sect. 4.

3 A Mass Budget Perspective on Cloud-Base Cloud Fraction

Unlike what happens in most large-scale models, conceptual models of the layers of

shallow convection [e.g., single-bulk layer models for the entirety of the trade-wind layer

in Betts and Ridgway (1989) or subcloud layer models in Betts (1976)] emphasize how

exchanges between the cloud and subcloud (well mixed) layers adjust the amount of mass

in the subcloud layer so that its height remains close to the lifting condensation level

(LCL). Such a process would imply that the humidity at cloud-base remains roughly

constant. A closure of this form was used in early models of trade-wind cumulus (Albrecht

et al. 1979; Betts and Ridgway 1989; Stevens 2006). By immediately adjusting the sub-

cloud layer height to the LCL, these models essentially fix the humidity at cloud-base and

by implication allow little room for cloudiness at cloud-base to vary with the cloud-base

convective mass flux, M.

The mass budget of the subcloud layer (illustrated in Fig. 3) provides the theoretical

backdrop for this idea. Neglecting variations of density, q; within the shallow subcloud

layer, the total mass (per unit area) of the layer can be written as qh; where h is the depth of
the layer, and

q
dh

dt
¼ 1

g
E � x�M½ � ð7Þ

This equation recognizes three source or sink terms: (1) the entrainment (E[ 0) of air from

the cloud layer into the subcloud layer, a mass source (of relatively dry and warm air); (2)

the large-scale divergence of mass out of the layer, which by continuity is equal to the

large-scale subsidence velocity (x) at h, for x[ 0 a mass sink; and (3) a convective mass

flux (M[ 0), whereby cumulus convection evacuates mass out of the subcloud layer, a
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further sink. Assuming that the subcloud layer is well mixed, and neglecting downdrafts,

only the entrainment term changes the properties of the subcloud layer air. The other

source terms in Eq. 7 export mass with the same properties as the subcloud layer.

Neggers et al. (2006) adjust the subcloud layer height, h, to the LCL through a closure

on M. This cloud-base mass flux can be interpreted as being composed of the product of an

effective area of convective active mass export out of the subcloud layer, ac, and the mean

velocity of this export, wc; such that

M ¼ qg acwcð Þ: ð8Þ

The Neggers et al. (2006) closure for M follows by parameterizing wc as being propor-

tional to the convective scale velocity, wc / ðhBÞ1=3 where B is the surface buoyancy flux

and ac as being proportional to the disequilibrium between the LCL and h, or the humidity

at the top of the subcloud layer. This means that, for a given wc; the larger the difference

between h and the LCL, the larger is ac; and hence the larger is M.

To understand how this closure maintains h near the LCL, consider the perturbed

scenario whereby the humidity of the subcloud layer is increased. As a result, the LCL will

lower and the surface fluxes will decrease. The reduction in B has a small effect on wc but

this is more than offset by the increase in ac arising from the larger difference between the

LCL relative to h. As a result M is increased, thereby exporting more mass out of the

subcloud layer and lowering h, bringing it closer to the LCL. This process is also illustrated

schematically in panels 2 and 3 in Fig. 3. Note that the moistening of the subcloud layer

also affects the entrainment term, both by changing the surface fluxes and slightly affecting

the stability at the top of the subcloud layer, but for the purpose of our discussion these can

be considered to be negligible. In practice, this mechanism can be thought of as a moisture

convergence closure on M. It is sometimes called the cumulus-valve mechanism because

the clouds act as a valve which helps maintain the top of the subcloud layer, h, close to the

Fig. 3 Illustration of the cumulus-valve mechanism. In (1) the system is at equilibrium, with a surface
evaporation flux (FE), a typical trade-wind humidity profile (q) roughly constant up to the top of the well-
mixed layer at h (dotted line), clouds starting to form at the lifting condensation levels (LCL, represented by
the blue layer) and the processes controlling the mass budget of the well-mixed layer (Eq. 7): the
entrainment rate at h (E), the large-scale subsidence at h (w) and the convective mass flux (M). In (2) the
humidity profile within the well-mixed layer is increased by dq. This reduces the surface evaporation, lowers
the LCL, enhances the fraction of air parcels (including the cloud core fraction, ac) and through the mass
flux closure (M ¼ acwc) increasesM. LargerM transports more moisture upward, which deepens trade-wind
clouds and also yields more downward mixing of dry free tropospheric air to the mixed layer. In (3) a new
equilibrium is reached whereby increased mixing has lowered the mixed-layer top close to the LCL again.
Therefore, the fraction of saturated air parcels is reduced again (including ac) and thusM is weakened. From
Nuijens et al. (2015b)
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LCL and thus acts as a negative feedback of convection on the humidity, and presumably

cloudiness, at the base of the cumulus layer.

The cumulus-valve mechanism has been evaluated at a specific shallow cumulus

location but also in an tropical climate model with full interaction with the large-scale flow.

Neggers et al. (2006) argue that the cloud fractions that result from the implementation of

this closure are consistent with what is known about the climatology of shallow cumulus

clouds from observations. A close inspection of their results shows that ac indeed increases

with M, which implies a relatively moister subcloud layer, as air-moves though the trades

over warmer waters. This in contrast to what one finds in parameterizations used in many

climate models, whereby increasingM, without adjusting h (which given the coarseness of

the Eulerian coordinate in most parameterizations is hardly possible) dries, instead of

shoals, the subcloud layer. This happens because, by not resolving variations in h, any

convective mass out of the layer has to (by definition) be compensated by a flux of mass in

(i.e., an implicit entrainment). Therefore, the GCM parameterizations effectively are

increasing E to compensate for an increase in M; increased entrainment dries and warms

the subcloud layer. A more careful accounting for the terms influencing the boundary-layer

mass budget would (in the absence of a downdraft mass flux) not imply a subcloud layer

drying, but rather a shoaling.

The above discussion illustrates how, when it comes to the humidity of the subcloud

layer, old debates regarding closures for the convective mass flux have, it seems, unin-

tended implications. In particular, the idea of the cumulus valve raises the question as to

whether the strongly negative coupling between low-level cloudiness and convective

mixing in many climate models (as shown in Sherwood et al. 2014; Brient et al. 2015; Vial

et al. 2016; Kamae et al. 2016) may be a consequence of parameterizing the convective

mass flux in a manner that does not sufficiently account for its link to the mass budget of

the subcloud layer. Based on these ideas, and (as discussed in the following sections) the

support they receive from measurements and large-eddy simulations, it is tempting to argue

that many climate models generate cloud-base cloud fractions that are overly, or even

wrongly, sensitive to the magnitude of the cumulus mass flux. In the case of the mea-

surements, the lack of observations of key terms, such as the mass flux, hinders a con-

clusive interpretation using this framework (Bony et al. in revision). Evidence from LES

presumes that the relative humidity at the top of the subcloud layer is the best determinant

of cloud amount at cloud-base, and that LES—whose predictions of cloud-base cloud

amount have not been critically evaluated against data (see Bony et al. in revision)—is a

good surrogate for nature.

4 High-Resolution Simulation of Shallow Cumulus Cloud Changes
and Mechanisms

Unlike in climate models, where cloudiness near cloud-base is strongly controlled by

convective and turbulent parameterizations as a response to changes in the large-scale

environment (such as subsidence, surface temperature and vertical gradient of humidity—

see Sect. 2), large-eddy simulation aims to explicitly resolve these convective and turbulent

processes. Until quite recently computational restrictions only permitted LES over rela-

tively small domains, which then required the parameterization of larger scale processes,

usually by assuming that they can be specified independently of how turbulent and con-

vective processes themselves develop. LES over larger domains are increasingly relaxing
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this assumption. Here we review what we know about shallow cumulus from LES, and

whether LES is indeed doing a good job at capturing the observed vertical distribution and

variability of shallow cumulus cloudiness. In so doing, we evaluate to what extent we can

reject the strong cloud-base response to warming seen in many climate models, or at least

what observations would be required to improve confidence in one or the other hypothesis.

4.1 Trade-Wind Shallow Cumulus Cloud Response to Warming in LES

Overall, LES studies exhibit very small changes in cloudiness near cloud-base in response

to surface and/or atmospheric warming. This suggests that the cumulus-valve mechanism

(Sect. 3) may robustly constrain cloudiness at cloud-base in response to strong climate

change perturbations (up to 8 K surface and atmospheric warming in Rieck et al. 2012). On

the other hand, and unlike current climate models, LES models show that cloud changes

near the inversion are the primary contributor to the total change in cloud cover (Rieck

et al. 2012; Blossey et al. 2013; Vogel et al. 2016). The corresponding changes in cloud

radiative effects appear robustly positive among LES studies, but much smaller than

changes routinely simulated in global or single-column models (Fig. 2).

Cloud changes in a warming climate along with moistening tendencies in LES are

illustrated in Figs. 4 and 5 (taken from Vogel et al. 2016).

In the absence of mesoscale organization and precipitation, the response of trade-wind

cumulus to warming, as represented by LES, can be understood through simple bulk

arguments (Rieck et al. 2012; Vogel et al. 2016). In a warmer climate, larger absolute

humidity gradients imply that for a boundary layer of the same depth, which thus has the

same rate of deepening to balance an assumed constant subsidence, the entrainment drying

Fig. 4 Domain-averaged vertical profiles of trade-wind shallow cumulus cloud fraction in LES (using the
University of California Los Angeles—UCLA model) of precipitating clouds (left) and non-precipitating
clouds (middle) over a small domain (� 13 km), and precipitating clouds over a larger domain (� 50 km;
right panel). The experimental setup is similar to that in Bellon and Stevens (2012) and consists of
prescribed initial conditions and large-scale forcings (sea surface temperature, subsidence, radiative cooling
and geostrophic wind) representative of the trade-wind regions. Results are shown for the present-day
climate (solid) and as a response to a uniform warming of þ4K at constant relative humidity (dashed).
Figure adapted from Vogel et al. (2016)
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is larger. Stationarity implies a drier boundary layer so as to induce a sufficiently large

moisture flux to balance this increased rate of entrainment drying (Fig. 5). But a larger

moisture flux also implies deeper mixing and more drying, enhancing these effects further

so that the equilibrium in a warmer atmosphere evolves to a deeper and drier cloud layer,

with a reduction in cloudiness above � 1:5 km (Fig. 4).

This is a typical view of shallow cloud feedbacks, which is similar to the thermody-

namic mechanism for stratocumulus cloud reduction reviewed in Bretherton (2015), and

similar to the thermodynamic response in many climate models (Sect. 2). However, the

above arguments neglect precipitation, which introduces a new process in the balance of

the water budget. Precipitation also affects the assumed structure of the boundary layer and

the spatial organization (e.g., Seifert and Heus 2013). Motivated by these findings, Vogel

et al. (2016) performed LES experiments to study the response of trade-wind cumulus

clouds to warming for non-precipitating and precipitating shallow cumulus clouds. They

also performed simulations on a large domain of about 50� 50 km2 to better understand

the role of organization. How these processes change our view of the balances determining

cloudiness in the trade-wind layer are discussed below.

4.1.1 The Role of Precipitation

Studies of precipitating shallow cumulus (e.g., Blossey et al. 2013; Bretherton et al. 2013;

Vogel et al. 2016) suggest that the main effect of precipitation is to restrain the deepening

of the trade-wind layer, as explained in Stevens and Seifert (2008). Secondary effects arise

from changes in the inversion and subcloud layer. With more precipitation, the cloud layer

is more stable, but the inversion layer is less stable, so that clouds tend to detrain more

continuously, leading to less stratiform cloudiness at the top of the cloud layer (compare

left and middle panels in Figs. 4, 5). In addition, evaporation of precipitation in the lower

part of the cloud layer induces a moistening and cooling, which yields an increase in cloud

fraction near cloud-base compared to non-precipitating simulations. In a related study,

Seifert and Heus (2013) explored the response of clouds to precipitation amount, rather

Fig. 5 Domain-averaged vertical profiles of moisture tendencies: sub for the large-scale subsidence
(orange), cnv for convection (diffusive and advective processes—in cyan), prc for precipitation (blue) and
tot for the total moisture tendency (black). From left to right is for precipitating and non-precipitating
simulations on a small domain (� 13 km), and the precipitating simulation over a larger domain (� 50 km).
The same experimental setup as for Fig. 4 is used. Results are shown for the present-day climate (solid) and
as a response to a uniform warming of þ4K at constant relative humidity (dashed). Figure adapted from
Vogel et al. (2016)
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than the differences between precipitating and non-precipitating simulations. They found

that increasing precipitation leads to a reduction in cloud fraction over the whole trade-

wind layer, including at cloud-base. Not withstanding that many of the responses to pre-

cipitation make physical sense, the magnitudes of the changes are not straightforward to

assess. This is because, as a growing literature suggests, these are sensitive to the details of

how the simulations are set up, ranging from the choice of microphysical schemes

(Bretherton et al. 2013; Seifert and Heus 2013) to the effects of mean wind and resolution

(Stevens and Seifert 2008; Matheou et al. 2011; Seifert and Heus 2013)—this point is

further discussed in Sect. 4.2.

For precipitating layers, the response to warming is complicated by what are, at times,

very strong changes in precipitation. For instance, in the warmer climate state of Vogel

et al. (2016), increased surface fluxes with warming lead to congestus clouds developing

with tops up 7 km. These dramatically change the structure of the boundary layer,

weakening the inversion associated with more trade-wind-like clouds and limiting strati-

form cloud formation. More compensating subsidence also leads to a shallowing and

drying of the cloud layer, reducing cloud amount near cloud-base (Fig. 4).

4.1.2 The Role of Organization

Larger domain simulations (� 50 kilometers as in Seifert and Heus 2013; Vogel et al.

2016) allow shallow convection to organize in clusters of variable depth (depending on the

domain vertical extension). The reasons for this organization are still being debated, but

phenomenologically it shares similarly with convective self-aggregation as seen in simu-

lations of deep convection (Wing et al. 2017). Clouds organized in clusters tend to produce

larger amounts of precipitation, which generates evaporative downdrafts and initiates cold

pools that spread out and trigger new convective cells at the cold pool boundary, where

subsequent shallow cumulus clouds form. Because most of the precipitation remains

concentrated in the convective clusters that populate the moist regions of the domain (e.g.,

in Vogel et al. 2016), evaporation of precipitation is reduced although the cloud layer is

overall drier. These processes can also influence the response of clouds to warming.

The greater precipitation efficiency that accompanies mesoscale organization leads to a

more stable and drier trade-wind layer. In addition, and with the help of compensating

subsidence in the drier area, this effect keeps the trade-wind clouds in the rest of the

domain shallow. Therefore, in the presence of organized convection, the trade-wind

boundary layer is drier and more stable, and trade-wind cumulus clouds are shallower,

compared to when shallow cumulus clouds are more randomly distributed in space (in

smaller domain simulations). In a warming climate, upward convective transport of

moisture strengthens in the large domain simulations, comparable to the small domain

simulations (Fig. 5). Because the amount of deep cloud clusters is enhanced with warming,

precipitation, as mentioned above, increases much more strongly with warming than in the

small domain simulations (Vogel et al. 2016). Thereby, the drying due to precipitation

tends to replace the drying due to large-scale subsidence, which cannot efficiently balance

the enhanced convective moistening in the presence of a few deep cloud clusters and an

otherwise very shallow and dry trade-wind layer (Vogel et al. 2016). As a result, different

changes in cloud fraction and vertical distribution occur in the larger domain: clouds

become deeper with a reduced cloud fraction near cloud-base—a feature that is not cap-

tured in the smaller domain (Fig. 4), yet is reminiscent of the dynamics seen in parame-

terizations (Sect. 2).
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Does the reduction in cloud-base cloud fraction with warming imply that the presence of

organized clusters in larger domain simulations can trigger mechanisms that overcome the

internal cumulus-valve mechanism? Recently, Neggers (2015b) has shown that a mass flux

framework that takes into account the spatial distribution of cumulus horizontal sizes can

introduce interactions between convective plumes of different sizes (see also Seifert et al.

2015). In particular, if large cumulus clouds are more abundant than small clouds, the

vertical convective fluxes tend to dry at low levels and transport moisture to higher levels.

This low-level drying is compensated by the smaller cumulus plumes that detrain at levels

where larger plumes remove moisture (Neggers 2015b). More study on the role of spatial

organization and the influence of the cumulus size distribution on trade-wind shallow

cumulus cloud variability and feedback appears important to have a more complete

understanding of shallow cumulus cloud mechanisms. Note that the effect of spatial

organization on larger domains and cumulus size distribution might be related to each

other, as larger domains lead to organized clusters and therefore a larger proportion of

cumulus with larger cloud-base area. The main point being that the constancy of cumulus

base cloud fraction is not necessarily something that can be taken for granted.

4.2 Robustness and Uncertainties of LES Studies

There is a tendency to view LES as surrogate of the truth, as able to fully represent the

observed characteristics of the marine boundary layer. To some extent, this may be war-

ranted by the robustness of simulated behavior across different LES. Simulated vertical

distributions of cloud fraction and, to a slightly lesser extent, of projected cloud cover, tend

to show relatively good agreement across different LES models in the Barbados

Oceanographic and Meteorological EXperiment (BOMEX) and Rain In Cumulus over the

Ocean (RICO) intercomparison cases of typical shallow trade-wind cumulus conditions

(Siebesma et al. 2003; Van Zanten et al. 2011). An intercomparison case of the diurnal

cycle of shallow cumulus over land also shows good model-to-model agreement (Brown

et al. 2002). The cloud distributions of the above three intercomparison cases show a

strong peak in cloud fraction at cloud-base, a rapid decrease in cloud fraction above cloud-

base, and relatively small cloud fractions near the tops of cumulus clouds under the trade

inversion. Total cloud cover ranges between about 13 � 6% for BOMEX (Siebesma et al.

2003) and 19 � 9% for RICO (Van Zanten et al. 2011), with the simulated cloud cover for

RICO comparing favorably with corresponding lidar data. In simulations of an interme-

diate regime between stratocumulus and trade-wind cumulus, representative of the Atlantic

Tradewind EXperiment (ATEX) field campaign and marked by a stronger inversion, the

vertical distribution of cloud fraction has its maximum near the inversion instead of near

cloud-base (Stevens et al. 2001). In this ATEX intercomparison case, there is more spread

in simulated total cloud cover among the participating LES (total cloud cover ranges

between 20 and 80% (mean � 2r)), with the spread related to the representation of

stratiform cloud amount under the inversion (Stevens et al. 2001). Also the CGILS

intercomparison case of the response of shallow cumulus to climate change perturbations

(location S6) shows the most apparent differences in the simulated cloud fraction profile

near the top of the cloud layer under the trade inversion (Blossey et al. 2013). Whereas

stratiform outflow layers are observed frequently at Barbados (Nuijens et al. 2014, 2015a),

LES apparently have difficulties to properly simulate detrained layers of stratiform cloud.

This difficulty is likely related to a poor representation of tight feedbacks between such

outflow layers with radiation and subsidence, and to the fact that a very high vertical

resolutions is necessary to resolve sharp inversions (Stevens et al. 2001). On the other
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hand, the range of cloud-base cloud fractions is quite consistent among the various

intercomparison cases, with inter-model differences lying between 4.5 and 8% (Brown

1999; Stevens et al. 2001; Siebesma et al. 2003; Van Zanten et al. 2011; Blossey et al.

2013).

The comparison of the cumulative cloud fraction—the cumulative contributions to total

cloud cover from the top down to the bottom of the cloud layer—estimated from LES and

measured by a lidar indicates that the LES may not represent the full spectrum of cloud top

height distributions present in nature (Figure 7 of Van Zanten et al. 2011). LES on large

domains of � 50� 50 km2 (about 16-times to 32-times larger than the domain sizes used for

the intercomparison cases) can represent cloud populations with a wide range of cloud top

heights, but cloud fractions in the upper cloud layer tend to be underestimated (Vogel et al.

2016). This underestimation is likely due to numerical diffusion, which is strongly related to

the choice of advection scheme, the subgrid-scale model and the grid spacing. A thorough

investigation of the impact of suchmodel choices showed that cloud cover strongly decreased

when a more dissipative monotone advection scheme was used instead of a centered dif-

ferences scheme, orwhen amore dissipative subgrid formulationwas used (relative decreases

in cloud cover of up to 30%) (Matheou et al. 2011). Matheou et al. (2011) also find a relative

decrease in cloud cover of up to 70%when the uniform horizontal and vertical grid spacing is

increased from 20 m to 80 m. These results are in qualitative agreement with sensitivity

studies presented in Stevens et al. (2001) and Siebesma et al. (2003) and show that one has to

be careful when comparing absolute values of cloud cover between different LES studies, and

between LES and observations. The strong decrease in cloud cover with larger grid spacing in

Matheou et al. (2011) is partly due to reductions in cloudiness under the inversion, which

cannot be resolved well at a vertical grid spacing of 80 m (see the liquid water specific

humidities in their Figure 11). This again highlights that cloudiness near the top of shallow

cumulus under the trade inversion is still poorly constrained by LES.

Studying how fields of shallow cumuli change in response to climate change pertur-

bations and how they affect the planetary albedo and equilibrium climate sensitivity is also

challenging using the current LES experimental setup. In this respect, LES yield an

important limitation for climate studies, since they usually have to be run over small

domains (10 to 50 kilometers) and therefore cannot realistically represent their variability

under the wide range of conditions observed in nature, and especially their interactions

with the large-scale circulation. For the same reason, LES have to be run over limited

periods of time (a few days) and under simplified configurations (e.g., prescribed radiative

cooling rate and sea surface temperature (SST)), and therefore all the process-scale

interactions in the trade-wind layer and with the underlying ocean surface are not repre-

sented—for instance, the local interplay between cloud radiative forcing and turbulence as

in Vial et al. (2016) and SST feedbacks on the trade-wind layer as in Tan et al. (2017).

Increasing computational resources now makes it possible to consider LES over larger

domains, over larger timescales and under increasingly ‘‘realistic’’ configurations. For

instance, simulations at 100 m resolution over the entire tropical Atlantic on timescales of

months are now becoming possible with the ICOsahedral Non-hydrostatic (ICON) atmo-

spheric model (Zängl et al. 2015; Heinze et al. 2016). Combined with observations of the

planned field campaign EUREC4A (Elucidating the Role of Cloud-Circulation Coupling in

Climate) over this region (discussed next), these simulations will provide new opportu-

nities to study in more details the key factors controlling the cloud responses to warming,

including the interactions between the trade-wind boundary-layer processes and the large-

scale mesoscale organization.
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5 Connecting LES and GCM Interpretations of Shallow Cumulus Cloud
Feedback Mechanisms

In order to better compare low-cloud changes and mechanisms between LES and GCM (or

similarly SCM), a common interpretation framework is needed. Unlike in GCM and SCM,

where turbulence and convection are usually represented by separate parameterization

schemes (cf. Fig. 1), in LES these processes are part of a continuous spectrum of motions

ranging from turbulent eddies (diffusive processes) to convective vertical drafts (advective

processes). Convection is generally represented by the advective and diffusive flux

divergence of the resolved and subgrid-scale flow and acts as a source of moisture over the

whole trade-wind boundary layer (cf. Fig. 5). By adding the turbulent and convective

tendencies in a GCM or SCM, tendency profiles comparable to LES can be generated (see

Fig. 6 for a SCM example). In both LES and GCM, these turbulent and convective motions

accomplish the vertical transports of heat and moisture that is supplied by surface sensible

and latent heat fluxes, respectively.

Here we use the Vial et al. (2016) framework described in Sect. 2.2 to better interpret

the contrasting model behaviors described in the preceding sections and provide a broader

perspective:

• In a warming climate, all numerical models (LES, GCM, SCM) tend to simulate a more

vigorous convective mixing due to increased latent heat flux (e.g., Rieck et al. 2012;

Blossey et al. 2013; Vogel et al. 2016; Brient et al. 2015; Vial et al. 2016), yielding

dl[ 0 in Eq. 6. But this is not necessarily associated with changes in cloud fraction.

For a given latent heat flux, the efficiency of the convective mixing at desiccating low-

level clouds (i.e., C) depends on where the convective drying maximizes with respect to

the cloud layer (Vial et al. 2016). In most LES and according to the cumulus-valve

mechanism, the convective mass flux originates in the subcloud layer where there is no

cloud to desiccate. So C is likely to be very small. However, this appears to be different

Fig. 6 Vertical distribution of moisture tendencies (left) and cloud fraction (right) for a SCM experiment
under CGILS framework (shallow cumulus regime, s6) using the IPSL-CM5A-LR GCM. Moisture
tendencies include: turbulence and convection (cyan), grid-average net condensation (blue, which includes
cloud formation, precipitation and evaporation), large-scale subsidence (orange) and the sum of all moisture
tendencies (black). Results are shown for the present-day climate (solid) and as a response to a surface
warming of þ2K (dash). Adapted from Vial et al. (2016)

Surv Geophys (2017) 38:1331–1353

175



123Reprinted from the journal

in LES on larger domains, when convection organizes into more vigorous and deeper

clusters. It has recently been shown that some larger convective plumes may originate

within the cloud layer, and that these convective fluxes alone could dry the lower

troposphere, just above cloud-base (Neggers 2015b; Seifert et al. 2015). Therefore, in

larger domain simulations C might be stronger. On the other hand, in GCM and SCM, C
is likely to depend on how the bulk convective mass flux is formulated, as shown in

Vial et al. (2016).

• In all models, increased latent heat flux moistens the lower troposphere through

turbulent diffusion and convective transport and favors cloud formation, yielding

T [ 0.

• In all the models considered, k (the change in surface evaporation per unit change in the
convective mixing) is positive: more convective mixing dries the subcloud layer and

increases surface evaporation. However, there might be some disagreement on how

effective this is, as this depends on how efficiently increased convection brings dry air

to the surface, and to what extent it is accompanied by increased warming. This effect

would influence low-level stability and eventually the cloud response to warming

(Brient et al. 2015).

• In both Rieck et al. (2012) and Vogel et al. (2016), the LES experimental setup

prescribes uniform radiative cooling, and therefore the interaction between latent heat

flux and cloud radiative cooling is neglected in these studies (i.e., kr ¼ 0). The coupling

between cloud radiative forcing and latent heat flux has been recently identified in Vial

et al. (2016) in one model; its robustness across models and in observations remains to

be shown.

6 Observational Support for Trade-Wind Shallow Cumulus Cloud
Feedbacks

As discussed in the previous sections, the primary source of uncertainties in trade-wind

cloud responses to warming in numerical models relies in how strong subgrid-scale vertical

transports of heat and moisture affect cloudiness near cloud-base in response to changes in

the large-scale environment. To this end, numerical experiments made it possible con-

siderable progress on the understanding of the key processes that couple convection,

turbulence and cloudiness in trade-wind boundary layers. In addition, several studies have

used observations to test our physical understanding on a wide range of timescales and to

constrain uncertainties of the simulated cloud changes in a warming climate (e.g., Clement

et al. 2009; Qu et al. 2014; Brient and Schneider 2016). However, our confidence in low-

level cloud feedbacks remains fairly low as the primary factors controlling low-level cloud

variability in nature appear to be strongly dependent on the time and/or spatial scales at

which the mechanisms are evaluated. Put differently, observational analyses of the factors

controlling the trade-wind cloud responses to warming have not yet helped to clarify the

inconsistency of the results that we have found between large-scale numerical models (e.g.,

GCM and SCM) and high-resolution simulations (e.g., LES).

On large domains and long timescales (interannual, decadal or climatological time-

scales), sea surface temperature explains a large part of the subtropical low-level cloud

variability (e.g., Clement et al. 2009; Qu et al. 2014, 2015; Brient and Schneider 2016),

with a reduced cloud cover when the sea surface is warmer. Note, however, that these

observational studies consider both stratiform and cumuliform types of low-level clouds.
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Nevertheless, this present-day relationship appears to be consistent with the lower-tropo-

spheric mixing mechanism that controls the low-level cloud response to a warming climate

(Sect. 2.2) in GCM and SCM simulations, as the cloud sensitivity to warming was found to

be correlated with enhanced latent heat flux and vertical gradient of moisture between the

boundary layer and the free troposphere (Qu et al. 2015), and both contribute to enhance

the mixing of dry free tropospheric air into the boundary layer that leads to the reduction in

low-level cloudiness (Rieck et al. 2012; Bretherton et al. 2013; Brient and Bony 2013;

Vial et al. 2016). The observational studies cited above suggest that models that simulate a

stronger cloud decrease in a warming climate (and thus a stronger cloud feedback) are

more consistent with observations than models that simulate a weaker cloud feedback, and

thus that high climate sensitivities are maybe more credible than low climate sensitivity

estimates. This is in line with other studies that have related the low-level cloud feedbacks

and/or climate sensitivity estimates with climatological indicators of the present-day

lower-tropospheric mixing (such as vertical gradients in temperature and relative humidity,

large-scale vertical velocity and shallowness of low clouds): models with a stronger lower-

tropospheric mixing in the present-day climate are more efficient in depleting boundary-

layer moisture as the climate warms, yielding a stronger low-cloud feedback and ECS ;

these models tend to be more consistent with observations than models that simulate a

weaker lower-tropospheric mixing in the present-day climate (Sherwood et al. 2014;

Brient et al. 2015).

Measurements from the Barbados Cloud Observatory—a facility established on a

windward promontory on Barbados to study factors controlling cloudiness in the trades

(Stevens et al. 2016)—suggest that models can represent a fairly realistic climatology of

the lower-tropospheric trade-wind layer on long-term means but through unrealistic vari-

ability on shorter timescales. Analysis of the Barbados data indicates that about 60% of

observed cloud variance near cloud-base occurs on timescales smaller than a day (Nuijens

et al. 2014, 2015a, b). These data suggest that cloudiness near cloud-base is more con-

trolled by internal feedback processes on short timescales and is relatively independent of

large-scale environmental factors (such as subsidence, surface temperature and vertical

gradient of humidity) that vary on longer timescales (Bellon and Stevens 2013), consistent

with the cumulus-valve mechanism (Sect. 3) and LES results on small domains (Sect.

4.1.1).

In their evaluation of climate model output as compared to the Barbados data, Nuijens

et al. (2015b) argue that climate models (1) lack this cloud-base regulation mechanism

associated with turbulence and convection that appears to be important in nature on sub-

daily timescales and (2) are too sensitive to variations of the large-scale environment

(lower-tropospheric relative humidity and thermal stratification) on timescales longer than

a day (Nuijens et al. 2015a, b). Furthermore, observed cloud fraction at the inversion

dominates the total variance in boundary-layer clouds and explains the seasonality of low-

level cloudiness, with larger cloud cover (in winter) when surface winds and trade-wind

inversions are stronger (Nuijens et al. 2014, 2015b). These relationships are not captured in

climate models either. Because the Nuijens et al. studies point to relationships that are

relevant for the interpretation of the simulated shallow cumulus cloud feedbacks in climate

models, they raise the question of whether or not these models can simulate realistic

changes in trade-wind cloudiness in a warming climate. However, one may also question

whether these observed relationships capture all the interactions between the trade-wind

boundary layer and the larger scale mesoscale organization that might be necessary to

interpret the low-level cloud changes on a sufficiently large domain, which is also what

matters for the climate sensitivity problem.
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This question could be addressed with the planned field campaign EUREC4A that will

take place on January–February 2020 over a large oceanic area east of Barbados (Bony

et al. in revision). Featured with its large experimental domain, and by linking profiles of

cloudiness to large-scale fluxes of moisture and energy, including estimates of the cumulus

mass flux, this campaign will make it possible to quantify macrophysical properties of

shallow cumulus clouds as a function of the large-scale environment and thus to assess the

existence of the model-based mechanisms that were discussed here under a wide range of

large-scale conditions: (1) the vertical distribution of trade-wind cumulus clouds and its

relation to convective mixing, latent heat flux and cloud radiative forcing (Vial et al. 2016)

the non-uniformity in the spatial distribution of cloud-base area and its impact on the

dynamics of trade-wind boundary layers and associated clouds (Neggers 2015b); and (3)

the role of organized convection on trade-wind clouds (Seifert et al. 2015; Vogel et al.

2016). More information on the EUREC4A field campaign and scientific goals are pro-

vided in Bony et al. in revision.

7 Synthesis

Fair-weather cumulus clouds, covering large areas of the tropical and subtropical oceans in

the trade-wind regions, play a central role in the tropical cloud feedback uncertainties in

climate models. Climate models predict different low-level cloud changes in response to

warming, which results in a large dispersion in model-based estimates of cloud feedback

and climate sensitivity. This large dispersion in model responses arises from differences in

the balance of the key boundary-layer physical processes that are parameterized in climate

models, especially convection and turbulence. Given the importance of low-level cloud

feedbacks in climate change projections, understanding the factors controlling the low-

level cloudiness across a wide range of temporal and spatial scales in a hierarchy of

numerical models and in observations has emerged as an active research area.

Based on a review of past studies on this issue, we have identified three emergent topics

for which further investigation would help understand and constrain shallow cumulus

cloud feedbacks:

• the vertical distribution of shallow cumulus cloud layers and its relation to convective

mixing, surface fluxes and cloud radiative forcing,

• the impact of the probability distribution of cumulus cloud-base areas on the dynamics

of trade-wind boundary layers and associated clouds,

• the role of mesoscale organization, and accompanying episodes of deeper convection,

in the trade cumulus variability and feedbacks.

These emergent topics would strongly benefit from combined analyses of high-resolution

modeling and field experiments on large domains such as those discussed in this review.
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Abstract Motivated by the scientific desire to align observations with quantities of

physical interest, we survey how scalar importance functions depend on vertically resolved

water vapor. Definitions of importance begin from familiar examples of water mass Im and

TOA clear-sky outgoing longwave flux IOLR, in order to establish notation and illustrate

graphically how the sensitivity profile or ‘‘kernel’’ depends on whether specific humidity S,

relative humidity R, or ln(R) are used as measures of vapor. Then, new results on the

sensitivity of convective activity Icon to vapor (with implied knock-on effects such as

weather prediction skill) are presented. In radiative-convective equilibrium, organized

(line-like) convection is much more sensitive to moisture than scattered isotropic con-

vection, but it exists in a drier mean state. The lesson for natural convection may be that

organized convection is less susceptible to dryness and can survive and propagate into

regions unfavorable for disorganized convection. This counterintuitive interpretive con-

clusion, with respect to the narrow numerical result behind it, highlights the importance of

clarity about what is held constant at what values in sensitivity or susceptibility kernels.

Finally, the sensitivities of observable radiance signals Isig for passive remote sensing are

considered. While the accuracy of R in the lower free troposphere is crucial for the physical

importance scalars, this layer is unfortunately the most difficult to isolate with passive

remote sensing: In high emissivity channels, water vapor signals come from too high in the

atmosphere (for satellites) or too low (for surface radiometers), while low emissivity

channels have poor altitude discrimination and (in the case of satellites) are contaminated

by surface emissions. For these reasons, active ranging (LiDAR) is the preferred observing

strategy.
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1 Introduction

Water vapor in the atmosphere is important for several reasons reviewed well in Sherwood

et al. (2010). It carries latent heat that is released upon phase changes. Also, both vapor and

condensed water interact strongly with radiation, with at least three major classes of

consequences:

a. Direct contributions to global top-of-atmosphere (TOA) radiative energy budgets;

b. Dynamical effects, via both radiative and latent energy budgets in air layers;

c. Observational implications for remote sensing.

Interactions among these effects offer many motivations to deepen our understanding,

and many possibilities for research. For instance, mid-level vapor affects low cloudiness,

with its strong impacts on global shortwave TOA radiation budgets (Adebiyi et al. 2015;

Stevens et al. 2017). Global atmospheric cooling importantly governs precipitation and the

hydrologic cycle (e.g., Stephens and Ellis 2008; Previdi 2010; DeAngelis et al. 2015).

Convective clouds depend on the vapor field, which in turn is shaped by convective fluxes

as well as by latent heating-induced winds that shape transport and surface flux patterns.

These couplings make water an intimate active tracer in the atmosphere.

One especially fruitful nexus of interests that can motivate remote sensing is the sci-

entific desire to align observations with quantities of physical interest—or, to turn that

around, to cast physical theory in terms of quantities that can be well estimated or strongly

constrained from observables. For this reason, item (c) above is kept in context of water’s

other physical science importances, and is not viewed as a standalone motivation toward

measurement for measurement’s sake.

2 Simplest: The Profile of Im 5 Mass Errors from Vapor Measurement
Errors

To pursue these ideas quantitatively, it helps to define importance (something one cares

about) in mathematical terms as a scalar–valued function I with complicated inputs. Such a

dimension-reducing function is called a functional, and its sensitivities are called func-

tional derivatives (see http://www.physicspages.com/2014/11/08/functionals-and-

functional-derivatives/). Here we develop notation for how I is distributed over altitude

in the atmosphere. From such a framework, progress toward the Grand Challenges moti-

vating this volume can hopefully be steered and assessed.

This paper shows profiles (vertical distributions) of 4 different importances of water

vapor at low latitudes. First, Im = column-integrated vapor mass is used to clarify notation

and fix ideas. As a second familiar example, IOLR = Outgoing Longwave Radiation (OLR)

illustrates the ‘‘kernel’’ approach of Soden et al. (2008). New results are then presented for

Icon = rainfall (latent heating) by deep convective cloud systems. Finally, Isig = radiative

signal in low and high emissivity channels is discussed in the context of observing system

design.
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For each of these definitions of importance I, we want to know the impact of an

increment (or a measurement error) of vapor, as a function of altitude. Such an increment

might be expressed as mass (specific humidity S), or relative humidity R, or of some

function thereof (for example, increments dln(R) are relevant to some radiative quantities).

In any partial derivative, it is necessary to specify what is held constant, so we will make

that part of the mathematical notation where needed for clarity.

In this elementary case, we define an importance scalar or functional as Im = column-

integrated water vapor mass (CWV, units: kg m-2, or mm of liquid equivalent), sometimes

called precipitable water (PW):

Im ¼
Zps

0

dp

g
ð1Þ

where the profile of specific humidity S may be expanded as

SðpÞ ¼ RðpÞ � SsatðTðpÞ; pÞ ð2Þ

Here we ignore any distinction between total pressure p versus the (p) notation for

hydrostatic pressure, our monotonic mass coordinate of the vertical domain.

For tropical applications, consider a reference T(p) that is a pseudo-adiabat character-

ized by its equivalent potential temperature he = 350 K. The corresponding Ssat profile is

shown in Fig. 1a. The curve to a good approximation decreases linearly with p from 18 g/

kg at 1000 hPa to near zero at about 300 hPa.

If a vapor concentration or specific humidity measurement had an error dS, which is

constant in height, (1) shows that this error dS would contribute equally from all pressure

levels to the error in Im. We denote the accompanying kernel, the sensitivity of vapor mass

m to an increment of S, as a functional derivative:

Fig. 1 a A reference profile of specific humidity relevant to the tropics: a saturated moist adiabat
characterized by he = 350 K. b, c Kernels expressing the vertical distribution of error in importance
function Im = column vapor mass, incurred by measurements with a constant profile of measurement error
dR (b) or dlnR (c)
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Km
S � dIm

dSðpÞ ð3Þ

Continuous function S(p) notation is retained, even though all calculations below are on

discrete levels, to spotlight the distinction between the layer depth appearing in the units of

the estimated K, versus the vertical resolution of particular discrete calculations used in the

estimate.

The functional derivative is defined as the sensitivity when S(p) is held constant at all

other altitudes. In our case, S also varies with time, latitude, and longitude, but these need

not be specified as being held constant since they are orthogonal to the vertical domain

(indexed by hydrostatic p in the usual way). The value of (3) is constant in pressure. Its

units are (units of Importance) (units of denominator)-1 (units of p)-1 and the value is

equal to 1.02 (kg m-2 of vapor mass) per (1 kg/kg of S) over (a 1 hPa layer), since an

increment dS = 1 g/kg over a 105 Pa atmosphere equates to 10/9.8 = 1.02 kg m-2 of

column vapor mass (mm of liquid equivalent).

Now instead suppose we have a measurement with constant in height relative humidity

error dR, like the relative humidity sensor in a radiosonde. What is the profile of its

contribution to the importance error dIm? That kernel can be notated as:

Km
R � dIm

dRðpÞ

����
T¼pseudoadiabat@350K

ð4Þ

Here the essential quantity held constant in the partial derivative (T) is specified overtly, as

is necessary for clarity in any non-orthogonal ‘‘phase space’’ (Nolte 2010) of abstract

variables such as thermodynamic quantities. The units are again (units of Importance)

(units of denominator)-1 (units of p)-1, or (kg m-2) per (1% of Ssat) over (a 1 Pa layer).

Since the contribution of an error dR to S(p), given a fixed T(p), is simply proportional

to Ssat by Eq. (2), the shape of this kernel (Fig. 1b) is identical to the Ssat curve in Fig. 1a.

To figure out its value, we can utilize the value of (3) quoted above, noting that where

Ssat = 10 g/kg (about 650 hPa), a 1% error will equal 10-4 kg/kg. Any real instrument’s

error profile dR(p) can be multiplied by the kernel and integrated to give its total impor-

tance (in this case, mass error).

Finally, consider the importance of a measurement error in fractional R, dln(R), which
is constant with altitude. For saturated spectral bands, the radiative impacts of vapor are

sometimes approximated as proportional to ln(R) (Spencer and Braswell 1997, Pierre-

humbert et al. 2007). The desired kernel

Km
lnR � dIm

d lnRðpÞ

����
T¼pseudoadiabat@350K;R

ð5Þ

will have units of (kg m-2) per (1% of the existing vapor) over (a 1 Pa layer). Its

derivation can be performed using the chain rule as follows:

Km
lnR � dIm

d lnRðpÞ

����
T;R

¼ dIm

dSðpÞ
oS

o lnR

����
T;R¼R0

¼ dIm

dSðpÞR0

oS

oR

����
T

¼ R0K
m
R ð6Þ

A new point of notation has been introduced here: the semicolon in the subscript. Items to

the right of the semicolon are not held constant in the differentiation, they are evaluated at

a given value of R(p), in this case R0(p). In this derivation, the core (definitional)

dependence of Im on S from (3) is converted into the desired dependence on ln(R) through a

chain rule (first equality). Then, using a calculus fact (second equality), the R dependence
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is exposed as a multiplication by R0(p). At that point, the subscript ;R can be dropped from

the last partial derivative.

The final equality simply notes that this result (Fig. 1c) is related to an earlier result

(kernel (4), Fig. 1b). Again, we can leverage the values and units above to build this kernel

for Fig. 1c.

With these bookkeeping notations and mathematical tools, we can express subtler

sensitivities of physical scalars to vapor profiles as functional derivatives.

3 Radiative Kernels: Sensitivity of OLR to Humidity

One familiar climate importance for water vapor is its impact on IOLR = outgoing long-

wave radiation (OLR) at top of atmosphere. The dependence of IOLR on the water vapor

profile is not a straightforward integral like Im, but rather a result of sophisticated columnar

radiative transfer computations. Following Soden et al. (2008), we may characterize this

computation’s dependencies as OLR(Tem(p), S(p), C(p)), where Tem is the emitting tem-

perature of the air, and C(p) is the radiation scheme’s own optical measure of cloudiness.

The negative of the zonal and time mean of the TOA OLR kernel for water vapor

(Fig. 2 of Soden et al. 2008) is reproduced here as Fig. 2. The negative sign was introduced

by Soden et al. (2008) because their application was climate feedback, and increased OLR

Fig. 2 Soden et al.’s (2008) ‘‘kernel’’ for OLR with respect to water vapor (their Fig. 2), averaged over
time and longitude. The top plot is averaged over all-sky conditions (based on a climate model-predicted
cloudiness field C) while the lower plot is with cloud radiative effects disabled. Units of the indicated
numbers are (W m-2) per (K in the Tsat(S, p) inversion of Ssat(T, p)) over (a 100 hPa layer)
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is a negative contribution to Earth’s heat budget. Here we instead use IOLR = ? OLR, to

express the impact of moisture on the physical process of upwelling longwave radiation.

In our notation, the two quantities plotted in Fig. 2 are:

KOLR
Tsat

¼ dIOLR

dTsatð/; pÞ

����
fTem;S;Cg¼sim

ð7Þ

and

KOLRclr

Tsat
¼ dIOLR

dTsatð/; pÞ

����
fTem;Sg¼sim;C¼0

ð8Þ

where Tsat indicates the inversion of the saturation specific humidity function S(T, p) and /
is latitude. The set notation {} = sim is used to denote that multiple variables are utilized

at climate model-simulated values. For brevity, we have ignored the fact that the kernel

computations were done at different longitudes and times, then averaged. The actual

computations behind Fig. 2 were performed by probing OLR(Tem, S, C) with small

increments dS at each altitude, with Tem and C held constant. Two separate calculations

were performed, with C held constant at both realistic model-simulated values (‘‘all-sky’’)

and C = 0 (‘‘clear sky’’ computations). Results of those computations were then recast by

those authors, using the chain rule:

dIOLR

dTsatð/; pÞ

����
Tem;S;C

¼ dIOLR

dSð/; pÞ

����
Tem ;C;S

oSsat

oT

����
p

ð9Þ

It is important to notice that the emission temperature Tem was held constant, while Tsat
was varied for Fig. 2, as the notation emphasizes. Allowing both to vary consistently leads

to the well-known cancelation between the lapse rate feedback and water vapor feedback

in climate sensitivity estimation, as discussed in Soden et al. (2008) and elsewhere. Here

we wish to characterize IOLR’s dependence on moisture profiles in more direct units of S, R,

or ln(R), holding actual T constant. To do this, we must convert the kernels of Fig. 2 into

other units as follows. For definiteness, line plots of the kernel profiles at specific longi-

tudes and months are shown in Fig. 3a (using digital kernel data for two different climate

models, downloaded from http://people.oregonstate.edu/*shellk/kernel.html and http://

www.rsmas.miami.edu/personal/bsoden/data/kernels.html).

The easiest conversion is simply to reverse the post-processing done by Soden et al., by

rearranging Eq. (9) above:

KOLR
S ¼ dIOLR

dSð/; pÞ

����
Tem ;C¼0;S

¼ dIOLR

dTsatð/; pÞ

�����
Tem;S;C¼0

oSsat

oT

����
p;T

 !�1

ð10Þ

The first factor on the right is kernel (8), the quantity in the bottom panel of Fig. 2 and the

top row of Fig. 3. However, the conversion profile (second factor) must be evaluated at

some reference profile T(/, p), as emphasized with the subscript ;T. For simplicity, since

Fig. shows a tropical point, we use the 350 K pseudo-adiabat again as this reference

T profile, a reasonable approximation. We can already anticipate that, since the slope of

Ssat(T) increases with T, this factor (the inverse of that slope) will reduce the value of the

kernel in the lower troposphere relative to the upper troposphere. In other words: molecule

for molecule (or kg for kg), high-altitude vapor is much more important to OLR than low-
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altitude vapor (Fig. 3, middle row), as emphasized in climate literature (e.g., Held and

Soden 2000, Allan 2012).

Converting the denominator to reflect the sensitivities of OLR to relative humidity

increments (dR) is then straightforward, following the steps in Sect. 2:

KOLRclr

R ¼ dIOLR

dRðpÞ

����
fT;Sg;C¼0

¼ dIOLR

dSðpÞ

�����
fT;Sg;C¼0

oS

oR

����
T;p

 !
¼ KOLRclr

S Ssat ð11Þ

Further converting the sensitivity to increments dlnR involves multiplying by a R0

profile as in (6), which would have to be obtained from these models’ climatology of the

Arabian Sea:

KOLRclr

lnR ¼ R0K
OLRclr

R ð12Þ

This final conversion is not shown here, although the seasonality can be imagined in this

region with its wet-summer monsoon climate. Even though (as noted above) molecule for

Fig. 3 Top row: The clear-sky kernel of Fig. 2b at a point in the Arabian Sea from a CAM and b GFDL
climate models, using kernel datasets downloaded from the web sites of B. Soden and K. Shell. The twelve
colored curves indicate 12 calendar month averages, with dry winter and moist summer monsoon conditions
yielding distinctly different sensitivities to increments of moisture. Middle: kernel expressed in terms of
increments dS instead using Eq. (10). Bottom: Kernel expressed in terms of increments dR using Eq. (11)
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molecule, high-altitude vapor is especially important to OLR, the bottom row of Fig. 3

indicates that an increment of RH in the lower troposphere is approximately as conse-

quential as an increment at other levels (Held and Shell 2012; Vial et al. 2013). For some

measurement systems, the attribution of altitude to detected water molecules might be

another way to express the important uncertainties incurred in a retrieval process.

4 Importance of Vapor for Deep Convection

Deep convection’s sensitivities to water vapor increments (or observation errors) are much

less straightforward to estimate than the radiative sensitivities, because ‘‘convection’’ is not

an instantaneous, local column process—or even a well-defined one (as elucidated in the

Introduction of Sherwood et al. 2010). Simple parcel buoyancy arguments (as embodied in

algorithms for convective available potential energy (CAPE) and other simple parcel

indices) embody the assertion that only low-level (parcel source level) humidity matters.

Indeed, if virtual temperature effects are considered, free-tropospheric moisture reduces

naı̈vely computed CAPE. Meanwhile, in reality, mid-level moisture clearly impacts con-

vection positively, as illustrated by the steep dependence of conditional rainfall on column

water vapor (Bretherton et al. 2004; Neelin et al. 2009).

The next complexity of a theoretical account is to allow for mixing (entrainment) into

updrafts. The buoyancy of a small-scale updraft then depends on humidity in the source

layer, as well as in the layers that it has traversed and mixed with. For instance, the steep

dependence on column vapor mentioned above may be usefully interpreted as a threshold-

like dependence on parcel source-level humidity, plus a linear dependence on humidity in

the free troposphere above that (Muller et al. 2009). Microphysical processes such as

precipitation shedding during the finite time of parcel ascent are another ambiguity in

determining bulk density and thus parcel buoyancy.

Even such a dressed-up (mixing-allowing, microphysics-respecting) parcel theory

remains badly incomplete, however. The ‘‘importance’’ of convection as a process lies not

in the fate of one hypothetical lone updraft, but rather in the time-integrated, net behavior

of ensembles of convective circulations (perhaps in a scale-truncated sense) that must obey

mass continuity in a particular geometrical configuration. Essentially, the kernel we seek is

a subset of the cumulus parameterization problem (Arakawa 2004). For this reason,

explicit convection-permitting models (CPMs) are needed to fill the gap between parcel

theory and reality in estimating our desired sensitivity kernel, or even defining it with

sufficient specificity.

In a convecting atmosphere, a humidity increment provokes a complex time-dependent

and multi-scale response that includes thermally driven large-scale ascent as well as local

cloud-scale overturnings. Observationally, all this is further superposed with noise. Simple

regression of local convection measures on humidity observations thus gives us only a faint

and distorted glimpse of moisture’s true impact on convection (as discussed in Mapes et al.

2017). Active probing of models is required to even begin to interpret observations

properly.

Early computation-limited studies used short integrations over small domains, in an

initial-value approach with newly triggered convection, in 2D (Nicholls et al. 1988) or 3D

(Takemi and Satomura 2000). Mapes (2017) discusses in more detail how domain con-

straints translate into function or importance measures. As computers have advanced, fully

developed convection fields in larger and longer runs have been probed, for instance using
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humidity field relaxation experiments (Derbyshire et al. 2004 in that special issue) or

transient impulses (Tulich and Mapes 2010; Kuang 2010). Long-time integrations make

cyclic boundary conditions appealing for conservation reasons. The unreality of cyclicity is

compensated by forcing applied through time, which subtly but profoundly reshapes the

questions being asked and addressed. Taken together, all these approaches indicate that

GCM convection parameterizations almost universally have inadequate sensitivity to mid-

level moisture, rooted foreseeably in their use of simplistic updraft instability indices.

However, offering a better quantitative estimate is more difficult than offering a critique.

Because deep convection is a ‘‘noisy’’ process, with lots of internal free variability,

ensemble runs of cyclic CPMs (CCPMs), each with its internal ensemble of convective

circulations, are required to find the systematic response. But although the response of

convection to humidity is not very deterministic, its expectation value is very linear

(Tulich and Mapes 2010). Unfortunately, probing such an ensemble produces large

numbers of time-dependent responses that are difficult to summarize. However, the

mathematical linearity of responses opens another avenue.

That linearity was exploited by Kuang (2010) to construct a time-invariant linear

response matrix M through an elegant matrix inversion procedure. The time-dependent

responses mapped by Tulich and Mapes (2010) were shown to be merely a facet of M,

specifically exp(Mt), as illustrated in his Appendix. A finite-time propagator matrix

G = (exp(Dt�M) - exp(0�M))/Dt is another facet of M, and such matrices for Dt = 4 h

are depicted in Fig. 8 of Kuang (2012).

Here let us define Icon = rainfall anomalies over the subsequent 3 h in a convecting

patch of atmosphere of size o(102–103) km. Our desired kernel or sensitivity profile can be

obtained by integrating one quadrant of G over atmospheric mass. But what has been held

constant in such a computation? An important part of the answer is domain-averaged

vertical motion [w] = 0 at all altitudes, by the cyclic boundary conditions of a CCPM. All

the other parameters specified in running the CCPM are also important, such as domain

geometry and size. The kernel we seek can be expressed as:

Kcon
S ¼ dIcon

dSðpÞ

����
RCE:f½w�¼0;geometry;SST;Qrad;...g

ð13Þ

where the set of conditions {…} for the radiative-convective equilibrium (RCE) reference

state includes all of the parameters of the CCPM’s forcing and configuration.

To better appreciate the role of domain geometry, consider two RCE configurations:

128 km 9 128 km isotropic flow with no wind shear to break symmetry, and

2048 km 9 64 km, also unsheared. Column water vapor maps for a 2048 km square

sample of these two unbounded (but cyclic) domain symmetries are shown in Fig. 4.

Domain-mean profiles are inset. Two differences are obvious: (1) convection is ‘‘orga-

nized’’ in the sense of quasi-two-dimensional in the long-domain run, and (2) the long-

domain average is warmer and drier, because a large area with thermally capped (stable)

dry air contributes a lot toward the domain average. One way to look at this is that the

ensemble of convective circulations defining Icon has all the descending branches con-

centrated and reinforcing each other in the long domain, rather than distributed randomly

and canceling each other as they do in the isotropic domain. This is a symmetry condition

as in crystallography, not a domain ‘‘size’’ issue per se, since both atmospheres are really

horizontally unbounded.

The kernel (13) differs substantially between these two cases, as seen in the right-hand

panels of Fig. 5b, d. The left panels of Fig. 5a, c also show the sensitivity to temperature
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for completeness (discussed briefly below, as this is a novel result). The plot titles

emphasize Unorganized (isotropic) versus Organized (long) geometries as the nature of the

difference, but interpretation must be considered more carefully than that. The units in

Fig. 5 should be self-explanatory after the discussions above.

Consider first the Unorganized sensitivity profiles in Fig. 5a, b, derived from the iso-

tropic CCPM of modest size (128 km) with no wind shear. Convection consists of inter-

mittent scattered cumulonimbus (Cb) clouds. As predicted by parcel notions of buoyant

moist convection, an increment of water vapor dS in the lowest kilometer or two has the

biggest effect, but the same dS of vapor added to other levels still has a positive effect. All

levels above about 700 hPa are about equally important to rainfall production (panel 5b),

in this geometry and RCE base state. Temperature sensitivity can be similarly understood

in parcel buoyancy terms (panel 5a). There is positive sensitivity to temperature in the low-

level parcel source layer, while ambient environment warmth from 900 to 500 hPa acts to

reduce parcel buoyancy, an ‘‘inhibition’’ effect, but one that is much deeper than naı̈ve

undiluted parcel computations would suggest.

By contrast, Organized convection (long domain, panels 5c, d) is much more sensitive to

water vapor increments at all levels, especially in the free troposphere (panel 5d). In this

elongated domain (sometimes called ‘‘bowling-alley’’ geometry), convective circulations

necessarily take the form of squall-like ‘‘layer overturning’’ (Kuang 2012) rather than spo-

radic buoyant parcel ascent. Interpretation thereforemust recognize such layer overturning as

the systemwhose response to a horizontally uniform increment dS is being measured. Such a

horizontally uniform perturbation may seem like a fiction, but could perhaps be viewed as

being generated by advection by a much larger-scale adiabatic vertical motion.

In the long geometry, a deep layer of lower-tropospheric air is rising, so enhanced

humidity or temperature in that layer can enhance domain-mean precipitation for reasons

that do not involve horizontal mixing (entrainment) into a convective-scale buoyant

updraft. Apparently for this reason, humidity and temperature sensitivities are strong and

positive up to 700 hPa. Upper-tropospheric dS increments also have a very strong impact

on domain precipitation (panel 5d), presumably by enhancing stratiform precipitation from

upper-level stratiform cloud (Houze 1997) and not from mixing effects on buoyancy in the

upper levels of Cb updrafts. Upper-level temperature has a negative impact. Might that also

be interpreted as an effect involving the precipitating upper-level stratiform cloud, or is it

Fig. 4 Column water vapor maps for 2048 9 2048 km samples of the unbounded atmospheres embodied
by cyclic cloud-permitting model (CCPM) simulations with a 128 9 128 km grid and b 2048 9 64 grid.
Grid mesh size is 2 km in all cases. Inset line plots show that the domain average of the long domain with
‘‘organized’’ convection is warmer and drier in the lower free troposphere, as well as warmer near the
tropopause
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again an ‘‘inhibition’’ effect on convection—a reduction of the updraft buoyancy that is the

ultimate energy source for the convective circulation (through the buoyancy flux b’w’

source term in the kinetic energy equation)?

Our take-away lessons about moisture sensitivity must notice that the domain-mean

condition is very much drier in the ‘‘Organized’’ (long domain) case (insets to Fig. 4), or to

put it more sharply, organized convective systems can exist in drier mean conditions than

ordinary convection (Takemi and Satomura 2000). In these CCPMs, background S(p) is

not imposed, and cannot easily be changed without breaking the equilibrium condition of

RCE, so this is a result in itself. In nature, the asymptotically long-time equilibrium of the

moisture field enforced in steady CCPM runs is rarely or never observed on the scales of

Fig. 4b. In the burgeoning literature on radiative-convective equilibrium (RCE) (Wing

et al. 2017; Mapes 2016), the[20 mm dynamic range of column water vapor (CWV) in

Fig. 4 would take many days to develop, making it an artifact of cyclic boundaries that

may not directly correspond to nature (Holloway et al. 2017).

Fig. 5 Profiles of the importance of an increment of temperature (left) or water vapor (right) at any given
altitude to rainfall rate (expressed in mm/day) averaged over the subsequent 3 h. Results are for a cyclic
convection-permitting model at equilibrium with a forcing that produces a rainrate of about 4 mm/day. Top
row: Unorganized refers to convection in small cyclic domains with no wind shear. Black curve and yellow
band show estimates from ensembles of simulations. Early estimates made with smaller domains and a
2-dimensional computation (blue, green, red) are repeated in both panels for reference. Bottom row:
Organized refers to convection in a 2048 9 64 km elongated cyclic domain. An ensemble approach has
been used to estimate uncertainty (yellow) around a lightly vertically smoothed mean estimate (heavy black
curve)
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If the most important result of these experiments is that organized convection can

survive in drier environments, the functional lesson for nature might be that it is less

sensitive to dryness than ordinary convection—opposite in sense from the face value of

Fig. 5 (enhanced sensitivity). For instance, the ability of quasi-2D squalls to survive hostile

environments can widen the time-mean tropical rainfall belt relative to its treatment only as

vertical plume convection (Nolan et al. 2016). Sahelian Africa may similarly be the

beneficiary of rain from organized storms, in environments too dry to support local vertical

precipitating convection (e.g., Section 5 of Nicholson 2013).

To re-express the denominator of these kernels in terms of dR would involve multi-

plying them by Ssat(T), making them much more bottom-heavy, as in the middle to bottom

row differences of Fig. 3. This is a useful insight: it actually takes a very large or even

unrealizable RH perturbation to account for 1 g/kg of dq in the middle or upper tropo-

sphere, as postulated in the units of Fig. 5, so the large kernel values at upper levels in

Fig. 5b. may be somewhat irrelevant in practical terms.

5 Importance Functions for Passive Remote Sensing

To extend the radiative reasoning of Sect. 3, consider another Importance function:

Isig = signal detected by some instrument. Figure 6 sketches kernel profiles for Isig = -

brightness temperature for down-looking microwave instruments in spectral regions where

water vapor has low (cyan, purple) and high (blue) emissivity. In this figure (following

Fig. 6 Contributions of water vapor to brightness temperature seen from above, as a function of altitude, in
a low and b high emissivity channels, with a radiatively cold background (water, with its high reflectivity
and thus low emissivity). Conventions as in Mech et al. (2014)
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Mech et al. 2014), our ‘‘kernel’’ K is depicted as a ‘‘weighting function’’ W, whose

denominator is calibrated to increments not of S or R but of vapor density q.

Ksig
q ¼ dIsig

dqvðzÞ

����
fT ;backdropg;q

� WqðzÞ ð14Þ

The units can be unpacked as (K of signal) per (1 g m-3) over a (1 m layer), while the

small 1e-3 label clarifies that the axis numbers are really over a 1 km layer. Perhaps more

clearly, it can be read as (K of signal) per (1 kg m-2 of a local layer of vapor mass,

centered at each altitude).

In the limit of low emissivity in the measurement band, every molecule of vapor sends

photons to the detector with equal efficiency, with no blockage by the intervening vapor.

The cyan curve is near this limit and is greater at low levels because the emitting tem-

perature is greater there, not because distant molecules are more efficacious than close ones

at contributing to the detected signal. Meanwhile, the higher the emissivity in the band

being observed, the more the photons come solely from the vapor nearest the detector, as

indicated by blue curves for high emissivity bands. Using high emissivity bands, multi-

channel passive sensors can achieve fine vertical resolution, but only in a robust manner in

areas close to the sensor.

Unfortunately, the only way to achieve fine resolution far from a passive sensor is

through the error-prone differencing of highly overlapping kernels. In the downward-

looking case, surface emission introduces further errors and ambiguities to such an exer-

cise. As a result, no combination of kernels like Fig. 6 will yield good profile resolution

and accuracy at low-middle levels, as desired based on the motivating physical process

sensitivity kernels above. Upward-looking passive sensors could utilize high emissivity

channels to achieve high resolution near the surface, but vertical discrimination in the

lower free troposphere is harder, and made harder still by the decrease in both S and the

emitting temperature with altitude. In practice, conventional microwave sensors achieve

only about 2–3 distinct degrees of freedom in whole-troposphere moisture profiling

(Brogniez et al. 2016; Zhang et al. 2017; see also Fig. 1 of Pincus et al. 2017, this volume).

While hyperspectral passive methods with very high sensitivity and precision can

improve on existing technology, it seems clear that the best way to probe vertically

resolved vapor in the lower free troposphere is with active sensors (Nehrir et al. 2017, see

also Fig. 10 of Stevens et al. 2017; both in this volume). Light Detection And Ranging

(LiDAR) and its radio cousin (RADAR) systems use time (range) gating to achieve the

desired vertical resolution. Limb occultation uses angular geometry (see also Fig. 3 of

Pincus et al. 2017, this volume). One challenge of LiDAR is to achieve sensitivity across a

wide dynamic range: to best serve our needs, radiation must get through intervening layers,

twice, and still interact to an accurately measurable degree with vapor in the desired mid-

tropospheric layers. These may be quite dry, and yet the physical importance of accuracy

may grow with background dryness, for instance in their radiative importance (Spencer and

Braswell 1997; Pierrehumbert et al. 2007), raising the demands on laser power and/or

detector sensitivity, especially when looking upward from the surface through optically

thick intervening layers. Spaceborne active platforms have an advantage in this regard, and

the use of multiple frequencies helps break up the extreme dynamic range challenge into

more tractable chunks (Fig. 1 of Nehrir et al. 2017, this volume).

Radiative cooling of clouds at the top of the planetary boundary layer (PBL) is crucial to

their dynamics, longevity, vigor, albedo, and thereby to the climate impact they exert in the

visible spectrum (rejecting sunlight). Low-middle troposphere vapor is thus especially
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important to these clouds, by modulating cloud-top cooling, as discussed in Stevens et al.

(2017) and elsewhere. Yet these are precisely the altitudes and dry conditions for which

vapor measurement physics poses the greatest bind for both passive and active measure-

ments, as sketched in the paragraphs above. Here lies an especially enticing opportunity for

technological glory.

Designing such glorious systems will require a clear view of ‘‘importance’’ functions of

vapor for both physical climate system impacts (radiation and convection) and

detectability. It is hoped that this paper may help to clarify the challenge and the hopes for

surmounting it.

6 Summary and Conclusions

We have explored the sensitivity of important processes (measured by scalars) to water

vapor as a function of height. In every case, lower-middle troposphere is important.

Unfortunately, passive measurements are poor for this region of the atmosphere. Active

sensing (see Nehrir et al. 2017) is advocated as a crucial technology approach to improve

measurements and, thereby, our understanding of important processes. Synthesis of all

observations within atmospheric analysis systems will be a final challenge, with modeling

as well as detection aspects (Pincus et al. 2017, this volume), but is a path to demonstrate

such understanding as a powerful estimation and prediction capability in regions beyond

the observed.
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Abstract In situ, airborne and satellite measurements are used to characterize the structure

of water vapor in the lower tropical troposphere—below the height, z�; of the triple-point

isotherm, T�: The measurements are evaluated in light of understanding of how lower-

tropospheric water vapor influences clouds, convection and circulation, through both

radiative and thermodynamic effects. Lower-tropospheric water vapor, which concentrates

in the first few kilometers above the boundary layer, controls the radiative cooling profile

of the boundary layer and lower troposphere. Elevated moist layers originating from a

preferred level of convective detrainment induce a profile of radiative cooling that drives

circulations which reinforce such features. A theory for this preferred level of cumulus

termination is advanced, whereby the difference between T� and the temperature at which

primary ice forms gives a ‘first-mover advantage’ to glaciating cumulus convection,

thereby concentrating the regions of the deepest convection and leading to more clouds and

moisture near the triple point. A preferred level of convective detrainment near T� implies

relative humidity reversals below z� which are difficult to identify using retrievals from

satellite-borne microwave and infrared sounders. Isotopologues retrievals provide a hint of

such features and their ability to constrain the structure of the vertical humidity profile

merits further study. Nonetheless, it will likely remain challenging to resolve dynamically
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important aspects of the vertical structure of water vapor from space using only passive

sensors.

Keywords Water vapor � Convection � Atmospheric circulation � Ice initiation � Remote

sensing � Atmospheric measurements � Clouds

1 Introduction

If it did not have to condense to become visible, water vapor would fuel the fascination of

many more scientists. Imagine seeing with the naked eyes how elevated layers of water

vapor, and its radiative effects, engender shallow circulations, or how pockets of humidity

surround and socialize cumulus convection. Imagination is indeed necessary because water

vapor’s mysteries arise as much from its visible transparency as from the opulence of its

infrared opacity (Stevens and Bony 2013).

Water vapor couples to atmospheric circulations directly, through water vapor’s ther-

modynamic effect on the development of clouds and convection, and indirectly, through

water vapor’s non-local influence on infrared irradiances. The thermodynamic effect has

been extensively studied over the past decades (Sherwood et al. 2010), the radiative

effect—especially in the lower troposphere—has not. The purpose of this article is to

review our understanding, and to evaluate our ability, to remotely sense important features

of the lower-tropospheric water vapor distribution. We do so with the help of a series of

flight campaigns in the tropical north Atlantic. In so doing we identify a new mechanism

which, we hypothesize, contributes to the prevalence of mid-level clouds, near the triple-

point temperature (T� ¼ 0:01 �C).

This paper is organized as follows. In Sect. 2 we fix terminology and provide an

overview of the field measurements and satellite data-products used in this study. To

provide context for the measurements, in Sect. 3 we review how water vapor’s thermo-

dynamic properties influence clouds and convection and how its radiative properties

influence circulation. In Sect. 4 the ability of recent measurements, including state-of-the-

art active and passive remote sensing, to delineate the humidity structure of the lower-

troposphere, are evaluated. The measurements motivate a new hypothesis (Sect. 5) as to

how water vapor radiative effects combine with barriers to ice initiation to help explain a

preponderance of mid-level convection in the vicinity of deeper convection. The main

points of the article are summarized in Sect. 6.

2 Data and Context

Terminology is fixed with the help of Fig. 1, which illustrates important features of the

distribution of water vapor in the tropical troposphere. The planetary boundary layer, or

PBL, is here defined as the layer below the lifting condensation level. It is assumed to be

well mixed by turbulence, so that it is meaningful to talk about values of conserved

quantities within the PBL in terms of single numbers, for instance the PBL specific

humidity, denoted qPBL: A shallow cumulus layer, whose top is usually between 1.5 and

3.0 km, can often be identified not only by the mean height of the clouds that form there,

but also by a slight temperature inversion or, more commonly, a pronounced lapse in the

humidity (hydrolapse) at its top. In Fig. 1 this height is denoted by zi and placed at about

3 km. The layer between the average zi and the height, z�; of the triple-point isotherm T� is

Surv Geophys (2017) 38:1371–1397
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referred to as the lower free troposphere, LFT. We speak of the triple-point level rather

than the ‘melting level’ or ‘freezing level’ as the latter are less well defined. In cases when

the shallow cumulus layer is completely suppressed, the lower free troposphere will extend

down to the top of the PBL. In disturbed conditions the shallow cumulus layer may extend

to the triple-point level.

2.1 Airborne Measurements and the Barbados Cloud Observatory

The Next-Generation Airborne Remote Sensing for Validation Studies (NARVAL) field

campaigns made use of the Germany Research Community’s HALO (High Altitude Long

Range) research aircraft (Stevens et al. 2016) to make measurements over the northern

tropical Atlantic. NARVAL has had two phases: Phase I took place in the downstream

winter trades in December of 2013; phase 2 took place in and around the vicinity of the

Atlantic ITCZ in August 2016. NARVAL-1 consisted of eight flights, with about 40 h of

flight time over the North Atlantic trades abutting the ITCZ. NARVAL-2 consisted of

roughly twice as many flight hours distributed over ten flights in, around, and across the

ITCZ. For NARVAL-1, the configuration of HALO is described by Stevens et al. (2016).

For NARVAL-2, the configuration was similar. Most relevant for this study is the

extensive deployment of dropsondes and continuous water vapor profiling using a down-

ward staring differential absorption lidar as elaborated upon below.

Airborne measurements were taken east of the Barbados Cloud Observatory (BCO),

over the ocean between 40–60�W and 5–20�N. The BCO comprises an extensive collection

z

z*

zf

T*

Fig. 1 Conceptual diagram illustrating layers of moisture, and some of the terminology, discussed in this
article. The height of the sub-cloud layer, which delineates the planetary boundary layer or PBL, is denoted
by g; the height of the trade-inversion or the hydrolapse delineating the shallow cloud layer is denoted by zi;
the height of the triple-point isotherm, T�; is denoted by z�; and the height of primary ice formation isotherm
(Tf ) is denoted by zf : For the formation of ice by homogeneous nucleation Tf ¼ �38 �C. The term lower free
troposphere is used to denominate the region below the height of T� and the average height of the fair-
weather cumulus layer. In the present-day tropics g is at about 600 m, the zi can be quite variable, but when
evident is typically between 2 and 3 km. z� locates at around 4.5 km
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of advanced ground-based remote sensing instruments located on Deebles Point, a

promontory on the windward side of Barbados at 59.43�W, 13.17�N. Measurements at the

BCO were initiated by the Max Planck Institute for Meteorology and the Caribbean

Institute for Meteorology and Hydrology, with support from the Museum of Barbados, to

advance understanding of processes influencing the distribution of convective clouds in the

lower troposphere. The BCO has been in continuous operation since 2010 (Stevens et al.

2016). During NARVAL-1, the western Atlantic ITCZ was located around 10�N; during

NARVAL-2 it varied between 5–15�N. Following the terminology introduced in Fig. 1,

NARVAL-2 sampled the broader ITCZ region, NARVAL-1 the subsidence zone.

2.1.1 Dropsonde Humidity Measurements During the NARVAL Campaigns

During NARVAL-1, roughly forty Vaisala RD94 Dropsondes (hereafter sondes) were

launched, most from an altitude of about 14 km. During NARVAL-2, many more (roughly

200) were sondes, most from an altitude of 9 km. The Vaisala RD94 Dropsonde uses twin

thin-film capacitors to measure humidity with a stated accuracy of 2% (absolute relative

humidity). To reduce sampling biases and help remove outliers associated with sondes

launched from the ferry flights, only sondes with a near-surface air-temperature greater

than a threshold (25 �C for NARVAL-1 and 27 �C for NARVAL-2) are analyzed. On those

flights where more than ten sondes satisfied this criterion, the list of sondes was sub-

sampled by taking a uniform stride through the sonde-list, to ensure a relatively homo-

geneous coverage of eight to ten sondes per flight. In Fig. 2 the location of all sondes

analyzed in this paper is presented and demarcates the area of flight operations as indicated

earlier. All dropsondes were processed using the ASPEN V3.3-270 software, and the data

were further visually inspected for possible biases or malfunction before being incorpo-

rated into the analysis.

Differences between the composite moisture sounding for NARVAL-1 versus NAR-

VAL-2 measure differences between the winter trades (subsidence zone, Fig. 1) and the

atmosphere near and around the ITCZ. In the NARVAL-1 soundings, the lower free

troposphere is very dry, almost devoid of water vapor (Fig. 3). The shallow cumulus layer

is well defined in terms of a moist layer extending from just above the top of a yet moister

PBL to a height of 2 km, where it terminates in a strong hydrolapse. The principal mode of

BCO

Fig. 2 Location of NARVAL-1 (orange) and NARVAL-2 (blue) sondes (42 and 81 sondes, respectively)
used in the analysis and the location of the Barbados Cloud Observatory (BCO) is indicated
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variability is thus expressed by variations of zi; i.e., the height of the top of the shallow

cumulus layer. This is evident in the large range of values of specific humidity, q, around

2 km. During NARVAL-2, where sondes were dropped in and across the ITCZ as well as

in dry regions in the vicinity of deeper convection, a shallow cumulus layer is less distinct.

This is because the height of the shallow cumulus layer is more variable as is the humidity

in the lower free troposphere, with median humidity values near 5 g kg�1. Surface tem-

peratures are warmer in the air-masses sampled during NARVAL-2, as indicated by more

elevated values of qPBL: In both NARVAL-1 and NARVAL-2, the PBL is relatively well

mixed, as shown by the relative constancy in the humidity within the lowest two (NAR-

VAL-2) to three (NARVAL-1) levels of the humidity distribution.

2.1.2 WALES

Water vapor is continuously profiled by Water vapor Lidar Experiment in Space (WALES;

Wirth et al. 2009), a differential absorption lidar designed to actively sense water vapor.

WALES was operated on board HALO in a nadir viewing mode. Measurements at four

wavelengths sample three water vapor lines of varying strength and allow WALES to

measure water vapor over the enormous range of values found within the tropical tropo-

sphere. The water vapor molecule number density is proportional to the difference in

absorption between the three ‘‘online’’ pulses and a reference ‘‘off-line’’ wavelength, as

function of distance from the lidar. Weaker lines are better suited to measuring high-

concentrations, where the signal from stronger lines would saturate, while stronger lines

provide more signal to measure low concentrations. The differential absorption retrieval is

applied with an effective vertical resolution of 200 m. To reduce instrument noise, the

individual on- and off-line profiles are accumulated to 12 s averages, which results in a

horizontal resolution of 2.5–2.9 km, depending on the aircraft speed. As a consequence,

small clouds are detected only in the higher-resolved lidar backscatter (not shown here),

and gaps [ ’ 3 km between clouds permit water vapor lidar profiles down to 200 m

above sea level. Comparisons with the dropsondes yield agreement within a few percent,

which is on the order of the water vapor spectroscopic and sonde measurement uncer-

tainties. Details on WALES and its NARVAL-1 measurements are found in Kiemle et al.

Fig. 3 NARVAL-1 (left) and NARVAL-2 (right) humidity profiles composited from dropsondes shown in
Fig. 2. The box and whisker plot shows the distribution of humidity values measured within a vertical height
interval in terms of the values at the 10th and 90th percentile (whiskers), the interquartile (box) and the
median (notch) of the distribution
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(2017). More information on emerging technologies for better (tropical) water vapor

measurements has been compiled by Nehrir et al. (2017).

2.2 SAPHIR and Megha-Tropiques

The Indo-French Megha-Tropiques satellite has been observing the tropical troposphere

since October 2011. Megha-Tropiques carries three radiometers dedicated to the energy

budget and the atmospheric water: Scanner for Radiation Budget (ScaRaB), Sounder for

Atmospheric Profiling of Humidity in the Intertropics by Radiometry (SAPHIR) and

Microwave Analysis and Detection of Rain and Atmospheric Structures (MADRAS).

Because of mechanical issues, operation of MADRAS ceased after 15 months of obser-

vations (on January 26, 2013). A novelty of the Megha-Tropiques platform is its low

inclination of 20 � around the equator, which translates into a higher revisit frequency: The

satellite orbits the tropics about fourteen times per day yielding between two to six

observations per day at a given location between 25�N and 25�S. Further information about

Megha-Tropiques is provided by Roca et al. (2015) and Capderou (2009).

We analyze humidity retrievals based on measurements by SAPHIR, which samples the

183.31 GHz water vapor absorption line with six channels. The use of microwave

radiometry for water vapor profiling allows retrieval in cloud-covered scenes, within limits

determined by the extent of scattering by large hydrometeors (Greenwald and Christopher

2002; Hong et al. 2005). The six channels all measure the same water vapor absorption line

but with different radiometric sensitivity. Channel 1 measures the line within �0:2 GHz,

Channel 6 within �11 GHz, (Eymard et al. 2002). Channel 1 is most sensitive to water

vapor in the upper troposphere, near 300 hPa, Channel 6 is more sensitive to water vapor in

the lower-troposphere, near 600 hPa (Roca et al. 2015). By virtue of their differences,

signals from these channels can be used to estimate relative humidity (in % with respect to

liquid water) in six unevenly spaced layers of the atmosphere, as indicated in Table 1.

SAPHIR is a cross track scanning instrument with 130 non-overlapping (10 km diameter at

nadir) footprints across a 1700-km scan.

We use water vapor retrievals from a multivariate regression scheme that provides the

parameters of conditional distributions chosen a priori (Brogniez et al. 2016). Compared to

the relative humidity estimation scheme described by Brogniez et al. (2016), which relied

on a normal (Gaussian) distribution, here a Beta distribution is used as its compact support

and allowance for asymmetries about the mean are more favorable for describing the

relative humidity. The estimation of parameters also provides a characterization of the

Table 1 Layers in which relative humidity is retrieved based on six channels of the SAPHIR instrument
aboard Megha-Tropiques

Level Pressure range (hPa) Description

1 100–200 Tropopause region

2 250–350 Upper troposphere

3 400–600 Congestus layer

4 650–700 Lower free troposphere

5 750–800 Shallow cumulus layer

6 850–950 Top of PBL and bottom of cumulus layer

Surv Geophys (2017) 38:1371–1397
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retrieval uncertainty for every observing pixel of SAPHIR. Limits of such statistical

schemes arise mainly from the training phase performed over a sample of tropical profiles,

and from the signature of non-scattering clouds in the scene, as these cannot be accounted

for in the radiative transfer computations that are a pre-requisite to the design of the

retrieval technique. However, some studies have already shown that the three additional

channels of SAPHIR compared to the configuration of the operational 183 GHz

radiometers such as AMSU-B or MHS improve the estimation of the relative humidity of

the upper part of the troposphere and in its lowest layers (Brogniez et al. 2013).

2.3 Infrared Atmospheric Sounding Interferometer (IASI)

The Infrared Atmospheric Sounding Interferometer (IASI) is a Fourier transform spec-

trometer based on a Michelson interferometer coupled to an integrated imaging system.

IASI provides 8461 spectral samples, aligned in three bands between 645.00 and

2760.00 cm-1 (15.5 and 3.63 lm), with a spectral resolution of 0.50 cm-1 after

apodization (filtering to remove diffraction rings) and a spectral sampling interval of

0.25 cm-1. IASI scans across-track with a ground-swath width of approximately 2200 km

and a nadir footprint of about 12 km diameter. One IASI was launched in October 2006

onboard the Metop-A satellite and another in September 2012 onboard Metop-B. This

enables twice daily (09:30 and 21:30 Local time) global coverage.

Both the temperature and moisture of the troposphere and lower stratosphere are derived

under cloud-free conditions, at the pixel level, with a vertical resolution of 1–2 km in the

lower troposphere, and an accuracy of 1 K and 10%, respectively. Roughly ten degrees of

freedom are estimated as determining the moisture profiles. The IASI weighting functions

for water vapor are generally maximum above 700 hPa, so that larger errors can be

expected below 3 km (Chazette et al. 2014).

IASI spectra also contain information on the isotopic composition of water vapor (ratio

of HDO to H2O) expressed as

dD ¼ 1000
HDO

H2OjVsmow

� 1

� �
; ð1Þ

where HDO denotes the relative amount of Hydrogen–Deuterium–Oxygen, and is nor-

malized to the amount found in a standard, here taken to be Vienna Standard Mean Ocean

Water. Because of the fractionation of the isotopologues during phase changes of water,

dD observations are useful tracers of the hydrological cycle (Galewsky et al. 2016) and can

provide additional constraints on the origin of water (e.g., González et al. 2016) and/or on

the processes that give rise to its presence (e.g., Worden et al. 2007; Risi et al. 2008). dD

can be retrieved after an inversion procedure specially adapted to reach the precision

requirements of such observation (Schneider and Hase 2011; Lacour et al. 2012). In this

study, we also present estimates of dD associated with the two NARVAL campaigns. We

used the IASI dD retrievals developed at ULB/LATMOS (Lacour et al. 2012). The

retrieved profiles have limited vertical information content (between 1 and 2 degrees of

freedom) with a maximum of sensitivity in the free troposphere around 4.5 km, which is

near z�: These profiles have been cross validated with an error of about 38&. in the free

troposphere on a single measurement basis (Lacour et al. 2015).
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3 How Lower-Tropospheric Humidity Influences Clouds, Convection
and Circulation

Lower-tropospheric humidity is important because it determines the strength and depth of

convection and influences circulations and cloudiness, especially in the tropics. Water

vapor’s influence can be described in terms of a few quantities. The specific humidity

within the PBL, which we denote by qPBL, the humidity within the lower free troposphere,

qLFT; as well as the height of the shallow (trade-wind, or fair-weather) cumulus layer, zi: A

fourth piece of information, describing the bottom or top-heaviness of the relative humidity

profile in the lower free troposphere, may also be important.

3.1 Humidity in the Planetary Boundary Layer

PBL humidity, qPBL; sets the potential for deep convection, as well as influencing cloud

amount and surface fluxes. The role of humidity variations in determining cloud amount is

discussed by Vial et al. (2017), and our focus is on how qPBL influences convection. This

can be understood with the help of the strict quasi-equilibrium ansatz for moist convection.

Strict quasi-equilibrium (Emanuel 1986) gives a name to the idea that convection

instantaneously adjusts the temperature profile in the free troposphere to render convective

clouds rising out of the PBL neutrally buoyant with respect to their environment. Roughly

speaking, in the adiabatic limit the convective parcel rises isentropically from the surface,

in which case neutral stability is associated with the saturated moist entropy (or the

saturated moist static energy, hs) in the free atmosphere equalling the moist entropy (or

moist static energy) within the well mixed sub-cloud layer (Fig. 4). Hence if the boundary

layer moist static energy, hPBL, rises to a value that is larger than hs in the free troposphere,

then the atmospheric hs is immediately adjusted to hPBL—perhaps corrected for convective
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Fig. 4 Diagrammatic depiction of how lower-tropospheric humidity affects moist convective stability. On
the left, the red lines show the saturated moist static energy for a parcel lifted isentropically from the PBL
(dashed) or affected by cooling associated with lower-tropospheric mixing (dotted) versus the mean moist
static energy (blue). The lower-tropospheric buoyancy sink is expected to be proportional to the
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Right panel shows how reducing the moisture deficit in the lower troposphere reduces the mixing penalty
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downdrafts, which reduce hPBL. In strict quasi-equilibrium, the thermal structure of the

tropical atmosphere everywhere is set by the value of hPBL wherever it maximizes.

The adjustment of the free-tropospheric hs is made manifest by fast-moving gravity

waves that rapidly act to align density surfaces with geopotential surfaces over areas much

larger than that associated with the convection itself. Hence, if convection arises in one

region, it will suppress convection in neighboring regions with smaller values of hPBL. An

unstable density stratification (convective instability) can thus be generated by reducing the

free tropospheric value of hs, for instance by radiative cooling, or by increasing the value

of hPBL where it maximizes, for instance through surface fluxes. During NARVAL-2, the

variation of hPBL within and around the ITCZ region varied by about 8 kJ kg�1, variations

in qPBL alone (which amount to 3 g kg�1, Fig. 3 ) contribute about 7.5 kJ kg�1 of varia-

tion. This type of thinking puts a premium on understanding processes that control, hPBL,

and by extension qPBL. Despite its importance for deep convection, qPBL is poorly quan-

tified over the tropics.

In practice, air does not rise isentropically, as hs is reduced by the mixing of convective

parcels with environmental air as they ascend. Hence, the entire profile of h can influence

convection, not just hPBL. Because moisture anomalies are not communicated globally,

values of h in the free troposphere vary more strongly on regional scales than does hs,

whereby the largest differences are concentrated in the lower free troposphere, where

temperatures are warmer and differences between hs and hPBL can be larger. Mixing with

low moist static energy air in the environment reduces hs of the convecting air, acting as a

buoyancy sink. Importantly, increasing the ambient moisture in the lower free troposphere

reduces the lower-tropospheric buoyancy sink (Fig. 4), and increases the value of hs for a

test parcel. In such a situation, the temperature of the test parcel will more closely

approximate the saturated isentrope, for which its temperature (and buoyancy) will be a

maximum. This scenario (right panel of Fig. 4) emphasizes the importance of processes

that control not just hPBL but also the moisture deficit of the lower troposphere (strength of

the lower-tropospheric buoyancy sink), and explains why convection starting with the

same value of hPBL is favored in a more humid lower free troposphere.

3.2 Column Water Vapor (Thermodynamic Effects)

There is a long literature discussing the very strong relationship between convective

precipitation and column water vapor (see, for instance the discussion of the Kuo

scheme in Anthes 1977). Bretherton et al. (2004) show that precipitation picks up expo-

nentially with the increase in column relative humidity, defined as W=W� where W is the

water vapor path, and W� is its saturated value given the temperature profile of the column.

Initially found just over the tropical oceans this relationship has, with some caveats, been

extended to other regions (Holloway and Neelin 2009; Schiro et al. 2016; Bergemann and

Jakob 2016) and may also correlate with variations in shallow precipitation (Nuijens et al.

2009). The scale height of the saturation humidity following a moist adiabat is about 2 km.

This means that column water vapor is largely determined by water vapor in the lower

troposphere, between the top of the PBL, g; and z� (Raymond et al. 2003). In other words,

the observed relationship between column water vapor and precipitation is really a rela-

tionship between lower free troposphere humidity and precipitation.

The humidity of the lower free troposphere influences convection because it encodes the

potential of mixing to evaporatively cool saturated air—the buoyancy sink (Fig. 4). Such

sensitivities are readily evident in cloud-resolving model simulations, but are not always
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evident in convective parameterizations (Derbyshire et al. 2004; Kuang and Bretherton

2006; Wu et al. 2009). The failure of convective parameterizations to adequately capture

this coupling may explain many of the difficulties in representing large-scale circulation

features, such as the Madden-Julian Oscillation (MJO) (Bony and Emanuel 2005), pro-

cesses of convective aggregation (Craig and Mack 2013; Becker et al. 2017), and the

structure of the tropical convergence zones (Möbis and Stevens 2012; Oueslati and Bellon

2013).

3.3 Column Water Vapor (radiative effects)

Column water vapor, W, also strongly influences the distribution of radiative heating

within the lower troposphere. In a nearly saturated atmosphere, the boundary layer cools at

a rate of about 2 K d�1, commensurate with the cooling rate of the free troposphere.1 But

as the humidity in the free troposphere is reduced, the cooling rate increases roughly

sixfold, inversely with the free troposphere humidity, but increasingly nonlinearly as the

free troposphere becomes very dry.

The effect of column water vapor on cooling rates within the PBL is illustrated by

considering only the clear-sky cooling rates within the PBL, as a function of free-tropo-

spheric moisture. Cooling rates for three different profiles are calculated and plotted in

Fig. 5 (three left panels). In addition, pairs of cooling rates, for the PBL and the free-

troposphere, are calculated and plotted versus W (right-most panel) for two further sce-

narios: one with a PBL depth of 600 m the other with an 1800 m deep PBL, in both cases

W is varied by varying the free tropospheric relative humidity. The dry (orange) and moist

(blue) profiles in the left panel correspond to special cases of the first scenario and were

chosen in analogy to the mean soundings during NARVAL-1 and NARVAL-2 (Fig. 3).

Clear-sky cooling rates are peaked near the top of the PBL in each case, but are much

stronger for the drier free troposphere as the downwelling infrared radiance is roughly

proportional to the number of water molecules above a particular layer (e.g., the cooling to

space approximation, cf., Mapes and Zuidema 1996; Thomas and Stamnes 1999). These

effects, though less pronounced, remain in force also for the scenario of a deep (1800 m)

boundary layer (Fig. 5, right panel). When clouds top the moist layer, they can be expected

to increase the outgoing irradiance from the top of the layer, thereby enhancing its cooling

rate, but not its sensitivity to the overlying water.

Averaged over the PBL clear-sky cooling rates can be greater than 10 K d-1 or not

differ substantially from the cooling rates within the free troposphere (Fig. 5). The degree

of cooling can be expected to influence the state of the boundary layer, and hence surface

fluxes, and may drive low-level circulations (Naumann et al. 2017). For instance, circu-

lations associated with very strong radiative cooling rates are thought to be responsible for

a net transport of moist entropy into convective regions and out of non-convective regions,

thereby reinforcing convective regions at the expense of non-convective regions. Muller

and Bony (2015) show that in cloud-resolving model simulations of radiative-convective

equilibrium, cooling profiles similar to those shown for the case of the very dry free

troposphere (blue line in Fig. 5), extract energy from the boundary layer, leading to the

formation of radiatively driven cold pools. By neutralizing this cooling, their simulations

no longer aggregate. The importance of these processes for the organization of convection

is also emphasized in the review by Wing et al. (this issue). Naumann et al. (2017) recently

1 We highlight the effect of infrared irradiances; absorption of visible radiation by water vapor mutes these
effects, but scales with the effect of the infrared irradiance (Mapes and Zuidema 1996).
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developed a theoretical framework for studying how efficiently such cooling drives cir-

culations in the lower troposphere. They show that infrared cooling driven by vertical

gradients in lower-tropospheric moisture is as effective as differences in sea-surface

temperatures, which following Lindzen and Nigam (1987) is the typical paradigm for

understanding larger-scale circulations in the tropics.

3.4 Elevated Moist Layers

During NARVAL-2, there is the hint of a layer, or shelf, of constant absolute humidity

within the lower free troposphere. Examples of an elevated moist layer are pronounced on

individual NARVAL-2 research flights (RF), for instance, on RF03, which took place on

August 12, 2016, and for which the moisture profile is plotted in Fig. 6. The sharp jump in

qft around z� (which locates at about 4.5 km) may be associated with moisture originating

from convective outflow that has been advected away from a more remote source or simply

mark the remains of now dissipated local convection, something that an analysis of iso-

topologues might be able to differentiate. Regardless of its origins it has a strong influence

on the infrared irradiance.

Radiative heating responds not just to the total column water vapor, but also how it is

distributed within the vertical. Unlike in the case of the dry-tongues analyzed by Mapes

and Zuidema (1996), moisture shelves do not lead to a heating-cooling couplet across the

top of the melting level, but rather the strong cooling at the top of the moist layer is offset

by a reduction of the radiative cooling in the PBL (see Fig. 5). Whereas the cooling in the

stably stratified free troposphere can be directly expected to induce subsidence, the

reduction of cooling in the PBL will be partly compensated by a reduction in surface

enthalpy fluxes (Naumann et al. 2017). However, the maximum of the cooling at the top of

the moist layer is as strong as the PBL maximum in the very dry case (orange line) and

may supplant very shallow circulations on the scale of the PBL by deeper circulation on the

scale of z� (Nishant et al. 2016). In contrast, the humid case (blue line) suggests that for a

0

4

8

6

2

10

z 
[k

m
]

300 320 340 0 2010 0-30 -20 -10
θ [K] q [g kg-1] Q [K d-1]

0 10 20 30 60 5040
 W [mm]

0

-4

-8

-12

Q
 [K

 d
-1
]

(a) (b) (c) (d)

η = 600 m 

η = 1800 m 

Fig. 5 Potential temperature (a), and humidity (b), used to calculate the infrared cooling rates in (c). The
three profiles illustrate a very dry free troposphere (orange), with a nearly saturated free troposphere (blue)
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case with the same amount of precipitable water, but with q more bottom heavy so that it

smoothly decreases with height, the structure of the resultant heating profile differs

markedly. Thus, a fuller understanding of how water vapor in the lower troposphere affects

clouds, convection and circulation also requires an understanding of its vertical distribu-

tion, as the gradient of absolute humidity is what determines the vertical profile of radiative

heating.

4 Remotely Sensed Humidity Variations During NARVAL-1
and NARVAL-2

To better assess the structure of water vapor in the tropical atmosphere, we evaluate to

what extent satellite retrievals capture important forms of water vapor variability as

measured during the NARVAL series of campaigns. To do so, we compare water vapor

retrievals from the SAPHIR and IASI instruments with dropsonde and water vapor lidar

data collected during NARVAL-1 and NARVAL-2 research flights. Because of its better

temporal sampling and its ability to extract water vapor information also in the presence of

clouds, we focus on SAPHIR.

4.1 General Structure of Humidity Retrievals from SAPHIR

SAPHIR retrievals capture well the main, climatological, features of the humidity field as

seen in the dropsonde data across the entire NARVAL-1 and NARVAL 2 periods. During

NARVAL-1, an exceptionally dry free atmosphere (Fig. 7, left panel), with humidities well

below 20%, is consistent with the dropsonde data presented in Fig. 3. A broader distri-

bution of relative humidities between 750 and 800 hPa (SAPHIR layer 5) is consistent with

the top of the shallow cumulus (trade-wind) layer being near this level—drier conditions

being indicative of days with a shallower cloud layer. The August NARVAL-2 flights

he
ig

ht
 [k

m
]

[g kg-1]
160 4 8 12

0

2

4

6

8

Fig. 6 Moisture profile from fifty dropsondes released in the box, with corners (52�W, 9�N) and (55�W,
14�N), during the third research flight of NARVAL-2 (August 12, 2016)
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predominantly differ through a moister, and more variable, free troposphere as compared

to the December NARVAL-1 flights. Figure 7 shows these differences to be evident at

every level, but most pronounced between 400 hPa and 800 hPa, consistent with the

dropsonde data in Fig. 3.

Our further evaluation of SAPHIR focuses on two flights: one (RF07 on December 19,

2013) from NARVAL-1 and the other (RF03 on August 12, 2016) from NARVAL-2. The

humidity retrievals over the six SAPHIR layers are presented for these two flights in Fig. 8.

The area of flight operations, for the case of NARVAl-2, and the flight track, for the case of

NARVAL-1, are overlain. The main features of the humidity field are the sharp decline of

humidity with height on both swaths, and clear meridional excursions of moist tropical air

in the lower free troposphere—easterly waves. On 19 December (NARVAL-1), an easterly

wave is evident in the eastern third of the swath, and the humidity in the lower troposphere

is in general confined to a shallower layer. On 12 August, two easterly waves are evident,

one just east of the area of flight operations at 50�W and 12�N, the other extending further

to the north and locating east of 30�W. Neither of these meridional extended moist features

is as deep, or as condensate laden, as the feature sampled on December 19, 2013 (NAR-

VAL-1). To the extent convection can be associated with regions where retrievals (due to

hydrometeor scattering) are not possible, for instance near (50�W, 10�N) it forms as

expected in regions of exceptionally high near-surface humidities, not to mention a deeper

layer of moisture, as anticipated by some of the arguments reviewed in Sect. 3.2 above.

There is also some evidence of drier air near the surface in the vicinity of pixels where

hydrometeor scattering resulted in failed retrievals. This would be consistent with down-

drafts bringing entropy-poor (i.e., drier) air to the surface in the vicinity of deep con-

vection. There also appears to be an imprint of the drier layers aloft also on the structure of

the near-surface relative humidities; this is evident, for instance, in the large crescent-

shaped features on December 19, 2013, and the dry feature aligned with the southern end

of the track, features that are also evident in the form of the banded features in the cloud

imagery from that day (Fig. 9).
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4.2 Evaluation of SAPHIR Retrievals by WALES

To get a better idea of what types of features can be reliably detected by the SAPHIR

retrievals, and whether the apparent coincidence between cloudiness and features in the

lower-tropospheric humidity field are real, the humidities in the five lower SAPHIR layers

are compared to the WALES water vapor profiles. No comparison is made in the first

(uppermost) layer because WALES at most sampled the lower 10 hPa of this level, and

Fig. 8 Example of SAPHIR retrievals along orbit swaths coincident with NARVAL-1 RF07 (left) and
NARVAL-2 RF03 (right). Shown are the relative humidities in the six layers over which humidity retrievals
are performed. The HALO flight track and approximate time of the Megha-Tropiques overpass is indicated
by the dashed line and circle in the left panel (NARVAL-1). In the case of NARVAL-2, the approximate
HALO flight area is shown as a rectangle with a dashed perimeter
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then only during NARVAL-1. Temperature fields from ECMWF analyses interpolated in

space and time to the flight path are used to convert water vapor densities measured by the

lidar into relative humidities. A comparison of the SAPHIR-retrieved relative humidities

with those from WALES is presented along the cross section over the Atlantic for

December 19, 2013 (NARVAL-1) in Fig. 10. Figure 11 shows the comparison of the

SAPHIR humidity retrievals with WALES over the area of flight operations for August 12,

2016 (NARVAL-2).

For the 19 December comparison, SAPHIR retrievals of relative humidity agree well

with WALES at most levels, especially in capturing the transition between the deep moist

layer in the eastern part of the domain (Fig. 10) as compared to the much drier air to the

west. Some differences are evident in fine-scale features, but these may arise due to a lack

of coincidence. During NARVAL-1, SAPHIR also captures the vertical gradient in

humidity, particularly when one compares layer 4 (relative humidities below 5%) with

layer 6, where relative humidities are near 80%. Most remarkable, Fig. 10 suggests that the

variations in the SAPHIR layer 6 retrievals, which correlate with patterns of cloudiness

(Fig. 9), are also measured by WALES. Here our eye is drawn to what appears to be a long

downward intrusion of dry air along a north–south-oriented line near 51�W (Fig. 8) in the

SAPHIR data and sampled at around 1840 UTC by WALES. A second, somewhat broader,

feature is also apparent at the very end of the record, near 51�W. These features are also

evident in the layer 5 (2–2.6 km) retrievals, but much less pronounced than in WALES.

Fig. 9 NASA Worldview MODIS (Aqua) visible imagery for NARVAL-1 RF07 (upper) and NARVAL-2
RF03 (lower). The swaths span the area from 20�W–70�W and from 0�N to 20�N identical to the bounding
area for the SAPHIR swaths in Fig. 8
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These differences illustrate the challenges that retrievals from passive sensors face in the

vicinity of a strong humidity gradient (80–10%), where the interpretation of the upwelling

irradiances is not clear cut. In this case, the breadth of the sensitivity functions probably

also leads to some of the moisture from the lower layers being interpreted as having arisen

higher up. Earlier in the flight (before 1730 UTC), where the moisture is more homoge-

neous, the SAPHIR retrievals match the measurements by WALES quite well.

Considering their lack of coincidence, the SAPHIR humidity retrievals on 12 August

also appear to capture the variability in relative humidity in the upper troposphere, and the

gravest features of the vertical structure. In the lowest level (layer 6) near 1 km, across

which the humidity profile varies as one expects climatologically, the humidities retrieved

by SAPHIR are similar to that observed by WALES, with commensurate variability. On a

layer-by-layer basis, particularly within the lower free troposphere, the retrievals have less
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skill. This appears to largely reflect the non-trivial vertical structure in the water vapor

field, wherein a more humid layer, with relative humidities peaking near 4 km, overlays a

relatively drier layer. The humidity structure measured by WALES is consistent with

measurements from the dropsondes (Fig. 6), with absolute humidities constant or slightly

increasing between about 1.5 and 4.5 km. These features are not well differentiated by the

layer 4 and layer 5 SAPHIR retrievals (Fig. 11). SAPHIR under estimates the humidities

(by about 15% absolute) around 3.4 km (its level 4) and compensates with commensu-

rately higher humidities one kilometer lower (its level 5). Here again the broadness of the

SAPHIR sensitivity functions makes it difficult to unravel the moist layer near 4 km from

the absolutely drier layer aloft and a relatively drier layer below. When layers 4 and 5 are

taken together, the SAPHIR retrievals capture the horizontal humidity variations seen in

the WALES data below 3 km, but we interpret them in terms of a more climatological

vertical structure, wherein relative humidity is strictly decreasing with height.
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4.3 Comparison with IASI and the Added Value of Retrieving Isotopologues

Because the area of aircraft operations on August 12, 2016, was relatively cloud-free, we

can explore whether IASI humidity retrievals are, by virtue of more independent infor-

mation, better able to measure the vertical structure of water vapor in the lower free

troposphere. Despite better vertical resolution, IASI retrievals are biased similarly to the

retrievals using SAPHIR measurements. Neither instrument resolves the relative humidity

inversion (relative humidity increasing with height between 2 and 4 km, Fig. 6) seen on

August 12. In contrast to SAPHIR, IASI also provides retrievals within the PBL (below

1 km). But the IASI humidity retrievals are indicative of a substantially moister (10%

absolutely) and shallower PBL as compared to what is measured in situ, by the sondes

(Fig. 12).

One would expect different isotopic signatures for water subsiding downward, versus

mixing upward. The former, for instance following from convective detrainment near z�,

would be associated with a subsiding moist layer and is consistent with the vertical

humidity structure between 2 km and 4 km on 12 August. If this interpretation is correct,

then the HDO/H2O ratio (as measured by dD, Eq. 1) should follow the Rayleigh distillation

value associated with water detrained at T�: In the latter case, where water is mixed upward

out of the boundary layer, dD would be relatively enriched. Differences in the pattern of

retrieved specific humidity near z� (660 hPa) and dD are evident in the IASI retrievals

(Fig. 13), allowing us to test this hypothesis, or at least investigate to what extent mea-

surements of dD might help constrain the vertical structure of water vapor.

We examine co-variability between retrieved humidity, q, and dD we focus again on

the December 19, 2013, and August 12, 2016, cases, as shown in Fig. 14. In this example,

different mixing processes are illustrated by lines in q–dD space. We expect water orig-

inating from condensate evaporation aloft to follow the Rayleigh distillation curve, where

as mixing of moister air from the lower atmosphere with much drier air that has subsided
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from a great altitude would be relatively enriched and follow the mixing curve (see also

Risi et al. 2008; Galewsky et al. 2016). The August retrievals more closely follow the

Rayleigh distillation curve than do the December profiles (Fig. 13), increasingly so as one

approaches T�. The diagrams are consistent with the idea that the humidity profiles orig-

inate more from preferred detrainment near T� in the August period, whereas in the

December period the humidity profiles are more characteristic of mixing up of moist PBL

air into much drier free tropospheric air. In this latter (December) case, one would not
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Fig. 13 Retrieved humidity (left) and dD anomaly (from domain mean) at 660 hPa for August 12, 2016,
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NARVAL-2 for August 12, 2016, in the same area (right)
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expect relative humidity reversals. Whether this information can be more effectively used

to robustly constrain the retrievals merits further study.

Despite a hint that retrieved isotopologues might help improve humidity retrievals, the

overall impression from this analysis is that it is difficult for passive remote sensing to

accurately capture non-trivial variability in the vertical distribution of water vapor in the

lower troposphere. In the lower troposphere, above the PBL (where variations in water

vapor are largest and also crucial for a variety of processes) the retrievals appear to capture

some of the variability that is measured by both the dropsondes and the water vapor lidar

(WALES), but misinterpret deviations from the climatological vertical structure encoded in

the a priori estimates. The situation on August 12, 2016, is particularly challenging,

whereby the water vapor retrievals from both the IASI and SAPHIR measurements yield a

relative humidity profile that decreases, rather than increases, with height. This type of bias

will cause a large error in the calculation of radiative heating rates (as shown in Fig. 5)

which influence inferences as to the nature of circulations in the lower-troposphere. These

biases are not as evident in the relative humidity profiles taken from the European Centre

Analyses (not shown) for reasons that we can only speculate about. Nonetheless, the

challenge in retrieving non-trivial profiles of humidity from passive measurements, such as

those made by SAPHIR and IASI, could bias lower free troposphere humidity estimates to

be bottom heavy.

5 A Hypothesis for the Preponderance of Melting Level Convection

There is a substantial literature documenting the prevalence of moisture and clouds in the

middle troposphere, near z�: Typically this is thought to be concentrated in the vicinity of

deeper convection, similar to what was observed during NARVAL-2, where measurements

took place in and around the ITCZ. In an analysis of data from the Tropical Ocean Global

Atmosphere Coupled Ocean Atmosphere Response Experiment (TOGA-COARE),

Johnson et al. (1999) accumulated a wide array of evidence from historical measurements

dating back to the middle of the last century to make the case that there was a preferred

mode of cloudiness near z�. To the extent that there is preferential detrainment near z� it is

usually attributed to enhanced stability at this level associated with the melting of ice at

temperatures warmer than T�.

We hypothesize that the energy required for initial ice formation2, which makes it

difficult to form ice until ice-supersaturation is very high or temperatures are much colder

than T�, combined with the radiative response to sharp moisture gradients (cf. Sect. 3.4) as

may arise from a preferred level of convective detrainment, further favor convective

outflow at temperatures between T� and Tf ; that required for primary ice formation (cf,

Fig. 1).

This hypothesis is illustrated with the help of Fig. 15. In the first panel, we envision a

scenario in which, for some reason, moist convection reaches a height (or temperature)

where ice is initiated. The freezing of condensate releases the enthalpy of fusion; this raises

hs by allowing parcels to rise isothermally until all the existing condensate freezes, thereby

augmenting the buoyancy of the rising air. In a second step (shown in the second panel of

Fig. 15), secondary ice-formation processes (for instance by contact of supercooled water

with descending ice crystals) contribute to the glaciation of the entire convective system

down to T�. This further augments the convection, because the cloud may also be more

2 Roughly, the Gibbs free energy cost of forming the nucleus, as arises in Classical Nucleation Theory.
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condensate laden at the warmer temperatures near z�. Subsequent convection, in so far as it

develops in a region where ice has not been initiated, will then encounter an environment

more hostile to convective development for T� [T [ Tf : This enhances the effective

stability felt by subsequent convection reaching heights above z� but below zf . Hence for

convection to penetrate through this region, it will have to have started from substantially

more favorable conditions (higher hPBL or a moister lower troposphere) than the convec-

tion that first reached the ice-initiation level.

Enhanced detrainment from convection not strong enough to initiate ice will be asso-

ciated with enhanced cloudiness and moisture gradients at z�: This in turn initiates a

radiative driven circulation feedback that further enhances the mid-level termination of

convection. Clear-sky heating rates more negative than -20 K d�1 arise in response to

strong moisture gradients near z� (see Sect. 3.4). Even after averaging over a 1 km deep

layer, the net cooling is many times larger than the background cooling that one expects in
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Fig. 15 Adaptation of Fig. 4 to illustrate how ice processes can act to stabilize the atmosphere near the
melting level, so that the production of first ice inhibits remote convection at locations where ice must form
by primary processes, from penetrating much above the melting level. Moisture gradients and radiative
processes as the melting level reinforce this process
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Fig. 16 Conceptual diagram illustrating how detrainment of moisture at the freezing level leads to moisture
gradients, more radiative cooling from the top of this level, and a large-scale circulation that favors further
detrainment
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the absence of such a moisture gradient. As illustrated schematically in Fig. 16, this leads

to greater detrainment at z�: both directly, as a result of the enhanced mass divergence

arising from this cooling (Bony et al. 2016); and indirectly, because of the stabilization

with respect to the layer above z�, which then makes it more difficult for convection to

penetrate beyond this level. In analogy to the term used to explain the observed geographic

preference for consumer brands that first occupy a market (Bronnenberg et al. 2009), we

refer to this as the ‘first-mover’ advantage. We expect these ideas to be most pertinent in an

atmosphere where primary ice formation is relatively difficult, so that zf � z� is large,

which could introduce a role for aerosol-cloud interactions.

The NARVAL-2 dropsondes support the idea that there is a preferred moisture source at

T�: This is evident in Fig. 3 where the median humidity is nearly constant within the layer

we refer to as the lower free troposphere, i.e., between the top of the shallow cloud layer

and z�: Another way to see this is to plot the saturation temperature of a given sonde

measurement versus the temperature at which it is measured. This is shown in Fig. 17. If

the humidity at a given temperature is controlled by the humidity that the sampled air had

at last saturation (Sherwood et al. 2010), and there was no preferred temperature of the

mid-tropospheric moisture source, we would expect Tsat to be distributed between T and

some minimum T characteristic of the lowest value of temperatures in the troposphere.

Because tropospheric mixing is more efficient along isentropes (roughly isotherms), and air

that was last saturated at much colder temperatures must have travelled a greater distance

through the troposphere, Tsat should be less than, but roughly follow T, as for instance for

T\0 �C in Fig. 17. A surprising feature in Fig. 17 is the pronounced range of tempera-

tures, between approximately 2 and 14 �C, over which Tsat is roughly constant, with a value

slightly below T�: This is consistent with air in the lower free troposphere (zi\z\z�) being

associated with a preferred moisture source at temperatures at or slightly below T�; as

would occur for convective clouds preferentially terminating between z� and zf :
An analysis of data from the Barbados Cloud Observatory, where water vapor is profiled

by a Raman lidar, supports the idea of a preferred moisture source at temperatures near or

slightly below T�. This, we claim, can best be seen by looking at something we call the

Fig. 17 NARVAL-2 dropsondes saturation temperature (dew-point) versus temperature
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tropospheric dry point, i.e., the levels within the troposphere where the humidity mini-

mizes. On many days there is an additional relative humidity maximum below this dry

point, but above the climatological cloud-base relative humidity maximum. In Fig. 18, this

humidity minimum varies with its base between z� (located near 4.5 km) and 6 km.

Humidity profiles in other months, for which episodes of deep convection are present, also

show similar features. In addition to a more quantitative evaluation of these data, these

ideas could be tested by cloud-resolving models, for instance by varying Tf but allowing

for secondary ice formation.

6 Conclusions

We reviewed mechanisms through which water vapor in the lower troposphere influences

clouds, convection and circulation. For our purposes, the lower troposphere is defined as

heights where the temperature is above the triple-point temperature, T�: In the present-day

tropics, this locates at a height z� � 4:5 km. Three aspects of the water vapor are con-

centrated on: (1) the amount within the PBL, roughly the well-mixed layer extending from

the surface to the cloud-base height, g at about g � 0:6 km; (2) the amount within the

lower troposphere, between g\z\z�; and (3) the way in which the water vapor is dis-

tributed over the lower-troposphere. The latter factor can be quantified by the depth of the

shallow cumulus layer, and the amount of water vapor between the top of that layer (at

about 2.5 km) and z�. Boundary layer water vapor determines the convective potential,

which can be thought of in terms of the potential energy that could be consumed by a

convective overturning. The amount of lower-tropospheric water vapor determines the

Fig. 18 Blended Raman and sounding night-time moisture (relative humidity) over the Barbados Cloud
Observatory during August 2016, the period of NARVAL-2 operations. The white and black dashed lines
are drawn free-hand to emphasize the base of the middle tropospheric dry layer (white lines) below which
humidity increases to a secondary maximum (in places) black lines

Surv Geophys (2017) 38:1371–1397

221



123Reprinted from the journal

strength of the lower tropospheric buoyancy sink, which inhibits the vertical penetration of

convection through the stabilizing effect of mixing with dry air. The amount and distri-

bution of water vapor in the lower troposphere strongly influences the rate of radiative

cooling of the PBL. Bulk cooling of the PBL can vary by a factor of three to five depending

on the depth of the PBL and the amount of water vapor above. If the water vapor is

distributed so that its relative humidity is relatively constant with height, the cooling within

the lower free troposphere also varies little with height. Water vapor profiles for which the

absolute humidity is approximately constant with height over a given layer are accom-

panied by large and sharp water vapor gradients at the top of this layer. These gradients

concentrate the radiative cooling at the top of the moist layer, which may much more

effectively drive circulations and help decouple the atmosphere in the vertical.

We analyzed in situ and remotely sensed measurements of lower-tropospheric water

vapor measurements from two field campaigns (NARVAL-1 and NARVAL-2). The

NARVAL missions were flown over the tropical Atlantic, between 45 and 60�W and 5 and

20�N. NARVAL-1 was flow in December 2013 and primarily sampled the winter trades

north and adjacent to the ITCZ. NARVAL-2 flew in and around the ITCZ during August

2016. Water vapor was measured in situ by dropsondes, with more than 250 launched over

the target region, and by a downward looking differential absorption lidar designed to

measure water vapor throughout the troposphere. In terms of lower-tropospheric water

vapor, the main difference between the campaigns is in the height of the shallow cumulus

layer rising out of cloud base, and the amount of moisture above it, in what we call the

lower free troposphere (Fig. 1). During the winter trades, the layer above the shallow

cumulus layer is very dry and an extension of the free troposphere above. In air-masses

within and near the ITCZ, the lower free troposphere is much moister and more continuous

with the layers below. During NARVAL-2, most of the variation in boundary layer moist

static energy can be explained by variations in boundary layer humidity, and elevated

moisture layers, wherein absolute humidity was approximately constant.

We evaluated relative humidity retrievals from the SAPHIR instrument aboard the

Megha-Tropiques satellite as well as from the IASI instrument aboard the Metop satellites.

The SAPHIR retrievals are interesting because of their high temporal sampling of specific

locations within the tropics, their ability to penetrate all but the thickest clouds, and their

emphasis on the lower troposphere, with three of the levels retrieved corresponding to

altitude ranges below z�: In clear-sky conditions, the global coverage and richer spectral

coverage of IASI better resolves the water vapor vertical structure. Despite an emphasis on

the lower troposphere, the SAPHIR retrievals do not include a layer that overlaps with the

PBL, leaving us relatively blind to variations of water vapor in this all important level. The

SAPHIR retrievals capture the main differences between NARVAL-1 and NARVAL-2,

and large-scale changes in the distribution of humidity associated with an Easterly wave.

SAPHIR retrievals also show some skill in identifying large-scale dry filaments, inter-

pretable as depressions in the height of the shallow cumulus layer (2–2.6 km) that are well

correlated with meso-a scale patterns in cloudiness.

Non-trivial variations in the vertical structure of the humidity field in the lower tro-

posphere (SAPHIR layers 4 and 5) are less reliably retrieved. SAPHIR-based retrievals of

humidity fluctuations at the base of the shallow cumulus layer show relatively little cor-

respondence to the lidar measurements. Relative humidity reversals, whereby in a layer of

fixed absolute humidity the relative humidity increases rather than decreases with height,

prove challenging to identify in the SAPHIR retrievals, which instead places the moisture

in the lower levels, more consistent with relative humidity being constant through the

layer. IASI retrievals are characterized by similar biases, although here the retrievals of
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isotopologues should be explored as a basis for differentiating between top and bottom

heavy humidity profiles. The biases in the passive remote sensing that this study identifies

could result in a substantial underestimation of the humidity within the lower free tropo-

sphere (between 3 and 5 km).

The frequency with which elevated layers of nearly constant humidity are found in the

soundings of the NARVAL-2 flights is used to advance a hypothesis for a microphysical

control on mid-level cloudiness. Whenever there is a large difference between the tem-

perature, Tf ; at which primary ice formation occurs, and the triple-point temperature, T�,

we hypothesize a ‘first-mover’ advantage for convection, whereby the first clouds suffi-

ciently deep to form ice stabilize the atmosphere in a way that makes it more difficult for

subsequent convection to reach the level at which primary ice forms. This leads to

increased detrainment at levels above z� but below the level of primary ice production.

Detrainment or convective deposition of moisture at temperatures between T� and Tf is

self-reinforcing as strong radiative cooling associated with this moisture increases the

atmospheric stability across the top of the developing moist tongues, and supports stronger

subsiding circulations, which also contributes to the termination of convection at heights

below zf : The first-mover advantage for glaciating convection may help explain the pre-

ferred mode of cloudiness at temperatures near the triple point.
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the intertropical convergence zone of the eastern Pacific. J Atmos Sci 60(17):2064–2082

Risi C, Bony S, Fco Vimeux (2008) Influence of convective processes on the isotopic composition of
precipitation and water vapor in the tropics: 2. Physical interpretation of the amount effect. J Geophys
Res Atmos 113(D19):306

Roca R, Brogniez H, Chambon P, Chomette O, Cloché S, Gosset ME, Mahfouf JF, Raberanto P, Viltard N
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Abstract This paper addresses the representation of lower tropospheric water vapor in the

meteorological analyses—fully detailed estimates of atmospheric state—providing the

wide temporal and spatial coverage used in many process studies. Analyses are produced in

a cycle combining short forecasts from initial conditions with data assimilation that

optimally estimates the state of the atmosphere from the previous forecasts and new

observations, providing initial conditions for the next set of forecasts. Estimates of water

vapor are among the less certain aspects of the state because the quantity poses special

challenges for data assimilation while being particularly sensitive to the details of model

parameterizations. Over remote tropical oceans observations of water vapor come from

two sources: passive observations at microwave or infrared wavelengths that provide

relatively strong constraints over large areas on column-integrated moisture but relatively

coarse vertical resolution, and occultations of Global Positioning System provide much

higher accuracy and vertical resolution but are relatively spatially coarse. Over low-lati-

tude oceans, experiences with two systems suggest that current analyses reproduce much of

the large-scale variability in integrated water vapor but have systematic errors in the

representation of the boundary layer with compensating errors in the free troposphere;

these errors introduce errors of order 10% in radiative heating rates through the free

troposphere. New observations, such as might be obtained by future observing systems,

improve the estimates of water vapor but this improvement is lost relatively quickly,
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suggesting that exploiting better observations will require targeted improvements to global

forecast models.

Keywords Water vapor � Satellite � Microwave � Infrared � Radio occultation � Data

assimilation � Tropospheric water vapor profiling

1 Tropospheric Water Vapor Over Low-Latitude Oceans

The vertical distribution of water vapor in the troposphere, through its influence on shallow

and deep convection (see Mapes et al. 2017), controls many aspects of tropical climate.

The distribution is tightly coupled to the processes underlying the self-aggregation of

convection (Wing et al. 2017). Through its influence on radiative cooling rates the dis-

tribution of water vapor largely controls the amount of large-scale subsidence and hence

the structure of thermal and moisture inversions to which the properties of low clouds are

so sensitive, so the distribution plays an important role in determining low cloud feedbacks

on climate change (Klein et al. 2017; Vial et al. 2017).

How can the distribution of water vapor be determined? Observations from field

campaigns, including high-density dropsonde deployments (Stevens et al. 2017) or results

from specialized remote sensing instruments on airborne platforms (Kiemle et al. 2017)

provide the detail needed to spark and test hypothesis. Many studies, however, require

observations with more uniform sampling across broader spatial and temporal scales (i.e.,

Lebsock et al. this issue and the studies reviewed by Klein et al. 2017). Retrievals based on

measurements from microwave or infrared sounding instruments provide one possible

source of observations for water vapor (see the use in Lebsock et al. this issue). An

alternative is to include the same observations, or a subset thereof, in the construction of

meteorological analyses. The two approaches are more similar than is immediately obvious

(Parker 2016): both use radiative transfer models and prior knowledge of the likely state of

the atmosphere to provide more refined estimates of water vapor concentrations. As we

will show, analyses can be compromised by errors in the model used to produce short-term

forecasts, but are enhanced by the use of a wide range of observations and by the influence

of recent observations on the initial estimate of atmospheric state.

Here we assess the current state of routine knowledge of lower tropospheric water vapor

over remote tropical oceans. We describe how observations are synthesized in time and

space to produce meteorological analyses and discuss the two broad classes of observa-

tions—-multi- or hyperspectral sounding and radio occultation—that inform these esti-

mates in current analysis systems. The representation of water vapor over remote low-

latitude oceans in two analysis systems is compared to independent observations in

regimes spanning a range of convective depth. In both systems the representation of

boundary layer humidity is biased, resulting in compensating errors in the free troposphere;

these errors lead to errors of order 10% in radiative heating rates in the free troposphere.

Data assimilation experiments suggest that even substantially richer observational capa-

bilities will need to be paired with systematic model improvements in order to realize more

accurate estimates of boundary layer humidity.

Surv Geophys (2017) 38:1399–1423

228



Reprinted from the journal123

2 Integrating Observations in Space and Time: Data Assimilation
and (Re-)analysis

2.1 Producing Meteorological (Re-)analyses

In the context of this paper, an atmospheric analysis is an estimate of the instantaneous

state of the atmosphere in which all state variables are defined at every location. The skill

of current analyses is due to their use as initial conditions for numerical weather prediction

(NWP): Accurate forecasts require accurate initial conditions, so NWP centers invest

heavily in all aspect of analysis production including quality control, bias correction, and

the use of as many observations and observation types as possible. Given our focus on

lower tropospheric moisture analysis over tropical ocean our discussion focuses on global

systems at operational centers. Examples in Sect. 4.1 are drawn from systems at the

European Centre for Medium Range Weather Forecasts (ECMWF) and the US National

Centers for Environmental Prediction (NCEP).

Meteorological analysis rely on data assimilation, a set of statistical techniques

developed to make best use of a wide variety of observations that are irregular in time and

space (see, e.g., Kalnay 2003). Data assimilation optimally combines short-range forecasts

with new observations to produce an estimate of the state of the atmosphere at a given time

(or the evolution of the atmosphere through the assimilation window). The skill of an

analysis therefore depends on the forecast model, the assimilation system, and the available

observations. The first two are discussed below; observations relevant to estimates of lower

tropospheric water vapor are described in Sect. 3.

2.1.1 Global Forecast Models

Data assimilation uses a forecast model to propagate the atmospheric state in time and

provide consistency between variables. Practical constraints, including a requirement to

deliver timely forecasts, mean that model accuracy must be balanced against computa-

tional cost. This impacts model spatial resolution and so the maximum time step. At this

writing operational models using equivalent grid spacing1 of 10–20 km, time steps of

around 10 min, and 50–150 levels in the vertical, with the highest between 0.2 and

0.01 hPa. The density of vertical levels is highest near the surface and decreases gradually

with height. The vertical discretization especially is relevant to estimates of boundary layer

humidity: At typical boundary layer inversion heights, the vertical level spacing varies

from 200–400 m, so that sharp inversions can not be precisely located in the vertical.

Models must also include parameterizations for processes that are not explicitly

resolved. In global NWP models the list of parameterized processes might include radi-

ation, shallow and deep convection, cloud macro- and micro-physics, boundary layer

turbulence, the impacts of subgrid orography and gravity waves, and the evolution of the

land surface. Despite substantial progress, physical parameterizations remain a primary

source of model error.

Model errors, whether arising from discretization, numerics, or parameterization defi-

ciencies, impact the quality of the analysis both directly and indirectly, by reducing the

1 Grid-point spacing is often equated with resolution but it is well known that, for numerical reasons, the
true resolution is less. For instance, from a spectral analysis of ocean winds, Abdalla et al. (2013) conclude
that, in the ECMWF model, 50% of the real variability is only achieved at scales of 3–5 times the grid point
resolution.
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effectiveness of observations. Model errors have a larger impact on fields that are only

indirectly constrained by observations, e.g., moisture, cloud fields, precipitation and

radiative/turbulent fluxes. Parameterization errors are of particular concern in the analysis

of water vapor because the field is strongly impacted by heavily parameterized moist

physics.

2.1.2 Data Assimilation Systems

Data assimilation uses observations to update the state of the atmosphere provided by a

short-range forecast. Operational methods rely on the Kalman filter (Kalman 1960; Kalman

and Bucy 1961) which minimizes the scaled root-mean-square difference between fore-

casts and all available observations while respecting the uncertainty in both. Covariances

propagate information between variables and through space and time so that, for example,

an observation of temperature at a given location can affect temperature, pressure, and

winds in the surrounding region. The model-observation difference is computed in the

space of the observations so that many observations types, especially the satellite obser-

vations described in the next section, rely on forward operators to map the model state to a

synthetic (predicted) observation.

Analyses and forecasts are normally paired, with an analysis used to initialize a short

(6–12 h) forecast that forms the background field or initial guess for the next analysis. This

means that a given analysis is affected by not only the most recent observations but by all

observations in the recent past. As a result, in most modern systems, the background

forecast, which has the history of all previous observations, contains more information

about the current state of the atmosphere than do the latest observations, and the difference

between forecasts and the resulting analyses is subtle.

Because they rely on forecast models, analyses from continuous forecast/data assimi-

lation cycling provide a self-consistent representation of the atmosphere in space and time.

This is convenient; it is also normally more accurate than, for example, estimates for a

single observing platform because the analysis exploits many different data sources (e.g.,

SYNOP stations, ships and buoys, radiosondes, aircraft, and satellite observations

including the passive infrared and microwave and radio occultation described in Sect. 3).

The impact of each observation on model state propagates in space and time via the

forecasts, leading to better initial estimates of atmospheric state and an improved ability to

use the observations (Eyre et al. 1993).

The Kalman filter on which analyses are based is optimal when errors are Gaussian,

unbiased, and uncorrelated. All these conditions are violated to some extent in real systems

with detrimental impacts on the analysis. Operational centers typically apply variational

bias correction (Dee and Uppala 2009) to observations, especially those from satellite

instruments, to ensure that the observations are unbiased with respect to the model, but this

approach cannot distinguish between (possibly conditional) errors in the underlying

observations, the forecast model, and the forward operator used to make model state to

synthetic observations. Mischaracterization of observation and/or forecast errors can also

degrade the analysis, as will be evident in Sect. 5.

2.1.3 Challenges in Assimilating Moisture

The assimilation of moisture poses special challenges because upper and lower bounds on

absolute humidity mean that errors are often unlikely to be Gaussian. This is normally

treated by representing humidity in the analysis generation with a specialized control
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variable that is more likely to be Gaussian: relative humidity, the logarithm of specific

humidity, or variance scaled relative humidity (Hólm et al. 2002).

Systematic imbalances between observations and forecast models have historically been

an issue for moisture. The ECMWF 40-year Re-analysis (ERA-40; Uppala et al. 2005)

reanalysis, for example, contains small systematic positive increments of total column

water vapor. This was due partly due to sampling bias in the observations, which were

considered only in cloud-free areas, but also reflected errors in the forecast model and the

forward operator as well as biases in the observations. Whatever the mix of causes, the

model could not retain the excess moisture and precipitated heavily in the initial 12 h of

each forecast, leading to an over-active hydrological cycle and a too-strong Hadley cir-

culation. In more recent systems, which include variational bias correction and make

greater use of satellite radiances in cloudy and precipitating areas (Bauer et al. 2010; Geer

et al. 2010), the problem is less acute.

Humidity observations over remote tropical oceans consist almost entirely of satellite

data (Andersson et al. 2005) from platforms such as those described in Sect. 3. The

observational constraint on total column water vapor provided by passive microwave

information is fairly accurate but the broad vertical weighting functions for passive sensors

(see Fig. 1) mean that the vertical distribution of water vapor in the atmosphere is poorly

constrained by observations. As a result the vertical distribution is very much controlled by

the assimilating model. In the subtropics and stratocumulus areas with subsiding motion,

an inversion is maintained as a balance between subsidence and boundary layer entrain-

ment, both of which are controlled primarily by the model formulation (see Sect. 4.1.1).
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Fig. 1 Water vapor Jacobians for the SEVIRI (a), HIRS (b), and AVHRR (c) infrared and MHS (d)
microwave instruments, calculated with the atmospheric radiative transfer simulator ARTS (Eriksson et al.
2011) for a tropical atmosphere (mean of radiosonde profiles for station Manus at 2:06�S, 147:42�E). Curves
are labeled with the channel number for the respective instrument. The Jacobian is the derivative of the
measurement with respect to changes in the atmospheric state; the figure shows brightness temperature
change for nadir-viewing observations resulting from a fractional change in the water vapor concentration,
normalized by the layer thickness. Jacobians identify the portion of the atmosphere to which the
measurement is sensitive to changes in water vapor and are closely related to weighting functions
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2.2 Analysis and Reanalysis

In operational NWP centers, all components of the analysis system including the forecast

model, data assimilation system, and data handling (quality control and bias correction),

are improved as opportunities present themselves. This sometimes results in systematic

changes in analyzed fields. Reanalysis is the process of analyzing historic observations

with a consistent system, normally one which has been improved since the initial analysis

was produced. This removes the analysis system as a source of potential discontinuities in

analyzed fields although changes in the kind, volume, accuracy, and spatial distribution of

available observations can still introduce shifts.

Reanalysis inherits from operational analyses the optimal use of a wide range of

observations and the convenience of a gridded, complete, self-consistent description of the

atmosphere. There are several key limitations, however. Crucially for some applications is

that there is no constraint that energy or mass in a reanalysis be conserved. More generally,

estimates of quantities not directly constrained by observations, including the vertical

distribution of water vapor over remote oceans, as well clouds, precipitation, and fluxes at

the top and bottom of the atmosphere, are less certain and can only be assessed through

careful evaluation (Trenberth et al. 2011). This issue is particularly relevant to estimates of

water vapor in the oceanic boundary layer, as we show below.

An excellent resource for reanalysis is https://reanalyses.org. Some well-known recent

global reanalysis projects are listed in Table 1. This list is likely to be out-of-date relatively

quickly: ECMWF, for example, has already begun production of the fifth-generation

reanalysis ERA5 (https://www.ecmwf.int/en/newsletter/147/news/era5-reanalysis-

production).

3 What Measurements Inform Current Estimates?

Meteorological analyses, as described in Sect. 2, rely on observations to correct forecast

errors and produce a more accurate estimate of the state of the atmosphere. In situ mea-

surements such as radiosondes anchor the observational network but are few and far

between over remote low-latitude oceans. Estimates of water vapor in this region rely

primarily on three sources of information: sounding instruments that probe the vertical

structure of water vapor using the spectral variation of emission by water vapor in the

microwave and infrared regions, passive microwave measurements sensitive to column-

integrated water vapor, and observations of radio occultation in limb geometry that resolve

Table 1 Global reanalyses covering the satellite epoch

Name Epoch References

ERA Interim 1979-present Dee et al. (2011)

JRA-55 and variants 1958-present Kobayashi et al. (2015)

MERRA-2 1980-present http://gmao.gsfc.nasa.gov/pubs/tm/docs/Bosilovich803.
pdf

NCEP/DOE Reanalysis II 1979-near present Kanamitsu et al. (2002)
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the density (temperature and humidity) structure with very high vertical resolution but

coarse horizontal resolution.

3.1 Microwave and Infrared Sounding

3.1.1 Principles of Measurement

Measurements from microwave and infrared satellite sounders dominate the observations

informing water vapor in meteorological analyses [see, e.g., Fig. 5 in Dee et al. (2011)],

especially over remote oceans. These instruments observe radiation emitted by the

atmosphere which originates near the altitude where optical depth, the integral of the

absorption coefficient calculated from the satellite toward the atmosphere, reaches unity.

Sounders exploit two facts. First, clear-sky atmospheric absorption in the troposphere is

dominated by water vapor, so that additional moisture makes the atmosphere more opaque

and shifts the emission level upward, to colder temperatures, reducing the measured

radiance (see for example Buehler et al. 2004 Fig. 11) . Second, absorption and emission

by water vapor depends strongly on frequency, so that measurements made at a range of

frequencies with different amounts of absorption are sensitive to the moisture in different

atmospheric layers and provide the ability to measure water vapor at different altitudes.

This range of altitudes is illustrated by Fig. 1, which shows water vapor Jacobians for some

widely used sensors (SEVIRI, HIRS, AVHRR, and MHS, summarized in Table 2). Each of

these instruments has flown on multiple platforms; similar ‘‘one-off’’ instruments, such as

the SAPHIR instrument aboard the Megha-Tropiques satellite (Brogniez et al. 2013),

provide closely related information.

Passive satellite sounding with infrared imagers has a long history. Readily available

infrared humidity data start with the HIRS instrument on the TIROS N satellite in 1978

(Shi and Bates 2011). Meteorological microwave satellite measurements also have a long

history, but water vapor profile measurements (near 183 GHz) only became available with

the SSM/T2 instrument on the DMSP F11 satellite in 1991, with data in the NOAA CLASS

archive starting in 1994.

Legacy instruments have just a few (one to five) channels dedicated to water vapor; this

provides a strict upper bound on the number of degrees of freedom in the vertical profile of

water vapor that can be resolved. The strength of these sensors lies in their horizontal

resolution (1–15 km , see Table 2) and the resulting ability to resolve horizontal structures.

Table 2 Four widely used infrared and microwave humidity sensors

Acronym Spectral
range

Orbit Dt Dx Full name and references

SEVIRI IR GEO 15 min 3 km Spinning enhanced visible and infrared imager
(Schmetz et al. 2002)

HIRS IR LEO 12 h 10 km High-resolution infrared radiation sounder (Klaes et al.
2007)

AVHRR IR LEO 12 h 1 km Advanced very high-resolution radiometer (Klaes et al.
2007)

MHS MW LEO 12 h 16 km Microwave humidity sounder (Klaes et al. 2007)

IR signifies infrared and MW microwave; GEO denotes geostationary and LEO for low Earth (polar) orbit;
Dt and Dx approximately specify the temporal and spatial resolution, respectively
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Figure 2 highlights the kind of information available from microwave and infrared

sounding instruments. Here the image comes from channel 11 of the SEVERI instrument,

which is sensitive to water vapor below about 6 km (Fig. 1). The measurement is

expressed as a brightness temperature Tb i.e., the temperature at which a black body would

produce the observed channel-integrated intensity. For SEVERI and similar instruments

(downward-looking viewing geometry, in optically thick frequency regions dominated by

water vapor absorption) Tb can be easily interpreted: Because the thermal source function

for the radiative transfer (the Planck function) depends on temperature, while the atmo-

spheric absorption depends on the water vapor content which is itself also strongly con-

trolled by the temperature, the measured intensity is a good proxy for relative humidity

averaged over the layer. High Tb indicates emission from lower in the layer, and hence low

relative humidity.

These relationships may be used to develop scalings between observed Tb and layer-

averaged relative humidity (e.g., Buehler and John 2005); in this image a 1 K change in Tb

corresponds to approximately 9% relative difference in relative humidity. In practice,

however, data assimilation systems use radiative transfer calculation using fast models

(also called ‘‘forward operators’’) to predict the intensity that would be observed for a

given distribution of temperature and humidity, and the data assimilation system works to

minimize the difference between these predicted observations and the observations

themselves (see Sect. 2.1.2).

3.1.2 Why Both Microwave and Infrared Observations are Useful

Figure 2 shows an image obtained from an infrared sounder on a geostationary satellite;

instruments on such platforms can provide very high-time-resolution observations (15 m or

less). It is not practical to deploy microwave sounders so far from the Earth because their

spatial resolution would be greatly compromised. Spatial resolution is limited by

diffraction, and thus infrared sensors inherently allow higher spatial resolutions than

microwave sensors, because their apertures are much larger compared to the measured

wavelength.

Fig. 2 Two different snapshots of water vapor brightness temperatures by SEVIRI Channel 11, separated
by 3 h. The line indicates humidity and cloud structures below roughly 6 km, moving westward; the circle
indicates an overlying high cold cloud, moving eastward. These images were taken in December 2013 over
the tropical Atlantic. Brightness temperatures below the (somewhat arbitrary) threshold of 240 K are shown
in white to indicate deep convection
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But the figure also illustrates why microwave sounders provide such a useful comple-

ment to infrared observations. Brightness temperatures Tb below some threshold, as occur

frequently in the image, correspond to relative humidity above saturation. This unphysical

result indicates the presence of clouds. It is relatively easy to filter out the cloud con-

taminated data, but restricting humidity observations to clear skies along can lead to biases

in average humidity and even its climatic trend (John et al. 2011). Microwave sensors are

much less affected by clouds, and so continue to be central to meteorological analyses

despite the relatively low horizontal resolution.

3.1.3 Prospects

The Jacobians of passive sensors are broad in the vertical (Fig. 1) because the radiation

received at the sensor arises from a range of altitudes. Hyperspectral infrared instruments,

including AIRS (Aumann et al. 2003) with 2378 channels and IASI (Clerbaux et al. 2009)

with 8461 channels, offer the possibility of combining many high-accuracy channels to

achieve higher vertical resolution, analogous to the sharpening of a blurred image in image

processing (see for example Osher et al. 2005). (Hyperspectral microwave sensors do not

yet exist but may be feasible in a few years, as discussed in the contribution by Nehrir et al.

2017).

The true information content from hyperspectral observations, however, is orders of

magnitude lower than the number of channels because the measurements in individual

channels are very highly correlated. Applying the Bayesian information content analysis

described in more detail in Nehrir et al. (2017) to IASI, for example, shows that at most 16

independent pieces of information on the water vapor profile are theoretically possible,

corresponding to a vertical resolution of approximately 1.5 km in the troposphere. In

practice the information content of IASI is lower, with literature estimates ranging from 3

to 10 pieces of independent information (August et al. 2012; Lacour et al. 2012; Schneider

and Hase 2011; Herbin et al. 2009). This may be firstly because often only a small subset

of the channels is used, and secondly because in an NWP context better a priori infor-

mation is available, which reduces the information content of the measurement relative to

the a priori.

Ultimately, it is the physics of radiative transfer that limits the ability of passive sensors

to probe the humidity structure of the lower troposphere.

3.2 Estimates of Precipitable Water from Microwave Observations

Constraints on total column water vapor come from observations in spectral regions where

atmospheric absorption is weak enough that the surface is visible from space. This works

particularly well in the microwave spectral region over ocean, because there the surface is

radiatively cold and can be accurately modeled (the emissivity is around 0.6 and depends

mostly on the wind speed). The atmosphere is then observed in emission in front of the

cold background, and Jacobians are positive, instead of negative as in Fig. 1. The tem-

perature dependence of the Planck function and the temperature control of absolute

humidity then combine to make the measurement depend strongly on the total column

water vapor.

Mears et al. (2015) validated such satellite-borne microwave total column water vapor

measurements against ground-based GPS observations and found an overall bias of only

approximately 1 kg/m2 and standard deviations better than approximately 2 kg/m2.
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3.3 GNSS Radio Occultation: A Global Refractometer

An orthogonal source of water vapor information comes from observations of Global

Navigation Satellite System (GNSS) radio occultation (RO) using the refraction of

decimeter-wave GNSS signals near 1.2 and 1.6 GHz received at low Earth orbit (LEO)

satellites.

3.3.1 Principles of Measurement

Figure 3a illustrates the GNSS RO observing geometry and summarizes the steps in

estimating profiles of atmospheric state from phase measurements (see also Kursinski et al.

1997; Anthes 2011; Steiner et al. 2011). An occultation event occurs when a receiver,

peering through the atmosphere toward a satellite with a GNSS transmitter in limb

sounding geometry, observes the satellite setting behind or rising above the Earth’s

horizon. Profiles are assigned a horizontal position at point of closest approach to the

Earth’s surface (‘tangent point’) although the information derives from an along-path range

of roughly 100–200 km around the tangent point in the troposphere with across-ray res-

olution of 1–2 km.

The fundamental measurement is of time delays of GNSS signals during occultation

events, which can be directly related to excess phase paths. Because the measurement is

based on time, which is uniquely well measured, RO measurements have unique long-term

stability and narrow uncertainty. GNSS signals are not attenuated by clouds, so that

sampling is unbiased. The vertical resolution of RO measurements, roughly 200–300 m

(Gorbunov et al. 2004; Kursinski et al. 1997), is much higher than passive microwave and

infrared sensors (Sect. 3.1). The primary disadvantage is that data are relatively sparse.

The only system exploited to date for GNSS RO measurements is the U.S. Global Posi-

tioning System (GPS); with this constellation a single RO receiver in LEO acquires

300–600 RO events per day with global coverage.

Interpretation of RO refraction measurements is quite different than for brightness

temperatures. Tracking and orbit data are used to compute excess phase profiles (Hajj et al.

2002; Schreiner et al. 2009; Anthes 2011) which are converted to Doppler shift profiles

and then bending angle profiles (Ho et al. 2012; Steiner et al. 2013, and references

therein). Bending angle profiles may be used in data assimilation or may form the basis of

retrievals. The latter map bending angle to refractivity and dry-air profiles and finally to

thermodynamic profiles of density, pressure, temperature, and tropospheric water vapor

(Kursinski and Gebhardt 2014).

3.3.2 Vertical Resolution, Accuracy, and Limitations

Although meteorological analyses incorporate RO observations using their own forward

operators (e.g., Healy and Thepaut 2006) the accuracy of the underlying observations is

more clearly demonstrated by comparing retrievals of temperature and humidity to in situ

observations, as in Fig. 4. Here the comparison is to Vaisala RS92 radiosonde profiles from

the Global Reference Upper Air Network (GRUAN), which undertakes dedicated efforts to

provide climate-quality processing of the data (Bodeker et al. 2016; Immler et al. 2010).

Panels a and b show example profiles containing layered moisture structures (see also

Stevens et al. 2017), illustrating the high vertical resolution. The reference radiosonde

profiles (GRUAN RS92-GDP.2) are used at � 300 m vertical resolution, while the RO
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profiles, taken from the recent OPSv5.6 reprocessing of all 2001–2016 RO data at the

Wegener Center, were not yet optimized for water vapor profiling and so are only available

at � 800 m vertical resolution. Profiles from the operational analysis produced at

Fig. 3 a Schematic view of the GNSS RO active limb sounding observation geometry and explanation of
measurement principles; the acronyms for RO missions are the common names in the RO literature.
b Number of RO events per day over 2007–2022 at low latitudes (30S–30N), with actual numbers until 2016
and with projected numbers afterwards, where new RO missions currently prepared are successively
deployed. c Coverage by RO events (blue dots) at low latitudes (30S–30N) during 10–20 December 2013
(NARVAL- South campaign), with showing a zoom also for a cell in the Barbados area (red box). Two
available tropical GRUAN radiosonde stations are marked (red asterisk symbols)
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ECMWF are also shown. Even at reduced vertical resolution, RO captures moisture lay-

ering that is smeared out in the analysis profiles.

Panels c and d shows difference statistics between RO temperature and humidity pro-

files collocated with GRUAN profiles. Specific humidity is consistent between the two data

sets to within 0.1–0.3 g/kg in the median, consistent with theoretical studies of accuracy

(e.g., Kursinski and Gebhardt 2014; Ladstädter et al. 2015; Rieckh et al. 2016). Some

amount of disagreement between radiosonde and RO profiles is expected due to imperfect

collocation—sparse sampling by RO requires the use of relatively loose criteria for co-

location (± 300 km, ± 3 h) to obtain enough samples.

Figure 4 also illustrates an important limitation of RO observations: Information is

available through the free troposphere, including the very valuable RO capacity of

determining the boundary layer height (e.g., Anthes 2011; Ho et al. 2015), but is lacking

within the atmospheric boundary layer. The retrieved RO profiles in Fig. 4a, b stop near the

boundary layer top, which in one case is clearly indicated by the GRUAN profile. Though

efforts are being made to exploit RO observations to determine boundary later water vapor

(e.g., Sokolovskiy et al. 2014; Xie et al. 2012), the core strength of existing RO obser-

vations is in profiling of the free troposphere.

Fig. 4 Individual examples profiles of specific humidity (a) and temperature (b) from inter-comparing RO
and ECMWF to collocated GRUAN data (about 200 km–2 h space–time difference in the two cases).
Furthermore, statistics (median deviation and indicative percentiles) of RO specific humidity (c) and
temperature (d) profiles are shown relative to GRUAN data, based on the available 300 km–3 h collocations
over 2009–2016. The tropical GRUAN stations available are those marked in Fig. 4c
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3.3.3 Prospects

Radio occultation measurements provide a valuable complement to observations by pas-

sive microwave and infrared sensors (Sect. 3.1) for characterizing water vapor. The

observations play an important role in data assimilation systems (Sect. 2) because the high

accuracy, itself a result of the ability to make the fundamental measurement of time with

high accuracy, means that they can be incorporated as ‘anchor observations’ without bias

correction, adding a globally distributed set of calibration points to the radiosonde network.

When the measurements are used outside assimilation systems they are able to accurately

determine the height of the boundary layer; this capability might be especially useful in

process studies.

The record is short compared to passive imagers: Limited data are available from 2001

with the full existing system online only since 2007. Data are also relatively sparse hor-

izontally. This sparsity means that RO observations are often more useful over the long

term, say via their incorporation into (re-)analyses, then for limited-domain field cam-

paigns. This is evident in Fig. 3c, which shows all low-latitude RO event locations during

the NARVAL-South campaign between 10 and 20 December 2013 (Stevens et al. 2016).

This field campaign focused on the region around Barbados (red 10� � 20� box). The

entire low latitude band received 5759 RO events during this 11-day period; just 67 events

occurred in the Barbados area.

The amount of GNSS data is posed to increase rapidly, however. Initial results have

been obtained from the Chinese BeiDou system (Liao et al. 2016) and use of the European

Galileo and Russian Glonass systems is expected in the next years. This will vastly expand

the frequency of RO events. Figure 3b illustrates the total numbers available over the last

decade at low latitudes within 30�S–30�N, around 600 events per day, and the projected

strong increase by about an order of magnitude over the coming years. This leads to more

than 8000 events per day as of 2020, which corresponds to more than 20,000 events per

day globally.

Current observations rely on GNSS radio occultation. One promising technological

advance is LEO–LEO occultation (Kirchengast and Schweitzer 2011; Kursinski et al.

2002; Liu et al. 2017), described as one of the emerging water vapor observation tech-

niques by Nehrir et al. (2017).

4 Errors in Water Vapor Distributions and the Resulting Impacts

Satellite observations (Sect. 3) are used in analysis systems (Sect. 2) to produce estimates

of the state of the atmosphere including the distribution of water vapor. The accuracy of

this estimate over remote oceans, especially in the lower troposphere, has implications for

the ability to use observations to test and generate hypotheses. In this section, we use

observations to spot-check this distribution in two circumstances.

4.1 Assessing Errors in the Analyzed Distribution of Water Vapor

Because analyses are constructed by minimizing the difference between the state and all

available observations, the accuracy of an analysis can be assessed only by comparison

with independent observations. This is harder than it might seem—to produce the best

possible analysis, forecasting centers go to great lengths to use all available high-quality
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observations, going so far as to facilitate the real-time availability of data from field

campaigns. This means that opportunities to assess specific aspects of analysis, such as

lower tropospheric water vapor over low-latitude oceans, are few and far between.

Below we exploit two sets of radiosonde measurements made during field campaigns to

assess the accuracy of water vapor analysis. Sect. 4.1.1 compares radiosonde observations

off the coast of Peru to fields in the ERA Interim reanalysis, which did not assimilate these

observations. Section 4.1.2 exploits measurements made in the equatorial Pacific to assess

a reduced-resolution version of the current NCEP data assimilation using data-denial

experiments in which the observations were deliberately withheld. Both reanalyses make

use of the full range of satellite observations as described in Sect. 3; the precise obser-

vations used will vary from day to day. Because the comparisons involve different analysis

systems from different epochs, assessed in very different meteorological regimes, we do

not expect the errors identified here to be consistent with each other, or representative in

any broad sense. Our intent is rather to highlight similarities in the character and magnitude

of errors and, in the next section, to ask to what extent these might be ameliorated with

better observations of lower tropospheric water vapor.

4.1.1 Assessment in Subsiding Regions

The first example comes from radiosondes launched as part of the EPIC (Eastern Pacific

Investigation of Climate Processes in the Coupled Ocean-Atmosphere System) campaign.

This experiment took place from 16–21 October 2001 at 20�S/85�W in the East Pacific, a

little over 800 km off the coast of Peru and Chile (Bretherton et al. 2004). We use 3-hourly

radiosondes launched from the research vessel Ron Brown to assess the widely used ERA

Interim reanalysis (ERA-I; Dee et al. 2011). The comparison exposes analysis error

because the soundings were not used in the reanalysis.

In the EPIC domain, subsidence and relatively cold sea-surface temperatures frequently

give rise to stratocumulus clouds under strong thermal and moisture inversions. These

clouds are notoriously difficult to simulate in global models, partly because the inversions

are very sharp and so poorly resolved on a relatively coarse numerical grid. As over much

of the low-latitude oceans, few in situ observations were available for assimilation, so it is

of interest to see how an analysis system copes.

Figure 5a shows the profile of specific humidity averaged over the entire period. A sharp

jump in specific humidity is observed at the top of the boundary layer. ERA-I reproduces

an inversion but it is too low (at 1147 and 918 m, by about one model level) and not sharp

enough. The profile of potential temperature (not shown) indicates a consistent picture.

There are no observations in ERA-I that impose sharp temperature and moisture gradients.

Instead, the inversion is maintained by the model as the result of a subtle balance between

weak subsidence and the entrainment process in the model physics.

The evolution of moisture in the observations and the reanalysis is illustrated in time-

height cross section in Fig. 6. The mixed layer is more moist than observed. This is tied

quite closely to the overly shallow boundary layer: since total column water vapor is well

constrained by satellite microwave observations, the too-low inversion is compensated by

excess boundary layer moisture. Temporal variability is also more muted in the analysis

than in the observations, although the diurnal cycle is more regular than is observed. The

observed variability includes a component of sampling or representativeness noise, but

much of the observed variability is coherent over a period of 3 h, suggesting that the

reanalysis does indeed miss some amount of variability. Finally, a moist layer descends

from 4000 m on 16 October to about 2000 m on 20 Oct. Such a structure is related to the
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(a) (b)

(d)(c)

Fig. 5 a Mean radiosonde and ERA-I humidity profiles, b standard deviation of sonde and ERA-I humidity
profiles, indicating temporal variability, c mean and standard deviation of difference in humidity between
ERA-I and sonde, and d correlation coefficient of humidity between ERA-I and sonde

(a)

(b)

Fig. 6 Time-height cross section of 3-hourly radio sonde observations of specific humidity (top panel) and
3-hourly ERA-I reanalysis data. The time axis covers the EPIC campaign from 11 to 16 Oct 2001 at the
‘‘stratus buoy’’ location in the Eastern Pacific (20�S/85�W)
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large-scale flow and ERA-I seems to capture the large scales of this feature rather well, but

the smaller scale variability is smeared out.

The statistics of the variability are summarized in Fig. 5b–d. The correlation between

ERA-I moisture and sonde observations varies strongly with height. The relatively low

correlation between observations and analysis is due to the narrow range of conditions

experienced at this single point, lack of variability in the forecast model (evident in panel

b), and representativeness noise in the observations. The correlation drops to zero at a

height of 1000 m, but this is due to the mismatch in inversion height: the 1000 m level is

above the inversion in ERA-I and just below the inversion in the observations, so the time

series are uncorrelated.

4.1.2 Assessment in Convecting Regions

A second opportunity for assessment, this one focused on regions of deeper convection,

arises from a NOAA field campaign aimed at studying deep convection associated with

sea-surface temperature anomalies. The El Niño Rapid Response field program (ENRR,

see https://www.esrl.noaa.gov/psd/enso/rapid_response/) included dropsondes from the G4

aircraft and radiosonde launches from the island station at Kiribati and the research vessel

Ron Brown, which was moving. Here we explore the impact of these sondes in a global

assimilation with the currently operational NCEP hybrid ensemble-variational data

assimilation system (Wang et al. 2013; Kleist and Ide 2015) using 80 members. The

assimilation is similar to operational analyses in using all available observations including

conventional observations, GPS radio occultation, satellite radiances, etc. but is run at

reduced horizontal resolution (T254).

We assess the representation of lower tropospheric water vapor by using ‘‘data-denial’’

experiments in which the ENRR soundings were evaluated (i.e., the error between forecast

and observations was computed) but did not affect the analyzed state. (A parallel set of

assimilations in which the sondes did contribute to the analysis is used in Sect. 5.1). The

forecast/assimilation system was cycled through all of February and March 2016. The

original observations have quite high vertical resolution (c.f. Stevens et al. 2017) but were

introduced into the analysis system, and are examined here, at a greatly reduced vertical

resolution to prevent over-fitting. We restrict our attention to observations made west of

139� W, which excludes a leg of soundings made by the ship much closer to the western

coast of North America.

Figure 7, the analog to Fig. 5, provides an overview of water vapor as observed (in blue)

and in the analysis (red). Here all soundings are considered independently although many

more dropsondes were launched from the G4 (529) than from Kiribati (54) or from the Ron

Brown (69). The domain is deeper than in Fig. 5, extending to 250 hPa or roughly

10.5 km. No sharp inversion is evident in the mean sounding, partly as a result of sampling

a much wider range conditions and partly because weaker subsidence in this region leads a

wider variety of convection. Variability in specific humidity is largest in the layer between

roughly 800 and 600 hPa reflecting variability in shallow and congestus convection; this

variability is roughly captured, if at somewhat reduced amplitude, in the analysis (upper

right). The analysis is too dry in the boundary layer and too moist in the free troposphere,

with modest values in absolute terms (less than 0.5 g/kg) that become large when

expressed as relative humidity at lower pressures. The relatively high correlation between

analysis and observations (lower right) indicates that the analysis is able to reproduce

regional and synoptic variations reasonable well.
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In practice the three platforms from which soundings are available sampled somewhat

different environments (Fig. 8). Soundings from the fixed station at Kiritimati Island in the

Republic of Kiribati, just off the Equator, are systematically wetter and less variable than

soundings from the ship and aircraft, which sampled a much wider range of geographic

locations as far as 20� from the Equator. Soundings from the Ron Brown are systematically

moister than from the G4 with the region of maximum variability perhaps 50 hPa higher,

suggesting greater sampling of congestus convection; this difference is at least partly the

(a) (b)

(c) (d)

Fig. 7 As in Fig. 5 but for observations in the Tropical Pacific obtained during the El Niño Rapid Response
Campaign. Observations include dropsondes from an aircraft and radiosondes launched at an island station
and by a ship traversing the domain. Assimilation uses a reduced-resolution version of the operational
system at the US National Centers for Environmental Prediction. a Mean sonde and analyzed specific
humidity profiles, b standard deviation of sonde and analyzed specific humidity profiles, indicating temporal
and spatial variability, c mean and standard deviation of difference in humidity between analysis and
observations, and d correlation coefficient of humidity between analysis and observations
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result of the flight paths on the G4 being constructed to avoid hazardous large-scale regions

of deep convection.

The analysis captures the broad-brush and synoptic differences among the sources of the

soundings. Temporal variability is somewhat smaller in the analysis than in the soundings

(compare the dashed and solid lines in Fig. 8, right panel) although some amount of the

observed variability arises from sampling noise.

Because errors are relatively small, however, assessments of error can be sensitive to

averaging assumptions. Figure 9 shows the analysis bias (left), standard deviation (right,

dashed lines) , and root-mean-squared error (right, solid lines) in specific humidity. Esti-

mates from all three platforms suggest that the analysis underestimates humidity in the

boundary layer. The moist bias in the free troposphere (Fig. 7), however, is less robust. The

bias is positive and largest in magnitude in soundings taken by the G4, which avoided

regions of organized deep convection.

This suggests that the contrast in mid-tropospheric water vapor between regions of

large-scale deep convection and the surrounding environment may be underestimated. To

the extent that large-scale organization is influenced by convective self-aggregation (Wing

et al. 2017) this implies that the observed (Tobin et al. 2012) and modeled (e.g., Bretherton

et al. 2005) contrast in humidity associated with convective organization may not be fully

captured in the analysis.

Soundings from the G4 are far more numerous than from the other sources and so

dominate the estimates of analysis error in Fig. 7. Figure 10 repeats the lower left panel of

this figure giving equal weight to the G4 and Ron Brown soundings. This more geo-

graphically representative view makes it clear that the analysis systematically underesti-

mates boundary layer humidity and overestimates humidity in the free troposphere. The

excursion toward more positive bias at 900 hPa is consistent with the boundary layer being

deeper in the analysis than in the observations.

Fig. 8 Mean (left) and standard deviation of specific humidity in the El Niño Rapid Response soundings
available from the G4 dropsondes (red) and from radiosondes launched from the Ron Brown (blue) and from
Kiritimati Island in Kiribati (green). Solid lines show the observations and dashed lines the colocated
analyses in experiments neglecting the sondes. Soundings from Kiribati, near the Equator, are systematically
warmer and wetter than those obtained from the traveling platforms. The analysis captures the overall
differences in the sampling of the large-scale environment but underrepresents the variability
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4.2 Assessing Impacts

As described in the introduction, the distribution of water vapor in the troposphere is

intimately linked to convection and cloudiness because radiative cooling provides the

destabilization needed to initiate convection and to determine large-scale vertical motion.

Radiative cooling rates throughout the atmosphere are affected by the full vertical distri-

bution of water vapor, so errors in water vapor abundance have non-local and non-obvious

impacts on cooling rates. Figure 11 shows the impact of analysis errors in specific humidity

Fig. 9 Bias (analysis minus observations, left), standard deviation (right, dashed lines), root-mean-square
error (solid lines) in specific humidity in the El Niño Rapid Response soundings. The G4 soundings, which
preferentially sample outside extensive deep convection, also exhibit bias from roughly 700–500 hPa,
suggesting that analysis underestimates the contrast between large-scale moist and dry regions

Fig. 10 Mean and standard
deviation of difference in
humidity between analysis and
observations, computed using
equal weights for soundings from
the G4 and Ron Brown (and
hence commensurate weights for
all three sets of soundings). This
reduces the impact of sampling
biases in the G4 soundings on the
overall estimate of error. The
analysis systematically
underestimates boundary layer
humidity and overestimates
humidity in the free troposphere
and may underestimate the depth
of the boundary layer
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on clear-sky radiative cooling rates, computed by applying the SOCRATES radiative

transfer model (a heavily revised version of the code described in Edwards and Slingo

1996) to the observed and analyzed temperature and humidity fields, then averaging across

the heating rate differences. As in Fig. 10, each set of soundings is given roughly equal

weight. Present-day concentrations of other well-mixed greenhouse gases are assumed.

Water vapor abundance affects longwave (red) and shortwave (blue) fluxes in the opposite

sense, i.e., increased humidity leads to more efficient longwave radiative cooling but also

increased solar absorption. As a result net clear-sky cooling rates through the atmosphere

are 0.5–1 K/d, with mean errors of 0.05–0.1 K/d, or roughly 10%, below 600 hPa,

increasing to 0.15 K/d in the upper free troposphere where net cooling also increases.

Analysis errors in the radiative cooling (and resulting subsidence rates) to which low

clouds are quite sensitive, especially errors that affect the ability of a reanalysis to identify

regional and/or interannual contrast, can compromise observational studies of low cloud

feedbacks (Klein et al. 2017).

5 Characterizing Water Vapor in a More Richly Observed World

As described in Sect. 3, present-day systems for routinely observing water vapor over

remote oceans provide a relatively strong constraint on the vertical integral but a blurred

view of the vertical distribution. Analyses of specific humidity that incorporate these loose

constraints into imperfect models therefore exhibit errors in the vertical distribution

(Figs. 5, 7). In particular, the lack of an observational constraint on boundary layer

humidity allows analysis systems to make compensating errors that preserve column-

integrated water vapor. In these very limited comparisons the ERA Interim system pro-

duces a boundary layer roughly 10% too shallow and 10% too moist, while errors in the

current NCEP system (too dry in the boundary layer, too moist above) result in an arti-

ficially reduced moisture contrast between the boundary layer and the free troposphere.

The analyses do capture the bulk of the large-scale variability, although the NCEP system

Fig. 11 Errors in longwave
(red), shortwave (blue) and net
(gray) heating rates arising from
analysis errors in temperature and
humidity. Dashed lines show
mean heating rates
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may underestimate the contrast in humidity between convective and non-convective

regions.

Far more sophisticated technologies for the remote sensing of water vapor are emerging,

however, (see Nehrir et al. 2017). Might much better observations lead to greatly improved

analyses of water vapor?

5.1 Limited Observations and Model Error

Figure 12 explores the impacts of the two most important sources of analysis error, namely

model error and a lack of constraining observations, in the NCEP system. The left panel

illustrates the impact of observations on the analysis by comparing the bias in specific

humidity (solid lines), computed separately for each set of soundings, with the analysis

increment in humidity averaged over the same locations in a parallel set of assimilations in

which the observations do impact the analysis (dashed lines). Increments measure the

degree to which all available observations change the short-term forecast; the degree to

which increments averaged over time and space are nonzero reflects systematic model

errors (Klinker and Sardeshmukh 1992; Rodwell and Palmer 2007).

At pressures below roughly 800 hPa the increments track the bias and its variation

among sounding sources, indicating that the observations counteract systematic model

error. The increments are not as large as the bias because the assimilation strikes a balance

between the uncertainties in the observations and in the forecast (measured here by the

ensemble spread).

Increments are small, however, at pressures above 800 hPa, where bias in humidity is

largest. This partly reflects the fact that observations are thought to be less certain

Fig. 12 Left: two views of systematic analysis error in specific humidity. Solid lines show the mean
difference between withheld observations and analysis for each data source. (The same data are shown, with
opposite sign, in the left panel of Fig. 9). Dashed lines show the mean analysis increment for specific
humidity, i.e., the amount by which the forecast is changed by all observations, in data assimilation
experiments in which the soundings are included. Increments are small below 850 hPa even though bias is
large there, reflecting both larger observational uncertainty and more certain but erroneous forecasts. Right:
mean forecast error in specific humidity, evaluated against evenly weighted sets of sondes, in assimilation
experiments that include (purple) or neglect (green) the observations. Much of the improvement in the
analysis of specific humidity is lost within the 6-hour forecast window, suggesting that analysis quality in
humidity is strongly affected by model error
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(specifically, less representative of large-scale conditions) closer to the atmosphere–surface

interface. But it is also the result of limited variation in humidity across the ensemble in the

lower troposphere, driven partly by the fact that all members of the ensemble see the same

sea-surface temperature field. The result is that forecasts of lower tropospheric humidity

are confident, so that low relative weight is assigned to the observations, but are

nonetheless in error. The analysis is therefore unable to exploit the detailed information

fully, and remains in error despite strong observational constraints from the soundings.

5.2 Exploiting Richer Observations

Observations that directly characterize boundary layer humidity, such as those obtained

from field campaigns or from future observing systems, do improve the analysis of

humidity throughout the atmosphere. The impact of the observations is limited, however,

due to systematic model errors, lack of model variability, and errors in the background

error estimates of global analysis systems. This applies especially to water vapor con-

centration, which is strongly affected by parametrization of processes with short time

scales. Indeed, the observations collected during the El Niño Rapid Response campaign

had little impact on even the 6-hour forecasts used as background states in the forecast/

assimilation cycles. The right panel of Fig. 12 shows the mean difference between

observed and forecast specific humidity in that neglect (green) or include (purple) the

equally weighted sets of sondes. The forecast departures are quite similar in both exper-

iments, indicating that improvements in the humidity analysis brought by the sondes don’t

last even as long as 6 h in the deep tropics.

Analysis systems provide the best currently available routine view of the distribution of

water vapor over remote oceans, capturing much of the large-scale variability even as the

vertical distribution is compromised by model error and observations that provide a relatively

loose constraint on humidity near the surface. More detailed observations of the vertical

structure of water vapor, especially in the boundary layer, would lead to an improved rep-

resentation, especially if forecast model and assimilation systems are improved to better

exploit the new observations. This will require better characterization of model error, as well

as better characterization of error variances/covariances to allow analysis systems to rep-

resent vertical structures ranging from sharp inversions of the subtropics to more blended

inversion structures of the deep tropics. High-resolution observations would, if made rou-

tinely, also provide the information needed to identify and correct systematic model errors.

In addition to the vertical structures caused by large-scale transport, detailed field

observations also show fine-scale structures that have the signature of convection (for

example as described by Stevens et al. (2017) and Kiemle et al. 2017). Such a mesoscale

analysis will require both high-frequency and high-resolution observations as well as new

assimilation techniques adapted to structures with a relatively short predictability horizon.
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Abstract An airborne downward-pointing water vapor lidar provides two-dimensional,

simultaneous curtains of atmospheric backscatter and humidity along the flight track with

high accuracy and spatial resolution. In order to improve the knowledge on the coupling

between clouds, circulation and climate in the trade wind region, the DLR (Deutsches

Zentrum für Luft- und Raumfahrt) water vapor lidar was operated on board the German

research aircraft HALO during the NARVAL (Next Generation Aircraft Remote Sensing

for Validation Studies) field experiment in December 2013. Out of the wealth of about 30

flight hours or 25,000 km of data over the Tropical Atlantic Ocean east of Barbados, three

* 2-h-long, representative segments from different flights were selected. Analyses of

Meteosat Second Generation images and dropsondes complement this case study. All

observations indicate a high heterogeneity of the humidity in the lowest 4 km of the

tropical troposphere, as well as of the depth of the cloud (1–2 km thick) and sub-cloud

layer (* 1 km thick). At the winter trade inversion with its strong humidity jump of up to

9 g/kg in water vapor mixing ratio, the mixing ratio variance can attain 9 (g/kg)2, while

below it typically ranges between 1 and 3 (g/kg)2. Layer depths and partial water vapor

columns within the layers vary by up to a factor of 2. This affects the total tropospheric

water vapor column, amounting on average to 28 kg/m2, by up to 10 kg/m2 or 36%. The

dominant scale of the variability is given by the extent of regions with higher-than-average

humidity and lies between 300 and 600 km. The variability mainly stems from the alter-

nation between dry regions and moisture lifted by convection. Occasionally, up to 100-km

large dry regions are observed. In between, convection pushes the trade inversion upward,

sharpening the vertical moisture gradient that is colocated with the trade inversion. In most

of the water vapor profiles, this gradient is stronger than the one located at the top of the

sub-cloud layer. Lidar observations in concert with models accurately reproducing the

observed variability are expected to help evaluate the role these findings play for climate.
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1 Introduction

The WCRP (World Climate Research Programme) ‘‘Grand Challenge on Clouds, Circu-

lation and Climate Sensitivity’’ endorses scientific progress in our understanding of the

coupling between clouds, circulation and climate. In this context, the variability of water

vapor in the trades, ubiquitous in our measurements, poses challenges to climate modeling

because it modulates the low-cloud cover and eventually Earth’s albedo (Bony et al. 2017).

Besides being the precondition for cloud formation, the importance of water vapor in the

trades is twofold. It lifts latent heat from the ocean surface via convection, and it is a key

player in the radiation budget. Above the trade inversion, the almost absence of water

vapor in the subsiding branch of the Hadley cell has the effect of an open window in a

greenhouse, efficiently cooling the lower troposphere in the trades. Generally, the influence

of water vapor on tropospheric heating rates depends on the vertical distribution of water

vapor and on the strengths of its vertical gradients, both of which current water vapor

observations, particularly from space, have difficulties in reproducing (Stevens et al. 2017).

Secondary circulations between radiatively heated and cooled regions are supposed to

occur (Zuidema and Torri 2017) which adds complexity to the situation. The interactions

between shallow convection, circulation and radiation are at the heart of present scientific

debate. They are held mainly responsible for the uncertainty in global climate sensitivity

(see, e.g., Sherwood et al. 2014; Bony et al. 2015; WCRP 2016).

This case study focuses on water vapor lidar measurements obtained during the

NARVAL (Next Generation Aircraft Remote Sensing for Validation Studies) field

experiment around Barbados. From December 10, 2013, to December 20, 2013, the DLR

airborne demonstrator WALES (Water vapor Lidar Experiment in Space; Wirth et al.

2009) was operated on board the German research aircraft HALO. A total of eight research

flights were performed: four long-range transfer flights crossing the subtropical North

Atlantic between Oberpfaffenhofen, HALO’s home base in Southern Germany and Bar-

bados, and four regional flights out of Barbados between 10–19�N and 39–59�Wwithin the

winter trades over the Tropical Atlantic Ocean. Dropsondes and a set of additional remote

sensors were on board, including radar and microwave radiometers (Mech et al. 2014), as

well as spectrometers measuring the up- and downwelling radiances. The ample and

unique instrumentation evidently calls for a synergistic retrieval of the full suite of remote

sensors that is pending. Meteosat Second Generation (MSG) satellite imagery and drop-

sonde profiles complement the lidar observations here. In August 2016, NARVAL was

repeated with the same payload yet modified objectives and flight patterns (Stevens et al.

2017), generally located closer to the ITCZ than the measurements described here.

NARVAL lines up in a long list of scientific experiments in the trades. For example,

water vapor and its variability were measured in situ onboard aircraft, e.g., LeMone and

Pennell (1976), or ships, e.g., Zuidema et al. (2012). Nuijens et al. (2015) use ground-based

lidar measurements of trade wind clouds and find that climate models have difficulties in

reproducing the observed variability. To our knowledge, airborne water vapor lidar

observations in tropical shallow convective environment have not been reported yet,

despite the well-documented need for water vapor profiling with higher accuracy and

higher vertical resolution than the current observations provide (Wulfmeyer et al. 2015;

Pincus et al. 2017; Stevens et al. 2017). Earlier own work has demonstrated the value of
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airborne lidar observations to characterize the variability of humidity within the convective

boundary layer over flat and mountainous terrain (Behrendt et al. 2007; Kiemle et al.

2011), as well as in the free troposphere (Flentje et al. 2005; Fischer et al. 2013), the

tropical upper troposphere (Kiemle et al. 2008) and in cirrus clouds (Groß et al. 2014). In

combination with a scanning Doppler wind lidar measuring horizontal winds, the advective

tropospheric moisture transport along a curtain below the aircraft can be quantified

(Schäfler et al. 2010). Eddy correlation of the Doppler lidar vertical velocity and of the

water vapor lidar measurements provides profiles of the latent heat flux in a convective

boundary layer (Kiemle et al. 2007, 2011). This dual-lidar combination did not exist for

NARVAL because the mission goals focused on radar-lidar comparisons, unfortunately not

leaving enough space for a wind lidar onboard HALO. The cross-Atlantic NARVAL

transfer flights show dry layers and related synoptic-scale humidity variability in the mid-

to upper troposphere, connected to tropopause folds that are dynamically linked to the

subtropical jet, as has been observed, e.g., by Flentje et al. (2005) or Randel et al. (2016).

This upper-level variability observed above the trade inversion extends equatorward yet is

not topic of the paper. Cloud statistics as in Nuijens et al. (2015) and comparisons with

satellite observations of clouds are addressed in a parallel study by Gutleben et al. (2017).

This paper provides support to the preparation of future planned airborne (Bony et al.

2017) and spaceborne (Di Girolamo et al. 2008) water vapor lidar deployments. By

showcasing selected measurement examples, it complements the more general overview on

emerging technologies for measuring water vapor in the lower troposphere by Nehrir et al.

(2017).

2 The DLR Airborne Water Vapor Lidar

A differential absorption lidar (DIAL) emits short and spectrally narrow laser pulses at a

wavelength tuned to the center (in the case of WALES) or to a wing position of a

molecular water vapor absorption line. The water vapor density can be derived from the

difference in absorption between one or more ‘‘on-line’’ pulses and a reference ‘‘off-line’’

pulse as function of distance from the lidar. DLR’s airborne water vapor lidar WALES

(Wirth et al. 2009) consists of two identical diode-pumped Nd:YAG lasers in a master

oscillator power amplifier configuration with a pulse repetition rate of 100 Hz. Their

frequency-converted 532-nm radiation pumps two optical parametric oscillators (OPOs).

Each OPO generates two wavelengths in the 935-nm absorption band of water vapor. A

water vapor absorption cell and a wave meter control and stabilize all four wavelengths,

three on-line and one off-line. The pump light not converted to 935 nm is transmitted into

the atmosphere for aerosol and cloud measurements, and is received with a high-spectral-

resolution detector. The simultaneous use of three on-line wavelengths provides full ver-

tical cover of tropospheric humidity with high accuracy also in the tropics. Due to its

capabilities, the WALES airborne demonstrator has become a state-of-the-art instrument

for climate and meteorological research. Over the past decade, it successfully completed

several hundreds of flight hours in national and international field campaigns (Schäfler

et al. 2010; Bhawar et al. 2011; Kiemle et al. 2011; Bielli et al. 2012; Fischer et al. 2013;

Groß et al. 2014; Trickl et al. 2016).

During NARVAL, a typical HALO flight altitude of 13 km was selected, being the

result of a compromise between radar operation constraints and maximum vertical cov-

erage for lidar and dropsondes. The altitude is higher than during former experiments
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targeting lower tropospheric moisture which has implications for the lidar signal-to-noise

ratio. In order to reduce instrumental noise to acceptable levels, the individual on- and off-

line DIAL profiles are accumulated to 12-s averages, which results in a horizontal reso-

lution of 2.8 km at a typical aircraft speed of 230 m/s. The vertical resolution is 290 m.

The lidar backscatter signal is less affected by noise. Here the horizontal (vertical) reso-

lution is 230 (15) m. Consequently, small clouds are detected only in the lidar backscatter,

and gaps\* 3 km between clouds are too small to obtain water vapor lidar profiles down

to the surface. Nevertheless, the mesoscale water vapor variability is sufficiently well

resolved for the goals of this study. Differential absorption lidar measures molecule

number density. Conversion into the mass mixing ratio, useful for thermodynamic rela-

tions, requires knowledge of dry air density, usually obtained from European Centre for

Medium-range Weather Forecasts (ECMWF) analysis fields of atmospheric pressure and

temperature that are interpolated in space and time to the lidar measurement positions.

When available, a profile of air density is provided by the closest dropsonde.

On average over all available inter-comparisons, the typical deviations between lidar

and dropsonde mixing ratio profiles amount to a few percent, which corroborates the

results of lidar inter-comparisons by Bhawar et al. (2011) and Trickl et al. (2016). Total or

partial columns of water vapor are obtained by vertical integration of absolute humidity,

the product of mass mixing ratio and dry air density. Due to methodical constraints, water

vapor lidar data below 250 m above sea level (asl) are not available. Given typical surface

mass mixing ratios of around 13 g/kg (see Table 1), this amounts to about 4 kg/m2 that are

missing in the lidar-derived columns, which represents 14% of a typical total column of

28 kg/m2. To solve this issue, we assume the unknown mixing ratios below 250 m to be

identical to those measured at 250 m. We find agreement within a few percent between the

resulting lidar-derived columns and the dropsonde results of Table 1, which is consistent

with the above-mentioned lidar accuracy and consequently validates our approach.

3 The Meteosat Images

To obtain an overview of the general cloud situation at the time of the flight, false color

composites have been produced using data from the imaging radiometer SEVIRI (Spinning

Enhanced Visible and Infrared Imager; Schmetz et al. 2002) aboard the geostationary

satellite Meteosat Second Generation (MSG) located at the equator above 0�E. SEVIRI
combines a temporal resolution of 15 min with 12 channels in the solar and thermal

spectral range. Its sampling distance amounts to 3 km in 11 channels at the subsatellite

point, while the broadband high-resolution visible (HRV) channel has a sampling distance

of 1 km. The colors red and green are produced by the superimposition of the low-

resolution solar channels centered at 0.6 and 0.8 lm with the HRV channel to produce a

high-resolution picture. The blue color stems from the low-resolution thermal channel

centered at 10.8 lm such that the blue component is high for cold objects (such as ice

clouds) and low for warm objects (such as low clouds). In more detail, the blue color

ranges from 263 (maximum blue saturation) to 323 K (no blue component). In this color

scheme, the sea surface appears deep blue/black since it shows very low solar reflection

(apart from sun glint regions) and is warm. Very low clouds appear yellow because of their

relatively high reflection (high R and G components) and comparatively high temperature

(low B component). Thicker clouds appear white since they are both highly reflective and

cold. Thin cirrus appears bluish/violet because it reflects little solar radiation and is very
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cold. The different height of thick mid-level white clouds and high thin blueish cirrus

clouds (sporadically present in the images presented in the following) can also be inferred

from the distance between the clouds themselves and the shadow they cast onto the lower-

lying objects (sea surface, lower clouds, aerosol layer) due to the low-lying sun: This

exercise confirms that blueish objects are higher in the atmosphere than white objects. The

clouds sensed by the airborne lidar are marked on these false color composites. A parallax

correction has been applied under the assumption that the cloud top is at around 2 km

height above the sea surface. The part of the flight path closest in time to the given SEVIRI

slot, indicated by the start time of the scan in the top left corner of the figures, is plotted in

cyan, while the flight route is red otherwise. The cyan cross denotes the point where the

Table 1 Main characteristics of the 3 selected lidar segments and of 7 related dropsondes (DS)

Subsection 4.2 4.3 4.4

Topic/title Strong
heterogeneity in
the cloud layer

Dry regions in the
cloud and sub-
cloud layers

Transport of moisture
through the cloud layer

Flight date 15 December 19 December 10 December

UTC time 18:55–21:20 17:01–19:27 17:50–19:50

Latitude 19–14�N 21–14�N 20–15�N
Longitude 40–58�W 39–57�W 41–55�W
Segment length 1982 km 2045 km 1571 km

DS release times, UTC 19:07 19:52
Fig. 1a

17:01 18:25
Fig. 1b

18:20 18:50
Fig. 1c

19:22

DS latitude (�N) 18.5 17.0 20.9 17.1 18.8 17.6 16.1

Sfc. pressure (hPa) 1018.1 1014.6 1017.3 1010.0 1015.1 1013.2 1012.4

Sfc. temperature (�C) 25 26 23 25 25.2 25.7 26.3

Sfc. water vapor mixing ratio (g/
kg)

12 13 12 14 13 15 14

Max. rel. humidity (%) 96 87 88 89 78 96 87

Altitude of max. rel. humidity
(km)

2.0 0.8 1.0,
2.0

0.6, 2.6 0.6 0. 6 0.7

Wind speed (m/s) 14 16 11 11 11 12 13

Wind direction 70� 80� 70� 80� 60� 60� 70�
Total column water vapor,
0–13 km (kg/m2)

26.5 23.6 30.5 32.5 23.5 32.1 23.8

Water vapor column below trade
inversion (kg/m2)

25 22 30 31 22 31 22

Altitude of trade inversion (km) 2.3 2.0 3.8 3.0 2.3 2.6 2.8

Humidity jump at trade inversion
(g/kg)

8 7 5 8 4 9 2

Temperature jump at trade
inversion (K)

6 4 0 2 2 4 1

Temperature lapse rate in cloud
layer (K/km)

6.7 6.5 6.0 5.3 5.2 5.0 3.5

Wind speed and direction (0� is wind from north) are averaged over the dropsondes’ lowest 3 km. All flights
went from northeast to southwest in a straight line without turn, at * 13-km flight altitude. Local time is
UTC—4 h. When the relative humidity exceeds 95%, the dropsonde likely passed through a cloud
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aircraft and SEVIRI are observing almost simultaneously. The corresponding UTC time is

written in cyan next to it. All SEVIRI figures are in satellite projection.

4 Results

4.1 Overview

Out of the wealth of lidar data in the tropics, about 30 flight hours or 25,000 km, we select

three 2.0- to 2.5-h-long, representative segments from different flights in the Western

Atlantic Ocean, to the east of Barbados, between 21 and 14�N, north of the ITCZ. Our

selection avoids aircraft turns, measurement interruptions, unavailability of dropsondes and

fully overcast areas. Each segment showcases a topic of particular scientific interest.

Table 1 gives an overview of the main characteristics of all segments, as well as of basic

meteorological parameters obtained by the sondes dropped within the segments. We used

the Vaisala RD94 GPS dropsondes that measure relative humidity with two independent

sensors. After converting into mass mixing ratio, we find deviations between both sensors

of\ 0.5 g/kg, which roughly corresponds to the lidar accuracy. All sondes were processed

using the ASPEN version 3.3–270 software, and the data were further visually inspected

for possible biases or malfunction before being incorporated into the analysis. All sondes

probed similar meteorological and thermodynamic conditions, owing to the trade wind

regime and the ocean surface. Their lowest measurements in the atmosphere just above the

ocean surface provide a good proxy of surface temperature and surface humidity. Both

increase equatorward as expected, while surface pressure decreases. Total column water

vapor, however, the vertically integrated absolute humidity, does not show a clear latitu-

dinal dependency within our study area. It depends rather on the depth and humidity of an

elevated moist layer with embedded clouds, termed cloud layer (Stevens 2005), which

typically extends up to between 2 and 3 km asl in Fig. 1 and the lidar observations.

a b c

g/kg, kg/m², °C g/kg, kg/m², °C g/kg, kg/m², °C

Fig. 1 Lower tropospheric profiles of 3 selected radiosondes dropped from the aircraft; a December 15,
2013, 19:52 UTC, b December 19, 2013, 18:25 UTC, c December 10, 2013, 18:50 UTC. Water vapor
mixing ratio (blue), bottom-integrated water vapor column (green), temperature (orange) and potential
temperature (violet). Dashed lines: heights of cloud layers from lidar observations. Table 1 lists additional
data from these sondes
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Figure 1, a sample of 3 sondes related to the lidar results, gives an overview of the

thermodynamic situation in the lowest 4 km, mainly the trade wind layer. Since all seg-

ments lie within the downward subsiding branch of the tropical Hadley cell, we see a

strong capping inversion at the cloud layer top, termed trade inversion (Stull 2015)

accompanied by a strong gradient in water vapor mixing ratio. Below, the cloud layer

extends down to about 0.8 km asl with conditionally unstable temperature lapse rates

varying between 3.5 and 6.7 K/km in Table 1. Under such conditions, a saturated parcel of

air is unstable to upward vertical displacements, and an unsaturated parcel is stable to small

displacements. Slight variations in temperature and mixing ratio, as shown in Fig. 1, can

suffice for saturation, or under-saturation, to occur. In the lowest level, the cloud-free,

convective marine boundary layer is characterized by fairly zero vertical gradients in water

vapor mixing ratio and potential temperature, indicating well-mixed conditions. Its tem-

perature lapse rate in these 3 exemplary cases varies between 10.0 and 10.5 K/km, very

close to dry adiabatic conditions. This sub-cloud layer is capped by a weaker inversion,

accompanied by a smaller mixing ratio jump of roughly 4 g/kg. Table 1 shows that the

relative humidity mostly peaks at the top of this sub-cloud layer. The average total column

water vapor in Table 1 amounts to 28 kg/m2. As typical for the winter trades, the humidity

below the trade inversion accounts for * 95% of that column, and the partial column

above totals * 1.4 kg/m2. These dropsonde observations agree with the lidar results

hereafter.

We dedicate each of the three following subsections to a different physical phenomenon

or process, even if it is evident that the presented lidar examples show similarities, owing

to the overall comparable meteorological conditions. Common features of the lidar

observations include (a) the horizontal and vertical variability of humidity in the lowest

4 km, our key topic, (b) the omnipresence of an elevated moist layer with embedded

clouds, the cloud layer, (c) the predominance of two altitudes for shallow clouds, namely

the bottom and the top of the cloud layer, and (d) the absence of moist and aerosol layers in

the free troposphere above the cloud layer. The latter is related to the winter trades with the

lowest likelihood of cross-Atlantic Sahara dust transport (Prospero et al. 2014). The

absence of aerosol from remote, continental origin eases the interpretation and the com-

parison between the lidar backscatter and water vapor measurements, as sea salt aerosol

and evaporation, both originating at the sea surface, can be considered here the main

sources for the observed backscatter and moisture, respectively.

4.2 Strong Heterogeneity in the Cloud Layer

On December 15, 2013, a local flight with start and landing in Barbados was performed in

southwest–northeast–southwest sequence, interrupted by a north–south under-flight of the

NASA A-Train satellites during the outbound flight leg, as displayed in Fig. 2. While the

southwest part of the flight has few clouds, the northeast part shows large cloud clusters

with smaller cloud-free zones in between. The overflown clouds can well be compared

with the lidar backscatter in Fig. 3 which shows the way back to Barbados where the

aircraft was heading straight southwest, without another A-Train under-flight, and nearly

parallel with the trade wind blowing at * 15 m/s (Table 1) yet 15 times faster. The

resulting maximum deviations of the lidar measurements at 40 and 54�W, separated in time

by * 1 h from Fig. 2, are * 54 km or * 0.5� longitude. Not only do the large-scale

patterns coincide, but also small clouds around 19:53 are visible in both satellite and lidar

images at about 1 km asl. The smallest clouds though are difficult to distinguish in both

figures. They appear as black dots in the lidar image and as an unresolved yellow–brown
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background in the satellite image, where very low faint clouds in between the many little

white (i.e., higher and thicker) cloud tops with horizontal extensions well below the

satellite spatial resolution altogether result in a fairly uniform yellow–brown color. At

19:30, between two large cloud clusters, the top panel of Fig. 3 shows a cloud-free region

* 70 km in width with maritime aerosol in the sub-cloud layer and less backscatter in the

cloud layer. This corresponds in Fig. 2 to a uniform yellow–brown area at the intersection

of the red flight path and 44.3�W. Comparing our two examples around 19:30 and 19:53,

we conclude that it is nearly impossible to distinguish small, scattered low clouds from

fully cloud-free regions in the MSG imagery because of the omnipresence of sea salt

aerosol in the lowest layer which hides the expected darker ocean surface and because of

the MSG/SEVIRI pixel size (large with respect to the lidar) that reduces the probability of

observing a fully cloud-free area. An exceptionally dark area is shown in Fig. 2 at 54.2 W

corresponding to Fig. 3 at 21:12. A region about 40 km wide, with backscatter coefficients

two times lower than in the previous example in both the sub-cloud and the cloud layer, is

observed by the lidar. Another dark region is seen in the next subsection, in Fig. 4 at

56.2 W and in Fig. 5 at 19:18 with additionally both layers thinner. These dark regions

represent spots in the MSG images where reflectivity at 0.6 lm is as low as * 0.13 and

reflectivity at 0.8 lm is below 0.08, indicating a cloud-free environment with low aerosol

content. Aerosol variability is present and visible in detail in the lidar backscatter, yet

difficult to quantify. Larger lidar backscatter can be due to larger aerosol sizes and con-

centrations. Hydrophilic sea salt particles swell with increasing relative humidity, observed

Fig. 2 MSG/SEVIRI false color composite for December 15, 2013, at 19:45 UTC using the 0.6-, 0.8- and
10.8-lm channels together with the high-resolution visible channel. The sea surface appears dark, low
clouds yellow, thick clouds white. See Sect. 3 for details. Aircraft flight track superposed (red), between
18:55 (northeast) and 21:05 (southwest end of red line), with 15-min segment around 19:53 highlighted in
blue, corresponding to the part of the flight path closest in time to this image. The north–south excursion at
* 51 W was an under-flight of the NASA A-Train, yet during the earlier outbound flight part around 17:00
UTC. The distance between 2� in longitude is * 213 km, between 2� in latitude * 223 km. Barbados is
situated approximately in the lower left corner, at 13�N, 59�W
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at the top of the sub-cloud layer, while their concentrations increase with increasing

surface winds, ocean roughness and intensity of turbulent mixing.

Figures 2 and 3 reveal a structural difference between the large upper-level cloud cover

in the northeast and the more scattered, small and multi-level cloud occurrences in the

Fig. 3 Top: High-spectral-resolution lidar (HSRL) backscatter of the lower tropical troposphere on
December 15, 2013; clouds black. Middle: Water vapor lidar cross section with dropsondes from Table 1 as
dashed lines. The top of the cloud layer (white line) is defined by a threshold in mixing ratio of 4 g/kg, the
top of the sub-cloud layer by one of 10 g/kg (black line; 11 g/kg after 19:45 UTC). Missing or too noisy
data, mainly below clouds, are whitened. The lidar images are squeezed in the horizontal by a factor of
* 200 with respect to the vertical. Bottom: Total water vapor column between 0 and 13 km (black) and
partial columns of the sub-cloud layer (red), the cloud layer (green) and the column aloft (blue). The
columns are undefined when data are missing
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southwest. The dropsonde of Fig. 1a is located at the transition between both cloud

regimes. Moist convection is obviously responsible for lifting the cloud layer, e.g., at

around 20:08, 20:28 and 20:54 UTC, and also the sub-cloud layer, e.g., at 20:00 and 20:32

UTC. The absence of high-resolution observations of vertical motion, however, hinders a

more consolidated statement to this respect. Thresholds in the mixing ratio are more robust

than maxima in vertical mixing ratio gradients to separate the layers. We tested both

gradient and threshold methods. The gradient method works well for determining the upper

layer limit, where it coincides within * 100 m with a threshold of 4 g/kg (the white line).

The top of the sub-cloud layer, however, has a gradient so much weaker that the threshold

gives more robust results, albeit not always satisfying. The black line in the middle panel of

Fig. 3, outlining the top of the sub-cloud layer, mostly coincides well with the strong

vertical aerosol backscatter gradients in the top panel, except after 20:50 UTC, where the

lower part of the cloud layer is more humid. Here the threshold method fails, and data

where the sub-cloud layer height would have exceeded 1.2 km have been removed. This is

the maximum thickness of the sub-cloud layer in the lidar backscatter. The alternative to

use the backscatter gradients fails due to disparities between the distributions of aerosol

and humidity, and due to the frequent absence of aerosol at the cloud layer top.

Overall, the strong heterogeneity of layer depth, humidity, cloud and aerosol distribu-

tion of the cloud and sub-cloud layers marks the scenery. For example, at an altitude of

1.5 km, in the middle of the cloud layer, the lidar-observed mixing ratio varies by a factor

of 3, between about 3 to 10 g/kg, which influences a lot the water vapor columns. The

partial columns in both layers (red and green lines for the sub-cloud and cloud layers,

respectively) vary by up to a factor of 2 and the total column (black) by up to 10 kg/m2 or

30%. The wavy variations in the total column have a size of about 300 km, corresponding

roughly to the extent of regions with higher-than-average humidity, interrupted by smaller

dry regions.

Fig. 4 As shown in Fig. 2 but for December 19, 2013, 19:30 UTC. Aircraft flight track starting 17:20
(northeast end of red line), with 15-min segment around 19:38 UTC highlighted in blue, corresponding to
the part of the flight path closest in time to this image
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4.3 Dry Regions in Both Cloud and Sub-cloud Layers

This case has been observed 4 days later on December 19, 2013, along nearly the same

flight track, with little more extent toward the northeast. In comparison, Figs. 2 and 4 show

large cloud clusters aligned northeast–southwestward in the west and less cloudiness in the

northeast. Indeed, in Table 1, the 17:01 UTC dropsonde has slightly lower relative

humidity, compared to the 19:07 UTC dropsonde of the previous case. Again, in Fig. 5, we

see humidity heterogeneity and the presence of two dominant cloud levels. However, the

Fig. 5 As shown in Fig. 3 but for December 19, 2013. The top of the cloud layer is defined by a mixing
ratio of 4 g/kg (white line), the top of the sub-cloud layer by 10 g/kg (black line; 11 g/kg after 18:20 UTC)
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total water vapor is 20% higher, because the cloud layer is on average * 1 km thicker,

while the sub-cloud layer is very similar, as also shown in Fig. 1a, b. The partial columns

of water vapor of both layers show less variability in this case. Due to the thickness of the

cloud layer, its column content now mostly equals that of the sub-cloud layer. Still,

variations of the partial columns of both layers occasionally exceed a factor of 2. Con-

ditional instability in the cloud layer, documented in Fig. 1 and Table 1, leads to the

observed patchiness of convection. Uplifted by local convergence due to, e.g., shallow

secondary circulations, a parcel of air may saturate at any height within the cloud layer, as

observed in the lidar backscatter. On the other hand, the growth of clouds may be stopped

by weak temperature inversions within the cloud layer, as shown, for example, in Fig. 1b at

1.7 km asl, corroborated by the presence of cloud tops in Fig. 5 at this height. Besides the

particularly high reaching humidity, a dry region at 18:40 UTC is eye-catching in Fig. 5.

Dry regions were also observed in the previous case, but this event is nearly as dry as the

free troposphere in the middle of the cloud layer in 2 km asl. The total water vapor column

decreases by 10 kg/m2 or * 30% across a width of * 100 km and the near-surface

humidity decreases by about 2 g/kg (15%). Because the water column aloft is dry, and

because upper tropospheric clouds are absent, such regions significantly cool the lower

troposphere (Stevens et al. 2017). It is this variability of water vapor and of the trade

inversion height that modulates the amount of outgoing longwave radiation and the related

cooling rates. The amount of cooling and the occurrence of possibly induced secondary

circulations are a focus of current research (Zuidema et al. 2012; Zuidema and Torri 2017).

In addition, radiative cooling may promote convection and clouds, and may be at the origin

of convective aggregation, another focus of current research (Stevens et al. 2017).

The high-humidity regions in the cloud layer in Fig. 5 span across * 500 km, which is

larger than in the previous case. This scale is again best deduced from the variations of the

total column water vapor (black line), where we find higher levels between 18:00–18:40,

and 18:40–19:20. The cloud layer extends nearly up to 4 km height in the northeast. Less

subsidence in this northernmost part is a likely reason, since the 17:01 dropsonde profile

(not shown here) has a much weaker inversion and moisture gradient than the 18:25

dropsonde of Fig. 1b. We also find dry regions in the sub-cloud layer, also * 100 km in

size. At 17:10, for example, the sub-cloud water column decreases by nearly 10 kg/m2.

Unlike their counterparts in the cloud layer these dry regions probably do not affect

radiation as much since they lie underneath the moist, insulating cloud layer. The 17:01

dropsonde, although not quite hitting the driest part of the sub-cloud layer, measured a 2�
lower surface temperature than the 18:25 dropsonde (see Table 1). These dry regions

obviously occur where the sub-cloud layer is thinner, as Fig. 5 shows. Overall, we find

high variability in the depth of the sub-cloud layer. In this segment, for example, it varies

between * 700 m (at 17:37 or 19:18) and * 1300 m, which is nearly a factor of 2.

4.4 Transport of Moisture Through the Cloud Layer by Shallow Convection

Figure 6 shows clouds again organized on large scales and a darker filament with few or no

clouds between about 20�N/43�W and 15�N/58�W meandering about the flight trajectory.

The MSG movie (not shown here) reveals that this filament persisted over the whole day,

embedded in the trade wind flow moving westward. Similar filaments existed on other days

of the campaign. Its darkest part was overflown between 19:00 and 19:25, and Fig. 7

confirms the absence of clouds here. Earlier, the slimmer northeastern part of the filament

was crossed at around 18:08 and 18:25, where the lidar backscatter also indicates cloud-

free conditions. The observations show that the width of the filament’s cloud-free core
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varies between 30 and 100 km. All filament crossings show a significantly drier cloud layer

in the water vapor cross section with around 7 instead of 9 g/kg at 1500 m asl.

This lidar segment displays an evident mechanism for upward transport, shallow con-

vection. Figure 7 shows a heterogeneous cloud layer which the cloud convection has

exceeded, giving a 200-km cloud topping between 2.5 and 2.8 km height and surrounded

by a distinct elevated moist layer, vertically centered around 2.3 km asl. The higher

humidity spans across 600 km, between 18:20 and 19:05. The availability of 3 dropsondes,

the one displayed in Fig. 1c being just in the middle of the convective cluster, adds value to

this case. They corroborate the lidar observation by indicating that convection has pushed

the trade inversion upward by several 100 m and has significantly sharpened the moisture

gradient at the height of the inversion. Table 1 also shows that the total column water

vapor is augmented by 8.5 kg/m2, or 30% in the 18:50 dropsonde, in agreement with the

lidar water vapor columns (not shown here). Accordingly, the profiles of Fig. 1b, c are

similar, except for the height of the inversion, whereas the 18:20 and 19:22 dropsondes

(see Table 1) are more comparable to Fig. 1a. The observed elevated cloud cluster likely

represents a moisture elevator, although evidence could, as mentioned before, only be

provided by additional observations of vertical movements or of convergence. Again, the

lidar backscatter reveals a predominance of two cloud top heights, with the smaller,

scattered clouds topping at about 1 km asl. While the cirrus in the satellite image (Fig. 6) is

well discernible, visual discrimination of the two different lower troposphere cloud top

heights remains a challenge despite advanced imaging, mainly because the scattered clouds

are too small and because Fig. 1c reveals that the temperature difference between the two

heights is just a few degrees and consequently too low to generate a discernible color

contrast in the satellite images.

Fig. 6 As shown in Fig. 2 but for December 10, 2013, 19:30. In the lower left, cirrus emanating from deep
convection at the ITCZ located more south is apparent in violet. Aircraft flight track starting 17:50
(northeast end of red line), with 15-min segment around 19:38 UTC highlighted in blue, corresponding to
the part of the flight path closest in time to this image
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Figure 8 gives an impression how the convective cluster seen by the lidar in Fig. 7

evolves over time. It is part of a larger circle of clouds with size * 200 km around an

inner cloud-free region of * 70 km diameter. The circle appears having organized itself

from less-ordered cloud patches over the course of about 2.5 h. The whole cluster moves

southwestward with the trade winds of * 12 m/s, which results in a displacement of

* 160 km over the 3:45-h time span, in agreement with Fig. 8. Generally, lidar results

Fig. 7 As shown in Fig. 3 but for December 10, 2013

Fig. 8 Temporal evolution on December 10, 2013, from 16:00 to 19:45 UTC with 1:15 h increment of
cloud cluster of Fig. 7 as observed by MSG. Third image (18:30) incudes HALO flight path with timestamp.
Fourth image is 15 min later than Fig. 6. The background varies due to changing solar illumination and
cloud temporal evolution
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from repetitive overflights of the same region (not shown here) provide evidence that

meso-scale structures (variations) of the ‘‘background’’ humidity in the cloud layer remain

discernible over at least some hours, similar to the cloud observations in Fig. 8.

4.5 Mean, Variance and Skewness Profiles of Water Vapor

Vertical profiles of statistical moments of horizontal water vapor lidar distributions

between the clouds permit quantifying the variability for comparisons between the three

presented cases and with former studies. Profiles for the horizontal domains of Figs. 3, 5

and 7 are shown in Fig. 9. In Fig. 9a, b that presents similarities, while the third case is

different, the variance maxima coincide, as expected, with the heights of the strongest

vertical moisture gradients located at the top of the cloud layer. The variance is propor-

tional to the moisture jump across that boundary, with case a about twice as strong as case

b. Below 1.5 km asl, the variances in a and b are similar. In contrast, the gradients at the

top of the sub-cloud layer are so weak that the variances do not peak a second time there.

Note that the mean profiles are smeared out by horizontal variability and that the vertical

lidar resolution is 290 m, while the local gradients may be much steeper, as shown in

Fig. 1. Case 3 is special. Due to the presence of two distinct convective regimes, one

higher reaching in the middle of Fig. 7 and the other one surrounding it at lower levels, the

mean profile in Fig. 9c shows three layers and the variance profile has two distinct peaks.

In all three cases, the variance in the sub-cloud layer is lower than that in the cloud layer. A

slight increase in the variance below 500 m asl may be indicative of instrumental noise that

adds to the natural variance and increases with measurement range, i.e., augments the

variance artificially toward the surface, as exemplified in Kiemle et al. (2007). Above its

maximum at the trade inversion, the variance abruptly decreases to very low levels up to

the flight altitude. In comparison with fluctuations of water vapor in a convective boundary

layer (CBL) over land, with smaller spatial scales and different origins of variability, we

find up to 10 times stronger moisture variances. Kiemle et al. (1997, 2007) derived mixing

ratio variance profiles from CBL lidar curtains with maxima\ 1 (g/kg)2 at the top of the

cloud-free CBL and mixing ratio jumps across the inversion comparable to those of the

present case b. In the mid-CBL, their variances lie between 0.05 and 0.5 (g/kg)2, after

Fig. 9 Profiles of mean (solid), variance (dotted) and skewness (dashed) of horizontal water vapor lidar
distributions between the clouds on a December 15, 2013, b December 19, 2013 and c December 10, 2013.
Horizontal dashed lines: a, b average sub-cloud and cloud layer heights from black and white lines in Figs. 3
and 5; in c the cloud layer has two distinct top heights
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filtering out variance on scales larger than * 10 km that were under-sampled. The

comparison is consequently of limited value.

The skewness indicates the asymmetry of the water vapor distribution. A higher-order

statistical moment, the skewness is more sensitive to outliers in the distribution, inde-

pendent on whether they are real or measurement artifacts. Our interpretation consequently

will be limited to the most prominent phenomena observed. In Fig. 9a, the skewness peaks

at 2.5 km asl because of the presence of three upward protrusions of water vapor into the

dry free atmosphere in Fig. 3 at 20:10, 20:30 and 21:10. Conversely, the minimum at

1.7 km is related to the presence of two downward protrusions of dry air into the cloud

layer at 20:15 and 20:45. Above 2.5 and below 1.7 km, the skewness is insignificant, i.e.,

the distribution is symmetric about the mean. Maximum skewness in Fig. 9b is found

above the trade inversion because of higher humidity in the very left of Fig. 5. More

interesting is the region with negative skewness below, deeper than in case a, related to the

prominent downward protrusion of dry air into the cloud layer at 18:40. The vertical extent

of negative skewness corresponds to the depth of the protrusion. Skewness values between

0 and-1 correspond to values found below the top of a CBL by Kiemle et al. (1997) due to

narrow entrainment protrusions of dry air, yet, as noted for the variance, just the mor-

phology corresponds, but the spatial scales and the atmospheric processes responsible for

the observed variability are very different. For example, the CBL protrusions are typically

1 km in width, while the one at 18:40 is 100 km wide. It is consequently appropriate to

consider the present horizontal scales of variability to be about 100 times larger. The

skewness is negative also between altitudes of 0.5 and 1.1 km, due to a suppressed sub-

cloud layer around 17:10, again about 100 km large. Due to the two different regimes of

convection and a consequently bimodal humidity distribution above 1.6 km, the skewness

profile of Fig. 9c is only useful below this height, where we find relatively insignificant

values again indicative of a balanced moisture distribution.

5 Conclusions and Outlook

Thanks to the capability of performing targeted, simultaneous measurements of aerosol or

cloud backscatter and water vapor in regions of particular interest, an airborne water vapor

lidar can help elucidate the complex interactions between water vapor, clouds and aerosol

in the trades. During the HALO-NARVAL winter campaign in December 2013, high

horizontal and vertical variability of humidity in the lower tropical troposphere, the

omnipresence of an elevated moist layer with embedded clouds above the sub-cloud

marine boundary layer and high variability in the depth of those two layers were observed.

The mixing ratio variance within the layers is up to 10 times larger than within a cloud-free

CBL over land, at horizontal scales of variance about 100 times larger. The variance

mainly stems from the presence of dry regions in the cloud and sub-cloud layers, and the

transport of moisture through the cloud layer by shallow convection. In the majority of

lidar and dropsonde profiles, a strong temperature inversion and the strongest humidity

gradient are located at the top of the cloud layer, while the sub-cloud layer top is char-

acterized by weaker gradients of temperature and humidity. Conditional instability

throughout the cloud layer creates an environment in which slight variations in temperature

and humidity can have an impact on cloud depth and cover, thus creating the variability of

cloud base and top heights observed within this layer.
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Often, shallow convection is seen to precipitate, locally drying and cooling the atmo-

sphere (Zuidema et al. 2012). We do not measure temperature by airborne lidar, but could,

in the future, assess temperatures at the lifting condensation level when assuming that the

lidar water vapor mixing ratio just at the top of the sub-cloud layer, below the base of

optically thin clouds, corresponds to the saturation mixing ratio. Wherever the temperature

lapse rate in the sub-cloud layer can be assumed dry adiabatic as shown in Fig. 1, we could

extrapolate to the surface temperature and also obtain near-surface relative humidities

using the near-surface lidar mixing ratios. Additionally, conditional sampling of the water

vapor lidar profiles around precipitating versus non-precipitating clouds may shed more

light on the implications of precipitating shallow convection. Furthermore, investigations

of a possible correlation between cloud cover and ambient column water vapor may

complement the analyses of water vapor distributions in the vicinity of clouds. In order to

better quantify the observed heterogeneity, variance and spectral analyses of the broader

humidity fields and of the depths of both cloud and sub-cloud layers are foreseen. Frequent

gaps in the lidar data due to overlying clouds impede an easy approach, yet earlier work

has opened ways to mitigate this issue (Kiemle et al. 2011). The observed intermittent

character of convection in the cloud layer leads to water vapor distributions that may not be

stationary enough for successfully applying Fourier analyses. For these cases, well-doc-

umented alternative approaches exist to characterize variability, as exemplified in Fischer

et al. (2013). In contrast to the present case study, future work will use all available water

vapor lidar measurements from both NARVAL winter and summer campaigns to give

resulting probability distribution functions and related statistics a broader basis, similar to

the comprehensive analyses performed by Randel et al. (2016).

With the absence of humidity and clouds above the trade inversion, the amount of

outgoing longwave radiation and the related cooling rates are mainly governed by the trade

inversion height and its variability. Lower heights increase the outgoing longwave radia-

tion, yet the effects caused by such mesoscale variability on the trade wind layer are still

fairly unknown. Future research could involve using the water vapor lidar profiles, together

with auxiliary data as input for radiative transfer modeling to obtain estimates of the

outgoing longwave radiation with high spatial resolution along the flight track. Recent

model results suggest that low-level radiative cooling induces shallow circulations (Nau-

mann et al. 2017). The presented lidar observations as well as models accurately repro-

ducing the observed variability will help evaluate the role that trade wind water vapor and

its variability play for climate.
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Abstract A deeper understanding of how clouds will respond to a warming climate is one

of the outstanding challenges in climate science. Uncertainties in the response of clouds,

and particularly shallow clouds, have been identified as the dominant source of the dis-

crepancy in model estimates of equilibrium climate sensitivity. As the community gains a

deeper understanding of the many processes involved, there is a growing appreciation of

the critical role played by fluctuations in water vapor and the coupling of water vapor and

atmospheric circulations. Reduction of uncertainties in cloud-climate feedbacks and con-

vection initiation as well as improved understanding of processes governing these effects

will result from profiling of water vapor in the lower troposphere with improved accuracy

and vertical resolution compared to existing airborne and space-based measurements. This

paper highlights new technologies and improved measurement approaches for measuring

lower tropospheric water vapor and their expected added value to current observations.

Those include differential absorption lidar and radar, microwave occultation between low-

Earth orbiters, and hyperspectral microwave remote sensing. Each methodology is briefly
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explained, and measurement capabilities as well as the current technological readiness for

aircraft and satellite implementation are specified. Potential synergies between the tech-

nologies are discussed, actual examples hereof are given, and future perspectives are

explored. Based on technical maturity and the foreseen near-mid-term development path of

the various discussed measurement approaches, we find that improved measurements of

water vapor throughout the troposphere would greatly benefit from the combination of

differential absorption lidar focusing on the lower troposphere with passive remote sensors

constraining the upper-tropospheric humidity.

Keywords Remote sensing � Water vapor profiles � Atmospheric science � Lidar �
Differential absorption lidar � Radar � Differential absorption radar � Microwave

occultation � Hyperspectral microwave � Emerging technology

1 Introduction

The dominant source of uncertainty in climate sensitivity estimates has been traced to

model diversity in the response of clouds to climate change (Bony and Dufresne 2005; Vial

et al. 2013). Narrowing this uncertainty and improving the confidence of climate projec-

tions represents one of the greatest challenges faced by the Earth science community,

suggesting better constraints on the magnitude of cloud feedbacks are key. While we have

had little success in reducing the range of estimated climate sensitivity, we have greatly

improved our knowledge of the processes involved. Fundamental mechanisms behind

longwave feedbacks due to deep tropical clouds are better understood (Hartmann and

Larson 2002), although questions remain about the importance of mesoscale organizing

processes (Wing et al. 2017; Wing and Emanuel 2014; Mauritsen and Stevens 2015; Mapes

et al. 2017). Shallow clouds are mediated more by atmospheric circulation than by

microphysical processes. Petters et al. (2013) performed large-eddy simulation (LES)

studies on the sensitivity of overcast stratocumulus liquid water path (LWP) to the

humidity of the air in the free troposphere just above cloud top, finding that radiative and

evaporative cooling at the cloud top are highly sensitive to the moistness of the free

troposphere above cloud top. Realistic variations in moisture were found to have effects on

LWP similar to or larger than those expected from perturbations in cloud condensation

nuclei. This parallels the known importance of humidity for the development of deeper

convection (James and Markowski 2010).

Modeling across scales suggests that many aspects of circulation—the depth of the

marine boundary layer (BL), the moisture gradient between the sea surface and the free

troposphere, the rate of subsidence, etc.—will change in response to a warming climate. As

the community gains a deeper understanding of the processes involved in regulating

shallow clouds and their radiative effects, there is a growing appreciation of the critical

role played by small fluctuations in water vapor in and above the marine boundary layer

and the coupling of water vapor and atmospheric circulations.

In the tropics, water vapor has a maximum variability in the lower troposphere near

800 hPa (Holloway and Neelin 2009). Recent observations (Nuijens et al. 2009, 2017) and

LES studies (Seifert et al. 2015) of trade cumulus regimes suggest that subtle variations in

humidity in the lower troposphere play a dominant role in convective development and in

buffering aerosol-cloud radiation interactions. Mixing processes acting to redistribute

water vapor between the free troposphere and the marine boundary layer can impact the

albedo and frequency of shallow marine clouds. Lower tropospheric mixing has been seen

Surv Geophys (2017) 38:1445–1482
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to scale strongly with feedbacks in models (Sherwood et al. 2014) but is poorly constrained

by observations. Proxies for small- and large-scale mixing are given by the structure and

depth of the moist layer over the tropical oceans. Better constraints on water vapor

anomalies in the lower troposphere-requiring higher vertical (* B 0.3 km) and horizontal

(* B 10 km) resolution and accuracy (B 2%)—would improve understanding in all of

these areas and constitute a tremendous advance (ISSI Workshop on Shallow clouds and

water vapor, circulation and climate sensitivity).

In summary, progress on the role of atmospheric water and circulation requires

improved understanding of underlying processes by better observations of water vapor,

clouds, and winds, especially in the lower troposphere. A high vertical measurement

resolution is needed because strong vertical moisture gradients at the top of the mixed layer

and in the free troposphere aloft can strongly influence radiation and the development of

both shallow and deep convection (Stevens et al. 2017). Generally, water vapor mea-

surements are challenging, both because water vapor is highly variable in space and time

on a large range of scales, and because the physics of the various measurement approaches

used to date fundamentally limits each instrument’s performance in different ways. The

ideal hygrometer still does not exist, but interesting new technologies are emerging that

show promise in overcoming limitations of current measurement approaches. It is therefore

timely to explore their capabilities and synergies, and to discuss their advances with

respect to the conventional measurement techniques.

In situ hygrometers, mainly deployed on land stations, buoys, ships, balloons or aircraft

can be highly accurate but suffer from poor representativeness as they offer point or line

measurements in space or time. They are very irregularly distributed around the globe:

Their density is poor over remote regions and oceans, and vertical profiles are rare.

Spectrometers on satellites provide global coverage yet are impeded by low measurement

sensitivity in the lower troposphere due to blurring by the water vapor column aloft. Their

complex retrieval is sensitive toward thin clouds or aerosol layers such that measurement

biases may arise if clouds and aerosol remain undetected, or if they are accounted for at

incorrect altitudes. Their data have coarse spatial resolution, particularly in the vertical,

limb sounding being no option in the lower troposphere. Better spatial resolution, com-

bined with the interesting possibility to trade-off vertical versus horizontal resolution

versus measurement precision, in order to optimize the measurements to the needs of their

users/communities, can be provided by active remote sensing such as differential

absorption lidar (DIAL) and (in the future) radar (DAR). DIAL and DAR come at the cost

of higher instrument complexity, and a certain loss of coverage since most active instru-

ments have no scanning capability in order to keep complexity within reasonable limits.

Clouds are obstacles for DIAL, yet the lidar sensors’ field of view is sufficiently small that

every cloud gap provides an opportunity for vertical profiling. An upcoming cost-efficient

technique is radio/microwave (signal) occultation. Since the measurement geometry is

similar to limb sounding, however, the benefit for profiling humidity in the planetary

boundary layer is limited due to the inherent broad horizontal averaging kernels. The value

of this new technique will grow with the number of exploitable occultation events. Lastly,

new detector technologies open the possibility for hyperspectral microwave sensors that

can support thousands of spectral channels with little to no sensitivity to cloud contami-

nation. This paper highlights these new or improved technologies for measuring lower

tropospheric water vapor presented at the ISSI Workshop on Shallow clouds and water

vapor, circulation and climate sensitivity, and their expected added value to current

observations. The potential synergies and added benefits of each measurement technique

compared to existing observational methods are also discussed.
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2 Differential Absorption Lidar

The differential absorption lidar (DIAL) technique was first used to measure lower tro-

pospheric water vapor by Schotland (1966), just a few years after the discovery of the laser,

and it has since been used to measure a number of trace gases in the atmosphere. So the

technique is not new, yet currently benefits from significant technological advances. It

utilizes atmospheric molecular (Rayleigh) and aerosol (Mie) backscattered return signals

from a tunable single-frequency, pulsed laser to directly measure range resolved profiles of

water vapor molecular number density N(R). Two spectrally close laser pulses (typical 10–

100 ns pulse width) are transmitted to the atmosphere near simultaneously (0.2–1 ms

separation) with one pulse tuned to the center or wing of a gas absorption line, called the

online (kon), and the second pulse, called the off-line (koff), tuned to a less absorbing

spectral location. The separation between the online and off-line wavelengths is typically

\ 1 nm to minimize biases resulting from differences in atmospheric backscatter and

extinction coefficients. The retrieval of concentration profiles is achieved using the DIAL

equation,

N Rð Þ ¼ 1

2DR ron � roffð Þ ln
P kon;Rð ÞP koff ;Rþ DRð Þ
P koff ;Rð ÞP kon;Rþ DRð Þ

� �
;

which exploits the differential attenuation of the backscattered return signals (Pkon, Pkoff

(W)) between the online and off-line wavelengths along with a priori knowledge of the

differential absorption cross section Dr (cm2) over a range bin DR (m) (Schotland 1974).

Given the laser on–off pulse pair temporal and spectral separation are sufficiently small

(B 1 ms and\ 1 nm, respectively), it can be assumed that the atmospheric volume

scattering and extinction coefficients are constant between the online and off-line atmo-

spheric return signals. As a result, DIAL from aircraft and space have the potential for high

accuracy measurements of trace gases, in particular, water vapor throughout the tropo-

sphere, as they are self-calibrating and not prone to bias resulting from aerosol and cloud

contamination.

2.1 Measurement Capabilities

Water vapor DIAL has similar performance over land and ocean as it is insensitive to

surface emissivity. Further, water vapor profiles can be retrieved during day and night, at

all latitudes, and during all seasons. Multiple online wavelengths can be implemented to

increase the dynamic range required for measurements in different climates as well as for

full tropospheric profile measurements from the upper troposphere and lower stratosphere

(UTLS) down to the tropical marine layer (Fig. 1). Generally, Lidar on aircraft can effi-

ciently probe target regions of interest for the study of particular atmospheric processes in

two or three (when using a scanner) spatial dimensions. When installed nadir-viewing,

another advantage arises from the fact that air density, and partly also humidity and aerosol

concentration, increases exponentially with range below the aircraft, thus partly com-

pensating the decrease in backscatter signal intensity that is proportional to the range-

squared. Airborne water vapor DIAL systems have been developed over the past 20 years

with focus on tropospheric and UTLS measurements from local to synoptic scales for

weather and climate studies (Higdon et al. 1994; Bruneau et al. 2001; Browell et al. 1997;

Ehret et al. 1998, 1999; Poberaj et al. 2002; Wirth et al. 2009; Ferrare et al. 2004). Lidar

technology developments have evolved at DLR, Germany, to enable advanced DIAL
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systems which operate in the strongly absorbing 935-nm water vapor band. These systems

have been developed as airborne demonstrators for future satellite missions and have been

deployed within many large-scale field experiments. They have demonstrated measure-

ment capability in the UTLS region, as well as in cirrus clouds (Kiemle et al. 2008; Groß

et al. 2014). Recently, airborne water vapor lidar observations focused on tropical shallow

convective environments have been reported (Kiemle et al. 2017), while earlier work has

demonstrated the value of airborne lidar to characterize the variability of humidity and of

latent heat fluxes within the convective boundary layer over land (Kiemle et al. 2011).

Developed at NASA as an initial step toward a space-based water vapor DIAL, the

airborne Lidar Atmospheric Sensing Experiment (LASE) has also demonstrated that profile

measurements of water vapor can be made to an accuracy of better than 6% or 0.01 g/kg

(whichever is larger) throughout the troposphere with 330 m and 14 km vertical and

horizontal resolution, respectively (Browell et al. 1997; Ferrare et al. 2004). Figure 2

shows recent measurements from LASE, which has now been in operation for nearly two

decades. These results are over the central Great Plains during the Plains Elevated Con-

vection At Night (PECAN) mission and illustrate the high vertical resolution achievable

and high accuracy relative to radiosonde profiles. Use of online/off-line surface reflection

signals provides column water vapor and also for extending the water vapor profiles to

within 100 meters above the surface, although not implemented in the figures shown here.

Water vapor DIAL has the potential to provide high accuracy and high vertical resolution

profiles from space, particularly near the surface where retrievals from passive and active

microwave sensors struggle the most. Future prospects for Earth observing systems

focused on atmospheric dynamics will greatly benefit from complementary measurements

between active DIAL sensors which have greatest sensitivity to the near the surface

Fig. 1 A space-based DIAL transmitter will require transmission of two or more online wavelengths to
adequately measure the large water vapor dynamic range from the upper troposphere down to the near-
surface atmosphere. The different online wavelengths experience different water vapor optical thicknesses,
resulting in different measurement sensitivities. For WALES and HALO (see Sect. 2.2), three combinations
of signals using three wavelength pairs result in a composite water vapor profile throughout the troposphere,
with expected relative random error profiles depicted in the left panel (ESA 2001). Hard target returns from
the surface can be used to measure the full column at each wavelength using the integrated path DIAL
approach (IPDA). Water vapor measurements from the lowest retrievable range bin can be extended down to
the surface using IPDA. Measurements/missions focused on the mid-lower troposphere would benefit from
the reduced number of required online wavelengths as well as from the added flexibility in the transmitter
design by having additional access to weaker absorption lines in the 820 and 720 nm spectral bands
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atmosphere, and passive/active microwave and occultation approaches (discussed below)

whose averaging kernels are weighted to the mid-upper troposphere. The combination of

active and passive retrievals has the potential to result in high-resolution water vapor

profiles from the surface to the stratosphere.

Lidar is characterized by small footprints relative to radars and radiometers (on the

order of 100 m) and can profile above low clouds and below optically thin cirrus. Cloud

masking and shot averaging allows probing between broken boundary layer clouds.

Opaque clouds are the primary limiting factor to the number of useful observations

retrieved from space-based active and passive remote sensors. Similar to the methods

carried out by Kiemle et al. (2015), the number of useful water vapor DIAL profile

measurements that extend down to the surface can be determined using the cloud fraction

measurements from the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations

(CALIPSO) mission. CALIPSO level-2 version 3-01 cloud layer products are aggregated

into a 278 9 278 km2 (2.5� 9 2.5�) grid where a cloud optical depth (OD) threshold of 1

(86.5% two-way attenuation) is applied to the grid as a means to differentiate between

clear and cloudy (cloud OD[ 1) conditions. Figure 3 shows the global map of CALIPSO-

derived cloud-free fraction averaged over 12 consecutive months in 2007. The resulting

cloud-free fraction map shows most favorable conditions along the northern and southern

subtropics, a geographic area where water vapor has a maximum variability in the lower

troposphere (Holloway and Neelin 2009) and subtle variations in lower tropospheric

Fig. 2 Examples of water vapor profiles measured by LASE in advance of two separate mesoscale
convective systems (MCS) during the 2015 PECAN mission over the US central Great Plains. The LASE
time series data (left panels) reveal strong spatial variability ahead of high impact weather systems that are
not resolved by passive systems. Overpasses of PECAN ground sites by the NASA DC-8 aircraft show good
agreement between LASE and coincident radiosonde measurements (right panels). The sonde comparison
shown for PECAN flight 02 occured outside of the corresponding time series chart to the left. The white
lines at the top and bottom of the time series charts represent the aircraft flight path and surface height,
respectively. The blacked out sections in the time series charts lack data due to lidar beam extinction by
cloud. Dz and Dt represent the spatial and temporal separation between the sond launch and aircraft overpass
time and location, respectively
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humidity play a dominant role in convective development and in buffering aerosol–cloud–

radiation interactions. DIAL measurements are impacted by optically thin clouds with

OD\ 1; however, the signals are further attenuated, not fully obstructed. In consequence,

more horizontal and/or vertical averaging can provide profiles with accuracy and precision

similar to cloud-free profiles. The coarse cloud-mask blurs many of the small cloud-free

regions that appear in higher-resolution space lidar analyses (see, e.g., Kiemle et al. 2015,

Fig. 3 for CALIPSO cloud stats). The likely reduction in average OD using this blurred

cloud mask is not quantified here, however, the effect is less detrimental to instruments

with small field of view such as lidar by enabling profiling within small cloud gaps, and is

expected to be most pronounced in regions with (deep) convective clouds and fair weather

cumulus that have sharp edges, particularly in the tropics.

Simulations based on the experience gained with airborne demonstrators at NASA and

DLR have demonstrated the potential for high-resolution water vapor DIAL profiling from

a LEO satellite throughout the troposphere (Ismail and Browell 1989; Di Girolamo et al.

2008). The Water Vapour Lidar Experiment in Space (WALES) is a European Space

Agency Earth Explorer mission proposed in the early 2000s targeting profile measurements

of tropospheric water vapor using the DIAL technique (ESA 2001). Unfortunately,

WALES was not selected for further development due to cost and technical risk associated

with the laser under consideration; however, several feasibility studies were carried out and

demonstrated the utility of such measurements for weather and climate applications. A

concept study by Gerard et al. (2004) assessed the performance of a space-based water

vapor DIAL relative to passive infrared measurements such as from IASI (Infrared

Fig. 3 Global map of annual mean CALIPSO-derived cloud-free fraction. A CALIPSO column is defined
to be cloud-free whenever its total measured cloud optical depth is less than 1. The cloud statistics were
compiled from data collected in 2007. In 2007, the annual global cloud-free fraction was 53.5%, suggesting
that the retrieved water vapor profiles of a space-based DIAL could extend down to the surface for over half
of the total retrieved profiles and thereby substantially add value to the next generation of atmospheric
remote sensors targeting tropospheric dynamics
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Atmospheric Sounding Interferometer). The results of the study indicated that for a fixed

error threshold, the WALES water vapor DIAL concept under study would extend water

vapor measurements to higher altitudes than for IASI, with improved vertical resolution

near the surface (Gerard et al. 2004). Di Girolamo et al. (2008) also carried out an end-to-

end simulation of a WALES like lidar to assess the systematic and random error perfor-

mance under a wide range of atmospheric conditions. The results confirmed the capability

of a space-based water vapor DIAL of accurately measuring the water vapor and aerosol

structure from the UTLS down to the surface with better than ± 5% bias and ± 20%

random error. The measurement requirements resulting from the space-borne WALES

mission study (Gerard et al. 2004; DiGirolamo et al. 2008) are shown in Table 1. Although

the concept study was carried out over a decade ago, the general sampling and accuracy

requirements for a space-based DIAL for the application of improving Numerical Weather

Prediction is still valid. The third column represents target measurement requirements

(resulting from the 2016 Shallow clouds and water vapor, circulation and climate sensi-

tivity Workshop) needed to advance our understanding of the interplay between shallow

clouds, atmospheric circulation, and climate sensitivity. Although airborne DIALs have

demonstrated the high spatial resolutions called out for cloud/climate studies, the improved

vertical and spatial sampling requirements pose a challenge for space-based observations

with current technologies.

The high accuracy and precision capability of a space-based water vapor DIAL,

WALES, is further demonstrated in a model-simulation comparison shown in Fig. 4. A

single global latitude slice from a Numerical Weather Prediction (NWP) model run at

122 W longitude on May 24, 2001, is used to define the water vapor field that is ingested

into the WALES lidar simulator. Thin and thick clouds in the NWP model are depicted by

the brown and black feature masks, respectively. These feasibility studies, including the

model-simulation comparison in Fig. 4, demonstrate the ability of the DIAL technique to

measure fine-scale water vapor features from the upper troposphere down to the near-

Table 1 Space-borne water vapor DIAL observational requirements adapted from the WALES lidar mission
concept (Gerard et al. 2004)

Requirement Threshold Baseline Cloud Climate 
Sensitivity Studies 
(ISSI Workshop)

LT MT UTLS LT MT UTLS LT
Vertical resolution (km) 1.0 1.0 2.0 0.5 1.0 2.0 0.3
Horizontal resolution (km) 100 150 200 10 50 100 ≤ 10
Spatial coverage Global Tropics
Timeliness/Revisit time <3 hours (operational meteorology),

< Monthly revisit (e.g. CALIPSO/ CloudSat nadir sampling)
Dynamic range (g/kg) 0.01-15 0.001-25 1-25
Random error (1σ) (%) 20 5 3
Systematic error (%) < 5 < 2 < 2

Measurement requirements for cloud and climate sensitivity studies result from the 2016 Shallow clouds and
water vapor, circulation and climate sensitivity workshop (Stevens et al. 2017; Bony et al. this issue).
Dynamic range requirements for DIAL missions targeting lower tropospheric measurements can be relaxed
to cover those ranges typically observed from the mid-troposphere (\ 10 km) down to the surface. Nar-
rowing the focus of a mission to measurements in the mid-lower troposphere opens the possibilities of new
laser technologies with reduced complexity and hence risk. Lower troposphere (LT) ranges from * 0 to
5 km, mid-troposphere (MT) ranges from * 5 to 10 km, and upper troposphere/lower stratosphere (UTLS)
ranges from * 10 to 17 km
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surface atmosphere with high precision and low bias in clear and cloudy skies during both

day and night conditions. These capabilities have been further realized via airborne

demonstrators (airborne WALES and LASE) that match and often exceed the WALES

space mission requirements (as well as those required for shallow cloud studies) on pre-

cision and accuracy, although over much shorter horizontal averaging scales. The

requirements for space-based observations of the tropical marine boundary layer (with the

resolution required to improve our understanding of cloud-climate feedbacks) are chal-

lenging and would require substantial technological investments in the near term. How-

ever, airborne DIAL measurements with capabilities that surpass the aforementioned

measurement requirements can be used in the interim to conduct process oriented field

studies that supplement space-borne observations that lack the required spatial resolution/

sampling, but offer global coverage over long time series.

2.2 Technology Readiness

NASA and DLR have fielded airborne water vapor DIAL systems for targeted process

studies over the last two decades and have successfully demonstrated key elements

required for accurately measuring water vapor profiles from airborne platforms. While

laser energy and spectral purity requirements for airborne and space-based DIAL mea-

surements are fulfilled by LASE and WALES, the electrical efficiencies for both systems

are unsuitable for scaling to space. Advances in laser and lidar technologies leveraged from

previous successful missions such as CALIPSO as well as ongoing developments such as

Fig. 4 Pole-to-pole water vapor cross section along 122�W (mainly over the Pacific Ocean and Canada)
representing the ‘‘true’’ atmospheric state for input into the WALES simulation model (top), and output of
this model, i.e., what this space lidar would be able to observe (bottom). Information below thick clouds is
lost (black), yet the tropospheric water vapor distribution and variability is very well reproduced. In total,
83% of the simulated cloud-free observations below 15 km agree to within 20% with the model reference
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EarthCare, ADM-Aeoulus, ICESAT-II, MERLIN, and CALIPSO follow-on mission con-

cepts (Albert et al. 2015) have enabled a new class of airborne water vapor DIALs that

serve as prototypes for future satellite missions. NASA is currently developing a new

airborne DIAL to fly on a variety of mid-to-high altitude platforms for profile measure-

ments of water vapor and aerosols and clouds from the surface to the lower stratosphere.

This development will serve as a prototype for future space-based water vapor DIAL

missions. Recent investments in airborne DIAL have led to reduction in size, weight, and

power budgets commensurate with those required for future space-based water vapor

DIAL missions. Further technology investments are required, however, in the areas of

high-power lasers, optical receivers, and detectors to scale technology used in current

airborne systems to be suitable for satellite DIAL missions with reasonable cost and

reduced risks of failure.

The LASE and WALES DIAL systems operate at 820 and 935 nm, respectively. The

935 nm spectral band was chosen for WALES to allow for full tropospheric profile

measurements from the UTLS down to the surface (Wirth et al. 2009). The 820 nm

spectral band was chosen for the LASE system to increase sensitivity to the near-surface

atmosphere and utilize mature Ti/Sapphire laser technology (Moore et al. 1997; Browell

et al. 1997, 1998). Furthermore, this spectral band was the only region accessible by means

of direct laser generation at the time, opposed to WALES which was developed in the mid-

2000s and utilizes parametric conversion to generate coherent laser light in the 935 nm

spectral band. The newest DIAL system under development at NASA is the High Altitude

Lidar Observatory (HALO), planned for aircraft deployment on the NASA King Air

platform in 2018. HALO is configured to fly on the NASA ER-2 aircraft, which will

provide a viewing geometry able to simulate the performance of an eventual satellite

instrument, but will also be capable of flying on smaller aircraft for targeted process

studies. HALO is a multi-function lidar and is designed as a technology test bed for future

space-based trace gas DIAL missions. To that end, HALO will have the capability to

operate at the 935, 820, and 720 nm water vapor bands to allow for risk reduction of key

water vapor DIAL technologies (namely the optical receiver filters, detectors, and trans-

mitter technologies) required for future satellite missions. HALO is much more compact

and electrically efficient compared to its predecessor LASE system and employs a more

suitable set of technologies for scaling to space.

WALES operates at 935 nm, providing coverage throughout the troposphere. For a

mission focused on the lower troposphere (below 8–10 km), the 820 or 720 nm spectral

bands have advantages. Increased Rayleigh scattering at these shorter wavelengths

increases the lidar signal and allows for use of more sensitive detectors with lower noise

characteristics. Furthermore, direct generation of laser radiation at these wavelengths based

on new laser materials is emerging and would significantly reduce the complexity and

improve the efficiency of a laser transmitter required for space-based water vapor DIAL. A

mission focused on lower tropospheric measurements would also reduce the number of

required online wavelengths, significantly reducing the complexity and cost of a space-

based DIAL transmitter, while at the same time increasing the signal to noise ratio due to

an effective increase in DIAL wavelength-pair pulse repetition rate.

Targeted investments are needed in the area of single-frequency lasers to increase the

technology readiness level (TRL) for space. The WALES airborne demonstrator has

achieved the laser pulse energy and spectral purity required for space-based water vapor

DIAL measurements; however, the size, weight, and power (SWAP) figures are not

scalable to a space-based implementation. HALO laser pulse energies, while sufficient for
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aircraft applications need to be increased by a factor of 10 to be suitable for space, while

maintaining reasonably high electrical wall plug efficiency ([ 5–8%). Leveraging

emerging technologies in single photon counting detectors could, however, reduce the

requirement on laser pulse energy to those currently achieved with the HALO 935 nm

laser, which exhibits the SWAP required for a space-based implementation.

Transitioning to a low energy and high pulse repetition rate laser architecture, however,

requires the use of narrow field of view receivers and extremely narrow-band and fre-

quency agile optical filters. Technology advancements in narrow-band (1–20 pm full width

at half maximum) rapidly tunable (frequency agile) etalons are also required. The solar

background noise in DIAL systems is proportional to the spectral width of the band-pass

filter in the receiver. Online/off-line wavelength pairs used to sample the targeted water

vapor absorption line(s) are typically separated by a few 100 pm (Fig. 1). Rather than

accommodating both wavelengths within the receiver band-pass filter, narrow-band fre-

quency agile etalons are needed which can be tuned between the online and off-line

wavelengths on a shot-by-shot basis. The spectral width of the etalons can then be as low as

1–20 pm, and if successfully implemented has the potential to significantly increase the

daytime measurement signal to noise ratio over high albedo scenes, allowing for boundary

layer water vapor measurements with better than 5–10% precision using existing and

higher TRL laser architectures. The transmitter and receiver subsystem TRLs using

technologies developed for WALES, LASE, and HALO (as well as applicable technologies

developed under existing space-programs) are at 4–5 and 5–6, respectively. TRL 4 is

component/subsystem validation in a laboratory environment, TRL 6 is system/subsystem

model or prototyping demonstration in a relevant end-to-end environment. The afore-

mentioned systems and receiver and transmitter technologies could be matured to be space-

flight ready within the next 5–7 years by targeted investments.

3 Differential Absorption Radar

Differential Absorption Radar (DAR) is the radar analogue of DIAL. The method exploits

the difference in gaseous attenuation between two or more channels closely spaced in

frequency. This differential attenuation can be related to the gas content of the atmosphere.

A key difference between the DAR and DIAL is in the transmitted frequency and related

atmospheric scattering properties. DIAL uses clear-sky molecular and aerosol scattering,

whereas DAR uses cloud and precipitation scattering targets, thereby enabling sounding

capabilities within clouds, highly complementary to DIAL.

In a general sense the DAR technique can be used to sense any species with an

absorption feature in the microwave spectrum. For example, prior studies have proposed to

observe surface pressure using channels in the 60 GHz oxygen absorption complex scat-

tered off of the Earth surface (Lin and Hu 2005; Millán et al. 2014) and some initial

observations have been made with an airborne prototype (Lawrence et al. 2011). Use of the

22 GHz absorption line has been proposed to observe water vapor within precipitation

echoes (Meneghini et al. 2005). Additionally, exploiting the differences in absorption by

water vapor in the continuum has been proposed to retrieve water vapor (Ellis and

Vivekanandan 2010; Tian et al. 2007).

The application of DAR proposed here utilizes two radar channels in the G-Band

adjacent to the 183 GHz water vapor absorption line (Millan et al. 2016; Lebsock et al.

2015). At range r, the ratio of the radar reflectivity (Z) at two close frequencies (m) near the
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absorption line is approximately proportional to the water vapor path (uh2o) between the

transceiver and the scattering volume,

Z t1; rð Þ
Z t2; rð Þ / uh2o:

Here, it has been assumed that variation of extinction properties of the cloud with

frequency is much smaller than the variation of the attenuation due to water vapor. In

practice, there are small variations in the cloud extinction properties, which can be

accounted for. To demonstrate the underlying physics, Fig. 5 shows the spectral variation

of the atmospheric attenuation and particle backscatter across the 183 GHz line for a case

from the cloud simulations in Lebsock et al. (2015). The column-integrated water vapor

attenuation varies by several hundred dB while the column-integrated backscatter varies in

a quasi-predictable manner by only 2.5 dBZ.

To provide profiling capabilities a DAR instrument might be implemented as either a

range-gated or Frequency Modulated Continuous Wave (FMCW) radar. Water vapor

profiles can be obtained by differencing the retrieved partial water vapor path between

adjacent range bins and dividing by the range resolution, similar to DIAL retrieval of water

vapor concentrations. As a result, the uncertainty in the derived water vapor profiles is an

inverse function of the radar range resolution.

In addition to in-cloud profiling capabilities, a downward-looking DAR could provide

spatially continuous observations of the column-integrated water vapor (CWV) from the

surface reflection, which should be available over all surface types and nearly all atmo-

spheric conditions, with the notable exception of heavy precipitation, which attenuates the

signal too strongly.

Fig. 5 Example of the spectral variation of the column-integrated attenuation due to water vapor and the
backscatter due to clouds and precipitation for a trade wind boundary layer. Droplet backscatter variations
are essentially negligible relative to water attenuation across the absorption line. Data taken from the
simulations of Lebsock et al. (2015)
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3.1 Measurement Capabilities

The primary advantage of a water vapor DAR is that it specifically profiles water vapor

within clouds. This is a unique measurement capability that cannot be obtained by existing

technologies. For example, microwave sounders are sensitive to water vapor in cirrus

clouds; however, they have broad weighting functions that encompass both cloud and

surrounding clear atmosphere. The observations can further be contaminated by the

presence of other clouds. Global Positioning System Radio Occultation (GPS-RO, here

below) is also sensitive to water vapor within clouds; however, RO has extremely broad

horizontal weighting functions, suffers non-uniqueness near the Earth surface, and has

infrequent sampling. Methods that rely on infrared, near-infrared, and visible wavelengths

do not penetrate water clouds at all.

Depending on channel selection, a downward-looking water vapor DAR can feasibly

sound either high altitude cirrus clouds or low altitude boundary layer clouds. Channels

near the absorption line center are required to sound high altitude clouds, whereas channels

that attenuate less strongly in the wings of the absorption line are required to sound low

altitude clouds. Sampling by a two-channel DAR will be limited by channel selection. The

vertical sampling of the CloudSat Cloud Profiling Radar (CPR) may be considered as a

best-case sampling capability provided by a DAR within the near future, including the

capability to sample Earth’s ubiquitous multi-layered cloud systems. It must be noted that a

DAR matching the vertical sampling capability of CloudSat would require a high-power

multi-frequency system. More likely, the first DAR will be targeted to a particular altitude

range through channel selection.

Initial studies have documented expected uncertainty of a space-borne DAR using

instrument simulators. Lebsock et al. (2015) specifically examine the potential for

sounding water vapor within boundary layer clouds. They report an expected precision in

CWV of 0.5–2 kgm-2 (* 2–8% in the subtropics) with biases not exceeding 0.25 kgm-2.

They find that profiling uncertainties are scene-dependent, ranging between 1 and 3 gm-3

at a range resolution of 500 m. Millan et al. (2016) apply an instrument simulator to global

observations from CloudSat. They report precision in CWV of 0.3 kgm-2 with biases

rarely exceeding 2.6 kgm-2 (10% of the global mean CWV). These larger biases are only

found in heavily precipitating scenarios. They report an average single-bin precision of

89% with biases generally lower than 38% above 3 km and 77% near the surface.

Table 2 provides proposed observational requirements for a space-borne DAR. The

DAR provides both profiling and CWV capabilities. The premise for the profiling

requirements is that a DAR provides in-cloud profiling with the precision and resolution of

a state-of-the-art infrared sounder, thereby extending water vapor profiling to all cloud

scenarios. The requirements for the CWV observation are based on the current precision of

passive microwave observations at very low spatial resolution over water surfaces only.

DAR could advance the science possible with CWV observations by substantially

increasing the spatial resolution (due to the high frequency employed) and extend sampling

capability to all surface types thereby enabling quantification of the spatial variance of

water vapor on small scales.

3.2 Technology Readiness

DAR is a newly emerging technology. There have only been initial observations of surface

pressure using a 60 GHz DAR (Lawrence et al. 2011). A prototype water vapor DAR
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transceiver is currently being built at the Jet Propulsion Laboratory under the NASA Earth

Science Technology Office’s Advanced Component Technology (ACT) and Instrument

Incubator Program (IIP). Due to restrictions on radio-frequency transmission surrounding

the 183 GHz line, the prototype instrument is being developed for the 167–174.8 GHz

band, which is currently reserved for but unused for communications systems. This tun-

able, all-solid-state G-Band transceiver leverages recent innovations in extremely high

frequency radar system architecture, Schottky diode frequency-multiplier power handling,

and III-V semiconductor amplifiers. The transceiver’s TRL began at 2 (technology con-

cept) and is currently at 4 (component/subsystem validation in laboratory environment) as

of 2017. For space-flight, TRL-6 (system/subsystem model or prototyping demonstration

in a relevant end-to-end environment) must be achieved. Additional investments in system

design and integration will be required to increase the TRL of the G-Band DAR to 6 for

both airborne and space-borne applications. In particular, maximum transmit power is

currently in the 0.5 W range which is suitable for close range aircraft observations but must

rise by 2 orders of magnitude to enable a satellite DAR. Such increases in transmit power

are not manifestly infeasible in the near future using vacuum electronic power sources like

those employed by current space-borne radars (e.g., CloudSat).

4 Microwave Occultation

Based on the established and meanwhile widely successful technique of Global Navigation

Satellite System (GNSS) radio occultation (RO), using the refraction of decimeter wave

L-band signals near 1.2 and 1.6 GHz received at low-Earth orbit (LEO) satellites, tem-

perature and humidity profiles in the troposphere can be retrieved only by cousing a priori

temperature and/or humidity profile information (see Pincus et al. 2017, for a brief RO

introduction in this special issue; for detailed review see, e.g., Kursinki et al. 1997; Anthes

2011; Steiner et al. 2011).

As an emerging technique advanced from RO, LEO–LEO microwave occultation

LMO), using centimeter and millimeter wave signals between LEO transmitter and

Table 2 Proposed space-borne water vapor DAR observational requirements for profiling and column-
integrated water vapor (CWV) measurements

Requirement Profile Below 100 hPa level Column Integrated
Vertical resolution (km) 2.0 N/A
Horizontal resolution (km) 40 2
Spatial coverage Global
Temporal coverage < Monthly revisit (e.g. CloudSat/CALIPSO nadir sampling)
Dynamic range (g/kg or kg/m2 0.1-20 1-80
Random error (1σ) (% or kg/m2 20 % 0.5 kg/m2

Systematic error (% or kg/m2 25 % 1.0  kg/m2)
)
)

Requirements for profiling mirror those of the Atmospheric InfraRed Sounder (AIRS; Auman et al. 2003),
which samples the clear-sky water vapor, while those for precision of the CWV follow from the advanced
microwave scanning radiometer (AMSR) for Earth observing systems. Expected precision of a DAR should
exceed this required precision, possibly achieving 0.1 kg/m2 (i.e., Millan et al. 2016). The profiling capability
would thus extend the clear-sky capability of state of the art infrared sounding into cloudy atmospheres. The
column-integrated observations would provide an order of magnitude increase in spatial resolution over
passive microwave and add capability over all surface types. Systematic error estimates are derived from the
study of Millan et al. (2016)
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receiver satellites, exploits both refraction and absorption (water vapor) of signals in the

X/K band within 8–23 GHz to overcome RO’s temperature-humidity ambiguity in the

troposphere. Figure 6 illustrates the LMO measurement technique compared to RO (for

detailed LMO introduction see Kursinski et al. 2002, 2009; Kirchengast and Hoeg 2004;

Schweitzer et al. 2011; for a recent review see Liu et al. 2017).

The LMO technique thus enables to retrieve pressure, temperature, and humidity pro-

files without a priori background information. It can also provide accurate profiling of these

key thermodynamic state variables higher up over the full stratosphere, including water

vapor if using also absorption signals near the 183 GHz water vapor absorption line, due to

the insensitivity of the higher signal frequencies of LMO to ionospheric influences. Fur-

thermore, stratospheric ozone profiles can be retrieved if additional absorption signals near

the 195 GHz ozone absorption line are used. Liquid water and ice cloud properties as well

as turbulence strength can be retrieved as by-products.

Since the late 1990s a series of LMO-related proposals and associated development

work have been pursued, mainly in USA and Europe, which is reviewed by Liu et al.

(2017). The current USA-led and European-led LMO mission concepts pursued toward

implementation are ATOMMS—Active Temperature, Ozone, and Moisture Microwave

Fig. 6 Schematic view of the LMO (red signal paths) and GRO (GNSS RO, with GPS and Galileo systems
named as example; green signal paths) occultation event geometry (top panel), and schematic view of the
retrieval processing chain for LMO (right) and GRO (left) data (bottom panel). Source Schweitzer et al.
(2011)
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Spectrometer (Kursinski et al. 2009, 2012) and the LMO component of ACCURATE—

Atmospheric Climate and Chemistry in the UTLS Region And climate Trends Explorer

(Kirchengast and Schweitzer 2011; Schweitzer et al. 2011). The unique potential of LMO

strongly suggests that this ongoing work toward demonstration missions should lead to

launches of such first missions in the 2020–2022 timeframe.

4.1 Measurement Approach

The LMO measurement approach exploits the refraction and absorption of centimeter

wave and optionally millimeter wave signals (within X/K band 8–23 GHz and optionally

within 178–196 GHz) by performing accurate geodetic tracking measurements of the

complex signal (phase and amplitude) at each chosen frequency during LEO-to-LEO

occultation events, as illustrated in Fig. 6 (top panel) compared to GNSS RO. The

atmospheric excess phase path due to refraction, relative to straight-line phase path in

vacuum, and the amplitude attenuation due to water vapor (and optionally ozone)

absorption, are derived from the raw tracking data of phase and amplitude and are the basis

for subsequent retrieval of bending angle/refractivity profiles and transmission/absorption

coefficient profiles, respectively, as schematically shown in Fig. 6 (lower panel) compared

to GNSS RO. The well proven GNSS RO approach (Kursinski et al. 1997; Anthes 2011;

Pincus et al. 2017) is shown for comparison with facilitate understanding that LMO works

very similar in terms of geometry (with the transmitters in LEO instead of GNSS orbits

near 20,000 km altitude) and fully shares the refractometric part of measurement principle.

The core algorithm steps for RO are: (1) complementing the ‘‘refractive’’ Abel trans-

form for refractivity profile retrieval from bending angle profiles (Kursinski et al. 1997), an

‘‘absorptive’’ Abel transform yields differential absorption coefficient profiles retrieval

from differential transmission (amplitude attenuation) profiles obtained from transmission

differences between adjacent signal frequencies to eliminate broadband effects (Kursinski

et al. 2002); (2) The joint availability of refractivity and differential absorption coefficient

profiles then allows to unambiguously retrieve pressure, temperature, and humidity profiles

by an optimal estimation scheme (Schweitzer et al. 2011). A detailed description of the

LMO measurement approach and detailed algorithm descriptions of the steps in the

retrieval processing chain are provided by Kursinsiki et al. (2002), Gorbunov and

Kirchengast (2007), and Schweitzer et al. (2011).

4.2 Measurement Capabilities

In order to summarize the mission performance and information provided by LMO, and in

this way concisely indicating LMO’s capabilities and limitations, Table 3 summarizes

observational requirements of a typical LMO mission concept (ATOMMS) based on the

review by Liu et al. (2017). The measurement requirements are derived from a combi-

nation of flow down requirements needed to advance global climate monitoring and

numerical weather prediction (Liu et al. 2017) as well from physical measurement limi-

tations. Achieving this required performance for temperature and humidity profiling by

suitable LMO instrumentation will at the same time ensure adequate performance also for

the other variables such as pressure and other by-products. Four to five signals at X/K band

frequencies, and optionally two to five signals within 178–196 GHz (max. three if without

ozone capability), ensure the needed information content is provided for the retrieval.

Regarding the density of coverage in space and time with occultation events, the

number of transmitter (Tx) and receiver (Rx) satellites is key. Generally designing Tx and
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Rx satellites into counter-rotating orbits for optimal event geometry (Fig. 6), initial

demonstration missions typically aim at small 2 Tx and 2 Rx constellations (Kirchengast

and Hoeg 2004; Kirchengast and Schweitzer 2011), leading to about 240 events per day,

comparable to the initial GNSS RO demonstration mission CHAMP, Challenging Mini-

Satellite Payload (Wickert et al. 2001). Subsequent operational LMO missions will intend

to provide a much higher number, well meeting the sampling requirements. For example, a

6 Tx and 6 Rx constellation can provide about 3800 events per day (Kirchengast and

Schweitzer 2011), more than the successful COSMIC six-satellite RO constellation (An-

thes et al. 2008).

A range of feasibility studies and technology projects for LMO instruments, and on-

ground demonstration experiments, have evidenced that also the required accuracy and

stability is achievable (ESA 2004; Kursinski et al. 2012; Liu et al. 2017, and references

therein). Figure 7 illustrates example performance results for pressure, temperature, and

humidity profiling from quasi-realistic end-to-end simulations, accounting for the effects of

instrumental errors, clouds, and scintillation noise from turbulence (Schweitzer et al. 2011;

Kursinski et al. 2009). The profiles are generally found unbiased and within target accuracy

requirements. The main limitation regarding lower troposphere water vapor profiling is

degraded accuracy and poor spatial resolution in the atmospheric boundary layer similar to

RO. The strength of the technique is in the free troposphere down to the top of the

boundary layer, which itself can be detected with high accuracy (Anthes 2011; Ho et al.

2015) and allows other active and passive remote measurements to optimize sensitivity for

the lower troposphere.

Table 3 LMO observational requirements (based on ATOMMS requirements table of Liu et al. 2017)

Requirement Temperature Humidity
Target Threshold Target Threshold

Horizontal domain Global
Horizontal resolu�on (km) 500 1000 500 1000
Time sampling (hrs) 12 24 12 24
No. of profiles per grid box per montha 40 30 40 30
Ver�cal domain (km) 1-80 3-50 1-50 3-18
Ver�cal sampling LT (km) 0.25 0.5 0.25 0.5

UT (km) 0.5 1 0.5 1
LS (km) 0.5 1 0.5 1
US (km) 1 2 1 2

RMS accuracyb LT (K or %RH) 1 2 5 10
UT (K or %RH) 0.5 1 10 20
LS (K or %RH) 0.5 1 10 20
US (K or %RH) 1 2 20 -

Long term stability 
(per decade)

0.1 0.15 2 3
(K/decade) (%RH/decade)

Timeliness Climate     (days) 7 14 7 14
NWP (hrs) 1.5 3 1.5 3

Mission life�me                                                     (years) > 3

aNo. of profiles to be fulfilled in global average by all grid boxes but also any individual grid box shall
receive at least 80% of this number. Grid box is here defined as square of the horizontal sampling
requirement [box of size Horiz. sampling (km) 9 Horiz. sampling (km)] or any box of equivalent size with
at least 500 km length of its smaller dimension
bUnderstood to be the accuracy for an individual occultation event over the required vertical domain (in the
LT from Top of BL upward) at a vertical resolution consistent with the required sampling [i.e., a resolution
of 2 9 vertical sampling (km)]
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4.3 Technology Readiness

A series of technological feasibility studies and technology development projects for LMO

instrumentation and related ground-based demonstration campaigns (ESA 2004; Kursinski

et al. 2009, 2012; Kirchengast and Schweitzer 2011; Liu et al. 2017; and references

therein) have prepared the basic technological readiness for now working toward LMO

demonstration missions targeted for launch in the 2020–2022 timeframe. This applies in

particular to the USA-led ATOMMS (Kursinski et al. 2009, 2012) and the Europe-led

ACCURATE/LMO mission concepts (Kirchengast and Schweitzer 2011; Liu et al. 2017),

Fig. 7 Retrieval performance estimated for pressure, temperature and specific humidity profiles for LMO,
using three K band channels and a 179/182-GHz channel pair [top panels; Source Schweitzer et al. (2011)],
and retrieval performance estimated for water vapor (black) and ozone (red) profiles for LMO (solid) and
aircraft occultations (dashed) in Arctic winter (left) and tropical (right) conditions [bottom panels; Source
Kursinski et al. (2016); E.R. Kursinski, pers. communications (2016)]. Schweitzer et al. (2011) assessed the
performance by employing end-to-end simulations of a full-day ensemble of a few hundred LMO events,
using realistic orbits, ray tracing through an atmospheric NWP analysis field, and observational error models
for obtaining simulated LMO observations. An atmospheric profiles retrieval processing chain was then run
and its results compared to the ‘‘true’’ NWP analysis profiles at the LMO event locations, for estimating
performance statistics such as those shown in the top panels. Kursinski et al. (2016) used a somewhat
simpler but similar approach, with forward modeling toward reasonably realistic simulated observations,
separately for LEO-to-LEO and aircraft-to-aircraft geometries, and then applying atmospheric retrieval error
estimation to obtain results such as shown in the bottom panels
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where in various relevant studies also associated data processing chains have been

developed to good maturity.

In China, a LMO pre-study has been carried out at the National Space Science Center

(NSSC Beijing), which included design and performance analysis studies and prototype

transmitter and receiver development (Liu et al. 2017). A pair of LMO transmitter and

receiver has been manufactured and a related ground-based experiment is scheduled for

later in 2017. Recent advances in the development of small satellites in the Microsat/

Nanosat class now increasingly provide an economical way to realize LMO missions. This

avenue is therefore pursued next as summarized by Liu et al. (2017).

In view of the promise of highly cost-effective potential LMO missions in the Microsat/

Nanosat class, the most relevant next technology advancements required are those toward

LMO instruments miniaturization, in order to become compliant with a Microsat/Nanosat-

type LMO demonstration mission approach. Working in this direction, a recently com-

menced European–Chinese cooperation initiative toward an ACCURATE-1 LMO mission

focuses mainly on initial X/K band technology and science demonstration, while a USA

initiative toward an ATOMMS-1 mission intends both X/K band and 178–196 GHz band

demonstrations.

Complementary to the activities related to LMO hardware, also further advancements of

LMO data processing are required, as well as further demonstration campaigns. Hopefully,

in the future, the LMO technique will combine with the growing observation density of

GNSS RO to jointly profile the atmospheric thermodynamic state, and in particular water

vapor in the (free) troposphere, with steadily increasing accuracy and resolution.

5 Hyperspectral Microwave

Current down-looking passive microwave humidity sensors are limited to only a few

spectral channels, typically less than ten. This is comparable to the situation of infrared

sensors before the arrival of hyperspectral sensors such as the Atmospheric Infrared

Sounder (AIRS) and IASI, both summarized in a recent intercalibration article by Wang

et al. (2015). Despite their spectral limitations, microwave sensors play a big role in

operational meteorology, because of their key advantage of being only weakly affect by

clouds.

Recently, a new detector technology has emerged, Kinetic Inductance Detectors (KIDs)

(Day et al. 2003; Doyle et al. 2008; Mauskopf et al. 2014; Baselmans et al. 2008; Bueno

et al. 2014; Griffin et al. 2015). Each detector is a superconducting resonator circuit

element, built by lithography, and cooled to a sub-Kelvin temperature, i.e. at a fraction of

1� K. These detector circuit elements present an inductive load to a superconducting

microwave stripline, with each detector element tuned to resonate at a slightly different

frequency. Incident photons on a detector break superconducting Cooper pairs, which

changes the population of quasi-particles in the superconducting film. This alters the

kinetic inductance of the film, with the effect of modifying the resonant frequency of the

circuit. This results in a shift of detector frequency, amplitude and phase, proportional to

the incident photon flux, and this is the detection signal.

The key advantages of this new technology are that detectors are relatively straight-

forward to produce in large arrays, and they are very sensitive, with photon-noise limited

performance demonstrated for a variety of applications (Griffin et al. 2015). KIDs also

allow a high multiplexing ratio, such that up to 1000 pixels can be read out on one readout
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line, which greatly simplifies instrument design. Recent developments have demonstrated

the ability to implement KIDs as on-chip spectrometers (Shirokoff et al. 2014; Endo et al.

2012). In this implementation, a broadband antenna feeds a filterbank, where each narrow-

band filter feeds and individual KID. We propose to optimize such a configuration (channel

optimization) for applications to meteorology and climatology. Such a configuration allows

photon-noise-limited sensitivity in the frequency region of approximately 100–1000 GHz,

with individual spectral channel resolution (m/Dm) of approximately 800. Studies are

currently in progress to investigate alternate materials to demonstrate response in the

region 50–60 GHz.

Combined, the large array capability and high sensitivity can be exploited to build a

hyperspectral microwave detector. The high sensitivity requirement here is perhaps less

obvious than the high pixel number one. But according to the radiometer formula

DT ¼ Tsffiffiffiffiffiffiffiffiffiffi
DmDt

p ;

the noise of a spectral channel (DT) is proportional to the spectral bandwidth (Dm) to the

power of minus one half, with the consequence that hyperspectral instruments with con-

ventional detectors would be quite noisy. (The other two parameters in the above equation

are a system-specific constant (Ts) and the integration time (Dt).) The measurement

approach of the proposed instrument is to passively measure a large part of the millime-

ter/submillimeter spectral range with a moderately high spectral resolution. The initial

instrument concept studied below by retrieval simulations had 2303 channels between 100

and 1000 GHz. The simulated brightness temperature spectrum for a tropical atmosphere is

shown in the top plot of Fig. 8. The bottom plot of the same figure shows the humidity

Jacobian, i.e., the derivative of the spectrum with respect to fractional changes in the water

Fig. 8 Simulated brightness temperature spectrum for a tropical atmosphere (top) and associated humidity
Jacobian (bottom). The Jacobian roughly shows the brightness temperature change in Kelvin for a local
doubling of the water vapor volume mixing ratio on a 0.5 km vertical grid. Blue colors indicate that the
Jacobian is negative, which is typically the case for frequencies above approximately 170 GHz
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vapor volume mixing ratio (VMR) at different altitudes. The simulation was performed

with the Atmospheric Radiative Transfer Simulator (ARTS) (Eriksson et al. 2011). The

data analysis for such an instrument would benefit from various laboratory studies for

spectroscopic parameters in the submillimeter spectral range that were carried out in the

last years, for example in the context of planned limb sounding missions (Perrin et al.

2005; Verdes et al. 2005).

5.1 Measurement Capabilities

We have studied the capabilities of a hypothetical KID-based hyperspectral microwave

sensor by optimal estimation (Rodgers 1990) retrieval simulations. As a reference, we also

used the same retrieval setup on an idealized hyperspectral infrared sensor, emulating a

future generation of IASI (the spectral resolution is taken from the current IASI instrument,

but the noise is lower to allow for technical development and give a fairer comparison).

The retrieval setup is summarized in Table 4. It closely follows the study by Schneider and

Hase (2011). Besides temperature and water vapor, other relevant trace gases that sig-

nificantly affect the spectrum are also included but currently not retrieved. For the KID

microwave sensor this is mainly oxygen, but also ozone is quite important, because its lines

are so ubiquitous (e.g., John and Buehler 2004). For simplicity, the KID microwave

instrument was assumed to have regularly spaced channels with m/Dm = 1000, resulting in

more than 2000 channels. But the number of channels could be reduced significantly

without performance degradation if channels are chosen intelligently, since information

content is not distributed equally. Initial tests show that approximately 100 channels would

be enough in practice.

The left plot in Fig. 9 shows the retrieval error for water vapor on a 0.5 km retrieval

grid for both sensors. One caveat is that surface emissivity here was assumed to be known

perfectly, whereas in reality there is some uncertainty on this knowledge, especially over

desert and arid surfaces. The very small retrieval errors close to the surface for both

instruments therefore are overoptimistic. Overall, according to this simulation the KID

Table 4 Summary of retrieval simulation setup

Infrared 8534 Channels, 19–83 THz

Sensor NeDT 0.1–0.2 K

Microwave 2303 channels, 100–1000 GHz

Sensor NeDT 0.007–0.024 K

Retrieved Temperature, retrieved in Kelvin

Species Water vapor, retrieved in ln(VMR) coordinates

Water vapor a priori covariance matrix Depending on altitude, mimicking Schneider and Hase (2011)

Standard deviation 1–0.25 in ln(VMR) coordinates

Correlation length 2.5–10 km

Atmosphere FASCOD tropical atmosphere (Anderson et al. 1986)

Surface emissivity Microwave: 0.6; infrared: 1.0

NeDT indicates the instrument noise, which was assumed to vary across the band, based on typical
instrument behavior, with the range indicated

VMR volume mixing ratio
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microwave sensor would perform significantly better than the infrared sensor in the tro-

posphere. The KID microwave sensor noise presented here is based on the assumption of a

pushbroom geometry. An alternative (preferred) KID-based solution is a scanning geom-

etry that uses the array only for the detection of different frequencies, not for different

spatial pixels. For a sensor scanning over 100 spatial pixels, instead of measuring them

simultaneously, the noise would increase by a factor of 10. Simulations were also carried

out with the noise increased by a factor of 10, and as expected they show higher retrieval

errors and a poorer vertical resolution, but still competitive with the IASI simulation.

Of course, a crucial question is also the vertical resolution of the measurement. The

right plot in Fig. 9 shows the vertical resolution of the retrieved water vapor profiles for

both sensors, computed as the full width at half maximum of the averaging kernel func-

tions for retrieval on a 0.5 km vertical grid. Even here the KID sensor performs better than

the infrared sensor according to our preliminary simulations. Since the inherent vertical

resolution of the measurement is poorer than the chosen 0.5 km retrieval grid, part of the

total error in the left plot is due to smoothing error. When retrieval grid resolution is

reduced to 1 km in an alternative retrieval setup, retrieval error is reduced by a factor of 2.

Comparing these preliminary KID sensor simulations to the expected enhanced perfor-

mance of IASI next generation (IASI-NG) still shows promise. IASI-NG will have 16,923

spectral channels covering roughly the same bandwidth as IASI, providing twice the

spectral resolution (0.25 cm-1) and hence higher vertical resolution resulting from nar-

rower weighting functions (Crevoisier et al. 2014). A major advancement of IASI-NG over

IASI is the 29 improvement in radiometric noise, leading to reduction in retrieved water

vapor uncertainty by * 3–5%, although these improvements are realized between 800 and

200 hPa (Crevoisier et al. 2014). The vertical resolution and accuracy of IASI-NG water

vapor retrievals below 800 hPa will remain approximately the same as IASI, thereby

maintaining the relevance of preliminary instrument performance simulations for KID

sensors presented here and detailed space-based water vapor DIAL simulations presented

in Gerard et al. (2004).

These performance figures depend strongly on the spectral resolution as well as the

assumed instrument noise (NeDT in Table 4). It is therefore quite possible that a future

Fig. 9 Simulated water vapor retrieval error profiles for microwave and infrared instrument (left) and
vertical resolution of the measurements (right). An ln(VMR) error of 0.1 roughly corresponds to a relative
error of 10% on the VMR
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cooled infrared instrument would achieve even better performance. However, a key

advantage of the KID microwave sensor is that it would be able to see through most of the

clouds that are opaque to the infrared sensor. Additionally, it would provide information on

the cloud hydrometeors. The scientific background for that measurement is discussed in

Buehler et al. (2012) and Jiménez et al. (2007). Retrieval simulations for cloud parameters

in the submillimeter spectral range so far have been done only for sensors with a small

number of channels. Exploiting a hyperspectral sensor for this purpose needs faster

radiative transfer algorithms, a development that is already ongoing. It is likely that there

will be a large benefit, mostly because measuring the full spectrum should allow for a

much better separation of the cloud signal from the water vapor signal, so that humidity

and clouds really could be retrieved independently, with only little error correlation.

However, this is yet to be demonstrated with explicit retrieval simulations.

In summary, we have demonstrated that a KID sensor would deliver high resolution and

precision water vapor profiles, comparable or better to a hyperspectral infrared sensor, and

with much better global coverage, since it would work in most of the infrared-cloudy areas,

i.e., through thin clouds with water paths below a few grams per square meter. This is a

significant advantage for operational meteorology, since cloudy areas likely have a strong

impact on forecast skill. It also is a significant advantage for climatology, because the

clear-sky sampling of infrared sensors introduces a humidity dry bias (John et al. 2011).

The capabilities of such a sensor to deliver hydrometeor profiles and water vapor profiles in

areas with thick clouds still have to be demonstrated, but are likely to constitute a sig-

nificant advancement over currently planned submillimeter sensors that are based on

conventional technology. Threshold requirements for profiling water vapor in clear air for

operational meteorology and climate studies would be similar to those of infrared sounders

such as AIRS and IASI.

5.2 Technology Readiness

Kinetic inductance detectors are a new technology, first proposed by Day et al. (2003). But

since then they have progressed rapidly. A recently completed European Union-funded

project, SPACEKIDS (Griffin et al. 2015), delivered two laboratory prototype instruments,

one of which was optimized for observing the Earth’s atmosphere, a high radiative

background case compared to typical applications in astronomy. Currently, array sizes of

up to 1000 pixels can be realized in the laboratory with a single readout line and electronics

set. In addition, full filterbank implementations have been demonstrated in a laboratory

environment (Shirokoff et al. 2014; Endo et al. 2012).

The focal plane would need to be cooled to * 300 mK, with an operational design

lifetime goal of around 7 years. This requires high reliability mechanical cryocoolers,

attached to a 3He sorption cooling system. The 3He system would be based upon proven

heritage from Herschel PACS and SPIRE (Griffin et al. 2008) instruments, with the pos-

sibility of continuous 300 mK cooling, recently developed by Cardiff University, in col-

laboration with Chase Research.

The Planck JT compressors were supplied by EADS Astrium, based upon a licensed

design from RAL, the compressors are first generation linear motor reciprocating mech-

anisms originally developed for Stirling cycle coolers which have now amassed around

15 years of in-orbit operational life between 24 mechanisms. The 4 K cooler requires pre-

cooling to temperatures below the inversion temperature for helium (about 27 K). In

practice, the lower the pre-cooling temperature (within limits), the better the cooling

power. The RAL two-stage 15 K cooler has been in development for many years and is
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now able to deliver around 250 mW at 15.4 K and a no load base temperature of 9.8 K.

The compressor input power under these conditions would be around 135 W. This could

provide the basis of an excellent pre-cooler for our instrument. In summary, overall the

technology is at a readiness level where the logical next step would be to build an airborne

prototype instrument, or a small demonstration satellite mission. The remaining challenge

is foreseen in the design of radiators with sufficient cooling power to suit the higher

infrared radiation load from Earth (compared to applications for astronomy) that a mete-

orological mission in low-Earth orbit would be exposed to.

6 Synergies of Observing Systems

As the previous subsections have shown, promising technologies for improved water vapor

profiling are emerging and may be operationally applicable within the time frame of a

decade. However, no single remote sensing technology will ever deliver simultaneously

full height coverage of water vapor in a highly, temporally and spatially resolving manner

in all atmospheric conditions, which would be highly relevant for understanding and

modeling atmospheric circulation patterns on a wide variety of scales. Profiling lidar

systems are severely hampered by thick clouds, whereas future DAR systems will rely on

the presence of backscattering particles within clouds. Passive remote sensing systems in

the microwave region can retrieve water vapor in the presence of clouds, are, however,

hampered by surface emission and rather low vertical resolution. Active limb sounding by

LMO will feature high vertical resolution, no surface interference, and high accuracy and

long-term stability but deliver comparatively sparse horizontal coverage and resolution

unless large microsatellite constellations are deployed. Passive infrared spectrometers can

accomplish a higher horizontal resolution, but are again disturbed by the presence of

clouds.

Clearly, this calls for an optimized synergy of the different observation systems,

complementing their respective strengths in different situations. Such methods have been

developed successfully for classifying cloud type as well as for retrieving microphysical

quantities from Cloudsat/CALIPSO cloud radar and lidar observations (Ceccaldi et al.

2013; Stein et al. 2011) but also using the Cloudnet instrument suite (Illingworth et al.

2007) from surface-based remote sensing observations.

6.1 Value of Ground-Based Profiling

The bulk of ground-based atmospheric profiling has historically been undertaken by rou-

tine upper-air-soundings, but worldwide the density of this network is under pressure.

Clearly, upper-air-soundings state benchmark measurements when it comes to profiling the

atmosphere in terms of humidity, temperature and winds. However, carrying out upper-air-

soundings on a routine basis presents enormous cost and labor factors. Also, launches are

typically on a 12-h basis, so that the diurnal cycle of the boundary layer development and

other short-lived weather events will not be captured. Certainly, such temporal develop-

ments are crucial for the initialization and evaluation of atmospheric models. Additionally,

single ascents need approx. 1 h to pass through the troposphere and also underlie wind

drifts effects. Another drawback concerning upper-air-soundings is that no methods have

been established to measure cloud macro- and microphysical properties on an operational

basis.
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Ground-based remote sensing has an enormous potential for accurately profiling the

lower troposphere with high vertical and temporal resolution as shown by Wulfmeyer et al.

(2015). It has been known for some time that passive microwave radiometers (MWR) offer

the potential of filling the gap in retrieving the atmospheric thermodynamic state (West-

water 1997), i.e., the distribution of temperature, humidity and liquid water, in a quasi-

continuous and instantaneous manner. Additionally ground-based infrared spectrometers,

such as the commercially available atmospheric emitted radiance interferometer (AERI)

instrument (Knuteson et al. 2004) also show high potential for retrieving temperature and

humidity profiles from the surface (Turner and Löhnert 2014)—in addition to cloud and

aerosol parameters. While technical developments of the last decades have led to passive

systems, which can operationally profile the thermodynamic structure of the atmosphere,

their vertical resolution is rather low showing the best retrieval performance in the lower

part of the boundary layer. Typical vertical resolutions are on the order of 50 to 500 m in

the lower troposphere. Active lidar systems (employing either DIAL or Raman technology)

are able to detect sharp vertical gradients in humidity and/or temperature with much

smaller uncertainties in general. Many ground-based lidar systems, however, do not pro-

vide full coverage of the troposphere, can show daytime-dependent noise characteristics

and are not yet at a technical development stage to be called fully mature for 24/7 unat-

tended operation. Exceptions to the aforementioned generalization, among others not cited

here, are the fully operational DOE ARM Raman lidar (Turner et al. 2016), the NCAR field

deployable micropulse DIAL (Spuler et al. 2015; Weckwerth et al. 2016; Nehrir et al.

2011a, b, 2012), the Cloud Observing Radar and Lidar at the Barbados cloud observatory

(Stevens et al. 2016), and the Raman Lidar for Meteorological Observations at the

MeteoSwiss Regional Center of Payerne (Brocard et al. 2013), all of which exhibit varying

levels (spatial and temporal) of daytime dependent noise characteristics. Still, promising

developments will enable many more operational ground-based lidars to come online

within the next decade with improved capabilities for measurements in the mid-lower

troposphere.

Ground-based remote sensing profiling can be a benchmark for accurately and con-

tinuously profiling the lower troposphere if synergetic methods are applied to exploit the

complementary potential of the different measurement systems. Developments in this

direction have just begun and require scientific expertise in different observation systems

simultaneously as well as the employment of advanced retrieval methods solving the

classical inverse problem of atmospheric remote sensing in multiple ways. Examples for

such developments are given in the next section. Ebell et al. (2017) retrieve cloud, water

vapor and temperature profiles simultaneously through synergy of ground-based active and

passive remote sensing. Such observations are highly important for model evaluation, e.g.,

for the small-scale, cloud-resolving model ICON-LEM (Heinze et al. 2017) developed with

the HD(CP)2 (High Definition Cloud and Precipitation for Climate Prediction) research

initiative as well as for process studies on clouds and precipitation.

One demanding question to be resolved is to what extent local ground-based remote

sensing observations could complement existing measurements within the global obser-

vation system. Here, the combination of existing satellite and ground-based profiling

methods can lead to an increase in local information content (see next section) for the

simultaneously observed atmospheric column. However, research is also required to what

extent a local observation with continuous and temporally highly resolved profile infor-

mation can improve satellite observations within a certain radius of influence.

Surv Geophys (2017) 38:1445–1482

297



123Reprinted from the journal

6.2 Examples of Synergetic Applications

In the following two examples of synergetic retrieval applications for atmospheric ther-

modynamic profiling are given. These are intended to show the potential of variational

methods for optimally exploiting the information content contained in the respective

observations resulting in a retrieval with an improved performance with respect to overall

uncertainty and information content. Note, an objective way to analyze the information

content of variational retrievals is to evaluate the number of degrees of freedom (DOF) for

signal for the retrieved profile; i.e., the number of independent levels of humidity that can

be determined.

6.2.1 Combining Lidar and Microwave Radiometer

During HOPE (HD(CP)2 Observational Prototype Experiment, Macke et al. 2017), water

vapor Raman lidar and microwave radiometer observations were carried out simultane-

ously at JOYCE (Jülich Observatory Cloud Evoultion, Löhnert et al. 2015) for profiling

water vapor profiles. A variational retrieval was applied (Barrera-Verdejo et al. 2016) to

optimally exploit both observation systems leading to the uncertainty estimates of the

profile shown in Fig. 10. Lidar-only retrievals that are carried out in cloud-free conditions

are, as expected from the physical basis of the problem, significantly more accurate than

the MWR-only retrieval in terms of standard uncertainty (compare Fig. 10 left and center

panels, red lines). The lidar signal is assumed to be attenuated at varying heights, i.e., due

to clouds, the lidar-only retrieval uncertainty rapidly increases with height toward the a

priori profile. However, the benefit of the synergy of both systems becomes clear in exactly

these situations (Fig. 10 right panel). The retrieval uncertainty stays well below the lidar-

Fig. 10 Mean uncertainty of 100 clear-sky cases of absolute humidity retrieval during HOPE. Left: Water
vapor lidar only, Center: MWR only, Right: Combination of both lidar and MWR. The dashed horizontal
lines indicate levels of full hypothetical lidar attenuation, i.e., due to clouds. The corresponding colored lines
(bold) show the uncertainty in case the lidar provides no signal above the dashed line
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only and MWR-only values throughout all heights, with the highest impact visible in the

heights above 1 km (up to 0.3 gm-3). In these cases, the degrees of freedom for signal of

the MWR (* 2) are used to improve the profile above the height of full lidar extinction,

where in the MWR-only case these DOF are used to retrieve the full profile leading to the

observed large uncertainties on the order of 0.6 gm-3.

Ground-based MWR observations (HATPRO) can also be combined with highly

spectrally resolved infrared observations (AERI) to improve the DOF of the humidity

profile to be * 4 (Ebell et al. 2013). Here, the additional information is distributed

throughout the whole atmospheric profile.

6.2.2 Combining Satellite and Ground-Based Observations

Satellite sounders typically only provide little information in the boundary layer wherefore

the combination with ground-based sensors proves beneficial (Fig. 11). Combining

AMSU-A/MHS microwave satellite sensors with ground-based MWR is less beneficial

Fig. 11 Synergy benefit for absolute humidity profile in terms of additional DOF compared to HATPRO-
only retrieval. Median (line in box), 0.25 and 0.75 quantiles (box boundaries), and minimum and maximum
values (whiskers) of the profile sample are shown. From Ebell et al. (2013)
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than the combination with IASI, the latter being a satellite-based spectrally highly

resolving infrared spectrometer. Compared to the HATPRO-only retrieval, the DOF

increases by 2.5. The main advantage of adding SEVIRI (geostationary satellite data) to

ground-based MWR observations is obtained between 200 and 500 hPa. In this study, the

additional DOF is roughly equal to the sum of the DOF of a single instrument so one can

conclude that the information content of the sensors is optimally combined. Combining all

sensors used in this study results in the largest gain of information content.

6.3 Future Perspectives

There is strong need for combining satellite and ground-based observations of wind, water

vapor and clouds. The examples motivate that improvements in uncertainty reduction and

information content gain are possible; however, the synergy even of existing observation

systems is today far from optimally exploited. Physically consistent combinations of

observations will become more important with the advent of advanced profiling systems,

which will work under specific atmospheric conditions.

Passive instruments on geostationary satellites, but especially on current polar-orbiters

are basically the ‘‘workhorses’’ for capturing the mid- and upper-tropospheric dynamic and

thermodynamic environment (including clouds). It is imperative that the international

atmospheric science community pursues the sustainment of such measurement systems in

space (preferably with increased spectral resolution) in order to guarantee these vitally

important data streams for global assimilation systems in the decades to come. In spite of

their importance for large-scale flows, however, these sensors reveal limited retrieval

performance in the boundary layer. Future satellite concepts could thus be comprised of a

passive cross-track, high spectral resolution scanner in addition to a nadir pointing active

system for vertically highly resolved profiles of water vapor in the column above the

satellite track.

Feasibility studies of such a system could be carried out at ground-based remote sensing

sites using manifold observations of the boundary layer (i.e., in critical regions of con-

vective aggregation) through a campaign-based deployment of mobile and/or fixed ground-

based profiling stations including Doppler lidar (BL winds), cloud radar (BL clouds),

microwave radiometer (BL temperature and humidity) and DIAL and/or Raman (humidity

profiles below clouds). A much more complete picture of the column could then be

obtained by directly combining satellite and ground-based measurements within varia-

tional approaches. The representativeness for going from a point measurement to an area is

an additional challenge, but could be resolved by overpasses (curtains) either from

Cloudsat/CALIPSO or from dedicated aircraft (HALO, HIAPER, NASA DC-8 aircraft)

observations. A complete picture of the region of interest would probably need to involve

an advanced variational data assimilation scheme with these multiple types of sensors.

7 Summary and Conclusions

Water vapor is the most dominant greenhouse gas and plays a vital role in both the climate

and weather. Water vapor profile measurements with improved accuracy and vertical

resolution would benefit many major research programs including the World Climate

Research Programs (WCRP), the World Weather Research Program (WWRP), the

Stratosphere-troposphere Processes and their Role in Climate (SPARC) program, the
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Network for the Detection of Atmospheric Composition Change (NDACC), and the Global

Energy and Water Cycle Experiment (GEWEX) program. In addition to providing lower

tropospheric profiles, the discussed measurement approaches can provide simultaneous

high accuracy and high vertical resolution water vapor profiles in the UTLS that are needed

to address both the chemical and radiative role of water vapor to changes in climate.

Accurate, high vertical resolution water vapor profiles would also improve estimates of

surface evaporation and surface fluxes of sensible and latent heat which are critical to

numerous boundary layer processes important to both weather and climate, but also for

constraining atmospheric heat budgets across scales. The recent NASA Weather Focus

Area community workshop report (Zeng et al. 2015) calls for a continuing investment to

improve satellite measurements of water vapor in the atmospheric boundary layer.

Current satellite water vapor products rely mainly on passive measurements of spec-

trally resolved microwave and infrared radiances at the top of the atmosphere, but such

radiances are weighted toward the mid-troposphere and are not very sensitive to water

vapor in the lower troposphere where it varies the most. The radiative kernel functions are

broad and are unable to resolve either the marine boundary layer or the gradients in water

vapor near the trade inversion, both of which are critical to processes that govern shallow

cloud cover and convection initiation. Poor vertical resolution also mutes circulation

patterns associated with the radiative response to large water vapor gradients. Passive

infrared measurements have a vertical resolution of at best 1–2 km in the lower tropo-

sphere with relative errors of 10–20% (August et al. 2012). Microwave profilers can

provide humidity measurements in regions of non-precipitating clouds; however, they can

suffer from underlying biases resulting from uncertainties in the microwave surface

emissivity. Tropospheric humidity retrievals from GNSS radio occultation show promise

due to their favorable combination of high vertical resolution, accuracy, long-term sta-

bility, all-weather capability and global as well as local time coverage, but are limited in

their horizontal resolution (especially near the surface) and by the need for a priori

background temperature profiles required to retrieve humidity profiles.

Space-based water vapor lidars are ideal for high accuracy measurements of water vapor

throughout the troposphere and lower stratosphere as they are self-calibrating and not

prone to bias resulting from aerosol and cloud contamination. Furthermore, they can

retrieve water vapor profiles during day and night, at all latitudes, through broken cloud

fields and tenuous high altitude cirrus (with reduced spatial resolution), and during all

seasons. In addition to profiles of water vapor, DIAL can provide high accuracy mea-

surements of total precipitable water, cloud occurrence, cloud-top-height, and cloud water

phase. Further, gradients in both water vapor and aerosol can be used to characterize the

height of the (marine) boundary layer inversion. This capability is useful for studying

vapor-cloud interactions, although to comprehensively address questions related to shallow

cloud processes, DIAL observations should be augmented with observations of cloud

optical depth, liquid water path, and droplet size from passive sensors, in addition to

detection of drizzle and light precipitation from radar.

Airborne DIAL prototypes have been fielded over the past 20 years demonstrating key

technologies and resulting science capabilities from active sensing platforms. A concept

study was carried out by Gerard et al. (2004) to assess the performance of a space-based

water vapor DIAL in relation to passive measurements such as IASI. The results of the

study indicated that for a fixed error threshold, a water vapor DIAL would extend the water

vapor measurement to a greater altitude as well as further down into the lower troposphere

than IASI, would provide higher precision and accuracy in the lower troposphere and

would have approximately twice the vertical resolution. The study also indicated that the
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water vapor measurements would extend from the lower stratosphere down to the surface

which would have significant positive impacts in determining the background error

covariance used in Numerical Weather Prediction (NWP) analysis, as well as for providing

a stable absolute reference for calibrating passive sensors. Although the DIAL technique

has been extensively demonstrated via airborne simulators and is also the most mature of

the technologies described here, a comprehensive funding profile is still required to

increase the technology readiness level of critical subsystems such as the laser, detectors,

and filters, required for a space-based implementation.

Complementary to DIAL, the DAR technique provides profiles of water vapor within

clouds. The DAR technique presented here samples the 183 GHz water vapor absorption

line with two discrete RF channels, one that sits on the wing of the absorption line and one

that is located away from the absorption line. Similar to the DIAL technique, the ratio of

the radar reflectivity’s at the online and off-line frequencies is approximately proportional

to the water vapor path. The DAR technique is a powerful new emerging technology in that

it will provide profile measurements of water vapor within clouds at different altitudes, an

area which no satellite or airborne sensor currently has the capability to retrieve high

accuracy measurements. A combined DIAL and DAR payload will serve as a powerful

measurement suite providing both clear air and in-cloud profiles of water vapor, in addition

to column measurements from both systems.

An extension of GNSS RO, LMO utilizes centimeter and millimeter wave signals

between LEO satellites in the X and K bands to retrieve pressure, temperature, and

humidity profiles using an optimal estimation framework. Together with pressure and

temperature retrievals, the LMO water vapor retrievals show promise in providing high

accuracy global profiles throughout the troposphere and stratosphere in clear and cloudy

conditions. A primary limitation of LMO is an inherently limited horizontal resolution of

approximately 100–200 km along the sounding paths, which is thus not able to resolve

fine-scale features in water vapor fields in the near-surface atmosphere. An LMO observing

system coupled with nadir pointing active and passive systems, which provide high spatial

resolution measurements in the lower troposphere, would extend the vertical coverage of

water vapor profiles from the stratosphere down to the surface. The first LMO demon-

stration missions, ACCURATE-1 and ATOMMS-1, are currently under development and

expected to launch in the 2020–2022 timeframe.

Hyperspectral passive microwave KID sensors, as discussed above, would extend the

capabilities of current hyperspectral infrared sensors to cloudy areas. This all-sky capa-

bility and the wide measurement swath would be advantages even compared to active

DIAL measurements, although accuracy and horizontal and vertical resolution would be

inferior to DIAL. In terms of technological readiness, hyperspectral KID sensors are the

least mature of the techniques discussed here, but currently developing rapidly. Laboratory

systems have already been realized, and the next step will be airborne prototypes, which

could be ready within the next 5 years. A top level system/subsystem TRL breakdown

based on the NASA Earth Science Technology Office definitions is presented for each

measurement approach in Table 5. The TRL breakdown is intended to summarize the

relative matureness of each measurement approach in order to estimate the potential

readiness date for a future space-borne mission, rather than to elucidate the exact level of

readiness of each instrument(s) subsystem(s), which is required when transitioning from

ground/airborne demonstrators to a space-borne implementation.

In addition to profiles of water vapor, information on the origin of water vapor is also

important. Stable naturally occurring isotopes of hydrogen (Deuterium–Oxygen, HDO)

have been used in hydrology for decades to provide constraints on the origins of water. The
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ratio of HDO to H2O (expressed as dD) is a tracer for water origin and lifetime and

consequently sensitive to many key processes of the hydrological cycle such as mixing of

air masses, convection, transport and cloud detrainment (Galewsky et al. 2016; Worden

et al. 2007). Measurements of this water isotopologue therefore add value to measurements

of the main isotope alone. Global HDO datasets have become available from satellites such

as IASI, Tropospheric Emissions spectrometer (TES) for sensitivity in the upper tropo-

sphere or SCanning Imaging Absorption SpectroMeter for Atmospheric CHartographY

(SCIAMACHY) and Greenhouse Gas Observing Satellite (GOSAT) for the full

Table 5 System/subsystem technology readiness levels for the different airborne and space-based tech-
nologies presented here. For orientation, TRL 2 is a technology concept, TRL 4 is component/subsystem
validation in a laboratory environment, TRL 6 is system/subsystem model or prototyping demonstration in a
relevant end-to-end environment

Measurement approach Aircraft
TRL

Space-
borne
TRL

Comment

Differential absorption lidar

Transmitter 9 4–5 Nd/YAG pump lasers developed for current space-based
lidar missions (e.g., ADM Aeolus, EarthCARE,
MERLIN, CALIPSO follow-on mission concept) can
be adapted for use as a pump laser for a water vapor
DIAL transmitter. TRL for DIAL single-frequency
pulsed and continuous wave seed lasers reflect
technologies developed under the LASE, WALES,
HALO, and MERLIN programs

Receiver 9 5–6 TRL reflects use of highly sensitive single photon
sensitive silicon and mercury cadmium telluride
(HgCdTe) detectors. Telescope adapted from ADM
Aeolus. Frequency agile filter not included in TRL
assessment

Differential absorption radar

Transmitter 4 2 TRL based on existing GaN W-band power amplifier
and GaAs Schottky diode frequency multiplication to
achieve[ 0.5 W continuous transmit power at G-band

Receiver 4 4 TRL based on proven quasi-optical duplexer and antenna
and mature back-end digital electronics

LEO–LEO microwave occultation

ATOMMS airborne
demonstrator

5 NA ATOMMS hardware developed for demonstration on
NASA WB-57 platform. TRL for ground-based
(mountain top) operation is at 8

ACCURATE microsat
transmitter and
receiver

NA 5 TRL reflects that successful phase A studies have been
conducted and that related space instrument transmitter
and receiver breadboard simulators have been
developed and validated via ground-based (lower
troposphere) long-path experiments

Hyperspectral microwave

KID sensor 3 3 The KID spectrometer system is operated under vacuum
in a cryogenic environment. The only difference with a
satellite-based implementation is the enhanced cosmic
ray flux. TRL is at 3 for space-based implementation,
as the full cooling chain (radiator design) for LEO
needs to be demonstrated
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tropospheric column measurements (Lacour et al. 2012; Schneider and Hase 2011;

Frankenberg et al. 2013). These existing satellites provide global observations of the

distribution of water isotopes, providing a unique view on the processes that control the

global water cycle. Despite recent advancements, passive remote sensing of HDO in the

troposphere using reflected or emitted radiances is typically an ill-posed problem

(Galewsky et al. 2016) that limits the accuracy in which vertical distributions can be

retrieved in non-trivial heterogeneous scenes (Stevens et al. 2017). Measurements of water

isotopes using the measurement approaches presented here are mostly out of the scope of

this paper, however, future prospects exist for microwave and LMO.

Hyperspectral passive KID sensors presented here would also extend the capabilities of

current infrared sensors for column HDO measurements to cloudy areas with potentially

higher spectral resolution, thereby enabling sharper weighting functions in the mid-upper

troposphere. LMO also has the potential for retrieving HDO profiles, but similar to the

other retrieved products, suffers from poor spatial resolution near the surface. Although

column HDO measurements using integrated path DIAL have been demonstrated to date,

HDO profile measurements are largely out of scope for active remote sensing such as

DIAL and DAR due to the very low atmospheric concentrations. For a HDO DIAL or DAR

with similar precision as for H2O, for example, one would require a HDO line with an

absorption cross section larger by a factor n_H2O/n_HDO than the usual H2O DIAL/DAR

cross section, where n_x is the molecule number density of isotope x. Due to longer

integration paths across the atmosphere, passive remote sensing is in a better position,

albeit at the cost of coarse spatial resolution, which may jeopardize the overall benefit as

most of the abovementioned hydrological cycle processes are small scale and reside in the

mid-to-lower troposphere.

Despite the crucial role of water vapor, and particularly in the lower troposphere, in

virtually every climate process (Stevens and Bony 2013), it is important to note that no

satellite missions are currently planned which could overcome the limitations of the current

deployed space-based sensor suite. The new and emerging technologies and analysis tools

presented here have the potential to bridge this observational gap and provide high reso-

lution and accurate water vapor profiles from the surface through the stratosphere. Future

climate and dynamics focused Earth observing systems requiring high resolution water

vapor profiles will require complementary measurements from DIAL sensors optimized for

lower tropospheric measurements as well as from passive sensors whose weighting

functions are optimized from the free troposphere up through the stratosphere. The addition

of active DAR measurements for in cloud water vapor profiles would complete the port-

folio, providing retrievals of water vapor in both clear and cloudy conditions.

In addition to satellite sensors, there is also a need for highly accurate ground-based and

airborne remote and in situ measurements of tropospheric water vapor profiles for satellite

validation, detailed process studies not achievable using space-borne sensors, and for use

as transfer standard to combine satellite datasets. In parallel, the ground-based and airborne

lidars and aircraft in situ measurements are vital for looking at detailed micro-/macro-

physical processes associated with water vapor and its interaction with clouds. In the near

term, airborne process studies such as the European NARVAL and EUREC4A campaigns

(Kiemle et al. 2017; Bony et al. 2017), will pave the way for next-generation space-based

water vapor measurements required to overcome existing measurement deficiencies.
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Abstract Cloud profiling from active lidar and radar in the A-train satellite constellation

has significantly advanced our understanding of clouds and their role in the climate system.

Nevertheless, the response of clouds to a warming climate remains one of the largest

uncertainties in predicting climate change and for the development of adaptions to change.

Both observation of long-term changes and observational constraints on the processes

responsible for those changes are necessary. We review recent progress in our under-

standing of the cloud feedback problem. Capabilities and advantages of active sensors for

observing clouds are discussed, along with the importance of active sensors for deriving

constraints on cloud feedbacks as an essential component of a global climate observing

system.

Keywords Cloud feedback � Satellite lidar � Radar � Deep convection � Shallow
clouds

1 Introduction

Equilibrium climate sensitivity (ECS)—the sensitivity of global-mean surface temperature

to a doubling of CO2—has become an organizing concept of climate science which reflects

many aspects of climate change including changes of the hydrologic cycle and regional

climate. ECS was first estimated in the late 1970s, based on clever inferences from two

early global circulation models, with a range of 1.5–4.5 �C (Charney et al. 1979). Since
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3 Laboratoire d’Aérologie, CNRS, 31400 Toulouse, France

4 Science Systems and Applications, Inc (SSAI), Hampton, VA 23666, USA

Surv Geophys (2017) 38:1483–1508
https://doi.org/10.1007/s10712-017-9452-0

311

http://orcid.org/0000-0002-3919-2244
http://crossmark.crossref.org/dialog/?doi=10.1007/s10712-017-9452-0&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s10712-017-9452-0&amp;domain=pdf
https://doi.org/10.1007/s10712-017-9452-0


123Reprinted from the journal

then, our understanding of the climate system has improved markedly and much effort has

been applied to reducing this range of uncertainty. However, in the most recent report of

the IPCC, the ECS is still judged to be ‘‘likely in the range 1.5–4.5 �C’’ (IPCC 2013),

illustrating that the uncertainties in ECS have proven to be remarkably resilient. Much

progress has been made, however, in the identification and understanding of the processes

that control climate sensitivity (Stevens et al. 2016a). A reduction in the range of ECS—

particularly at the high end where the risks are greatest and the economic benefits of better

information are largest—would be tremendously valuable in improving our abilities to

better plan for climate change (Cooke et al. 2013; Neubersch et al. 2014) and would help

determine the levels of greenhouse gas emissions compatible with a global warming target

of 1.5 or 2 �C.
Estimates of ECS based on the historical surface temperature record tend to fall at the

low end of the IPCC range (Otto et al. 2013; Lewis and Curry 2015; Forster 2016), while

observational tests of processes relevant to cloud feedbacks tend to point toward the high

end of the range (e.g., Sherwood et al. 2014; Su et al. 2014). This inconsistency has been a

focus of research efforts in recent years, and questions have been raised as to whether the

historical record is fundamentally unsuitable for constraining ECS (Knutti and Hegerl

2008). In spite of these difficulties, techniques of analyzing model output have become

increasingly sophisticated over the last decade and it is now well established that the

largest source of model diversity in ECS is due to cloud feedbacks (Bony et al. 2006; Webb

et al. 2013). The large spread in model ECS can be traced to the complexity of the

processes involving clouds and the difficulty of realistically representing these processes in

global models. The occurrence and properties of clouds are the result of multiple com-

peting processes taking place over a wide range of space and time scales. Many processes

must be highly parameterized in the global models used for climate studies, and there are

questions as to whether the key processes are captured sufficiently well. Much has been

learned from high-resolution eddy-scale models, but interactions across spatial and tem-

poral scales are also important and models are only beginning to reach the point where

these scale interactions can be directly simulated.

Providing observational constraints on cloud feedbacks poses a significant challenge.

Clouds have a large impact on Earth’s radiation budget with global-mean shortwave (SW)

and longwave (LW) cloud radiative effects estimated at - 47.1 and ? 26.5 W/m2,

respectively, resulting in a net cooling of about 20 ± 4 W/m2 (Loeb et al. 2009). Because

the radiative effects of clouds are large relative to the radiative forcing of 3.7 W/m2

expected from a doubling of CO2 (Myhre et al. 2001), even small forced changes in clouds

can act to significantly enhance or mitigate greenhouse gas warming. Observing these

small changes requires an observing system which is highly accurate and stable over the

decades required for trends to emerge from the noise of climate variability.

The international ‘‘A-train’’ constellation, built around a core consisting of the Aqua,

CALIPSO, and CloudSat satellites, represents a major advance underway since the late

1990s in our ability to observe Earth’s climate system. The A-train has provided an

unprecedented, comprehensive set of observations of clouds, aerosols, and atmospheric

state (L’Ecuyer and Jiang 2010) which have significantly advanced our understanding of

climate. But more progress is needed. In this paper, we address the question of how

observations can be used to reduce current uncertainties in cloud feedbacks. In the next

section, we briefly summarize the current understanding of cloud feedbacks. Section 3

reviews some of the strengths and weaknesses of lidar for monitoring cloud changes. In

Sect. 4, we review some of the approaches used to determine cloud feedbacks from

satellite sensors, difficulties posed by non-ideal instruments, and discuss new opportunities
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presented by the emerging record from active satellite sensors. In particular, what could be

learned from extending the current record obtained from the active sensors in the A-train

constellation to multidecade time scales. Finally, Sect. 5 presents an outline of the satellite

observations beyond the A-train necessary to continue advancing our understanding of

cloud processes and feedbacks.

2 What Do We Know? What Do We Still Need to Know?

Cloud feedbacks, and tropical low-cloud feedbacks in particular, have been identified as

the dominant source of uncertainty in model estimates of climate sensitivity (Bony and

Dufresne 2005; Vial et al. 2013). Reducing these uncertainties has proven difficult, in part

due to the difficulty of quantifying the factors controlling clouds and their response to a

warming climate. But rapid progress has been made in developing techniques to interrogate

model simulations and in delineating the cloud types and factors responsible for both

feedbacks and their uncertainties. Plausible physical mechanisms have been proposed.

Ultimately, climate models must be tested against observations and model parameteriza-

tions must capture the key physical mechanisms operating in the real world.

The effect of clouds on outgoing radiative fluxes is referred to as the cloud radiative

effect (CRE). This can be computed as the difference between all-sky fluxes and fluxes

from cloud-free scenes, or between cloudy and cloud-free scenes:

CRE ¼ Fclear � Fall�sky ¼ CFðFclear � FcloudÞ ð1Þ

where CF is the total cloud fraction and F refers to the net upwelling minus downwelling

radiative fluxes at the top of the atmosphere (TOA). A ‘‘cloud radiative feedback’’ is the

perturbation of outgoing radiative fluxes due to the changes of clouds in response to

climate warming. While the change in CRE over time is equal to the change in clear-sky

minus all-sky radiative fluxes, the cloud radiative feedback is the change in outgoing

radiation due to clouds alone. Clouds have a masking effect, in that they reduce the

contribution of changes in lower-level temperatures, surface albedo, and moistening to the

outgoing radiative fluxes from those which would occur if the clouds were not present.

Therefore, cloud feedbacks are estimated by adjusting the change in CRE for cloud

masking of the temperature and water vapor feedbacks. This is commonly done using the

radiative kernel approach pioneered by Soden et al. (2008). In climate models, longwave

(LW) cloud feedbacks are driven by changes in mid- and high clouds (Zelinka et al. 2016).

The largest feedback uncertainties, however, are associated with the shortwave (SW)

feedbacks of shallow marine clouds (Bony et al. 2006; Soden and Held 2006; Vial et al.

2013).

2.1 What Observable Changes Do We Expect Under Climate Change?

Cloud radiative feedbacks result from changes in cloud fraction, height, or optical depth in

response to rising greenhouse gas concentrations. Changes in optical depth can arise from

changes in cloud liquid water path or by changes in thermodynamic phase. Zelinka et al.

(2016) developed a decomposition of cloud feedback in terms of changes in macroscopic

cloud properties. Their analysis of the feedbacks predicted by an ensemble of climate

models shows low-cloud feedbacks ([ 680 hPa) are dominated by a robust positive net

cloud amount feedback arising from SW effects, with essentially zero altitude feedback
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from low clouds. A negative low-cloud optical depth feedback is found, primarily at high

latitudes, which may involve changes of cloud phase from ice to water as the atmosphere

warms. In contrast, non-low clouds (mid-level and high clouds above 680 hPa) show a

robust and positive altitude feedback due to LW CRE. The LW and SW components of the

cloud amount and cloud optical depth feedbacks of non-low clouds exhibit relatively large

model diversity but tend to compensate each other. The cloud altitude, amount, and optical

depth feedbacks vary geographically in complex patterns, compensating each other some

places and reinforcing in others.

Determining the sensitivities of these cloud responses to warming surface temperatures,

in the presence of large natural variability, represents one of the main challenges in

characterizing and constraining cloud feedbacks. The many uncertainties associated with

model estimates of cloud feedbacks motivate approaches based on observations. These can

be roughly divided into studies analyzing observed trends over the satellite era and those

which try to derive constraints on long-term cloud feedbacks from observations of inter-

annual variability.

2.2 How Might We Diagnose These Changes?

Models robustly predict that high clouds will rise in a warming climate such that cloud top

temperatures remain nearly constant, producing a positive LW feedback (Hartmann and

Larson 2002; Zelinka and Hartmann 2010). The rise in cloud height occurs at all latitudes

and in the extratropics is associated with increasing height of the tropopause. This appears

to be a consequence of the fundamental mechanism underlying radiative-convective

equilibrium: To maintain equilibrium, upward convective ascent must be matched by

radiatively driven clear-sky subsidence. Thus, the vertical profile of clear-sky diabatic

cooling acts as a control on the vertical development of tropical deep convection. Using

observations from multiple A-train sensors, Zelinka and Hartmann (2011) found support

for this mechanism by regressing monthly mean anomalies against sea surface temperature

(SST). Li et al. (2012), in a similar study, point out that cloud profiles, as can obtained from

active sensors, are a more appropriate indicator of the cloud detrainment level than cloud

top temperature derived from passive sensors, and would provide better quantification of

the SST–cloud top relationships.

Other studies have looked in observations for the trends in tropical cloud heights pre-

dicted by models. Norris et al. (2016) analyzed the 30-year (1983–2009) ISCCP and

PATMOS-x datasets, both based on observations from a series of operational geostationary

and polar orbiting satellites. They found it necessary to remove systematic biases due to

satellite orbit drifts and sensor calibration differences, with the result of also removing

global-mean variability and any climate signal which is geographically correlated with the

biases removed (Evan et al. 2007; Norris and Evan 2015). They found changes in cloud

height consistent with rising cloud altitude, but uncertainties in the datasets used precluded

a quantitative estimation of the magnitude. Analysis of the two different cloud datasets—

derived from similar sets of satellites, although using different algorithms—show signifi-

cantly different patterns of changing cloud vertical occurrence, illustrating the uncertain-

ties involved in using the existing long-term passive cloud climatologies for trend analysis.

Attention has focused recently on a more fundamental problem in deriving cloud

feedbacks from observed trends. It is known that the SST change expected from rising CO2

levels is more uniform than that from natural variability. Recent work shows that climate

feedbacks are not constant but vary over the historical period (Armour et al. 2013; Xie

et al. 2016; Gregory and Andrews 2016; Rugenstein et al. 2016) and that this comes, in
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part, from the dependence of cloud feedbacks on patterns of surface temperature change. In

particular, Zhou et al. (2016) find the spatial patterns of surface warming have varied in a

way that cloud feedbacks over recent decades are significantly more negative than long-

term feedbacks. Su and Jiang (2013) provide an illustration of this, using observations from

CALIPSO and CloudSat to show that El Nino events with different patterns of SST change

can produce nearly opposite responses in the vertically resolved tropical cloud occurrence

and cloud water content. They further diagnose that a significant part of the cloud response

to SST changes is mediated by changes in large-scale circulation. There are also longer-

term modes of climate variability operating on decadal and multidecadal time scales such

as the Atlantic multidecadal oscillation (Enfield et al. 2001) and the interdecadal Pacific

oscillation (Folland et al. 1999). These modes are associated with patterns of SST change

distinct from those of both ENSO and global warming, further complicating the task of

relating cloud feedbacks estimated from current observations to long-term feedbacks.

Given the difficulty of deriving constraints on long-term cloud feedbacks from observed

trends, there has been a recent focus on relating the observed variability of shallow

clouds—on time scales ranging from weekly to interannual—to controlling factors such as

SST and the strength of the marine boundary layer inversion. In the so-called emergent

constraints approach (Klein and Hall 2015), observed relationships between clouds and

their controlling factors are used to constrain long-term feedbacks from models under the

assumption there is a relationship between simulated present day and centennial scale

variabilities. In one recent paper, Zhai et al. (2015) use observations from AIRS and

CALIPSO–CloudSat to compute the sensitivity of marine low-cloud cover to changes in

SST in regions of large-scale subsidence. They find the sensitivities at interannual and

centennial scales are correlated in models. In a comparison of observed and modeled

seasonal sensitivities, the models with seasonal sensitivities consistent with observations

were found to have high ECS, whereas models inconsistent with the observations tended to

have low ECS. Marine low-cloud cover and shallow cloud feedbacks are not uniquely

determined by SST however. Some models showed a strong link between low cloud cover

and SST, but in other models the link was much weaker, indicating the importance of other

controlling factors such as tropical inversion strength, lower tropospheric stability, water

vapor, and variations in atmospheric circulations. Thus, there is still a need to confirm

these results with long-term observations.

Qu et al. (2015) took a different approach to deriving long-term constraints from

observed interannual variability. They used observations to estimate the sensitivity of

shallow clouds to their controlling factors and then applied these sensitivities to the

changes in the large-scale environmental simulated in future climates. The advantage of

this approach is it does not rely on climate model simulations of clouds, but instead uses

the more trustworthy predictions of how the large-scale controlling factors will change.

A number of other recent studies use one or both of these short-term variability

approaches (Brient and Schneider 2016; Myers and Norris 2016; McCoy et al. 2017).

Uncertainties in feedbacks estimated from these studies are still relatively large, but a

meta-analysis by Klein et al. (2017, this issue) is able to derive a useful constraint on global

models which indicates negative and near-zero tropical cloud feedbacks are unlikely. Even

if these approaches are able to provide constraints on model feedbacks, however, they

don’t provide a straightforward path to improving the representation of cloud processes in

models. Observational studies are still required to identify and constrain the mechanisms

responsible for cloud feedbacks.
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3 Observing Clouds with Active Sensors

While research over the last decade has greatly increased our understanding of cloud

feedbacks, uncertainties in their magnitude have not been significantly reduced. Given the

variety of approaches which have been explored, what are the prospects for reducing the

current uncertainties and how can the (relatively new) availability of observations from

active sensors contribute?

Satellite observations over multiple decades are necessary to directly detect the emer-

gence of forced changes and separate them from natural variability. A National Institute of

Standards and Technology (NIST) report (Ohring 2004) has identified stability and

accuracy requirements on measurements used to characterize climate change trends.

Requirements on cloud measurements were tied to current abilities to monitor solar irra-

diance and outgoing TOA LW fluxes to within a few tenths of a W/m2 per decade. Climate

monitoring requirements identified for clouds, necessary to constrain cloud feedbacks, are

summarized in Table 1. Requirements on the accuracy of global-mean cloud cover and

global-mean cloud top height were set at 1% and 150 m, respectively, with requirements

on measurement stability of 0.3%/decade and 30 m/decade. These requirements call for

observations with exceptional stability, and the calibration uncertainties of the satellite

radiometers in current use significantly increase the time to detect cloud trends relative to a

perfect instrument (Wielicki et al. 2013; Shea et al. 2017).

CALIPSO (Winker et al. 2010) and CloudSat (Stephens et al. 2002), launched together

in 2006, have provided our first experience with active profiling of clouds from space.

These instruments have now acquired more than 11 years of global cloud profiles over a

period which includes three ENSO cycles—long enough to sufficiently characterize the

mean state of clouds in the early twenty-first century. Lidar offers the necessary accuracy,

sensitivity, and long-term stability to monitor the small trends in cloud cover and altitude

expected under climate change and provide constraints on cloud radiative feedbacks.

Passive cloud retrievals are based on relatively simple forward models—involving

assumptions on atmospheric vertical structure—and large errors and ambiguities can ensue

when these assumptions are violated in the real atmosphere (Stephens and Kummerow

2007). Whereas passive retrievals are limited to retrieval of a single effective cloud height,

lidar provides a profile of the vertical distribution of cloud—including multilayer clouds—

down to the altitude where the return signal is extinguished by cloud attenuation. Lidar

cloud altitude is directly measured from the laser pulse time-of-flight (Winker et al. 2007).

Measurement of the time delay is inherently accurate, and independent of radiometric

calibration. Knowledge of the distance from the satellite to the ocean surface provides an

additional constraint. The satellite orbit altitude is determined to within 30 m using the

Table 1 NIST requirements for climate-accuracy cloud observations

Parameter Accuracy Stability

Cloud top temperature 1 K 0.2 K/decade

Cloud top cover 1% 0.3%/decade

Cloud top height 150 m 30 m/decade

Cloud base height 500 m 100 m/decade
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global positioning system (GPS), so that the range from satellite to the ocean surface is

known independently of laser timing. Any potential timing drifts can be identified by an

apparent change in the time delay from emission of the laser pulse to detection of the laser

return from the ocean surface. GPS orbit determination allows one to constrain errors in

lidar altitudes due to a potential instrument clock drift to about 1 m absolute long-term

accuracy.

Clouds are detected in the lidar backscatter profile via the contrast between returns from

clouds and the molecular atmosphere. As this is a relative measurement, cloud detection is

largely independent of potential calibration errors. For those measurements which do

depend on radiometric calibration, lidar returns from the mid-stratosphere are referenced to

molecular density profiles computed from global re-analysis products—essentially using

the mid-stratosphere as a calibration target (Powell et al. 2009). Radiometric calibration of

Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) is currently performed using

lidar returns between 35 and 40 km altitude, where aerosol contributions are negligible.

Experience with CALIPSO has shown these calibrations have excellent long-term stability,

as illustrated in Fig. 1. The red curve shows a time series of CALIOP 532 nm attenuated

backscatter (calibrated profile data) integrated from 24 to 40 km, where the lidar

backscatter is dominated by molecular scattering, and averaged over 50�S–50�N. The blue
dashed curve is the normalized molecular number density from the NASA Global

Modeling and Assimilation Office Forward Processing for Instrument Teams (GMAO-FP-

IT) analysis product over the same altitude range, interpolated to the CALIPSO ground

track. The black curve shows the time history of 532-nm laser pulse energy over the

mission. Pulse energy has varied over time due to the loss of pump diodes, adjustments to

the laser, and a switch between primary and backup lasers in March 2009. The calibration

scheme is able to accurately correct the profile data for these variations in pulse energy,

producing a stable long-term record.

With high sensitivity and high-resolution vertical profiling capability, lidar provides the

most rigorous observations of cloud fraction and cloud top height. Cloud profiling radar

provides complementary information on the vertical distribution of optically thick clouds.

CALIOP has been used extensively to identify and characterize biases in passive cloud

height retrievals due to broken or multilayer clouds, or when clouds lie underneath tem-

perature inversions (Holz et al. 2008; di Michele et al. 2013). In particular, CALIOP and

CloudSat together have been used to illustrate the biases in the cloud top pressure-optical

Fig. 1 Normalized trends of laser total pulse energy, mid-stratospheric 532 nm attenuated backscatter
signals integrated between 25 and 40 km altitude, and molecular number density averaged over the same
altitude range
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depth (CP-s) diagrams derived from passive sensors due to ambiguities in passive cloud

height retrievals (Marchand et al. 2010; Mace and Wrenn 2013). Relative to using passive

sensors alone, Stephens et al. (2017) illustrate the improved ability to partition CRE by

cloud type using active and passive sensors together, primarily due to the ability of active

sensors to identify and characterize multilayer cloud situations.

These characteristics of lidar result in a highly stable observing system which is ref-

erenced to fundamental benchmarks, so that overlap between successive lidar missions is

not required to transfer calibrations. For nadir-viewing instruments such as lidar, sampling

can be an important limitation, however. But even nadir-viewing measurements can pro-

vide accurate sampling on the space and time scales relevant to climate. Uncertainties in

sampling cloud cover using a nadir-viewing sensor can be estimated using an approach

from Key (1993), who develops a simple expression for the variance of an estimate of 2D

cloud cover based on observations along one-dimensional transects. The method assumes a

random, isotropic field of circular clouds. The variance of estimated cloud cover, p0, is a
function of the number and length of the transects and the autocorrelation scale of cloud

cover:

var p0ð Þ ¼ 2p 1� pð Þ 1� 1=aL

aNL
ð2Þ

where N is the number of transects, L is the length of the transects, and a describes the

correlation scale such that aN is the number of independent samples. The uncertainty in

estimated cloud cover decreases linearly as aNL increases. Assuming mean cloud cover of

50% (p = 0.5, which maximizes the variance) and using a cloud autocorrelation scale of

50 km, Fig. 2 shows how uncertainties in cloud cover estimates decrease as space–time

sampling increases. Symbols indicate a few relevant space–time scales. This theoretical

analysis predicts a RMS sampling uncertainty in global monthly mean cloud cover of

0.1%, well below the National Institute of Standards and Technology (NIST) requirement,

and 1% for monthly zonal mean cloud cover with 10� latitudinal resolution.

Fig. 2 RMS uncertainty in estimated cloud fraction, p0, for different space–time averaging scales assuming
mean cloud fraction of 50%
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As a check on this theoretical estimate, Fig. 3 shows the anomalies of monthly mean

cloud cover between 60�N and 60�S from nadir-viewing CALIOP observations and from

full-swath Moderate Resolution Imaging Spectroradiometer (MODIS) Collection 6 data.

CALIOP cloud amounts were computed using only cloud layers with optical depths greater

than 0.3, in an attempt to adjust for optically thin clouds below the MODIS detection

threshold. It can be seen the anomalies track closely between the two instruments with an

RMS cloud fraction difference of 0.0031 and a trend which is not statistically different

from zero. This result is reasonably consistent with the theoretical prediction shown in

Fig. 2 (monthly global * 0.2%), in spite of the rather simple correction for sensitivity

differences between CALIOP and MODIS. Similar behavior is seen in comparing

anomalies of tropical cloud amount. These results support the ability of nadir-only

observations to provide sufficient sampling to meet or exceed climate-accuracy require-

ments at monthly global scales and to provide sufficiently accurate estimates at monthly

zonal scales.

Additionally, CALIOP has one advantage over MODIS related to sampling. Cloud

detections from MODIS and many other satellite sensors rely on observations using 1 km

pixels or larger. Many clouds smaller than a kilometer are found in trade cumulus regions,

and it has been shown that this can lead to overestimates of cloud fraction relative to

sensors having smaller footprints (Wielicki and Parker 1992; Zhao and Di Girolamo 2006).

Moreover, this overestimate is sensitive to the spatial distribution of clouds so that it may

be difficult to separate changes in cloud fraction from changes in the spatial organization of

trade cumulus (Zhao and Di Girolamo 2006). The lidar footprint of CALIOP (about 100 m

diameter) is much smaller than the 1 km pixels used for MODIS cloud detection and

greatly reduces the occurrence of broken cloud within a footprint.

Another limitation of lidar is attenuation; lidar signals do not penetrate through optically

thick clouds. A typical rule of thumb is that usable lidar signals penetrate to an optical

depth of about 3. Because of the 100-m diameter footprint of CALIOP, relatively large for

lidar, small-angle forward scattering in ice clouds provides enhanced penetration to optical

depths of about 5. Figure 4 compares annual average cloud cover of all ice clouds (42%)

and of ice-topped clouds which are opaque to the lidar (9.1%). The relatively rare opaque

Fig. 3 Cloud amount anomalies, 60�S–60�N, from MODIS Collection 6 full-swath observations and
thresholded CALIOP nadir observations (optical depth[ 0.3 only)
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ice clouds are found mostly at mid-to-high latitudes and in regions of tropical deep con-

vection. As a consequence, warm clouds in subsidence regions are well observed by

satellite lidar. Figure 5 presents another view of lidar attenuation, showing zonal mean

penetration statistics from CALIOP. The lidar signal is seen to frequently penetrate into the

lower troposphere, essentially penetrating most ice cloud and being attenuated within most

water clouds.
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Fig. 4 Annual mean coverage during 2008 of cirrus and ice-topped clouds (left panel) and opaque ice-
topped clouds (right panel)

Fig. 5 Zonal mean CALIOP frequency of penetration in cloudy columns, from TOA down to altitude y, for
July 2009 based on single-shot 532 nm data. In the vicinity of the InterTropical Convergence Zone (ITCZ),
about 20% of single shots are fully attenuated above 8 km
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4 Constraints on Cloud Feedbacks from Lidar

As discussed above, cloud feedbacks result from the small but radiatively important

changes in cloud fraction, height, optical depth, or water phase in response to rising

greenhouse gas concentrations. These parameters have large natural variability making the

detection of forced trends difficult. The small changes in these properties which are driven

by warming will only emerge from the noise of natural variability on multidecade time

scales. This places stringent requirements on the long-term accuracy and stability of

sensors used to detect change. Rigorous analysis shows the time required for a perfect

instrument to detect a trend of magnitude |xo| with probability of 90% is:

n ¼ 3:3re
xoj j 1� /ð Þ

� �2=3
ð3Þ

where n is the number of years of observations required, re
2 is the variance of a white noise

process representing the natural variability of the parameter being trended, and / is the

autocorrelation (Weatherhead et al. 1998). For a given value of / it can be seen that the

trend detection time increases as [re/|xo|]
2/3. Given the long time-scales required to detect

climate trends, measurement accuracy and long-term stability are more important than the

precision of individual measurements, and calibration uncertainties can significantly

extend the trend detection time.

Global-mean surface air temperature is expected to increase at about 0.2 K/decade over

the next few decades. Wielicki et al. (2013) show that the trend uncertainty for an infrared

radiometer with perfect calibration reaches 0.2 K/decade in about 12 years, but if an

instrument with calibration accuracy similar to that of IASI or AIRS was used, it would

take more than 20 years to reach the same trend uncertainty. Additional sources of bias

such as orbit drifts or changes in channel spectral widths between instruments extend the

detection time even further.

In addition to problems with instrument calibrations, passive retrievals of cloud height

and optical depth are under-constrained. The forward models of the atmosphere which

form the basis of cloud retrievals are highly simplified and often involve poorly justified

assumptions (see discussions by Stephens and Kummerow (2007) and Pincus et al. (2012)

for example). The presence of just a single cloud layer is one of the most common

assumptions of passive cloud retrievals, whereas multilayer cloud occurrence ranges from

24 to 40%, depending on the definition of the gap separating single- and multilayer clouds,

and as high as 60% in certain parts of the tropics (Mace et al. 2009; Matus and L’Ecuyer

2017). The most common situation is high ice cloud located over low warm cloud.

Retrieval of an effective single-layer cloud height in the presence of multiple cloud layers

can result in cloud height errors of as much as several kilometers (Holz et al. 2008),

causing high clouds overlying low clouds to be reported as mid-level clouds. Other biases

are found in the retrieval of broken cloud scenes or nighttime retrievals of low clouds

where there is limited thermal contrast with the surface.

For all these reasons, evaluations of cloud vertical distributions derived from ISCCP

show significant differences with CALIPSO–CloudSat (Rossow and Zhang 2010; Tse-

lioudis et al. 2013). Comparison of joint histograms of cloud top pressure and optical depth

(CP-s diagrams) from ISCCP and from CALIPSO–CloudSat shows that ISCCP retrievals

tend to place high clouds too low and low clouds too high (Mace and Wrenn 2013). While

the ISCCP dataset provides our best long-term (30 ? years) cloud observational dataset,

these ambiguities and biases in the retrieved vertical distribution of clouds impact our
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ability to interpret the observed distribution of clouds. As an example, combining cloud

profiles from CALIOP and CloudSat with other A-train observations have significantly

improved previous estimates of the surface radiation budget due to improved estimates of

cloud base height from the active sensors (Kato et al. 2011; Stephens et al. 2012).

To understand and model cloud feedbacks, we must be able to link changes in cloud

radiative effects to the types of cloud which are changing and active sensors are the best

tools we have for doing this. Evaluation of errors in CMIP5 clouds against CALIPSO–

CloudSat observations has shown that errors in cloud simulation are due primarily to the

cloud parameterizations used in the models rather than errors in simulating the large-scale

atmospheric state (Su et al. 2013). Caldwell et al. (2013) reach a similar conclusion based

on a number of recent General Circulation Model (GCM) and Large Eddy Simulation

(LES) studies. Therefore, in addition to constraints on cloud radiative feedbacks, we also

need observational constraints on the processes driving the changes and active sensors

provide unique capabilities to do this.

Much recent work on cloud feedbacks has focused on deep convection in the tropics and

clouds in regions of moderate to strong subsidence. In the following sections we focus on

how active sensors can help in these specific areas of interest.

4.1 Tropical Convective Regions

While the tropical LW cloud feedback is robustly positive in climate models, it varies

substantially from weakly positive (0.2) to more than 1 W/m2/K (Zelinka and Hartmann

2010; Tomassini et al. 2013) and the predicted change in cloud height over the twenty-first

century varies by a factor of two, from about 600 to 1100 m (Zelinka and Hartmann 2010).

A decrease in tropical anvil coverage tends to accompany the cloud rise, and the changes in

high cloud amount represent the primary source of diversity in the LW feedback. A

‘‘stability-iris’’ mechanism, which could be responsible for decreasing anvil coverage, has

recently been proposed (Bony et al. 2016), but the net radiative effect of the changes in

anvil coverage are ambiguous. For tropical high clouds, LW and SW CRE tend to com-

pensate but the net balance depends on optical depth, which could change as part of

changes in anvil coverage. Further, decreasing anvil coverage might induce a change in

lower-level clouds via changes in downwelling radiation. Whether anvil clouds exhibit a

stability-iris effect will be an important observational test of climate models and of our

understanding of tropical feedback processes.

Evaluation of the predicted ascent of tropical clouds using passive observations is

limited by (1) systematic errors in the long-term cloud record due to drifts in calibration

and orbit drifts, and (2) ambiguities in cloud height–optical depth relationships (Mace and

Wrenn 2013). Studies based on passive satellite observations have been used to confirm the

underlying mechanism and that the sign of high cloud feedback is positive, but ambiguities

in passive cloud datasets are too large to provide useful constraints on the magnitude of the

feedback (Zelinka and Hartmann 2011; Marvel et al. 2015; Li et al. 2012; Norris et al.

2016). Shea et al. (2017) present a trend detection analysis for the global-mean difference

between effective cloud top temperature and surface temperature, finding that the trend

simulated by CMIP5 models could be constrained with about 12 years of observations

from a perfect radiometer. Using an instrument with calibration accuracy similar to that of

MODIS or Visible Infrared Imaging Radiometer Suite (VIIRS), however, requires

40–50 years of observations.
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Rather than retrieving only an effective cloud height, lidar produces vertically

resolved profiles of optically thin clouds and the upper portions of optically thick clouds;

visible optical depth and infrared emissivity are related by:

� ¼ 1�e�ks ð4Þ

where s is the visible optical depth and k is the ratio of visible optical depth to 12 lm
absorption optical depth. The value of k depends on particle size and has a weak depen-

dence on crystal habit but for typical conditions has a value close to 1/2 (Garnier et al.

2015). As mentioned above, small-angle forward scattering in ice clouds enhances the

penetration of a satellite lidar, so that CALIOP profiles the upper part of deep convective

clouds to an optical depth of about 5. This corresponds to an emissivity of about 0.9 and is

the part of the cloud which is relevant to radiative interactions with the top of the atmo-

sphere—which can extend over depths of several kilometers in dissipating tropical con-

vective systems.

All satellite sensors have limitations in characterizing clouds, and the various clima-

tologies derived from them reflect these limitations (Stubenrauch et al. 2012). In recent

years ‘‘satellite simulators’’ have been developed which attempt to sample model output in

a way which is consistent with the limitations of the various satellite sensors which provide

cloud observations (Webb et al. 2001; Bodas-Salcedo et al. 2011). These simulators pro-

vide a more consistent way of comparing observed clouds with model simulations. In

particular, the ‘‘COSP/lidar simulator’’ (Chepfer et al. 2008, 2010) simulates the sampling

limitations of the CALIPSO lidar due to nadir-only viewing and attenuation of the signal in

dense clouds, as described in the previous section.

Chepfer et al. (2014) analyzed climate model simulations to show the predicted cloud

rise is manifested as an upward shift in the profile of cloud occurrence. This ascending

cloud profile is expected to be the first signature of the response of clouds to warming to

emerge from the noise of natural variability. Use of COSP/lidar simulator output showed

the signal of cloud rise can be robustly detected using satellite lidar observations, and

observation of the upward shift in cloud profile is a more robust diagnostic than changes in

effective cloud top heights from passive sensors (Li et al. 2012).

As a follow-on to Chepfer et al. (2014), the fraction of opaque cloud at an altitude of

6 km was defined as a parameter related to the ascent of tropical deep convection. While

not an optimum metric of LW feedback, this was the best option from the available

simulator output saved from CMIP5 experiments. COSP/lidar outputs from HadGEM2-A

Control, and ? 4 K AMIP experiments were used to determine the change in this metric

over 100 years. Natural variability of the metric was derived from 7 years of CALIOP

observations. While long enough to capture ENSO, the 7-year record is too short to capture

longer-term modes of variability and so somewhat underestimates natural variability.

Following the approach of Loeb et al. (2009), a 100-year time series of synthetic obser-

vations was constructed by adding zero-mean random fluctuations based on observed

variability and autocorrelations to the linear trend estimated from model COSP/lidar

output. A 200-member ensemble of 100-year time series of the metric, averaged over the

tropics, was then produced, and trends were computed for each ensemble member by

applying linear regression for all months between 2008 and 2108.

Results averaged over tropical ascent regions are shown in Fig. 6, illustrating the

detectability of long-term cloud trends. Starting in 2008, the blue curve in Fig. 6 shows the

mean trend in simulated lidar observations of opaque clouds computed from one ensemble

member. Shading indicates the probability envelopes of trends computed from the entire
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ensemble. The results show the current CALIPSO record is too short to constrain even the

sign of the LW feedback due to tropical ascent, but extending the record another 15 years

to 2032 would provide a highly confident constraint on the sign of the feedback and a

significant constraint on the magnitude. The lidar observations would of course also pro-

vide constraints on changes in coverage of high clouds.

Because of the inherent high accuracy of lidar cloud altitudes, measurements from one

lidar instrument can be related to that of another without having measurement overlap.

Thus, gaps between CALIPSO and future lidar missions do not represent a fundamental

impediment to constructing a consistent long-term data record. The EarthCARE mission

(Illingworth et al. 2015), currently scheduled for launch in 2019, will probably not last long

enough to provide a significant constraint on tropical cloud ascent. Cloud heights from a

future lidar system operating in the late 2020s, however, could be related to those from

CALIPSO regardless of whether there are additional lidar missions in the interim period.

Observations from such a future lidar mission, combined with the existing record from

CALIPSO, would then provide a baseline of more than 20 years, sufficient to detect forced

trends in cloud top heights as discussed in Chepfer et al. (2014) or shown in Fig. 6.

4.2 Low-Latitude Subsidence Regions

The dominant uncertainty in the cloud feedbacks simulated by climate models is associated

with shallow marine clouds—stratus, stratocumulus, and trade cumulus (Bony et al. 2006).

Due to their low altitude, these clouds drive SW feedbacks more strongly than LW.

Shallow marine clouds are highly sensitive to changes in their environment and so may

potentially undergo significant changes as SST increases and the tropical overturning

circulation weakens. Most global climate models predict a positive cloud radiative feed-

back from shallow marine clouds, arising from a small but radiatively significant decrease

in cloud fraction, but there is significant uncertainty in the magnitude and some models

predict a near-zero or somewhat negative shallow cloud feedback. Understanding the

physical mechanisms behind the diversity in shallow cloud feedbacks and improving their

representation in models is one of the current research priorities.

The radiative properties of these shallow clouds are the result of a complex interplay of

local processes (radiative cooling, entrainment, turbulent mixing, precipitation, etc.) and

interactions with the large-scale environment, taking place over a range of space and time

scales (Wood 2012; Bretherton 2015). The diversity of SW cloud feedback estimates from

Fig. 6 Slope of the linear regression as a function of lidar observation record length from the HadGEM-2
CALIPSO simulator output. Shading shows 50, 70, and 90% confidence envelopes
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global models is a result of the difficulty of adequately representing these processes and

their interactions. Computational limitations prevent models from explicitly resolving all

these processes, and they must necessarily rely on parameterizations to a greater or lesser

extent. While simulations from high-resolution models tend to exhibit more consistency

than global models, even large eddy simulation (LES) models still rely on parameterized

cloud microphysics. More importantly, LES studies tend to be run under simplified con-

figurations on small spatial domains, cannot realistically represent interactions with the

large-scale environment, and so are limited in their ability to estimate long-term feedbacks

(Vial et al. 2017).

While LES models have limitations, they have been used extensively over the last

20 years or so, along with simpler mixed-layer models, to gain insight into the mechanisms

driving shallow clouds and their responses to climate change. While the dominant control

on shallow clouds in the present climate is the strength of the marine inversion, LES

studies indicate an increasing moisture gradient at the marine inversion with climate

warming will enhance turbulent entrainment-driven drying of the marine boundary layer,

leading to thinner clouds and reduced cloud cover (Bretherton 2015). Reduced radiative

cooling at cloud top from increasing greenhouse gas concentrations can reinforce this

cloud thinning. But this cloud thinning would be partially compensated by the expected

increased temperature gradient at the marine inversion, promoting thicker clouds and

increased cloud cover. Similarly, weakening of the tropical overturning circulation could

induce a compensating effect via reduced subsidence, deepening of the marine boundary

layer, and thicker clouds (Bretherton 2015). Overall, LES studies point to a cloud thinning

in response to climate warming, representing a positive cloud feedback. A degree of

consistency in these predictions has been found between simulations from different high-

resolution models (Blossey et al. 2013), but LES studies are inconclusive regarding the

magnitude of the shallow cloud feedback.

Given the much larger areal coverage of the trade regime relative to marine stratus,

global net shallow cloud feedbacks may be driven more by the response of trade cumulus

than by clouds in regions of strong subsidence. Recent research has focused on the

potential role of shallow convective mixing in controlling low-cloud amount (Sherwood

et al. 2014). Vial et al. (2016) found that the strength of low-level cloud feedback in a

global model depended on the closure scheme adopted for the convective parameterization.

More generally, the feedback strength predicted by the model was found to depend sen-

sitively on parameterization assumptions and on subtle couplings between different

boundary layer processes. Recent results from LES modeling on large domains (* 50 km)

also point to a significant role for mesoscale circulations in regulating properties of the

cloud field in trade cumulus regimes (Seifert et al. 2015). These circulations occur on

scales typically too small to resolve in global models and too large for standard LES

domains, and are just beginning to be explored as modeling capabilities expand to better

capture scale interactions.

Recent high-resolution modeling studies have shown that low-cloud feedbacks arise

from a number of competing mixing and stabilization processes and that cloud vertical

structure may change in response (Blossey et al. 2013; Bretherton 2015). Brient et al.

(2015) find that boundary layer cloud fraction in regions of weak subsidence is primarily

driven by two opposing mechanisms: shallow convective mixing which dries the lower

atmosphere—reducing cloud fraction—and turbulent moistening of the boundary layer,

which tends to stabilize and increase cloud fraction. They suggest that long-term changes

in cloud vertical structure are associated with the processes responsible for SW shallow

cloud feedbacks and show the sign of the net balance between competing stabilization and
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mixing processes leads to either increasing or decreasing cloud top heights. Therefore,

watching how the vertical structure of shallow clouds responds to warming will provide

insights into the mechanisms responsible for shallow cloud feedbacks in the real world.

Fig. 7 Height-resolved frequency of occurrence of cloud layers for non-overlapped low-level cloud
conditions in subtropical stratocumulus and shallow cumulus regimes as observed by CALIOP and as
simulated by five CMIP5 models. Adapted from Nam et al. 2012
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TOA radiances provide only a weak test of how well clouds are represented in models.

Lidar provides the highest accuracy and the best vertical resolution for evaluating model

representations of cloud fraction and vertical development in the shallow marine boundary

layer. Nuijens et al. (2015) used ground-based lidar observations from the Barbados Cloud

Observatory (Stevens et al. 2016b) to evaluate trade cumulus simulated by CMIP5 models,

finding the models simulated a reasonable representation of mean cloudiness in the trade-

wind layer but didn’t reproduce the variability in cloudiness observed on short time-scales.

In Nam et al. (2012), observations from CALIOP were used to discriminate between

CMIP5 simulations of shallow marine clouds in the present climate (Fig. 7). Their eval-

uation is based on the altitude-resolved cloud fraction of non-overlapped low clouds from

CALIOP observations, aggregated over global stratocumulus regimes (Fig. 7a) and global

shallow cumulus regimes (Fig. 7b). It can be seen that the models tend to underestimate

low-cloud cover and often predict stratocumulus-type clouds in regimes where shallow

cumulus cloud types should prevail. Other studies have also noted that the variability of

low-cloud cover in models and the relation to large-scale conditions correlate poorly with

observations (Qu et al. 2015; Myers and Norris 2015). Further, in these studies the models

in better agreement with observations tend to have higher ECS and/or larger cloud

feedback.

Using the same method as described above for tropical ascent regions (Fig. 6), a trend

analysis based on time series of synthetic observations was performed for tropical subsi-

dence regions. For subsidence regions, the metric which was simulated was ‘‘Low Cloud

Volume,’’ computed as the sum of the vertically integrated cloudy sections of lidar profiles

between the ocean surface and 4 km. A change in Low Cloud Volume would be produced

by either a change in boundary layer cloud coverage or a change in the boundary layer

cloud vertical extent. Simulated trends of this diagnostic were constructed from two

CMIP5 models in a similar way as for Fig. 6, again using output from the COSP/lidar

simulator. Figure 8 shows the long-term trend of this diagnostic derived from COSP/lidar

simulator outputs. The SW cloud feedbacks predicted by these two models are significantly

different from each other and trends of the low-cloud diagnostic start to separate in the

early 2020s. By the late 2020s the trends separate with some confidence and would provide

a test of model performance.

The above discussion points to the need to better understand shallow cloud processes

and improve model parameterizations. Satellite retrievals of cloud properties (cloud height,

Fig. 8 Same as Fig. 6 but for Low Cloud Volume, comparing CALIPSO simulator output from the
HadGEM2 and CanAM4 models
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albedo, phase, etc.) can be used to gain insight into the processes responsible for cloud

responses to environmental changes. Satellite lidar is a relatively new tool to observe cloud

properties: In addition to cloud top height and altitude-resolved cloud fraction, lidar can

detect the height of the trade inversion in clear-sky conditions when there is a gradient in

aerosol concentration across the inversion. Direct observation of the small predicted

changes in height of the marine inversion (Blossey et al. 2013) could provide insight into

the processes underlying observed changes in shallow clouds. In addition to lidar, passive

radiometers and cloud profiling radar are needed to provide complementary measurements

of liquid water path, droplet size, and precipitation—all necessary to identify and char-

acterize the processes responsible for the changes in cloud radiation.

One critical parameter which is not currently retrieved is the geometric thickness of

shallow clouds—particularly stratiform boundary layer clouds—which would provide a

valuable constraint on cloud processes (Wood 2007). A cloud thickness retrieval would

also provide an observational test of cloud adiabaticity. For an adiabatic cloud, a relation

between cloud optical depth, cloud droplet number concentration (CDNC) and cloud

thickness can be derived from theory. Cloud optical depth and CDNC are currently

retrieved from imagers such as MODIS. Addition of an independently retrieved cloud

thickness would give an observational test of the adiabaticity relationship. Cloud thickness

combined with lidar cloud top heights would give cloud base height and an estimate of the

lifting condensation level, also providing insight into the thermodynamic state of the

marine boundary layer (Stevens 2007). Retrieval of cloud thickness from airborne multi-

ple-field-of-view lidar (Cahalan et al. 2005) has been demonstrated and the feasibility of

implementing this capability in a future satellite lidar should be pursued.

4.3 Middle and High Latitudes

This paper has focused on cloud feedbacks from low-latitude clouds, but there has also

been interest in shortwave optical depth feedbacks at mid- and high latitudes. Climate

models are consistent in predicting that extratropical clouds will become optically thicker

and brighter due to a combination of increases in total water path and changes of ther-

modynamic phase from ice to water. A number of recent studies have looked for support

for these predictions in the satellite record, primarily relying on passive observations from

the ISCCP, MODIS and CERES datasets (Ceppi et al. 2016; Gordon and Klein 2014; Terai

et al. 2016). While observational uncertainties and disagreements between datasets have

prevented quantitative estimates of the cloud optical depth feedback, observations and

models are found to be in qualitative agreement that the sign of this feedback is negative.

Changes of thermodynamic phase from ice to liquid are potentially an important driver

of these optical depth feedbacks. Lidar is able to directly observe cloud thermodynamic

phase (via range-resolved backscatter depolarization signatures) in the first few optical

depths below cloud top (Hu et al. 2009). These observations are far more accurate and

useful than from passive techniques (Jin and Nasiri 2014; Cho et al. 2009) and so provide a

much stronger test of models than passive observations. Comparisons with CALIOP

observations of cloud phase have shown that models generally tend to simulate too little

supercooled liquid water and too readily convert liquid to ice (Cesana et al. 2015).

The Southern Ocean mid-latitude storm tracks have been a region of particular interest,

where climate models tend to exhibit significant biases in downwelling SW surface radi-

ation. These SW radiation biases have been linked to the representation of shallow marine

clouds in the cold sector of extratropical storms. CALIOP observations have shown a lack

of supercooled water in these regions in models, due to biases in the partitioning of cloud

Surv Geophys (2017) 38:1483–1508

328



Reprinted from the journal123

water between liquid and ice (Bodas-Salcedo et al. 2014, 2016; Forbes et al. 2016). These

biases in how models partition liquid and ice also have implications for model estimates of

climate sensitivity (Tan et al. 2016). Continuation of lidar cloud phase observations is

essential for monitoring trends in cloud phase driven by climate warming.

4.4 Aerosols as a Cloud Controlling Factor

Cloud cover or albedo might also change in response to changing aerosol concentrations.

While aerosols are not thought to play a significant role in cloud feedbacks, simple con-

ceptual models (Twomey 1977; Albrecht 1989) make clear the potential of aerosol

microphysical and radiative effects to influence cloud properties. In the real world, how-

ever, numerous other microphysical and macrophysical processes likely act to reduce the

response of cloud to changing aerosols predicted by these simple conceptual models

(Stevens and Feingold 2009; Seifert et al. 2015). Influences of aerosol on cloud also

depend on the vertical location of the aerosol relative to clouds (Amiri-Farahani et al.

2017), which can change even the sign of the effect. Given these uncertainties, the mag-

nitude of long-term trends in cloud properties due to aerosol influences is highly uncertain.

If the changes in aerosol concentrations are due to changes in anthropogenic emissions

this would represent an aerosol indirect forcing, whose effects might be mistakenly

attributed to cloud feedbacks (Gettelman et al. 2016). If emissions of natural aerosols

change in response to warming surface temperatures and then alter cloud properties, this

could be thought of as a cloud-mediated aerosol feedback (Carslaw et al. 2010). To control

for these potential aerosol-induced effects on clouds requires, at a minimum, vertically

resolved monitoring of trends in aerosol loading. With regard to the long-term monitoring

of aerosols, passive aerosol retrievals are very sensitive to calibration drifts and can be

biased by a variety of cloud-induced artifacts including cloud masking errors and side-

scattering of sunlight from clouds into cloud-free columns (Várnai and Marshak 2009). If

cloud fraction changes over time, these cloud-induced aerosol retrieval artifacts could

produce spurious trends in aerosol, leading to mistaken attribution of some of the observed

cloud changes to aerosol indirect effects. Lidar has more stable long-term calibration, is

less susceptible to cloud-induced artifacts and would provide a higher confidence indica-

tion of long-term aerosol change, in addition to providing a vertically resolved measure-

ment rather than just a column integral. Satellite lidar is also able to retrieve cloud top

extinction and cloud droplet number concentration (Zeng et al. 2014). Retrieval of droplet

size at cloud top is likely also possible, though still under development at this point. These

retrievals can be performed with even a simple elastic backscatter lidar (such as CALIOP)

but satellite High Spectral Resolution Lidar (HSRL, She et al. 1992; Hair et al. 2008)

would provide the additional advantage of direct measurement of aerosol extinction.

5 Meeting the Observational Challenge

The availability of colocated observations from cloud lidar and cloud profiling radar in the

A-train have spurred substantial advances in our understanding of cloud-climate processes.

The existing 11-year record from CALIOP and the A-train represents an initial baseline

sufficient to characterize the current climate state (Chung et al. 2012) but is not yet long

enough to fully capture interannual variability or to detect climate trends. Continued

advancement of our understanding of cloud processes and cloud feedbacks depends on our
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ability to continue the types of measurements that CALIPSO, CloudSat and the A-train

have provided. Observing the small forced trends in cloud height predicted by models and

proper attribution of changes in CRE to cloud type requires cloud profiling from radar and

lidar. Sustained observation by a small suite of core instruments is necessary to advance

beyond the current state of understanding achieved from the A-train and globally monitor

the evolution of clouds as they begin to move outside the envelope of current variability.

In addition to monitoring changes in clouds, we need to understand and derive obser-

vational constraints on the processes responsible for those changes. Ongoing observations

are needed to understand and constrain physical mechanisms responsible for cloud-cli-

mate-feedbacks which are now being proposed (e.g., Hartmann and Larson 2002; Sher-

wood et al. 2014; Bony et al. 2016). The ability of lidar to accurately observe changes in

the vertical distribution and coverage of clouds is part of the essential capabilities required.

Table 2 outlines a set of continued satellite observations to address the issues which

have been discussed above. A minimum set would be lidar plus cloud profiling radar and a

passive radiometer covering key channels in the visible and thermal infrared. This assumes

that crucial monitoring of fundamental integral constraints on the overall energy budget—

such as TOA broadband radiative fluxes and sea surface altimetry for ocean heat content–

are available from sensors flying on other platforms. These measurements of integral

constraints would not need to be colocated with the cloud sensors. Together, these would

constitute the long-term observing system necessary to understand, quantify, and constrain

cloud feedbacks.

With the A-train era soon drawing to a close, follow-on lidar missions are necessary to

extend the initial data record established by CALIOP. Global active profiling will be

continued by the ESA EarthCARE mission (Illingworth et al. 2015), currently scheduled to

launch in 2019. There will likely be a gap between CALIPSO and EarthCARE and, given

the length of time required to develop new satellite missions, it may be already too late to

Table 2 Summary of observation requirements for cloud feedbacks and colocation needs

Science objective Geophysical variable Sensors Spatially
matched?

LW cloud feedbacks

TOA LW radiative flux Broadband flux radiometer No

Cloud profiles Lidar and W-band radar Yes

Cloud emissivity Thermal IR radiometer, lidar Yes

Water vapor and temperature profiles AIRS/AMSR, GPS-Radio
Occultation

Yes

SW cloud feedbacks

TOA SW radiative flux Broadband flux radiometer No

Light precipitation W-band radar Yes

Cloud albedo, OD, Re Visible radiometer Yes

Cloud top properties Visible radiometer, lidar Yes

Liquid water path Visible and microwave
radiometers

Yes

Cloud top height, thickness, phase Lidar Yes

Aerosol–cloud interactions (in addition to measurements above)

Aerosol near cloud base Lidar (backscatter or HSRL) Yes
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avoid a gap between EarthCARE and a follow-on mission. However, if future lidar

instruments are designed with repeatability in mind—with instrument characteristics and

orbits designed to provide consistency with the existing CALIOP record—then mission

overlap is not strictly required due to the inherent accuracy and stability of the primary

cloud measurements, as discussed above. However, as of this writing, there are no plans

within ESA or the national space agencies to continue—much less improve—this vital

observational record after EarthCARE.

The focus of this paper has been on the use of active sensors to characterize the response

of clouds to a warming climate. A decade of observation by satellite-borne active sensors

has transformed our understanding of the vertical distribution of condensate, especially

cloud ice, but these active measurements are equally important to understanding the

coupling of clouds to circulation. The sensitivity of cloud feedbacks to patterns of SST

change, discussed above, demonstrates the important influence of large-scale dynamics on

the cloud response to warming. Experience with the A-train has demonstrated that cloud

profiling from active sensors is essential to describing the vertical distribution of radiative

and latent heating (Haynes et al. 2013), which are the primary ways that clouds interact

with the large-scale circulation. Sustained observations of atmospheric heating derived

from cloud profiling would help our understanding of processes responsible for the large-

scale structure of atmospheric circulations systems, such as the jets, storm tracks and rain

bands. Continuing active measurements beyond the A-train and EarthCARE is essential to

our ability to understand regional climate change and to develop adaptive strategies (Bony

et al. 2015).
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Abstract Shallow circulations are central to many tropical cloud systems. We investigate

the potential of existing and upcoming data to document these circulations. Different

methods to observe or constrain atmospheric circulations rely on satellite-borne instru-

ments. Direct observations of the wind are currently possible at the ocean surface or using

tracer patterns. Satellite-borne wind lidar will soon be available, with a much better

coverage and accuracy. Meanwhile, circulations can be constrained using satellite obser-

vations of atmospheric diabatic heating. We evaluate the commonalities and discrepancies

of these estimates together with reanalysis in systems that include shallow circulations. It

appears that existing datasets are in qualitative agreement, but that they still differ too

much to provide robust evaluation criteria for general circulation models. This state of

affairs highlights the potential of satellite-borne wind lidar and of further work on current

satellite retrievals.

Keywords Shallow circulations � Winds � Diabatic heating

1 Introduction

Since the discovery of a meridional shallow circulation in the eastern Pacific (Trenberth

et al. 2000; Zhang et al. 2004), meridional, large-scale, shallow circulations have been

shown to occur in very different regions of the tropics, over land and over ocean (Zhang

et al. 2008). These large-scale shallow circulations are regional and seasonal specificities
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of the Hadley circulation; as an example, Fig. 1 shows the climatological July circulation

over the eastern Pacific ocean (90�W–120�W) as described by the European Centre for

Medium-range Weather Forecasts (ECMWF) Reanalysis ERA-Interim. The boundary-

layer flow converges into the Intertropical Convergence Zone (ITCZ) around 10�N, and a

return cross-equatorial flow can be seen just above the boundary layer between 3 and 7 km

of altitude; above it, a cross-equatorial southerly flow can be seen converging into the

ITCZ up to 9 km of altitude, below the upper-tropospheric return flow. The shallow

circulation extends over most of the winter Hadley cell (down to 25�S), and the clima-

tological intensity of the associated meridional wind is about 0.5–1 m s-1 as seen from the

return flow in the lower free troposphere. Some in situ observations have measured winds

that reached 6 m s-1 (Zhang et al. 2004).

These circulations have recently attracted a lot of interest because they modulate the

moisture and energy transports associated with the Hadley circulation (Zhang et al.

2004, 2008). Compared to tropospheric-deep overturning circulations, shallow circulations

transport more moisture and less dry static energy away from the ascending branch,

because lower-tropospheric air is moister than upper-tropospheric air, and because its

potential energy content is lower than the upper-tropospheric value, resulting in lower dry

static energy despite the larger thermal energy. Since humidity in subsiding regions is

exclusively determined by transport (Pierrehumbert and Roca 1998), shallow circulations

have the potential to considerably alter the humidity of the subsiding lower troposphere

and control radiative cooling there. Because of their influence on the thermodynamic state

of the lower troposphere in subsiding regions, shallow circulations also have the potential

to influence cloudiness in the boundary layer of these regions: low clouds have been shown

to be sensitive to the lower-tropospheric stability and humidity (Klein and Hartmann 1993;

Norris 1998), with consequences for low-cloud feedbacks (Rieck et al. 2012). In particular,

shallow circulations are suggested to contribute significantly to the spread in cloud feed-

backs in climate-change projections by general circulation models (GCMs) (Sherwood

et al. 2014).

Fig. 1 July climatology of meridional wind (shadings), meridional and vertical velocity vectors, and cloud
fraction (green contours, in %), for the eastern Pacific region (90�W–120�W). Data from the reanalysis
ERA-Interim for winds and from the GCM-Oriented Cloud-Aerosol Lidar and Infrared Pathfinder Satellite
Observation (CALIPSO) Cloud Product for cloud fraction
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Shallow circulations have been observed in the monsoons of West Africa (Hagos and

Zhang 2010) and Australia (Nie et al. 2010), in which they play an important role in

determining the off-equatorial location of the monsoon convergence zone. They are also

observed in the onsets of the West African and Indian monsoons and thought to be

important for the poleward migration of rainfall during these onsets (Nguyen et al. 2011;

Thorncroft et al. 2011; Parker et al. 2016). These large-scale shallow circulations result

from a reversal of the geopotential gradients close to the top of the boundary layer due to

surface forcing (Nolan et al. 2007) or radiative cooling in the subsiding regions (Nishant

et al. 2016), although momentum transport has been suggested to constrain them (Dixit

and Srinivasan 2016).

Shallow circulations are also part of the Madden–Julian Oscillation (MJO), the main

mode of intraseasonal variability in the tropics (Madden and Julian 1971; Zhang 2005).

The circulation associated with the MJO involves troposphere-deep ascent colocated with

the eastward-propagating convective envelope characteristic of the MJO, but also a shal-

low circulation ahead of the convective disturbance, during the transition from suppressed

to active phase. The associated moisture transport contributes to the moistening of the

lower free troposphere that is instrumental to the gradual transition from shallow to deep

convection and the propagation of the MJO (Kemball-Cook and Weare 2001; Zermeño-

Dı́az et al. 2015). This shallow circulation results from shallow heating (Zhang and Hagos

2009), which has been identified ahead of the MJO deep-convective disturbances during

field campaigns (Lin and Johnson 1996; Johnson et al. 2015), and gives the overall diabatic

heating associated with the MJO a slanted pattern on the eastern side of the deep-con-

vective disturbance (Kiladis et al. 2005).

Smaller, mesoscale shallow circulations have recently drawn additional interest: cloud-

modeling simulations of radiative–convective equilibrium (RCE) suggest that they have a

role in self-aggregation of deep convection, a phenomenon that causes deep-convective

clouds to horizontally aggregate, leaving the rest of the domain in convectively suppressed

conditions. Because shallow circulations can export less energy in their upper branch than

deep circulations, they can result in a net import of moist static energy (MSE) from their

subsiding branch to their ascending branch; as a result, shallow circulations can act as a

positive feedback on the MSE difference between convective and subsiding regions,

reinforcing the contrast between convective and non-convective regions characteristic of

the self-aggregated RCE (Bretherton et al. 2005; Muller and Held 2012; Wing and

Emanuel 2013; Muller and Bony 2015; Naumann et al. 2017). Figure 2 shows an example

of shallow circulation in the early stage of convective aggregation. A dry, cold patch is

developing, with a horizontal scale of 100 km. Boundary-layer winds diverge from this

patch and compensate the convergence that occurs just above the boundary layer around

1 km of altitude, with wind speeds up to 1 m s-1.

Although shallow circulations are documented in reanalyses and field-campaign mea-

surements, there is still a lot of uncertainty in the intensity and exact altitudes of the inflows

and outflows and their variability. Better observing these circulations is required to

understand their mechanisms, their roles in the water and energy budget of the ITCZ and

the monsoons, their role in controlling cloudiness in the lower troposphere and the asso-

ciated climate feedbacks. These shallow circulations are also hypothesized to participate in

the propagation of convergence zones at the seasonal scale (in monsoons) and at the

intraseasonal scale (in the MJO). Better observing these circulations would permit the

testing of these hypotheses. Finally, as shallow circulations are a prime candidate to

explain the self-aggregation of deep convection in cloud-resolving simulations, high-res-

olution observations of wind would determine whether shallow circulations are associated
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with the formation of observed cloud clusters, superclusters and possibly intraseasonal

disturbances.

Currently, satellite retrievals of winds are limited to ocean surface winds measured by

scatterometers and altimeters, and atmospheric motion vectors (AMV) derived from the

motion of detectable entities transported by the wind (clouds, water-vapor patterns).

Section 2 details these observations and their potential. As a result of the scarcity of direct

wind observations, most observational studies of atmospheric circulation rely on reanalysis

because they are the only available large-scale datasets of winds. Despite the observational

constraints from wind observations at the surface and radiosondes, much uncertainty

remains in the reanalyzed winds, as the study of shallow meridional circulations illustrates

(Zhang et al. 2008). Now, lidar technology on satellite platforms opens new perspectives

for direct wind measurements over the entire depth of the atmosphere; these exciting

perspectives are detailed in Sect. 2. As the available direct observations of wind will

remain scarce until the promises of satellite-borne wind lidar become reality, researchers

have turned to observations of diabatic heating, which is an indirect constraint on winds, to

better understand atmospheric circulations and to evaluate GCMs, with limited success as

explained in detail in Sect. 3.

2 Direct Satellite Estimates of Winds

2.1 Existing Wind Observations from Satellites

Direct observations of wind profiles of the atmospheric circulation over the tropical oceans

are scarce. Sea surface winds over the oceans are available from microwave scatterometers

Fig. 2 Boundary-layer structure of an expanding dry region at the onset of convective aggregation from an
RCE simulation with 3-km grid spacing. (left) Water-vapor path and surface wind in a subset of the domain.
(right) Cross section as indicated in the left panel showing the x-component of the wind vector (color) and
the virtual potential temperature deviation from the horizontal mean (lines). Contour intervals are at 0.1 K
with positive values indicated by solid lines and negative values by dashed lines. The data correspond to the
simulation named U50 in Hohenegger and Stevens (2016)
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on polar-orbiting satellites (Sampe and Xie 2007). Here an equivalent 10-m wind is derived

by measuring microwave backscatter from capillary waves at the ocean surface, which is

proportional to the surface roughness and thus the wind speed. Microwave measurements

from ERS-1/-2 and QuikSCAT have been used to study the oceanic shallow overturning

circulation in the Indian ocean (Lee 2004; Schott et al. 2002) and the tropical south Pacific

(Zilberman et al. 2013). Currently the instruments ASCAT (Advanced Scatterometer) on

the satellites Metop-A and Metop-B are in operation and provide sea surface winds with a

horizontal resolution of 25 km within two 500-km-wide swaths (Klaes et al. 2007). In

addition the magnitude (but not direction) of the ocean surface wind speed can be derived

from nadir-pointing radar altimeters (Abdalla 2012; Lillibridge et al. 2014), which are used

to measure significant wave heights.

Atmospheric winds can also be derived from the movement of tracers, e.g., clouds or

water-vapor structures using consecutive images from geostationary satellites (Menzel

2001; Velden et al. 2005). Those AMVs are only available from cloud layers or from the

mid-troposphere in case of water vapor and are prone to significant height assignment

errors. In addition it must be assumed in the retrieval of AMVs that the atmospheric tracers

move with the mean wind, which is not the case for convective clouds bounded to a certain

location.

2.2 Potential of Airborne Wind Lidar

Wind observations with lidar (light detection and ranging) instruments have been used to

study atmospheric flow on a large variety of scales: from atmospheric turbulence to aircraft

wake vortices or flows around wind turbines to mesoscale atmospheric flows, e.g., within

mountain valleys or land-sea breeze circulation, to large-scale flows like jet streams or

typhoon outflows (Reitebuch 2012b). Different types of wind lidars allow measurements at

a wide range of altitudes, from the atmospheric boundary layer with high aerosol content to

the upper troposphere, stratosphere and even mesosphere with molecules as backscattering

targets. Optical remote sensing with lidar is a very powerful method for measuring the

atmospheric wind vector. It is possible to measure the horizontal wind vector as well as the

vertical wind component with different viewing geometries. Wind lidars are operated from

ground, balloons, ships or aircraft, and will be deployed on satellites in the future. While

first demonstrations of airborne wind-lidar technologies were initiated in the 1980s, the

first airborne wind lidar for atmospheric research capable of measuring vertical profiles of

horizontal wind vector was deployed on the Deutsches Zentrum für Luft-und Raumfahrt

(DLR) Falcon aircraft in 1999 (Reitebuch et al. 2001, 2003). Numerous field experiments

with different types of airborne wind lidars showed the potential of this new technology for

studying mesoscale flows (e.g., land-sea breeze, Mistral wind, mountain circulation, West

African monsoon), transport of aerosol and volcanic ash, targeted observations as input to

numerical weather prediction (NWP) models, or characterization of gravity waves (Reit-

ebuch 2012b). Recently the first airborne wind-lidar observations were performed above

the tropical Atlantic during the Saharan Aerosol Long-range Transport and Aerosol-Cloud-

Interaction Experiment (SALTRACE) field campaign in June/July 2013. SALTRACE was

planned as a closure experiment to investigate the Saharan dust long-range transport

between Africa and the Caribbean, with a focus on the dust aging and deposition processes

and the characterization of its optical properties. Airborne wind-lidar observations allow

sampling of the horizontal wind vector using conical scanning techniques (as for Doppler

radars) with a vertical resolution of 100 m and horizontally of 4–8 km from the ground up

to the flight level of the aircraft (Reitebuch 2012b). Precisions of better than 1 m s-1 and
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systematic differences below 0.1 m s-1 were achieved using comparisons with dropsondes

(Chouza et al. 2016). Thus the shallow circulation patterns could be resolved with 100 m

vertically and several km horizontally using wind lidars on aircrafts. This is demonstrated

in Chouza et al. (2016) with wind profile observations in the trade wind zone of 1–2 km

vertical extent in the tropical Atlantic north of the ITCZ during a flight from Cape Verde

Island to Brazil [see Fig. 9 of Chouza et al. (2016)]. Another case from SALTRACE shows

a complex interaction of different circulation patterns obtained during a flight from Cape

Verde Islands toward Senegal, West Africa, shown in Fig. 3. The Saharan air layer with

high amount of dust aerosol up to 6 km (Fig. 3, top panel) is transported toward the

Atlantic ocean by the African Easterly Jet, with easterly winds above 20 m s-1 (see red

colors in the middle panel of Fig. 3). A very shallow layer of northeasterly trade winds

with an upper altitude of less than 1 km was observed close to Cape Verde (red colors in

the bottom panel of Fig. 3), while a sea breeze toward the continent was observed around

the West African coast (dark blue in the bottom panel of Fig. 3). Both the trade winds and

the sea breeze are associated with low wind speeds of a few m/s and limited to a shallow

layer close to the ground, which demonstrates the potential of airborne wind-lidar obser-

vations to resolve these shallow circulation patterns.

Vertical wind measurements were recently achieved with vertical resolutions of 100 m

and horizontal resolutions of even 200 m to study island-induced gravity waves (Chouza

Fig. 3 Left: Flight track of the DLR Falcon aircraft on June 12, 2013, from Cape Verde Islands toward
Senegal in West Africa (black and overlaid blue line of measurement locations) and the observed circulation
patterns of the trade winds, land-sea breeze and African Easterly Jet. Right: airborne lidar observations of
aerosol extinction (top), horizontal wind speed (middle) and direction (bottom, in degrees clockwise from
south); regions were no atmospheric signal is available (e.g., below clouds, low lidar signal) are colored
white; the West African coast is located at a flight distance of about 450 km [figure adapted from Chouza
et al. (2016)]
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et al. 2016) with estimated random errors of below 0.2 m s-1 and systematic errors below

0.05 m s-1. Thus, the subsidence related to shallow circulations could be quantified using

both the divergence of the horizontal flow from horizontal wind vector observations using

a circular or rectangular flight patterns of 100 km horizontal scale and by vertical wind

observations. As the vertical wind random error of 0.2 m s-1 refers to a horizontal reso-

lution of 200 m, this error will be reduced by a factor of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

100=0:2
p

� 22 when averaging

over 100 km.

2.3 Upcoming Wind-Lidar Mission Aeolus and Perspectives

After the first technology demonstration for a spaceborne lidar during a space shuttle

mission (Lidar In-space Technology Experiment, LITE) during 2 weeks in September

1994, the first lidar was deployed on the satellite mission Ice, Cloud, and land Elevation

Satellite (ICEsat) in 2003 mainly to monitor the ice sheet elevation and ice mass balance in

addition to capturing atmospheric aerosol and cloud layer heights. Currently two lidars for

the characterization of cloud and aerosol optical properties are in orbit: the lidar on-board

the NASA-CNES satellite Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Obser-

vation (CALIPSO, launched in 2006) and the Cloud-Aerosol Transport System (CATS,

launched in 2015) lidar on the International Space Station (ISS). Aerosol lidars need to

measure the backscattered signal intensity only, but wind lidars additionally need to

measure the spectral properties of the backscattered signal with accuracy on the order of

10-8. Thus the laser and optical receiver technology of a wind lidar is far more chal-

lenging; compared to an aerosol lidar, more powerful laser transmitters and larger tele-

scopes are required.

Although global observations of wind profiles are recognized as the number one priority

for global numerical weather prediction (NWP), the wind profile is still poorly observed

globally because most satellite sounding instruments provide temperature rather than wind

information. A space-borne wind lidar is considered to be the only candidate to provide the

global coverage of wind profile observations throughout the troposphere and lower

stratosphere.

In the near-future global wind profile observations will be available from the Aeolus

mission of the European Space Agency, ESA (Stoffelen et al. 2005; European Space

Agency 2008; Reitebuch 2012a). This mission, which is planned for launch in 2018, will

carry the first wind lidar (light detection and ranging) in space. On a polar-orbiting satellite

(Fig. 4, left panel), Aeolus will sense one component of the horizontal wind vector—

mainly in the zonal direction—from ground up to 20–30 km with a vertical resolution of

250–2000 m depending on altitude. The vertical resolution of the instrument can be

commanded and varied along the orbit, which allows sampling of the lowest altitudes in

the boundary layer with the highest resolution of 250 m for specific geographical regions

of interest, e.g., the shallow circulation regions. The horizontal along-track resolution of

the wind profiles will be 90 km to achieve the required precision of 1–3 m s-1 (depending

on altitude). Nevertheless, higher-resolution measurements of 3 km along track are

available for on-ground processing and could be used for cases with high signals, e.g., from

clouds or aerosol layers. The horizontal coverage of the Aeolus observations, which

samples essentially a vertical curtain through the atmosphere, is visualized in Fig. 4 (right

panel) for 1 week over the Atlantic. These measurement locations are periodically sampled

every week, as this period corresponds to the orbit repeat cycle of Aeolus. The Aeolus

observations will be assimilated by the European Center for Medium-range Weather
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Forecasts (ECMWF) and other meteorological services, and they are expected to have a

large positive impact on analysis and forecast quality, especially in the tropics (Zagar

2004; Zagar et al. 2008), where the wind field cannot be derived from mass observations

(e.g., temperature from passive sounders) due to the missing geostrophic balance.

In order to keep the instrument concept simple for Aeolus, only one component of the

horizontal wind vector will be sensed using one telescope with a fixed pointing direction.

By itself the observations from Aeolus will provide mainly the zonal-wind component in

the tropics. Aeolus’s goals are (1) to demonstrate the wind-lidar technology on a satellite

platform and (2) to constrain the atmospheric circulation in the analysis through data

assimilation. A significant positive impact is expected from Aeolus as shown by Observing

System Simulation Experiments (OSSE) (Stoffelen et al. 2006) and ensemble data

assimilation experiments at ECMWF (Tan et al. 2007). Studies of the atmospheric cir-

culations will be able to rely on a better reanalysis, with assimilated Aeolus observations,

which allow to better constrain the atmospheric flow and momentum budget in the NWP

model used for the reanalysis. Future satellite wind-lidar concepts for observing both

components of the horizontal wind vector by using two telescopes with different line-of-

sight (LOS) pointing directions are studied (Baker et al. 2014) and proposed for deploy-

ment on the ISS (Tucker et al. 2016).

Future studies of shallow circulations will strongly benefit from the regular availability

of wind profile observations from the Aeolus mission, which is complemented by the sea

surface wind speed from scatterometers. In particular, due to the polar orbit and the

perpendicular LOS wind direction, Aeolus is sensing mainly the zonal-wind component,

especially in the tropics, which can be used to detect the low-level zonal wind associated

with the MJO. Airborne wind-lidar observations during limited campaign periods will

ideally be suited to provide higher resolved horizontal wind vector and even vertical wind

Fig. 4 Left: Schematic view of Aeolus measurement geometry with a polar-orbiting satellite at 320 km
altitude and a telescope pointing direction 35�off-nadir and perpendicular to the satellite flight direction,
which separates satellite (white) and measurement track (purple stripes indicating raw data resolution) by
230 km; line-of-sight wind profiles are obtained after on-ground averaging over 87 km to one observation
(Fig. copyrights ESA/ATG medialab); right: Aeolus satellite tracks (red) over the Atlantic during an orbit
repeat cycle of 1 week; consecutive Aeolus satellite tracks are separated by about 2500 km at the equator,
resulting from the duration of 91 min for one orbit
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observations for characterizing the dynamical properties of shallow circulation regimes for

case studies.

3 Constraining Circulation with Diabatic Heating

Considering the scarcity of direct existing observations of wind, indirect approaches

aiming to constrain the circulation have been developed. One of these approaches is to

estimate the diabatic heating Q1 in the atmosphere. Indeed, if the spatiotemporal distri-

bution of diabatic heating and initial conditions of temperature, wind and surface pressure

are known, the equations of momentum, continuity and thermodynamics can be integrated

in time (using, for example, the dynamical core of an existing model) to deduce the time

evolution of the circulation. Troposphere-deep heating creates pressure gradients that force

deep circulation with ascent in the region of heating; shallow circulations can be created by

shallow heating that causes shallow ascent as in the case of observed circulations in the

ITCZ and the MJO, or by shallow cooling that cause shallow descent as in the case of

simulated radiative cold pools leading to self-aggregation (Coppin and Bony 2015). The

details of the profile of diabatic heating have been shown to be crucial to the dynamical

response both for the climatological mean (Hartmann et al. 1984; Bellon and Sobel 2010;

Nishant et al. 2016) and for tropical variability (Li et al. 2009; Lappen and Schumacher

2012).

In this section, we will evaluate the usefulness of existing diabatic-heating estimates

from a modeler’s point of view. Are there diabatic-heating features which are found in all

estimates and therefore robust enough to be used to evaluate GCMs?

3.1 Current Estimates of Diabatic Heating

Satellite estimates The atmospheric diabatic heating results essentially from two processes:

phase changes and radiation. In most precipitating clouds, latent heat release is the

dominant process, but radiative cooling is dominant in stratocumulus and clear sky (Bellon

and Bony 2017), and it can account for about 15–20% of heating anomalies in the MJO

(Ciesielski et al. 2017). At times, mixing by small-scale circulations is considered as

diabatic heating for the large-scale circulation, but it appears to be one to two orders of

magnitude smaller than the other terms, except in boundary-layer clouds. Here, we review

the existing satellite estimates of latent and radiative heating.

With the advent of satellite-based precipitation radar (PR) on the Tropical Rainfall

Measuring Mission (TRMM) in 1998 (Simpson et al. 1996), the estimates of precipitating

water mixing ratio and precipitation fluxes have opened new perspectives to quantify latent

heating Qc, first over the tropics with TRMM (1998–2015) and now almost globally with

GPM launched in 2014 (Smith et al. 2007). Various approaches have been used to

reconstitute the profiles of latent heating from precipitation fluxes (see (Tao et al. 2006)

and (Hagos et al. 2010) for reviews, but also other articles of the Journal of Climate’s

special collection on TRMM Diabatic Heating). Many of them rely on tabulated refer-

ence heating profiles produced by a cloud-resolving model (CRM). The main algorithms

are:

• The convective-stratiform heating (CSH) algorithm (Tao et al. 1993, 2000) uses

surface rainfall rate and its stratiform fraction in combination with reference rain-
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normalized heating profiles from CRM tabulated according to rain type (convective or

stratiform) and region of the atmosphere (lower troposphere, oceanic and continental);

• The spectral latent heating (SLH) algorithm (Shige et al. 2004, 2007, 2008) divides the

simulated precipitation into subgroups according to the PR echo-top heights for

convective rain and to the melting-level precipitation rate for deep stratiform rain, and

uses a set of spectral look-up tables independent of location;

• The TRAIN algorithm (Grecu et al. 2009) uses an even larger database of CRM

profiles that include their dependence on the brightness temperature, and the observed

brightness temperature from the TRMM Microwave Imager (TMI) is exploited,

capitalizing on previous satellite estimates from microwave sensors such as the

Goddard profiling (GPROF) heating algorithm (Olson et al. 1999) and the hydrometeor

heating (HH) algorithm (Yang and Smith 1999a, b).

• The precipitation radar heating (PRH) algorithm (Kodama et al. 2009) does not rely on

CRM inputs. It estimates the growth evaporation of raindrops during their vertical

displacement, by comparing the vertical flux of precipitation water with the motion of

precipitating hydrometeors and diagnosing the phase changes from the difference; to do

so, it utilizes tabulated vertical profiles of vertical velocity.

Multiple satellite-based sensors of increasing sophistication have allowed increasingly

precise measurements of radiative heating rates Qr:

• The Hydrologic Cycle and Earth Radiation Budget (HERB) algorithm (L’Ecuyer and

Stephens 2003, 2007; L’Ecuyer and McGarragh 2010) combines measurements from

the Visible and Infrared Scanner (VIRS) on TRMM and TMI with a radiative transfer

model to provide the spatiotemporal distribution of radiative heating. The radiative

transfer model in HERB uses hydrometeors information from GPROF, aerosol datasets

(initially the Global Aerosol Climatology Project, now the Spectral Radiation-

Transport Model for Aerosol Species) and temperature and humidity profiles from

reanalysis as inputs.

• Recent developments provide radiative heating rates based on observations from the

A-Train constellation of satellites. The latest version is the 2B-FLXHR-LIDAR dataset

(Henderson et al. 2013); it utilizes CALIPSO lidar observations together with a

radiative transfer model that uses hydrometeor properties from CloudSat radar

observations and from the Moderate Resolution Imaging Spectroradiometer (MODIS),

as well as humidity and temperature profiles from reanalysis.

Reanalysis Reanalyses are produced by general circulation models coupled with a data

assimilation system to constrain the models to follow all available observations as closely

as possible. They provide global fields of meteorological data. Diabatic heating in

reanalyses is the sum of the heating outputs from the parameterizations of diabatic subgrid

processes (convection, clouds, radiation, mixing). It therefore depends on the simplifica-

tions and assumptions made in the parameterization schemes of these processes that are

included in the reanalysis’s general circulation model, as well as the reanalyzed large-scale

variables that these parameterizations use as input.

Three global, state-of-the-art reanalyses are used here:

• The European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Re-

Analysis ERA-Interim (Dee et al. 2011);

• The Climate Forecast System Reanalysis CFSR (Saha et al. 2010) from the National

Centers for Environmental Prediction;
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• The Modern Era Retrospective Analysis for Research and Applications (MERRA)

(Rienecker et al. 2011) from the National Aeronautics and Space Administration.

3.2 Evaluation of Existing Estimates

Diabatic heating in the eastern Pacific shallow circulation The climate in the eastern

tropical Pacific has proven difficult to simulate with GCMs, with most GCMs simulating

spurious precipitation south of the equator, the so-called double-ITCZ bias (Li and Xie

2014; Oueslati and Bellon 2015). Understanding the circulation in this region is therefore

of particular interest in order to better constrain new model developments. As an example,

we investigate the case of boreal summer in the tropical eastern Pacific (90�W–120�W).

Figure 1 shows the July climatological circulation as described by the ERA-Interim

reanalysis, with a prominent shallow circulation.

Figure 5 shows the associated diabatic heating as estimated by reanalyses (Fig. 5a, b)

and from TRMM using two different algorithms (SLH and CSH) for latent heating and

HERB for radiative heating (Fig. 5c, d). The overall patterns of diabatic heating are similar

in these estimates: troposphere-deep heating in the ITCZ around 10�N extending northward

in the mid-troposphere, heating within the boundary layer south of the ITCZ and intense

cooling at its top due to stratocumulus-top radiative cooling (Lilly and Schubert 1980;

Bellon and Geoffroy 2016) and more moderate cooling in the clear-sky free troposphere

(a) (b)

(c) (d)

Fig. 5 July climatology of diabatic heating in the eastern tropical Pacific region (90�W–120�W) estimated
by two reanalysis (a, b) and by two different algorithms using TRMM data for latent heating and HERB for
radiative heating (c, d)
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above. But in terms of the details of the heating vertical profiles, there are significant

differences between the estimates. First, the number of heating maxima on the vertical

within the ITCZ varies from one in the mid-troposphere (in CSH estimates) to four (two in

the boundary layer, one in the lower free troposphere and one in the upper troposphere, in

MERRA estimates). Second, the extent, altitude and intensity of the northward tail of the

mid-tropospheric northward extension of the ITCZ heating are significantly different from

one estimate to the other. Last, while the heating–cooling dipole in the boundary layer

south of the ITCZ is similar in the two reanalyses, with heating up to 900 hPa and cooling

above that decreases progressively, this pattern is very different in and in between the two

TRMM estimates: this dipole is very weak in CSH estimates, with barely any heating close

to the surface and weak cooling above; it is very large in the SLH estimates, with very

intense heating up to 2 km and very intense cooling above. The large heating within the

boundary layer was documented in regions of subsidence in a previous study of SLH latent

heating (Takayabu et al. 2010). In the presence of a shallow circulation, we would expect

shallow heating and we do see such heating in SLH, MERRA and CFSR, but not in CSH

estimates. The detailed characteristics of the shallow circulation depend on the location

and intensity of the low-level heating maximum, which are significantly different between

the reanalyses and SLH. These results are in agreement with previous studies of diabatic

heating and circulation in this region that showed that there is limited consensus between

estimates of diabatic-heating profiles in this region (Ling and Zhang 2013; Yokoyama and

Takayabu 2012; Huaman and Takahashi 2016).

Figure 6 shows the corresponding figures for the 20-year climate simulations of four

GCMs that participated to the intercomparison project ‘‘Vertical Structure and Diabatic

Processes of the MJO: A Global Model Evaluation Project’’ (MJO-MIP) (Petch et al. 2011)

organized jointly by the WCRP-WWRP/THORPEX MJO Task Force, Year of Tropical

Convection (YoTC) and the GEWEX Atmosphere System Study (GASS). One feature that

is common to all estimates in Fig. 5 is not well simulated by the GCMs: the intensity of

diabatic heating in the ITCZ is very weak in the CNRM-CM5 and the ISU-GCM. In the

CNRM-CM5, this is linked to a strong boreal-summer double-ITCZ bias that damps

convection in the ITCZ (Oueslati and Bellon 2013). Otherwise, the diversity of diabatic-

heating patterns simulated by these GCMs is smaller than the diversity of estimates in

Fig. 5: all GCMs simulate two maxima of diabatic heating on the vertical in the ITCZ and,

south of the ITCZ, heating up to 900 hPa and cooling above, which decreases with altitude

in the free troposphere. Of course, there are still significant differences in the altitudes of

the heating maxima in the ITCZ, the cooling magnitude south of the ITCZ and the

extension of the mid-tropospheric heating north of the ITCZ, but overall the differences

between heating estimates in Fig. 5 are at least as large as the differences between sim-

ulated heating in Fig. 6. This makes it difficult to use the satellite and reanalyzed estimates

to evaluate GCMs.

Diabatic heating associated with the MJO The MJO is unsatisfactorily simulated by

GCMs (Hung et al. 2013), and this shortcoming is attributed to the inability of the GCMs

to simulate a realistic spatiotemporal distribution of diabatic heating (Lappen and Schu-

macher 2012). One of the leading specific hypotheses is that the vertical profile of diabatic

heating is poorly simulated. (The other leading hypothesis is that the GCMs cannot rep-

resent the spatial organization of convective clouds on the horizontal.) The MJO is

therefore a good test case to evaluate the usefulness of the diabatic-heating approach to

constrain tropical circulations and in particular the shallow circulation that propagates

ahead of the convective disturbance.
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The MJO propagation can be divided into 8 phases (Wheeler and Hendon 2004): Phase

1 corresponds to decreased convection over the Indo-Pacific region, Phases 2 and 3 to the

initiation and intensification of an MJO event in the Indian ocean, Phases 4 and 5 to the

propagation of this MJO event over the Maritime Continent, Phases 6 and 7 to the prop-

agation and decay of this MJO event over the Pacific ocean, and Phase 8 to a residual

convective perturbation in the Pacific with the establishment of a dry spell over the

maritime continent.

Figure 7 [adapted from Jiang et al. (2011)] shows the vertical profile of diabatic heating

and the precipitation anomaly as a function of the phase of the MJO in the western Pacific.

The diabatic heating displayed in Fig. 7a–c is from reanalysis datasets described in the

previous section, while in Fig. 7d–f it is the sum of the latent heating estimated by three of

the latent heat algorithms presented in the previous section (whose names are used to label

the panels) and the radiative heating estimated by the algorithm HERB. The different

datasets agree on the main feature of the diabatic structure of the MJO: the precipitation

anomaly and diabatic heating are positive during phases 4–6, negative during phases 8–2,

with maximum diabatic heating/cooling in the mid-troposphere typical of convective

rainfall. The pattern of diabatic heating is slightly slanted with heating during phase 3 in

the lower troposphere, as expected since this feature is associated with the shallow cir-

culation ahead of the main convective disturbance (Kiladis et al. 2005) and cooling during

phase 6. But the different datasets disagree on the exact altitude of maximum heating and

the amplitude of the maximum heating, with slightly lower maxima in CFSR and CSH, and

(a) (b)

(c) (d)

Fig. 6 July climatology of diabatic heating in the eastern tropical Pacific region (90�W–120�W) simulated
by four GCMs
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a second maximum heating at 600 hPa in MERRA. The slant of the pattern also varies

depending on the dataset, suggesting that the corresponding shallow circulation differs.

Also, CSH provides an estimate of heating that does not extend on the vertical as much as

the other estimates. The interalgorithm spread in satellite estimates is roughly similar to the

interreanalysis spread.

Figure 8 shows the corresponding plots for the same four simulations as above. Two of

these models (CNRM-CM5 and MRI-AGCM3) have shown decent skills in simulating the

MJO, while the two others (CWB-GFS and ISU-GCM) struggle to simulate realistic

intraseasonal perturbations (Jiang et al. 2015). Figure 8b suggests that CWB-GFS simu-

lates MJO events that are less intense and less spatially developed than the observed

events, while Fig. 8d suggests that the intraseasonal variability simulated by the ISU-GCM

is very different from the observed variability, to the point that the analysis in phases

following (Wheeler and Hendon 2004) does not make much sense. The profiles of MJO

diabatic heating simulated by the models that do simulate an MJO, even a weak one as

CWB-GFS, are similar to the satellite estimates, with a maximum in the mid-troposphere at

or slightly below 400 hPa and an amplitude roughly proportional to the precipitation

anomaly, and shallow heating during phase 3. Intermodel spread of these profiles is similar

to the interalgorithm spread of the satellite estimates and the interreanalysis spread illus-

trated by Fig. 7. Even in the case of the ISU-GCM that does not simulate a proper MJO,

Fig. 7 Profiles of diabatic-heating rate (shadings) and precipitation anomaly (black lines) in the different
phases of the MJO over the equatorial western Pacific (150�E–160�E, 10�S–10�N), estimated by three
reanalysis (a–c) and three different algorithms using TRMM data for latent heating and HERB for radiative
heating (d–f). Adapted from (Jiang et al. 2011) � American Meteorological Society. Used with permission

Surv Geophys (2017) 38:1509–1528

350



Reprinted from the journal123

the profile of diabatic heating exhibits the same general characteristics. Indeed, an analysis

of the vertical profiles of diabatic heating in terms of typical profiles associated with

different types of rainfall (convective, shallow and stratiform) might shed some light on

intermodel differences. But it is clear from Fig. 7 that the same analysis on estimates will

also reveal significant interalgorithm and interreanalysis spread. At present, the interdataset

spread of diabatic-heating profiles estimated from satellite observations (TRMM) or by

reanalysis systems is significant, and this absence of consensus limits the usefulness of

these estimates to evaluate GCMs when it comes to their ability to simulate the MJO.

At this point, it appears that the satellite estimates of diabatic heating exhibit too much

dependency on the choice of algorithm to provide useful constraints on GCMs, even when

it comes to troposphere-deep circulations such as the main pattern associated with the

MJO. The shallow diabatic heating associated with shallow circulations which involves the

latent and radiative heating in low clouds, is particularly difficult to observe from satellites

because screening by clouds aloft is frequent and because by design the TRMM precipi-

tation radar is unable to detect small hydrometeors in light drizzle, frequent in shallow

clouds; as a result the satellite estimates of low-level heating are particularly algorithm-

dependent, as illustrated in Figs. 5c, d and 7d–f for the examples of the eastern Pacific

circulation and the MJO. Ongoing work on algorithms and the exploitation of new

(a) (b)

(c) (d)

Fig. 8 Profiles of diabatic-heating rate (shadings) and precipitation anomaly (black line) in the different
phases of the MJO over the equatorial western Pacific (150�E–160�E, 10�S–10�N), simulated by four GCMs
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satellites will improve this situation. In particular CloudSat’s cloud-water radar is able to

detect drizzle and cloud hydrometeors, particularly significant in low clouds and therefore

for shallow circulations; its data can provide better constraints on the structure of clouds

and light rain and work is underway to estimate diabatic heating from this data. Also, the

recently launched Himawari 8 and 9 satellites will provide observations of the Indo-Pacific

region at very high temporal and spatial resolution with passive sensors, complementing

existing cloud data. Despite sophisticated data assimilation systems and models, current

reanalysis datasets exhibit as much spread as satellite estimates and therefore do not

provide robust information on the details of the profile of diabatic heating in the east

Pacific ITCZ or in the MJO convective disturbance either. The current limitations of the

diabatic-heating approach to constrain circulations are certainly an incentive to maintain

and develop alternative strategies such as the development of satellite-based wind lidars.

4 Conclusion and Perspectives

The observation of winds over the entire globe and throughout the atmosphere would lead

to a more detailed understanding of atmospheric circulations at all scales and in particular

shallow circulations in the Intertropical Convergence Zone, in the Madden–Julian Oscil-

lation and around radiatively forced cold pools. It will also lead to better constraints on

climate and NWP models, as well as on reanalysis. To document the global atmospheric

circulation, a global coverage is necessary, and this points to satellites as the optimum

platforms of observations.

As shown in the previous sections, the observation of winds from satellites is subject to

a number of challenges, but also with significant opportunities in the future. Currently and

in the foreseeable future, this observation is expected to pursue the two approaches pre-

sented above: direct observation and indirect constraint through the estimation of diabatic

heating. The first approach is currently limited to the ocean surface or to the presence of

detectable cloud and water-vapor structures advected by the wind, but the advent of

satellite-borne wind lidar opens far-reaching perspectives. Nevertheless, the first wind-lidar

mission (and the only one programmed so far), Aeolus, will measure only one component

of the wind vector and will provide only a partial documentation of atmospheric motions.

On the other hand, the indirect method is faced with significant methodological uncer-

tainties, with, so far, no independent dataset to discriminate between the different algo-

rithms used to estimate diabatic-heating profiles from precipitation radar. But existing

satellites such as CloudSat could provide this independent data and field campaigns could

help constrain these methods.

Reanalyses assimilate the existing observations used in both approaches and will

assimilate the upcoming wind-lidar observations. By doing so, they take advantage of both

direct and indirect estimates of atmospheric circulation. With the assimilation of Aeolus

data, reanalyses will probably become some of the best datasets to study atmospheric

circulations in the foreseeable future.
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Abstract Trade-wind cumuli constitute the cloud type with the highest frequency of

occurrence on Earth, and it has been shown that their sensitivity to changing environmental

conditions will critically influence the magnitude and pace of future global warming.

Research over the last decade has pointed out the importance of the interplay between

clouds, convection and circulation in controling this sensitivity. Numerical models rep-

resent this interplay in diverse ways, which translates into different responses of trade-

cumuli to climate perturbations. Climate models predict that the area covered by shallow
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cumuli at cloud base is very sensitive to changes in environmental conditions, while

process models suggest the opposite. To understand and resolve this contradiction, we

propose to organize a field campaign aimed at quantifying the physical properties of trade-

cumuli (e.g., cloud fraction and water content) as a function of the large-scale environment.

Beyond a better understanding of clouds-circulation coupling processes, the campaign will

provide a reference data set that may be used as a benchmark for advancing the modelling

and the satellite remote sensing of clouds and circulation. It will also be an opportunity for

complementary investigations such as evaluating model convective parameterizations or

studying the role of ocean mesoscale eddies in air–sea interactions and convective

organization.

Keywords Trade-wind cumulus � Shallow convection � Cloud feedback � Atmospheric

circulation � Field campaign

1 Introduction

Of all the clouds that populate the Earth’s atmosphere, trade-cumuli count among the most

fascinating expressions of the interplay between clouds and circulations. These broken

shallow clouds form within the lowest kilometres of the atmosphere, influenced at their

base by small-scale turbulent motions of the warm, moist surface layer, and at their top by

the large-scale sinking motions of the warm and dry overlying free troposphere. If many of

these clouds do not rise by more than a few hundred metres above their base, some reach

higher levels (e.g Nuijens et al. 2014), detrain and help sustain (evaporatively and radia-

tively) the trade-wind temperature-inversion layer higher up. Trade-cumuli warm the layer

in which they form through condensation, but cool the subcloud layer and the trade

inversion through the evaporation of falling raindrops and detrained droplets. In addition,

the emission of infrared radiation to space produces an efficient cooling of the lower

atmosphere in which clouds form. This radiative cooling contributes to generate shallow

mesoscale circulations (Naumann et al. 2017) which, depending on local conditions and

remote convective activity, can organize either randomly or into streets, arcs or circles of

cloud clusters. In certain conditions, these mesoscale circulations can also trigger remotely

the aggregation of deep convection (Muller and Held 2012).

This coupling between shallow clouds and circulation greatly matters for climate sen-

sitivity. Trade-cumuli are so ubiquitous over tropical oceans that their radiative properties

substantially influence the Earth’s radiation budget. Their response to global warming is

thus critical for global-mean cloud feedbacks, and actually it is their differing response to

warming that explains most of the spread of climate sensitivity across climate models

(Bony et al. 2004; Bony and Dufresne 2005; Webb et al. 2006; Medeiros et al. 2008; Vial

et al. 2013; Boucher et al. 2013; Medeiros et al. 2015). Model diversity in the strength of

the vertical mixing of water vapour within the first few kilometres above the ocean surface

(in association with both convective and large-scale circulations) is thought to explain half

of the variance in climate sensitivity estimates across models (Sherwood et al. 2014): the
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lower-tropospheric mixing dehydrates the cloud layer near its base at an increasing rate as

the climate warms and this rate scales with the mixing strength in the current climate

(Sherwood et al. (2014); Gettelman et al. (2012); Tomassini et al. (2015); Brient et al.

(2016); Stevens et al. (2016); Vial et al. (2016), Fig. 1). There is increasing evidence that

the diversity of the modelled response to warming reflects model diversity in how this

coupling between convective mixing, surface turbulent fluxes, and low-cloud radiative

effects is represented in regimes of large-scale subsidence, and that it can be partly related

to the numerical representation (or parameterization) of convection (Webb et al. 2015;

Vial et al. 2016). However, so far it has not been possible to constrain this coupling

observationally due to a lack of appropriate measurements.

On the contrary, in large-eddy simulations (LES) and in observations the cloud-base

fraction of trade-wind cumuli appears to be much more resilient to changes in environ-

mental conditions than in climate models, both in the current (Nuijens et al. 2014, 2015a)

and projected warmer climate (Rieck et al. 2012; Bretherton 2015). Interpreting these

results remains difficult. For the observations, in the past it has not been possible to link

cloud amount to the large-scale circulation in which the clouds form. The cloud amount

predicted by LES, though often resilient to changes in thermodynamic conditions, is

known to be sensitive to various aspects of the simulation such as resolution, microphysics,

numerics or domain size (Vial et al. 2017, and references therein). Theoretically, the

apparent resilience of cloud-base cloud fraction has been interpreted as the consequence of

a ‘‘cumulus-valve mechanism’’ whereby clouds act as a valve which helps maintain the top

of the subcloud layer close to the lifting condensation level and thus regulate the area

covered by cumulus updrafts at cloud base (Albrecht et al. 1979; Neggers et al. 2006;

Stevens 2006; Nuijens et al. 2015a). However, this idea has not been tested observation-

ally. Moreover, recent studies running large-eddy simulations over large domains question

this idea of cloud-base resilience, as they show that changes in the mesoscale organization

of shallow cumuli can significantly influence the cloud fraction (Seifert and Heus 2013;

Vogel et al. 2016; Vial et al. 2017). It is thus paramount to assess the ability of LES to

predict the cloud cover and its dependence on the organization of convection and on

environmental conditions.

The discussion above illustrates how the science has matured to the point where it is

now possible to identify a few key hypotheses or questions that, if tested or answered,

would enable a step improvement in understanding of the interplay between clouds,
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Fig. 1 Vertical profiles of the low-cloud fraction, and of its response to global warming, predicted by two
general circulation models (MPI and IPSL) in the trade-wind cumulus regime. For each model, results are
shown for two versions differing only by their representation of lower-tropospheric mixing (after Stevens
et al. 2016; Vial et al. 2016)
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convection and circulation, and their role in climate change: How strong is the convective

mixing in regimes of shallow cumulus and how much does it couple to surface turbulent

fluxes, radiative effects and water vapour? Is the cloud-base fraction of trade-wind cumuli

insensitive to variations in convective mixing and large-scale circulations? Does the

cumulus mass flux act as a valve to restrict the turbulent boundary layer from growing

appreciably beyond its lifting condensation level? Do the statistics of shallow convection

depend on the form of spatial organization?

Improved observations are also necessary to help advance space-based remote sensing.

The trade-wind regions are often characterized by a strongly layered vertical structure, and

by warm, small, and thin broken clouds. Current satellite observations are inadequate to

detect sharp vertical gradients of water vapour (Chazette et al. 2014; Asrar et al. 2015,

Stevens et al. this volume), and the detection of shallow clouds from space remains

difficult. Biases in cloud detection leads to significant discrepancies among the various

satellite estimates of the trade-wind cloud fraction (Stubenrauch et al. 2013) and are

detrimental to the quality of other satellite retrievals such as those of the cloud water path

(Horváth and Gentemann 2007), precipitation and cloud microphysical properties. In these

conditions, in situ observations are not only critical to investigate the physics of trade-wind

clouds, but also to test—and eventually improve—the instruments and algorithms of

remote sensing that are used to observe the Earth’s atmosphere and surface from space.

Past field campaigns in regions of shallow cumulus such as the Atlantic Expedition in

September to October 1965 (Augstein et al. 1973), the Atlantic Tradewind EXperiment in

February 1969 (ATEX, Augstein et al. 1974), the Barbados Oceanographic and Meteo-

rological Experiment from May to July 1969 (BOMEX, Holland 1970) or the Puerto-Rico

Experiment in December 1972 (LeMone and Pennell 1976), did focus on the environment

of clouds, on vertical transports of water, heat and momentum in the trade-wind boundary

layer, and also included attempts to measure the large-scale vertical motion in the atmo-

sphere. However, the microphysical and macrophysical properties of the shallow cumuli

were not characterized. Because these campaigns took place at the dawn of the satellite era,

no observations from space could help fill the gap. In June 1992, the Atlantic Stratocu-

mulus Transition Experiment (ASTEX, Albrecht et al. 1995) was conducted off North

Africa, in the area of Azores and Madeira Islands, to address issues related to the stra-

tocumulus to trade-cumulus transition and cloud-mode selection. Satellites and upper-level

aircraft provided a description of large-scale cloud features, and instrumented aircraft

flying in the boundary layer and surface-based remote sensing systems described the mean,

turbulence, and mesoscale variability in microphysical properties of boundary-layer

clouds. Attempts were also made to infer large-scale divergence in the boundary layer

using lagrangian balloons and an array of three rawinsonde stations (Ciesielski et al. 1999).

In 2005, the Rain in shallow cumulus over the ocean (RICO, Rauber et al. 2007) campaign

which took place off the Caribbean islands of Antigua and Barbuda did focus on cloud

microphysical properties and pointed out the importance and diversity of mesoscale

organizations, but the large-scale dynamical environment and the interplay between cloud

macrophysical properties (e.g., the low-level cloud fraction) and their environment were

not characterized.

The establishment of the Barbados Cloud Observatory (BCO) in 2010, and the two

Next-Generation Aircraft Remote Sensing for Validation Studies airborne field campaigns

(NARVAL and NARVAL2) held in December 2013 and August 2016 have since created

an observational foothold to better understand the coupling between clouds and their

environment (Stevens et al. 2016). The BCO provides long-term context for intensive

observations, and when combined with the NARVAL measurements, helps advance and
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test new approaches for bridging the gap between measurements of cloud macro-structure

and the large-scale environment.

A new field campaign, EUREC4A (Elucidating the role of clouds-circulation coupling

in climate), has been designed to take advantage of and extend these advances. Anchored at

the BCO, it will measure clouds in the winter trades of the North Atlantic, windward of

Barbados, in early 2020. EUREC4A will have two primary objectives:

• To quantify macrophysical properties of trade-wind cumuli as a function of the large-

scale environment, and

• To provide a reference data set that may be used as a benchmark for the modelling and

the satellite observation of shallow clouds and circulation.

To address these objectives EUREC4A will provide, for the first time, simultaneous

measurement of cloud macrophysical properties (cloud fraction, vertical extent and cloud-

size distributions), cloud radiative properties (large-scale albedo, broadband solar and

terrestrial net fluxes and derived quantities such as radiative divergence and heat-

ing/cooling rates), convective activity (cloud-base mass flux, mesoscale organization), and

the large-scale environment in which clouds and convection are embedded (large-scale

vertical motion, thermodynamic stratification, surface properties, turbulent and radiative

sources or sinks of energy).

In Sect. 2, we present an overview of the experimental strategy for the EUREC4A field

campaign. In Sect. 3, we discuss the premises which are at the basis of this strategy,

namely the possibility to measure cloud profiles (especially cloud amount at cloud base),

convective mass flux and large-scale vertical velocity, as only this can connect the

macrophysical properties of clouds to the environment. Then, we discuss how the results

from the campaign could be used to build a reference data set for evaluating process and

climate models, and for assessing retrievals from space-borne observations (Sect. 4).

Beyond the study of clouds-circulation interactions, EUREC4A will be an opportunity for

complementary scientific investigations. We describe some of these possibilities as of

EUREC4A?? in Sect. 5. A brief conclusion is presented in Sect. 6.

2 Overview of the EUREC4A Experimental Strategy

The core objective of the EUREC4A field campaign is to elucidate how the macrophysical

properties of trade-cumuli depend on the dynamic and thermodynamic properties of the

environment in which the clouds form. More specifically, EUREC4A aims to answer the

following questions:

• What controls the convective mass flux, mesoscale organization, and depth of shallow

clouds?

• How does the cumulus cloud amount in the trade-wind boundary layer vary with

turbulence, convective mixing and large-scale circulations, and what impact does this

variation have on the atmospheric radiation field?

The EUREC4A field campaign will take place in the lower Atlantic trades, over the

ocean east of Barbados (13 �N; 59 �W) from 20 January to 20 February 2020. Several

reasons motivate the choice of this specific location. First, shallow cumuli are prominent in

this area, especially during winter (Norris 1998; Nuijens et al. 2014). Second, the

cloudiness in the vicinity of Barbados is representative of clouds across the whole trade-

wind regions of the tropical ocean, both in models and in observations (Medeiros and
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Nuijens 2016). Finally, it anchors the measurements to the extensively instrumented

Barbados Cloud Observatory which has been monitoring clouds continuously since 2010,

and allows it to benefit from the legacy of the NARVAL series of flight campaigns

organized in the area in the last few years (Stevens et al. 2016).

2.1 Aircraft Measurements

The primary motivation for EUREC4A is the need to characterize simultaneously the trade-

cumulus field and the dynamic and thermodynamic environment in which it forms. For this

purpose, the core of the EUREC4A field campaign will be the deployment of two research

aircraft (Fig. 2): The French ATR-42 operated by the Service des Avions Français

Instrumentés pour la Recherche en Environnement (SAFIRE), which will fly in the lower-

troposphere with a payload of up to two tons and will be equipped with both remote

sensing instrumentation and a suite of in situ sensors (Table 1), and the German HALO

(High Altitude and Long Range Research Aircraft) operated by the Deutsches Zentrum für

Luft- and Raumfahrt (DLR), which has a payload of up to three tons, a range of up to

8000 km, and a ceiling of up to 15 km, an advanced instrumentation (Table 2) and the

ability to launch dropsondes (see for instance Wendisch et al. 2016). In addition to these

aircraft, we will use the Barbados Cloud Observatory (BCO), buoys, drifters plus several

research vessels deployed in the area and equipped with radiosondes and additional remote

sensing instruments to complement surface, atmospheric and ocean measurements

(Sect. 2.2).

HALO will fly large circle patterns (45–50 min, corresponding to a circumference of

about 500 km) at 9 km altitude (flight level 300, FL300), and will densely distribute

dropsondes around the circles. The dropsondes will characterize the vertical thermody-

namic structure of the trade-wind atmosphere and will make it possible to infer the vertical

profile of large-scale divergence over the area (Sect. 3.1). The advanced remote sensing

instrumentation on HALO will characterize the cloud field and its environment (water

vapour, hydrometeors, cloud particle phase, cloud vertical structure, cloud albedo, etc).

Simultaneously, the ATR-42 will characterize the shallow cumulus field and boundary-

layer properties within the area through a series of low-level legs, flown primarily near the

cloud-base level (� 1 km), with additional legs near the trade inversion level (� 2 km),

and (by flying at the lowest safe flight level) near the sea surface. Sideways-looking lidar

and radar instruments will measure the cloud fraction at the flight level (Sect. 3.2).

Upward-pointing high-spectral-resolution (HSR) backscatter lidar plus a vertically point-

ing Doppler radar will be used to assess the boundary-layer depth and measure the vertical

velocity in the aerosol-laden lower troposphere above the aircraft. Other instruments on

board the aircraft will characterize cloud microphysical properties, the tri-dimensional

wind field along the trajectory of the aircraft, and turbulence statistics (Table 1, Appendix

1).

The instrumentation on board both aircraft will provide a detailed characterization of

the vertical distribution of water vapour, clouds and aerosol particles, and of vertical

velocities within clouds (Appendix 1). Measurements of radiative fluxes at different alti-

tudes, as well as radiative transfer calculations using observed atmospheric and cloud

properties, will help infer vertical profiles of radiative solar heating and terrestrial cooling

rates above, within and below the observed clouds.

The characterization of surface (Sect. 2.2) and subcloud layer properties, and of the

difference between the subcloud layer and the air just above it, combined with estimates of

surface turbulent fluxes, radiative cooling and large-scale mass divergence, should enable
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closure of the mass and moist static energy budgets of the subcloud layer. The analysis of

the mass budget will make it possible to estimate the cumulus mass flux at cloud base

(Sect. 3.3). The moist static energy and water budgets will be used to verify the consis-

tency among the different measurements and provide insight into the factors influencing

shallow convective development. The moist static energy budget should also make it

possible to test the boundary-layer quasi-equilibrium hypothesis (Raymond 1995), which
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Fig. 2 Envisioned flight strategy for the EUREC4A core measurements
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holds that the cumulus enthalpy flux out of the subcloud layer balances surface fluxes and

large-scale ascent at the top of the subcloud layer.

To maximize the chance of sampling a large diversity of environmental conditions and

mesoscale organizations, the campaign will consist of about 90 h of research flights (for

each aircraft) over four weeks for operations out of Grantley Adams International Airport

on Barbados. Ten HALO research flights from Barbados are envisioned, each with a

duration of 9 h bracketing two 4-h flights of the ATR-42 (with a refuelling in between).

Table 1 Synopsis of ATR-42 instrumentation

Instrument Brief description

Thermodynamics and
turbulence

In situ water vapour, temperature, pressure and 3D wind; momentum and heat
fluxes

Cloud particles In situ liquid and total water contents; droplet size distribution (0.5–6000 lm);
2D particle imaging (25–6000 lm)

BASTA cloud radar Bistatic 95 GHz Doppler cloud radar to be deployed in sidewards looking mode
(Delanoë et al. 2016)

ALiAS Lidar Lightweight backscatter lidar (355 nm) to be deployed in sidewards looking
mode (Chazette 2016)

RASTA cloud radar Upward- and downward-looking 95 GHz Doppler cloud radar with six antenna
configuration for wind-vector retrievals (Delanoë et al. 2013)

LNG lidar Three-wavelength (1064, 532 and 355 nm) high-spectral-resolution polarized
backscatter lidar (upwards, downwards or 35� pointing) (Bruneau et al. 2015)

CLIMAT-AV Three-channel downward-staring measurements of infrared irradiance at 8.7,
10.8, and 12.0 lm (Brogniez et al. 2003)

Pyrgeometer Hemispheric broadband upwelling and downwelling thermal infrared radiative
fluxes (Kipp and Zonen CGR4)

Pyranometer Hemispheric broadband upwelling and downwelling solar radiative fluxes (Kipp
and Zonen CMP22)

Table 2 Synopsis of HALO instrumentation

Instrument Brief description

BAHAMAS In situ water vapour, temperature, gust probe winds and aircraft state vector. Up- and
downward shortwave and longwave broadband irradiances (in development)

HAMP cloud
radar

Downward-staring polarized Doppler 36 GHz cloud radar (Mech et al. 2014)

HAMP
radiometer

Downward-staring microwave radiometers with 26 channels between 22 and 183 GHz
(Mech et al. 2014)

WALES Downward-staring water vapour DIAL and backscatter HSRL lidar (Wirth et al. 2009)

SMART Up- and downward-looking spectral (300–2200 nm) radiance and irradiance
measurements (Wendisch et al. 2001; Ehrlich et al. 2008)

SpecMACS Downward-looking hyper-spectral (400–2500 nm) line imager (Ewald et al. 2016)

Thermal imager Downward-looking (10.8 and 12 lm) two channel line imager (in development)

Dropsondes AVAPs system with four-channel receiver supporting Vaisala RD94 Sondes (ten channel
receiver in development)
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The zone of operations will not change much from day to day, but owing to daily mete-

orological variability one may hope to sample different types of cloud conditions and

organizations. On any given research flight the same cloud and environmental conditions

will be observed for many hours by both aircraft, making it possible to characterize these

conditions in a statistically consistent and representative way.

2.2 Surface and Ship-Based Observations

In addition to the aircraft missions that will characterize clouds and their surrounding

environment up to scales of O(100 km), surface and ship-based observations will be dis-

tributed over the area of and around flight operations augmenting measurements from the

BCO so as to better characterize the surface and atmospheric environment of clouds on a

scale of O(1000 km) and over a longer, uninterrupted time period, as well as strengthen the

fidelity of the large-scale analyses.

The large-scale array of observations will be comprised of three to five stations (Fig. 3):

the Barbados Cloud Observatory (BCO, Stevens et al. 2016) and a network of research

vessels (RVs). Applications for ship measurement time from Germany (Meteor and Maria

S. Merian), France (Atalante), The Netherlands (Pelagia), the USA and Spain are pending.

The research vessels will serve as advanced surface remote sensing platforms, atmosphere

and ocean sounding stations, bases for fleets of autonomous vehicles, and means of laying

down an array of drifters/floats or buoys.

Radiosondes will be launched from each station to collect simultaneous measurements

of profiles of air humidity, temperature, pressure and horizontal winds (derived from GPS

measurements) from the surface through the lower stratosphere. The sounding data will be

assimilated by weather centres, which will improve the quality of meteorological analyses

for the period of the campaign and will help diagnose large-scale divergence and vertical

motion over a range of scales larger than the zone of aircraft operations.

Measurements from research vessels are intended to be operated over a period of 3 to 5

weeks overlapping with the planned airborne observations. This will establish context for

the aircraft missions relative to the seasonal march of the ITCZ and the evolving strength
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Fig. 3 Large-scale sounding
array envisioned for EUREC4A,
comprised by the Barbados
Cloud Observatory (BCO) and
approximately four research
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ships will serve as advanced
surface remote sensing platforms,
atmosphere and ocean sounding
stations, bases for fleets of
autonomous vehicles, and means
of laying down an array of
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of overturning within the Hadley cell. Soundings will be launched with a minimum fre-

quency of 6 per day to adequately sample the diurnal and semi-diurnal cycles, along with

other subdaily variability. It will also make it possible to get thermodynamic data and

large-scale divergence estimates up to the top of the atmosphere instead of up to 9 km (the

flight level of HALO during EUREC4A).

Besides radiosondes, in situ and remote sensing instrumentation will be installed at

BCO and on-board the ships. Instruments such as lidar, radar, radiometers or ceilometers

will provide additional observations of clouds, aerosols, surface turbulence and air–sea

fluxes of heat and moisture, and surface and boundary-layer properties. A scanning,

S-band, radar operated by the Barbados Meteorological Service can be used for research

purposes in the absence of severe weather. It will help characterize the mesoscale orga-

nization of convection, and the vertical structure of the shallow cloud cover (Nuijens et al.

2009; Oue et al. 2016). The deployment of a second C-Band radar, the POLDIRAD of the

Institut für Physik der Atmosphäre at the Deutschen Zentrum für Luft- und Raumfahrt, is

also being considered. Shipboard deployment of drones and a HeliKite, capable of sus-

pending an instrument of up to 100 kg at different heights in the lower 3 km of the

atmosphere, can be used to characterize aerosol and cloud microphysical properties. Laser-

based spectrometers could measure the isotopic composition of water and provide an

additional characterization of the balance between convective drying and turbulent

moistening in the boundary layer, and simple instruments such as ceilometers will aid the

characterization of the vertical distribution of clouds in the observational domain.

The ships will also provide an opportunity to characterize the state of the upper ocean

and more specifically the mesoscale ocean eddies which are particularly frequent east of

Barbados (Sect. 5.6). Beyond their importance for the ocean transport, mesoscale ocean

eddies are increasingly recognized as influencing air–sea fluxes and clouds (Chelton et al.

2004; Ferreira and Frankignoul 2008; Frenger et al. 2013; Byrne et al. 2015). This raises

the question as to whether they might play a role in the organization of shallow cumuli.

Oceanographic measurements of the vertical profiles of temperature, salinity, pressure,

oxygen and other biogeochemical properties of the upper ocean through in situ sensors or

profiling instruments, combined with the deployment of Argo profiling floats and auton-

omous observing platforms such as gliders or wave-gliders, would provide an unprece-

dented characterization of tropical mesoscale ocean eddies under a well-observed

atmosphere and would thereby foster studies of their impact on air–sea interaction

(Sect. 5.6).

2.3 Satellite Observations

To complement the airborne measurements, we will coordinate field operations with

overpasses of several satellites: the Advanced Spaceborne Thermal Emission and

Reflection Radiometer (ASTER), an imaging instrument with 15 m spatial resolution on-

board Terra, plus a number of satellites from flagship space missions that we expect to be

in orbit by the time of the campaign: ADM-Aeolus (whose launch is planned by the

beginning of 2018) will provide the first space-borne vertically resolved radial (mostly

zonal) wind measurements; EarthCare (Illingworth et al. 2015, whose launch is scheduled

in 2019), includes a Doppler cloud radar and a HSR lidar which will provide a thorough

characterization of clouds and aerosols from space-based products comparable to those

issued from the radar and the HSR lidar on-board the ATR-42 at the same frequency and

wavelength; and Megha-Tropiques (Roca et al. 2015, launched in 2011, the mission has

been extended until 2021) measures radiative fluxes at the top of the atmosphere, the
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vertical distribution of relative humidity through the troposphere, and precipitation as part

of the GPM (Global Precipitation Measurement) mission.

Existing satellite imagery suggests that shallow cumuli exhibit a large range of

mesoscale organizations from seemingly randomly distributed cloud clusters to wind-

parallel street lines or arcs (Rauber et al. 2007). An example of one form of organization,

mesoscale cloud flowers, observed over the proposed EUREC4A study area on 9 February

2017 is shown in Fig. 4. Space observations of the atmosphere at high spatial resolution

such as derived from ASTER or other instruments such as the Geostationary Operational

Environmental Satellite (GOES), Multi-angle Imaging SpectroRadiometer (MISR) or

Moderate Resolution Imaging Spectroradiometer (MODIS) imagers, potentially comple-

mented by radar observations from the surface network (Sect. 2.2), will characterize the

spatial organization of clouds within the area sampled by the aircraft missions. EUREC4A

will be the first field study to investigate whether this organization matters for the statistical

properties of the shallow cumulus field.

3 The Premises

The experimental strategy of the EUREC4A campaign rests on three main premises:

• The large-scale vertical motion on scales O(100 km) can be measured using

dropsondes,

• The distribution of clouds in the trade-wind boundary layer can be inferred from lidar-

radar measurements, especially the cloud fraction near cloud base,

• The convective mass flux at cloud base can be inferred from the subcloud layer mass

budget.

In this section,we present arguments and results fromongoing analyses that show that the first

of these premises appears sound, and we discuss how the other two are currently being tested,

and how the experimental strategy might be adapted based on the outcome of these tests.

3.1 Using Dropsondes to Measure the Large-Scale Vertical Motion

A main component of the large-scale mass, heat and moisture budgets is the large-scale

vertical velocity x (Yanai et al. 1973). From the equation of mass continuity, x can be

Fig. 4 Shallow cloud organization observed from MODIS on 9 February 2017 (Barbados, which is about
20 km wide, is highlighted in green). The top of cloud clusters does not exceed 3–4 km
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derived from the divergence, D of the horizontal wind VH as xðPÞ ¼ �
R P

0
DðpÞ dp where

D ¼ r � VH and P is the atmospheric pressure. D and x are known to strongly influence

the properties of the trade-cumulus boundary layer and low-level cloudiness (e.g., Albrecht

et al. 1979). Our ability to measure these two quantities during EUREC4A will thus

critically determine the success of the campaign.

Measurements of the large-scale vertical motion on the time and space scale of indi-

vidual airborne observations have long been recognized as being essential to understand

how cloudiness develops and to calculate the heat and moisture budgets of the lower

troposphere, but so far generally thought to be impossible. During ATEX, BOMEX, ACE-I

and DYCOMS-II campaigns, attempts were made to estimate the large-scale divergence

from rawinsonde sounding networks and/or aircraft data at a particular level using the ‘‘line

integral’’ method (Holland and Rasmusson 1973; Nitta and Esbensen 1974b; Lenschow

et al. 1999, 2007). This method infers D from horizontal wind measurements using:

D ¼ 1

A

I

Vn d‘; ð1Þ

where Vn is the component of the horizontal wind normal to the perimeter of measure-

ments, and A is the area of the region enclosed by it (vorticity can be obtained similarly

from the tangent component of the horizontal wind). When applied to aircraft measure-

ments, this method requires a stationary wind field but makes no other assumption about

the structure of the wind field.

An alternative method, referred to as the ‘‘regression method’’, has been proposed by

Lenschow et al. (2007) and successfully applied to DYCOMS-II data. It assumes a par-

ticular model for the wind field, but can be more easily adopted to a wider range of

sampling geometries. Lenschow et al. (2007) assumed that wind variations in longitude,

latitude and time are linear for each vertical level, such that:

VH ¼ Vo þ
oVH

ox
Dxþ oVH

oy
Dyþ oVH

ot
Dt; ð2Þ

where Vo is the mean wind velocity over the area, Dx and Dy are the eastward and

northward displacements from a chosen centre point. Dt is the change in time relative to a

reference, for instance the mid-point time of the sampling. An approximate solution of this

overdetermined system can be found by computing the coefficients of a least squares fit to

the wind field defined as (2). By measuring VH and solving (2) for its gradients, D can then

be computed as: D ¼ ou
ox
þ ov

oy
.

So far, these methodologies have been applied to wind measurements from rawinsondes

or flight-level estimates of winds from an aircraft gust probe. Wind measurements from

GPS dropsondes (Wang et al. 2015) now offer the opportunity to measure the vertical

profiles of D and x during airborne field campaigns. However, this methodology needs to

be evaluated. In particular, it has to be checked whether the divergence measured in this

way would actually represent the large-scale circulation or would instead be noisy and

dominated by short-term features uncharacteristic of the large-scale environment.

To answer this question, this methodology was tested during the NARVAL2 campaign,

which consisted of ten research flights of HALO, and took place in the EUREC4A target

areas, upwind of Barbados, during August 2016. Two of the HALO flights during NAR-

VAL2 were specifically designed as a pilot study for the proposed EUREC4A divergence

measurements. During the two research flights RF03 and RF06 (carried out on 12 and 19

August 2016), HALO flew horizontal circles of 45–48 min (160 km diameter) at an
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altitude of 9 km. Twelve dropsondes (Vaisala RD94) were released intensively along each

circle, measuring the vertical profiles of pressure, temperature and humidity with an

accuracy of 0.4 hPa, 0:2 �C and 2%, respectively. Equipped with a GPS receiver, the

dropsondes also measured the horizontal wind speed with an accuracy of 0:1m.s�1.

To test the method, pairs of circles were flown in the same air mass (one clockwise, one

counterclockwise, with the centre of the second circle slightly displaced following the

mean wind relative to the first one). The idea was that if the wind field was sufficiently

stationary, and the measurements by the sondes were physical, one would expect similar

answers to arise between a pair of circles flown in the same airmass. Satellite imagery

targeted the flights to regions of suppressed convection, with a relatively more active

shallow cloud layer during the second pair of circles, with cloud tops reaching sometimes

2–3 km, than during the first pair, with cloud tops rarely exceeding 1.5 km (Bony and

Stevens Measuring large-scale vertical motions with dropsondes, manuscript in prepara-

tion). As shown in Fig. 5, the vertical profiles of D and x derived for each circle of a given

pair exhibit a consistent and reproductible vertical structure over most of the troposphere.

Differences between circles of a given pair are much smaller than differences from one pair

to the next, where different pairs of circles were spatially dislocated. The vertical structure

of D and x measured by dropsondes in the lower troposphere (below 4 km), such as the

maximum subsidence near the top of the mixed layer, is qualitatively consistent with that

measured by rawinsondes or aircraft measurements during previous field campaigns in the

trades (Holland and Rasmusson 1973; Nitta and Esbensen 1974b). It is also in good

agreement with the vertical structure of D and x derived over the area from ECMWF

operational forecasts during periods where the horizontal wind of the forecasts is in good

agreement with the dropsondes, and with storm-resolving (1 km grid) simulations
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Fig. 5 (left) Research flights performed during NARVAL2 on 19 August and the vertical profiles of large-
scale mass divergence D and large-scale vertical velocity x derived from the dropsondes measurements for
each circle
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initialized by ECMWF analyses (not shown). It shows therefore that dropsondes can

actually be used to measure the vertical profiles of D and x on scales of O(100 km) and to

discriminate the spatial heterogeneity of the environment.

Three further issues are currently being explored, also in combination with high-reso-

lution simulations which will be used to emulate different sounding strategies: (1) The

minimum number of sondes to be dropped along each circle to reach equivalent results, (2)

the spatial scale over which the large-scale dynamics best correlates with the macro-

physical cloud properties, and (3) the influence of vertical shear of the horizontal wind,

which is much more pronounced during the winter season. Depending on the result of these

investigations, the number of sondes to be dropped, as well as the size of the circular flights

to be flown during EUREC4A will be optimized.

3.2 Estimating the Distribution of Clouds in the Trade-Wind Boundary Layer

An additional important and novel element of the EUREC4A strategy will be to measure

the cloud fraction within the trade-wind boundary layer, especially around two critical

levels: just above cloud base (around 1 km) and around the trade-inversion level (around

2 km).

Measurements of cloud fraction at cloud base are important for understanding what

processes control its variations in the current climate and to test some of the processes

involved in the climate change cloud feedbacks of climate models. However, upper-level

clouds masking the field of view, they are difficult to make with downward-looking

instruments. During EUREC4A, we propose to use the ALiAS backscatter lidar (Chazette

et al. 2007; Chazette 2016) and the Bistatic Radar System for Atmospheric Studies

(BASTA) radar (Delanoë et al. 2016) on-board the ATR-42 flying just above cloud base to

acquire dedicated horizontally pointing observations from the aircraft windows. At this

level, LES (e.g., vanZanten et al. 2011; Vogel et al. 2016) suggest that the relative dryness

of the atmosphere combined with the relatively low cloud water content (Fig. 6) should

maximize the range of the lidar measurements, thereby providing useful backscatter signal

over a distance of about 10 km, thus greatly enhancing the sampling volume. Beyond the

mean cloud fraction, the lidar-radar measurements will help determine the spectrum of

cloud sizes at cloud base, which is thought to be a crucial information for understanding

the coupling between the subcloud layer and the cloud layer (Neggers 2015).

To test the approach, measurements from a field campaign which took place on 1–6

June 2017 in Ardèche (South of France, 44.4� N, 4� E) and during which a lidar was

mounted horizontally on an Ultra-Light Aircraft (ULA) are being analysed. The lidar, an

eye-safe 355-nm backscatter lidar similar to the ALiAS lidar (Chazette 2016) to be used

during EUREC4Abut five times less powerful (6 vs. 30 mJ), was pointing horizontally

towards the port side of the ULA. The ULA flew a series of horizontal legs of rectangular

shape within the subcloud layer and above cloud base within a field of shallow cumuli

(Fig. 7). Preliminary analysis of the data suggests that above cloud base (at an altitude of

about 1.2 km), the lidar signal does not saturate or vanish as soon as it encounters the first

cloud edge along the line of sight, but often penetrates clouds over several hundred metres

(100–200 m on average for opaque clouds) and can even go through several consecutive

clouds when clouds are optically thin. Overall, this low-power lidar makes it possible to

detect the presence of shallow cumuli over a distance of up to 4.5 km. Considering that the

ALiAS lidar on board the ATR-42 will be five times more powerful than this one, one may

hope to detect clouds over a distance of about 4:5
ffiffiffi

5
p

¼ 10 km during EUREC4A, thus
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making it possible to map the cloud field in between ATR-42 legs spaced by about 20 km.

The use of two gated detectors for different ranges on the lidar (one measuring near-field

signals and the other far-field signals) is being considered to enhance the cloud detection

range. The combination of lidar and radar measurements should further improve the

restitution of the cloud mask over this distance.

The feasibility of the approach will be further tested using LES and by applying to LES

outputs the McRALI (Monte Carlo Radar and LIdar) simulator of the lidar and radar

instruments on board the ATR-42. McRALI is a forward Monte Carlo model (Cornet et al.

2010) enhanced to take into account light polarization, multiple scattering, high spectral

resolution, Doppler effects and the three-dimensional structure of the cloudy atmosphere

(Szczap et al. 2013, Alkasem et al. 2017). By diagnosing the cloud fraction that the lidar

and radar would measure if they were probing an atmosphere similar to that simulated by

the large-eddy model, we will assess how well the above approach can work, and/or

whether the experimental strategy will have to be revised to get more accurate measure-

ments of the cloud-base cloud fraction.

Besides the cloud base information, it will be important to determine the vertical profile

of cloud fraction, especially at the top of the cloud layer. Indeed the cloud fraction near the

inversion level appears to be more variable than that at cloud base (Nuijens et al. 2014),

varies strongly with the intensity of the convective mass flux (e.g., Brient et al. 2016; Vial

et al. 2016) and strongly influences the variations of the total cloud cover (Rodts et al.

2003). The cloud fraction near the inversion level will be estimated through different

methods. First, the ATR-42 could fly around this level and measure the cloud mask through

horizontal lidar/radar measurements as will be done around cloud base. However, the cloud

optical thickness being much larger at this level than at cloud base, the feasibility of the
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water (ql) and (right) cloud fraction from RICO. The NARVAL 1 water vapour is derived from all sondes
for which surface air temperatures exceed 25�C, as measured east of Barbados in December 2013. The
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method remains an open question at this particular level (it will be tested using simulators).

Therefore, several alternative methodologies will also be considered.

One will consist in analysing the vertical distributions of the lidar backscatter signal and

radar reflectivities measured from the downward-looking instruments on HALO and the

upward and downward-looking instruments on the ATR-42. Another one will consist in

analysing data from ground or ship-borne instruments. Ceilometers will be very useful, but

a scanning radar (Oue et al. 2016) on one of the research vessels or deployed on Barbados

is also being considered. Yet another approach will consist of analysing observations from

the SpecMACs instrument on HALO. SpecMACs is a hyper-spectral line-imager with a

field of view of about 40� which allows to map a 10 km swath with 10 m resolution, this

swath being similar to the anticipated one for the sideways staring lidar on-board the ATR-

42. Oxygen A-band measurements from SpecMACS can be used to measure the distance to

Fig. 7 (Top) Lidar backscatter ratio measured on 2 June 2017 (RF07), in the South of France from an ultra-
light aircraft carrying a 355-nm horizontally pointing lidar: two rectangular legs were flown within the
subcloud layer and one above the base of shallow cumuli. (Bottom left): Example of an individual lidar
signal (corrected from aerosol attenuation) detecting two clouds in a row. (Bottom right): Histogram of the
distance between the first and last cloud detections along each individual lidar beam and of the distance
between the ULA and the last detected cloud. Note that the ALiAS lidar that will be on-board the ATR-42
will be five times more powerful than the lidar used on-board the ULA
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the cloud top, as can measurements from the thermal imager which is being developed for

EUREC4A. Finally, satellite measurements such as those from lidar (either from CALIPSO

(Winker et al. 2003) if it still operates in 2020, or from ADM-Aeolus and/or EarthCARE,

that will be launched in 2017 and 2019, respectively) or high-resolution spectrometers such

as ASTER, which has a 15-m horizontal resolution and many channels in the infrared,

visible and near-infrared (Zhao and Di Girolamo 2007), will provide independent esti-

mates of the vertical profile of cloud fraction.

The dynamic properties of clouds will be inferred from radar measurements (e.g., vertical

velocities at cloud base will help determine whether a cloud is active or passive), and the

microphysical properties will be derived from the combined analysis of radar-lidar measure-

ments, passive radiometers and in situ measurements (Sect. 5.2). Vertically integrated cloud

liquid content of shallow clouds will be measured using downward-looking radiometers flown

aboard HALO. The occurrence of precipitation and mesoscale organization of precipitating

shallow cloudswill be characterized from the scanning precipitation (S-band) weather radar on

Barbados and may be complemented by a scanning C-band research radar system.

Finally, measuring the radiative effects of clouds will be critical to assess the coupling

between clouds and their large-scale environment. Vertically integrated estimates will be

derived frombroadband radiative fluxesmeasured near the surface, near the inversion level and

in the upper troposphere, and vertical profiles of the radiative heating rate will be inferred from

radiative transfer calculations using observed atmospheric and cloud properties.

3.3 Inferring the Convective Mass Flux at the Top of the Subcloud Layer

To test the hypothesis that lower-tropospheric mixing critically influences the trade-cu-

mulus cloud fraction at cloud base (e. g., Rieck et al. 2012; Gettelman et al. 2012;

Sherwood et al. 2014; Brient et al. 2016; Vial et al. 2016), we will need to measure the

strength of the convective mixing or quantities closely related to it. Indirect measures of

convective mixing, for instance in terms of the relative humidity profile or the strength of

shallow overturning circulations, are straightforward to infer from the large-scale structure

of humidity field, and measurements of the large-scale vertical velocity. During EUREC4A

a direct measure of convective mixing will also be provided in terms of the area-averaged

mass flux at, or near, cloud base, M. Two independent methods will be used to estimate M:

one based on direct measurements of the fractional area covered by active clouds and of

the vertical velocity within them; the other based on the mass budget of the subcloud layer.

The first method is an intuitive approach and will be executed by using radar mea-

surements from the ATR-42 flying just above cloud base. Based on vertical velocity

measurements within clouds (wcld), the fractional area covered by active clouds (acld) will

be measured. The cloudy mass flux, just above cloud base, will then be estimated as:

M ¼ qacld � wcld; where q is the density of the air. A similar method has been applied to

ground-based remote sensing measurements in the past (e.g., Kollias and Albrecht 2010;

Ghate et al. 2011; Lamer et al. 2015; Ghate et al. 2016). Using an aircraft to make the

same measurement greatly increases the sampling statistics, as in a given amount of time

the aircraft samples many more (ten to fifteen times) cloudy updrafts. Using this method,

the cloudy area (as well as properties within it) can be decomposed further into updraft and

downdraft areas, or even further into different cloud parts (e.g., core or vertically coherent

updraft, Fig. 8), or into a spectrum of cloud sizes (Neggers 2015). Similar and ongoing

measurements of M from the cloud radar and wind lidars at the Barbados Cloud Obser-

vatory will provide additional context for these measurements, as during EUREC4A it is

intended to target air masses upwind of the observatory.

Surv Geophys (2017) 38:1529–1568

373



123Reprinted from the journal

The second method estimates M as a residual of the subcloud layer mass budget,

whereby

Dg
Dt

¼ E þW �M

q
: ð3Þ

Here g denotes the depth of the subcloud layer, E is the top entrainment velocity, W is the

large-scale vertical velocity at g (which is related to x at the same level by a coordinate

tranformation) and M is the convective mass flux out of the subcloud layer. This budget is

illustrated in Fig. 9.

To estimate M from Eq. (3) thus requires measurements of the other terms. W will be

measured using the divergence methods discussed previously. All that remains is to esti-

mate Dg=Dt and E. The former, the substantial derivative of the subcloud layer depth, can

be derived from a combination of soundings and downward-staring lidar aboard HALO, as

this will provide both the time evolution of g and the advective contributions to the

substantial derivative.

The entrainment velocity, E, will be estimated in a number of ways. One approach is to

assume that the entrainment dynamics of the subcloud layer is the same as for the cloud
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free convective boundary layer, as appears to be the case for LES (Siebesma and Cuijpers

1995; Siebesma et al. 2003; Stevens 2006). E can then be diagnosed with the help of the

buoyancy flux closure (Lilly 1968), which states that the buoyancy (equivalently virtual

potential temperature) flux at g is proportional to its flux at the surface: ðw0h0vÞg ¼
�Aðw0hvÞs; with A a proportionality constant of about 0.4 (Naumann et al. 2017). This

allows E to be estimated from the flux-jump relationship at g (Stevens 2006) as

E ¼ Aðw0h0vÞs
Dhv

ð4Þ

where Dhv; is the jump in the virtual potential temperature across g: For this calculation,

ðw0h0vÞs can be constructed from measurements of surface sensible and latent heat fluxes.

To account for the thickness of the interfacial layer at g; the proportionality constant, A,

the jump, Dhv and g must be estimated consistently (Garcia and Mellado 2014; Naumann

et al. 2017). We propose to do so by fitting the observations of hv (as diagnosed by

soundings and flights in the subcloud layer) with values just above cloud base (where the

ATR-42 will mostly be flying) to LES in a manner consistent (as per the LES) with the

chosen value of A.

A preliminary analysis of large-eddy simulations representative of typical trade-cu-

mulus conditions (Vogel et al. 2016) shows that estimating M in this manner agrees

reasonably well (within 35% for the initial calculations) with the value that is diagnosed

directly from model output of cloud-core vertical velocity and cloud-core area fraction.

The quantitative consistency between both estimates is sensitive to the definition of g in the
LES (both the maximum gradient in total humidity or the local minimum in the vertical

velocity variance close to cloud base are suitable definitions), and on how the buoyancy

flux at the top of the subcloud layer relates to the surface buoyancy flux. By the time of the

EUREC4A field campaign, the present method will be refined by defining g such that the

estimated and diagnosed mass fluxes are in closer agreement (g can be defined in several

ways), and by accounting for the small temporal fluctuations in g. We will also investigate

how much the method can capture the sensitivity of the mass flux to different boundary

conditions such as sea surface temperature, wind speed and the large-scale divergence D,

which are associated with different precipitation fluxes and different degrees of convective

organization.

The entrainment velocity, E, and hence M, can also be diagnosed from tracer budgets.

In principle, each independent tracer provides the basis for an independent estimate of E.

As an example, the budget of the subcloud layer averaged equivalent potential temperature,

he; takes the form

Dhe
Dt

¼ Qe þ
ðw0h0eÞs � EDhe

g
ð5Þ

where Qe is the radiative source/sink, and ðw0h0eÞs the surface flux, of he: Given mea-

surements of all the other terms, thus yields E. Most of the terms can be measured using

methods similar to those already discussed above. Irradiances, which are required to

estimate Qe; will be measured directly (along the near-surface and above boundary-layer

legs of the ATR-42), but also estimated on the basis of radiative transfer calculations given

the atmospheric state. A similar approach can, and will, be adopted for estimating E from

the water budget, which will then require estimates of the precipitation rate at g and at the
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surface. Taken together with estimates based on Eq.(4) results in three different methods

for estimating E, and hence inferring M as a residual of Eq. (3).

The comparison of the direct and budget methods for estimating M will help to assess

the robustness of the estimates, especially regarding the sensitivity of the mass flux

variations to changes in environmental conditions. This assessment will also test under-

standing of the subcloud layer budget, most importantly the extent to which M at the top of

the subcloud layers as defined in Eq. (3) is related to M a short distance above cloud base

and as used to parameterize cumulus convection, an equivalence that should not be taken

for granted.

4 A Benchmark Data set

Previous reference observational data sets for linking clouds to circulation in the trades are

those from BOMEX, ATEX and GATE. These are field studies which took place nearly a

half century ago before the advent of satellite remote sensing, not to mention transfor-

mative progress in simulation science. Through a close integration with satellite remote

sensing and advances in modelling, EUREC4A aims to provide a reference data set for

studying clouds and circulation in the trade-wind region.

4.1 A Simulation and Modelling Testbed

Large-eddy models have long been used to simulate trade-cumuli. Nowdays, they are run

over increasingly larger domains, which allows shallow convection to organize into spatial

patterns on the mesoscale (e.g., Seifert and Heus 2013; Vogel et al. 2016). The apparent

realism of the circulations and clouds that develop often encourages their adoption as an

adequate description of reality. However, LES incorporates approximations and assump-

tions in addition to those associated with the choice of boundary forcings for the simu-

lation. These include the numerical methods adopted, which are known to significantly

affect cloud structure and fraction (Vial et al. 2017), as well as the way in which radiative

transfer, cloud microphysics and small-scale turbulent motions are parameterized. Most of

the LES evaluations of cloud fields have been using observational data from ATEX,

BOMEX or RICO (Stevens et al. 2001; Siebesma et al. 2003; vanZanten et al. 2011).

These observations make it possible to evaluate carefully the thermodynamic structure of

the boundary layer for a limited set of given large-scale forcings. However they do not

answer critical questions such as: What is the typical cloud cover and what is the fraction

of the cloudy air that is positively buoyant? How strong is the cumulus mass flux at cloud

base? How does the cloud fraction and cloud water content vary with changes in the large-

scale environment? By measuring important properties of the cumulus mass flux, the large-

scale vertical velocity and the large-scale environment, the EUREC4A campaign will offer

opportunities to answer some of the above-mentioned questions and to critically test the

fidelity of large-eddy simulations.

One process of particular interest, is the ‘‘cumulus-valve mechanism’’ for regulating

cloud-base mass fluxes (e.g., Neggers 2015). This mechanism suggests that the mass flux is

that required to maintain the cloud-base cloud fraction nearly constant. During EUREC4A,

as vertical velocities within clouds will be measured by radar measurements, we will

evaluate to what extent it is operative, and the degree to which this indeed controls cloud

base cloud fraction. Another question is to what extent mesoscale variability, which may

Surv Geophys (2017) 38:1529–1568

376



Reprinted from the journal123

often be the ‘‘flow-debris’’ of much larger-scale circulations not represented by LES, is

important for determining cloudiness and its variability. For instance, the influence that

cold pools or surface temperature heterogeneities associated with submesoscale processes

in the ocean (Sect. 5.6), may exert on cloudiness remains an open issue.

By computing large-scale forcings (water vapour and heat large-scale advections) from

EUREC4A observations, it will also be possible to run single-column versions of large-

scale models (Single-Column Models or SCMs). It will help us to test the model physics

further, and also better understand the cloud feedbacks produced by these models. Indeed,

there is ample evidence that single-column simulations of shallow cumuli can help

understand low-cloud feedback processes and their dependence on process representations

(e.g., Brient and Bony 2012, 2013; Zhang and Bretherton 2008; Zhang et al. 2013a;

Dal Gesso et al. 2015; Brient et al. 2016). The link to observations, and the comparison

between LES and SCM simulations, will allow us to investigate the relationship between

the response of shallow cumuli to prescribed climate change perturbations and the realism

of the simulated clouds in the present-day climate, which will help answer questions such

as: How does the cloud cover depend on the strength of convective mixing? How variable

is it with changes in environmental conditions? Is it possible to constrain the strength of

climate change low-cloud feedbacks from present-day processes? (Vial et al., this volume).

Taken all together, the new experimental methodologies being developed and deployed as

part of EUREC4A will provide new opportunities to provide a reference data set to inform

modelling and simulation of trade-cumuli. Besides the evaluation of shallow clouds and

cloud feedback processes, it will also help us evaluate the representation of physical

processes in climate and weather models, including the parameterization of cumulus

convection in large-scale models and the high-resolution operational forecast models used

to predict weather in the trades (Sect. 5).

4.2 A Remote Sensing Testbed

Observations from field campaigns are not only fundamental to investigate the physics of

trade-cumuli but also to test, and eventually improve, the instruments and algorithms of

remote sensing that are used to observe the Earth from space. Beyond the evaluation of

cloud retrievals from current satellites, EUREC4A is expected to contribute to the evalu-

ation of the cloud and wind retrievals from two new flagship satellite missions of the

European Space Agency: ADM-Aeolus and EarthCARE, that will provide unprecedented

information on clouds and circulation.

During EUREC4A, the instruments on-board HALO and the ATR-42 aircraft will

sample almost the full spectrum of wavelengths of atmospheric electromagnetic radiation

(from the UV to the microwave), making it possible to retrieve a wide range of geophysical

properties. Moreover, the UV HSR Doppler wind lidar operating at 355-nm and the

95 GHz Doppler cloud radar will provide products comparable to those obtained from the

ADM-Aeolus and EarthCARE satellites. When flying underneath the satellite orbits, it will

thus be possible to make direct comparisons between airborne and space-borne measure-

ments. The in situ observations will help interpret the remote sensing in terms of geo-

physical variables, and the comparison between airborne and space-borne measurements

will help evaluate some of the limitations of the satellite remote sensing.

The main limitations of remote sensing are due to the lack of sensitivity of the sensors

(which is of particular concern when probing the lower atmosphere from space, but much

less from an aircraft), the inability to exploit some measurements near the surface (e.g., the

blind zone arising from the contamination of radar measurements by ground clutter or from
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the saturation of the lidar signal) and the poor spatial resolution of the measurements

(which is particularly problematic in areas covered by small broken clouds such as shallow

cumulus fields). For passive measurements, which have the best spatial coverage, a par-

ticular challenge is identifying sufficiently unique information to deconvolve the atmo-

spheric vertical structure from signals that necessarily integrate over this structure. The

synergy of in situ, airborne and space-borne measurements during EUREC4A, jointly with

high-resolution simulations from weather forecast models and LES simulations of the

campaign area, will help quantify these different sources of uncertainty and test some of

the hypotheses used in the cloud or wind retrieval algorithms. A few examples are given

below.

Satellite instruments like MODIS or MetOP measure radiances in different wavelength

channels, and these measurements are used to retrieve cloud droplet number, cloud phase,

optical thickness, and droplet or particle size at cloud top at a spatial resolution of about

1 km. This resolution is insufficient for the observation of shallow cumuli. The specMACS

instrument on-board HALO (Appendix 1), which combines hyper-spectral wavelength

resolution in the visible and near-infrared wavelength range with a spatial resolution of

about 10 m, will permit to observe trade-wind clouds in greater detail. Obvious products

will be cloud cover and cloud-size distributions. In addition, the use of three-dimensional

radiative transfer methods will permit to retrieve cloud optical thickness, droplet radius,

and cloud top structure with high spatial resolution (Mayer 2009; Zinner et al. 2006) and

may even be able to distinguish the cloud-core area from the optically thinner edges. The

contribution of clouds to solar heating and infrared cooling rates will also be estimated

from these parameters.

Another key property of clouds for which satellite retrievals remain very uncertain is the

cloud liquid water path (LWP). Most of today’s knowledge on the global distribution of

cloud liquid water is derived from polar orbiting satellites that measure radiances in the

thermal infrared and microwave spectral regions. However, given the coarse spatial res-

olution of these measurements (several tens of kilometres), the LWP retrievals critically

depend on the estimated cloud fraction (Horváth and Gentemann 2007) and cloud vertical

structure (Borg and Bennartz 2007). The synergy of the HALO and ATR-42 instrumen-

tation will provide fine-scale information on the variability of water vapour, liquid water

and cloudiness over an area of 200� 200 km which will help evaluate satellite retrievals

and the validity of their underlying assumptions. By combining active (radar) and passive

microwave radiometer, it may also be possible to quantify the amount of drizzle and

precipitation in fields, or aggregates, of shallow cumulus. Beyond its intrinsic interest, this

detection will make it possible to test the validity of the precipitation thresholds used in

LWP retrievals (Wentz and Spencer 1998), and thus to improve LWP retrievals in trade-

wind regions.

Active satellite remote sensing provides observations along narrow curtains aligned

with the flight track. To achieve radiative closure (as envisioned with EarthCARE) or to

generate precipitation fields (as done as part of the GPM mission), it is crucial to combine

curtain measurements with observations from wide swath instruments. For this purpose,

LES simulations are often used to get statistical information about the three-dimensional

structure of the cloudy atmosphere. By providing the reference data set necessary to assess

such statistics (Sect. 4.1), EUREC4A will thus help assess and improve these techniques,

and may also help guide future satellite measurements to, for instance, better profile lower-

tropospheric water vapour.

Finally, the LNG (lidar) instrument on-board the ATR-42 will have the capability to

mimic ADM-Aeolus measurements: the 355-nm HSR Doppler wind lidar of the satellite
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will point 35 deg from nadir (orthogonal to the ground track velocity vector to avoid

contribution from the satellite velocity) to derive profiles of the horizontal wind compo-

nent, and will also regularly point to nadir for calibration. LNG measurements along the

satellite orbits and in the same viewing direction, together with in situ measurements and

other airborne observations, will help evaluate the L2A (cloud and aerosol optical prop-

erties) and L2B (radial winds) ADM-Aeolus products over distances of several hundreds of

kilometres.

5 EUREC4A11: An Opportunity for Complementary Investigations

The intensive observations of the atmosphere and of the surface that will be collected

during EUREC4A campaign will provide an opportunity to address additional scientific

issues. A few of them are mentioned below in the context of what we call EUREC4A??,

but more are almost certain to arise in the next years.

5.1 Rectification of Large-Scale Vertical Motions by the Diurnal Cycle
of Shallow Clouds

In addition to providing large-scale context for the aircraft missions, measurements by the

large-scale sounding array will supplement (and test) meteorological analyses to help

answer scientific questions such as: What is the role of transient disturbances and their

influence over large-scale vertical motion in modulating convective mass flux and large-

scale diabatic heating? What drives the diurnal cycle of vertical motion and clouds in the

trades?

Mounting evidence indicates that the Hadley cell over the remote oceans is charac-

terized by a pronounced diurnal cycle in overturning motion, quite distinct from the

influences of land (Nitta and Esbensen 1974a; Gille et al. 2003; Wood et al. 2009). It is

possible that this diurnal cycle owes fundamentally to the response of deep convective

clouds in the ITCZ to the diurnal cycle of direct shortwave absorption (Nitta and Esbensen

1974a), although this topic is unresolved. Observations from suppressed regimes in the

Indian Ocean warm pool region reveal that the diurnal cycle in large-scale vertical motion

is intimately tied to a diurnal cycle in the shallow convective-cloud population: clouds

deepen each afternoon as subsidence relaxes, while the afternoon increase in more active,

precipitating clouds leads to more cold pools that in turn augment cloud area fraction

(Ruppert and Johnson 2015, 2016). Experiments conducted with a LES framework suggest

that this diurnal cloud feedback between large-scale vertical motion and macroscopic cloud

properties augments diabatic heating, thus impacting large-scale circulation, on longer

timescales through nonlinear rectification (Ruppert 2016).

An additional objective of EUREC4A will therefore be to diagnose the relationships

between radiation, clouds, and large-scale vertical motion on the diurnal timescale, and to

relate this timescale to other modes of variability. The target hypothesis pertaining to this

process is that the diurnal shortwave heating cycle drives a diurnal cycle of deep con-

vection in the ITCZ, which in turn drives a diurnal cycle of large-scale overturning motion

in the greater Hadley cell.
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5.2 Cloud Microphysics

Cloud macrophysical properties such as cloud fraction or cloud water content are very

much influenced by the large-scale environment (e.g., the strength of large-scale vertical

motion, tropospheric subsidence, surface temperature, tropospheric humidity). In this

context, unravelling the impact of microphysical processes on cloud macrophysical

properties or radiative fluxes is challenging because microphysics, cloud macrophysics and

large-scale environmental conditions vary in concert. Given that the large-scale dynamical

and thermodynamical conditions, and cloud macrophysical properties, will be quantified by

EUREC4A, it will be easier to assess the impact of microphysics on cloud macrophysics

for given large-scale conditions, and to explore the dependence of microphysics on large-

scale environmental conditions or convective organization. For instance, we might

investigate whether in observations, precipitation affects the growth of shallow cumuli as

LES studies suggest (Vogel et al. 2016).

EUREC4A will offer several opportunities for microphysical measurements: besides

in situ liquid and total water content, cloud droplet size distribution and particle imaging

on-board the ATR-42 (Table 1), aerosol measurements at the BCO may also be supple-

mented by measurements from research vessels. In situ data could be collected by small

autonomous vehicles launched from the ships or the island (e.g., drones) as well as a

tethered HeliKite capable of carrying payloads of up to 100 kg to heights of 3 km. The

possible deployment of additional aircraft (from the UK and US), that would focus on

microphysical measurements, is also being considered. Such measurements would greatly

help advance understanding of cloud-aerosol interactions, entrainment and mixing pro-

cesses and the onset of precipitation within shallow clouds.

5.3 Shallow Clouds and Convective Momentum Transport

Concurrent measurements of clouds and the large-scale horizontal wind profile during

EUREC4A will also help address open and long-standing questions regarding the two-way

interaction of clouds (convection) and winds. Past studies have investigated which

parameters that represent the large-scale atmospheric state may best predict low-level

cloud amount (sometimes referred to as ‘‘cloud-controlling’’ factors). Although this is

challenging within the trade-wind cumulus regime—there is no single strong predictor, and

correlations on timescales less than a month are small—the correlation between low cloud

amount and the near-surface wind speed appears one of the stronger correlations (Brueck

et al. 2015; Nuijens et al. 2015b). Daily surface wind speeds have also been found to

correlate well with daily averaged rain cover.

This relationship may reflect the influence of surface wind speed on the surface enthalpy

fluxes, and hence the depth of convection and the depth of the trade-wind layer. But the

relationship may not just represent a one-way interaction: clouds themselves also influence

the wind profile through convective momentum transport. This transport would alter winds

across a much deeper layer than dry convection and turbulence in the subcloud layer can

do. Depending on the wind profile beyond the subcloud layer, convective momentum

transport may therefore slow down or accelerate winds near the surface through processes

which may also depend on the degree of mesoscale organization of the cloud field. The

wind measurements made during EUREC4A will help investigate how winds influence

clouds and vice-versa. The opportunity to enhance these measurements by using two
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different wind lidar systems as part of a funded ADM-Aeolus validation mission using

DLR’s Falcon aircraft is being considered.

5.4 Improving Climate and Weather Forecast Models

In addition to helping evaluate the processes that control trade-cumuli and cloud feedbacks

in LES and GCM models (Sect. 4.1), EUREC4A will help evaluate more generally the

physics of large-scale climate and weather models. Indeed these models still exhibit sig-

nificant biases in the representation of clouds and circulation in the trades. For instance,

most of them overestimate the reflection of solar radiation by trade-cumuli despite an

underestimate of the cloud fraction and/or the cloud water (the so-called too few, too bright

problem, Karlsson et al. 2008; Nam et al. 2012). Models also exhibit persistent biases in

their simulation of the surface wind stress (Wang and Carton 2003; Simpson et al. 2014)

which, as discussed above, can relate to wrong representations of the surface drag and/or of

the momentum transport by shallow convective clouds (Polichtchouk and Shepherd 2016;

Schlemmer et al. 2017). The comparison with EUREC4A observations of short-term

forecasts run with such models will help disentangle sources of model errors in the rep-

resentation of physical processes and their interaction with the large-scale circulation.

Moreover, as discussed in Sect. 3.3, a better understanding and assessment of the different

contributions to the subcloud layer energy budget will help assess the hypotheses under-

lying the cumulus mass flux closures used in convective parameterizations.

More specifically, EUREC4A will serve as a testbed for high-resolution modelling

approaches developed by the Caribbean Institute of Meteorology and Hydrology, Meteo-

France, KNMI and ECMWF to deliver operational forecasts to the Caribbean countries.

Improving the quality of these forecasts is critical, especially regarding high-impact

weather. In Barbados for instance, heavy precipitation produced by severe weather fre-

quently produce significant flash flooding. Landslides, particularly on neighbouring islands

with greater orographic relief, result in significant social and economic losses including

loss of property and livelihoods and on occasion loss of life. Losses from such events can

range from 25–200% of national Gross Domestic Product setting back national develop-

ment by more than a decade in some instances. In order to reduce losses, in recent years

there has been a significant effort to improve early warning hydro-meteorological forecasts

over the Caribbean through the development of high-resolution (4 km) numerical weather

forecasts using the Advance Research Weather Research and Forecasting (WRF) model.

By providing a reference data set for the evaluation of cloud, turbulence and convective

parameterizations, EUREC4A will help improve the physics of the model, and eventually

the quality of the rainfall forecasts.

5.5 Improving Model Convective Parameterizations

Another important objective of the experiment is to provide field experimental data by

which new and existing convective parameterizations can be tested. Measurements of mass

fluxes during EUREC4A can be used to test closure assumptions, as discussed, but mea-

surements of convective fluxes would provide an opportunity to test how the convective

scheme distributes the energy it carries across cloud base.

We know from many observations that the vertical enthalpy flux establishes a tem-

perature lapse rate that is very close to moist adiabatic, and most existing schemes are

designed to accomplish this. For this reason, comparing the parameterized enthalpy flux

against observations is a weak test of performance. On the other hand, there is no
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corresponding universal water vapour profile, and it can be shown that the vertical flux of

water depends on such processes as entrainment and cloud microphysics. For this reason,

the vertical subgrid-scale water flux by a convection scheme also presents an opportunity

for a strong test of convective schemes.

Measuring the vertical flux of water in a field programme is extremely challenging, as

the decisive component is the small residual between large, but opposed, vertical turbu-

lence fluxes and those by precipitation. During EUREC4A, the density of the sondes, and

the availability of water vapour lidar profiling, and the variety of radar products for

estimating precipitation, should provide an excellent opportunity to constrain the water

budget, perhaps to a degree that it can help test convective parameterizations. Fortunately,

in the Tropics, fluctuations of moist static energy are strongly dominated by fluctuations in

water vapour, because temperature perturbations are usually very small above the

boundary layer. Thus, the moist static energy budget also offers and opportunity for

deducing the convective flux of water vapour, principally by estimating the terms in the

budget, or partially integrating measurements of the budget from the top of the atmosphere

(or the surface) to the flight level, and then estimating the convective flux as a residual.

Note that it will be possible to assess the overall quality of the field measurements

needed to test convective schemes by verifying that:

1

g

Z Ps

0

oh

ot
þ V � rh

� �

dPþ FTOA � FSFC ¼ 0 ð6Þ

where h is the moist static energy, V the three-dimensional wind, FTOA the net radiative

flux at the top of the atmosphere and FSFC the total (radiative plus turbulent) surface energy

flux. In previous field experiments, errors in some of the terms in (6) resulted in a nonzero

sum, which had to be corrected by making adjustments to the vertical velocity used in the

advection term (Emanuel and Zivkovic-Rothman 1999). Hopefully, these undesirable

errors can be largely avoided in EUREC4A by obtaining more accurate estimates of

vertical velocity as well as improved estimates of radiative and surface energy fluxes. By

providing more accurate field data sets—ones satisfying column water and moist static

energy budgets—more rigorous tests of cumulus parameterizations should be possible.

During EUREC4A, these methods will be tested for regimes of shallow convection. If

successful they could later be applied in regions of deep convection.

5.6 Ocean Eddies

EUREC4A will also be an opportunity to study ocean-atmosphere interactions in the

Atlantic, especially the role of ocean mesoscale eddies. The ocean is a fundamentally

turbulent fluid full of fine-scale structures such as eddies, fronts, jets and filaments

(McWilliams 2016). These oceanic structures, grouped as mesoscale (10–500 km,

10–100 days) and submesoscale (hundreds of metres to kilometres, daily timescales)

dynamics, are recognized as key contributors to the ocean circulation (e.g., Zhang et al.

2013b). There is also increasing evidence that they impact air–sea interactions and influ-

ence the winds and clouds of the overlying atmosphere (Chelton et al. 2004; Ferreira and

Frankignoul 2008; Frenger et al. 2013; Byrne et al. 2015). However, few observations are

available to quantify the role of ocean eddies in the transport of water properties and in air–

sea interactions, especially in the tropics.

Automatic eddy detection from satellite observations show the presence of mesoscale

eddies (Fig. 10) not only in the mid- and higher latitudes but also in the Tropics (Laxenaire
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et al. 2017, accepted). In particular, intense warm ocean eddies (i.e. anticyclonic eddies)

converge in the western tropical Atlantic, offshore of Barbados. These eddies come from the

south (tropical Atlantic and South Atlantic) and from the East (from Cape Verde and the

westernAfricamargin). Eddies such as the anticyclonic features associated withNorth Brazil

Current Rings eventually carry freshwater, originating from the Amazon/Orinoco river, into

the region. Linkages between the freshwater surplus by the rivers and intensification of storms

and cyclones have been reported for the large scale (Reul et al. 2014) and for the region east of

the Antilles, in the Caribbean, for individual eddies (Rudzin et al. 2017).

Inspecting historical ship data in the EUREC4A campaign area (RV SONNE SO172;

Fig. 11) shows the impact of low salinity water in an anticyclonic North Brazil Current

Ring that is associated with increased air temperature and the occurrence of very local air/

sea interactions. During the EUREC4A campaign observations by aircraft, research vessels

and autonomous platforms will make it possible to observe the coupled system and assess

the role of mesoscale eddies on the lower tropical atmosphere in a comprehensive manner.

In particular, the association of air and ship measurements will allow us to characterize

contrasted ocean mesoscale eddies (e.g., cyclonic/anticyclonic, deep/shallow mixing)

estimate the role of these eddies in modifying atmosphere-ocean coupling and in influ-

encing the mesoscale organization of the atmosphere and shallow clouds in particular.

Moreover, a synoptical study from different research vessels measuring different

mesoscale eddies across the experimental area will provide new information on water-mass

characteristics advected by the regional eddies. These are of twofold importance, as they

inform studies of mesoscale eddies in general, but also in a particularly interesting region

where over a narrow zone of longitudes the upper and lower limbs of the Atlantic

Meridional Overturning Circulation flow over one another. A relatively wide range of

mesoscale eddy observations will provide quantitative assessments of their role in transport

of mass, heat, freshwater, carbon and other biogeochemical variables enabling a measure

of the role of the oceanic mesoscale in this overturning circulation.

The observing strategy will make use of near real-time satellite altimetry data (AVISO

Ssalto/Duacs) to identify ocean mesoscale eddies and then one of the ships will be used to

survey the eddy and to deploy autonomous oceanographic observing platforms such as

underwater electric gliders and wave-gliders. A second ship will characterize the sur-

rounding background field in parallel. Vertical profiling of the water column (temperature,

Fig. 10 The route of ocean eddies. Statistics of ocean mesoscale eddies derived from satellite altimetry
(shown is the fraction of the time inside an anticyclonic eddy)
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salinity, currents, oxygen, and other properties e.g., carbon related quantities) will be

measured. Argo profiling floats will be deployed within anticyclonic eddies within the

Guiana and North Equatorial currents in the year preceding the EUREC4A campaign. More

information about the instrumentation and the measurements envisioned is given in

Appendix 2. This strategy will be tested and refined before the campaign by undertaking a

set of preliminary studies based on the analysis of available data from satellites, ships,

Argo profiling floats, and eddy-resolving numerical simulations.

Together, and perhaps the biggest plus, is that oceanic and atmospheric data collected

during EUREC4A will help build a data set capable of evaluating a wholly new generation

of coupled ocean-atmosphere models, ones capable of resolving (rather than parameter-

izing) both convective eddies (cumulus convection) in the atmosphere, and the mesoscale

dynamics of the ocean.

5.7 Capacity Building

Building national and regional resilience to increasing climate variability, climate change

and extreme weather events in the Caribbean includes increasing national and regional

weather and climate data, related knowledge platforms and human capacity. By involving

university students and other young scientists of the region in the field campaign and the

long-term research activities related to it, EUREC4A will help train the next generation of

regional climate scientists and operational forecasters, develop databases that will facilitate

the dissemination and use of the data collected in the area during field studies, and will

promote international partnership and collaboration networks.

(a)

(b)

(c)

Fig. 11 RV SONNE (SO172) ship survey through an anticyclonic eddy (North Brazil Current Ring) west of
Barbados (ship was going east to west, time axis is reversed for clarity). a Meridional current section
(triangles at 0 m denote ship was stationary), b sea surface salinity (psu), and c air temperature
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6 Conclusions

By characterizing, for the first time, both the macrophysical properties of shallow cumuli

and the large-scale environment in which convection and clouds are embedded, the

EUREC4A campaign will test developing ideas about what controls the cloud amount in

the trades. It should elucidate the role of convection and large-scale circulations in low-

cloud feedbacks and thus address one of the central questions of the World Climate

Research Programme’s Grand Challenge on Clouds, Circulation and Climate Sensitivity

(Bony et al. 2015). Through its alignment with two flagship missions of the European

Space Agency and the cutting-edge of modelling, EUREC4A should also provide a new

reference data set which can be used to assess the modelling and the remote sensing for the

years to come. The experimental strategy proposed for the campaign is ambitious. How-

ever, it builds on a legacy of ongoing field studies, particularly ground measurements at the

Barbados Cloud Observatory and field measurements as part of the NARVAL (December

2013) and NARVAL2 (August 2016) campaigns, as well as extensive experience from

process models. Ongoing analysis of these measurements and simulations are being used to

test and refine the experimental strategy of EUREC4A so as to maximize the scientific

gains from the planned measurements.

A compact and well-defined experimental strategy opens up the mission to other

partners with complementary interests. This campaign should therefore be considered as an

opportunity to nucleate larger international efforts and to underpin additional investiga-

tions ranging from factors influencing cloud microstructure and warm rain formation, to

the role of mesoscale eddies in the ocean.
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Appendix 1: Aircraft Instrumentation

Airborne platforms are one means to probe the thermodynamic, dynamic and cloud

properties of the atmosphere. EUREC4A will be centred around measurements from two

aircraft, namely the French ATR-42 and the German HALO, carrying complementary

payloads. The HALO measurements aloft will characterize with downward-looking

instruments the large-scale (several thousands of km2) environment in which clouds form,

and the radiative properties of the clouds therein. The ATR-42 measurements in the

shallow cloud layer will constrain cloud macrophysical and microphysical properties,

turbulent mixing processes and shallow circulations.

The airborne and in situ measurements of EUREC4A will also advance the evaluation

and calibration of space-borne measurements, and their interpretation in terms of
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geophysical variables (Wendisch and Brenguier 2013). It will be the case in particular for

observations from EarthCare and ADM-Aeolus, which are two flagship satellite missions

of the European Space Agency’s Living Planet Programme devoted to the observation of

clouds and circulation, and whose measurements will be mimicked by several instruments

on board both aircraft.

The ATR-42 Aircraft and Its Instrumentation

The French ATR-42 is a bi turbo-prop aircraft from SAFIRE that has the capability of

flying in the lower troposphere (ceiling at about 8 km) with a maximum range of about

1800 km. It will fly a series of low-level legs just above cloud base (around 1 km), about

100 km long and spaced by about 20 km, as a way to sample the cloud field within the area

encompassed by HALO circles. A particularity of the aircraft instrumentation (summarized

in Table 1) is that it will include sideways and vertically pointing lidar and radars that will

probe the atmosphere horizontally and vertically, aiming at measuring the cloud fraction at

cloud base. The last leg before refuelling will be flown either below cloud level, to measure

surface turbulent fluxes, temperature at the sea surface and in the subcloud layer, and near-

surface radiation, or near the trade-inversion level (around 2 km) to characterize cloud

microphysics, measure radiative fluxes. Given the mean science speed of the aircraft (about

100m s�1) and the endurance expected for the envisioned payload, the ATR-42 will make

two four-hr flights per day bracketed by the daily nine-hr flight of HALO.

The ATR-42 will be equipped with advanced instrumentation including the multi-

wavelength Leandre New Generation (LNG) HSR backscatter lidar (Bruneau et al. 2015),

the 95 GHz Doppler radar RASTA (RAdar SysTem Airborne, Delanoë et al. 2013), the

mini-cloud radar BASTA (Delanoë et al. 2016), and the mini-lidar ALiAS developed at

LSCE (Chazette et al. 2007; Chazette 2016). The first three instruments have been

developed at LATMOS1 to characterize clouds, aerosol particles and hydrometeor particle

velocities. Although RASTA and the HSR lidar will be observing the atmosphere above

and below the aircraft, the mini-lidar ALiaS and the BASTA Doppler radar will be staring

sideways from the aircraft windows in order to measure the cloud fraction and cloud

optical properties just above cloud base (Sect. 3.2). In addition, the payload will include a

thermal infrared radiometer (CLIMAT-AV, Conveyable Low-Noise Infrared Radiometer

for Measurements of Atmosphere and Ground Surface Targets -Airborne Version)

developed at the Laboratoire d’Optique Atmosphérique (Brogniez et al. 2003) to measure

sea surface temperature, and hemispheric broadband pyrgeometer (Kipp and Zonen CGR4)

and pyranometer (Kipp and Zonen CMP22) to measure upwelling and downwelling

radiative fluxes in the longwave and shortwave, respectively. Finally, the aircraft will

measure temperature, moisture and wind along its trajectory at a high frequency (25 s�1)

for turbulence statistics calculations.

The LNG airborne Lidar system is a three-wavelength (1064, 532, and 355 nm)

backscatter lidar with polarization and high-spectral-resolution capability at 355 nm2. It

operates in a direct detection mode (measurement of the backscattered light intensity),

which has the advantage of relying on both particulate and molecular scattering, and allows

1 http://rali.projet.latmos.ipsl.fr, http://basta.projet.latmos.ipsl.fr
2 Based on the emitter characteristics given in Table 1 of (Bruneau et al. 2015), the nominal ocular hazard
distance at each wavelength IS: 0 m at 355 nm, 333 m at 532 nm and 184 m at 1064 nm. These values are
the same for the horizontal and vertically pointing mode. They also comply with norms NF EN 60825-1 and
CEI 6025-1.
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extended ranges and capabilities. Thanks to its two-wave interferometry system (Mach–

Zehnder Interferometer) and its capability of high-spectral-resolution UV analysis, it can

determine both optical parameters of aerosol and clouds and measurements of along-line-

of-sight wind velocity, based on the Doppler effect on particles (Bruneau and Pelon 2003;

Bruneau et al. 2015). When scattering particles are moving, the wavelength of the scat-

tered light is shifted by a small amount as a function of speed. The Doppler wind lidar

measures this change of wavelength to determine the velocity of the wind in the direction

of the light pulse. For a vertically pointing lidar, vertical velocity measurements are thus

possible. The capability of a lidar system using a Mach–Zehnder interferometer is

described in Bruneau and Pelon (2003) and is not be detailed here. A simplified equation

describing the precision of LNG-derived wind velocity measurement along the line of sight

can be obtained from Bruneau and Pelon (2003) (see their equation 23) as: rðVÞ � 100
SNR

Rb

Rb�1

(in m.s�1), where SNR is the signal-to-noise ratio on the 355-nm parallel channel and Rb

the backscatter ratio (i.e. the total backscatter divided by the molecular backscatter)

measured on the same channel. The accuracy of the LNG system along the line of sight

after aircraft motions are removed has been assessed for a case of cirrus clouds by Bruneau

et al. (2015) based on the apparent aircraft speed derived from LNG ground-echo, and

based on results from a recent field campaign (NAWDEX—North Atlantic Waveguide and

Downstream Impact Experiment, fall 2016): the accuracy of LNG wind speed measure-

ments in these conditions was expected to be around 1m s�1 (D. Bruneau, personal

communication).

The Airborne Lidar for Atmospheric Studies (ALiAS) was built at LSCE following a

precursor instrument (Chazette et al. 2007; Chazette 2016) flown on-board an ultra-light

aircraft (ULA). It is based on a frequency-tripled Nd:YAG laser (ULTRA) manufactured

by QUANTEL3 emitting in the near ultraviolet (355 nm), thus satisfying eye safety

requirements at the output window. The UV pulse energy is 30 mJ, and the pulse repetition

rate is 20 Hz. The acquisition system is based on a PXI (PCI eXtensions for Instrumen-

tation) technology with a sampling frequency of 200 MHz (initial resolution along the line

of sight equal to 0.75 m). The receiver includes two channels for the detection of the elastic

backscatter from the atmosphere in the parallel and perpendicular polarization planes

relative to the linear polarization of the emitted radiation. It was designed to monitor both

the aerosol and hydrometeor distributions and dispersions in the low and middle tropo-

sphere. After specific signal analysis, including laser shot accumulation and low pass

filtering, the final resolution along the line of sight is between 15 and 30 m. With a 15-cm

diameter telescope, the lidar is compact (� 70� 45� 18 cm), lightweight (\50 kg for

both optics and electronics), robust to vibration, requires moderate power (\ 500 W) and

can thus be easily mounted aboard an aircraft for horizontal shooting. Its wide field of view

(FOV) of 2.3 mrad ensures a full-overlap of the transmitter and receiver paths beyond 100

to 200 m.

The BASTA (Bistatic Radar System for Atmospheric Studies) radar is a mini-cloud

W-band radar (weighting only 32 kg) that measures the Doppler velocity and the reflec-

tivity at 95 GHz (Delanoë et al. 2016). Its specificity, compared to traditional pulsed

radars, is that instead of transmitting a large amount of energy for a very short time period

(as a pulse), a lower amount of energy is transmitted continuously. The radar can be used in

several modes depending on application, including 12.5- and 25-m-vertical resolution

modes. The sensitivity of the instrument is about -40 dBZ at 1 km for 3-s integration and a

3 http://www.quantel.com
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range-gate of 25 m. Its unambiguous range is 12 and 18 km for the 12.5- and 25-m range-

gate modes, respectively. The high mobility of the system allows to install the system with

an horizontal pointing configuration. The most will be made of the bistatic nature of the

system, with emitting and receiving radar signals through two side-by-side windows.

Calculations suggest that a cloud radar having a sensitivity of -35 dBZ at 1 km in an

atmosphere with 80 % relative humidity will detect clouds with a reflectivity below

-30 dBZ over 1400 m, and will not detect any liquid cloud further 3250 m. Considering a

liquid cloud with a constant LWC of 0.6 g/m3 (which is a large upper bound) next to the

aircraft, the radar should be able to detect clouds below -30 dBZ until 1000 m and liquid

cloud until 2000 m.

The RASTA (RAdar SysTem Airborne) radar measures the Doppler velocity and the

reflectivity at 95 GHz (W-band) along a radial defined by the pointing direction of the

antenna (Delanoë et al. 2013). During EUREC4A, a 4-antenna configuration will be used,

that will include 3 upward-looking beams (zenith, 28 degrees off-nadir perpendicular to the

aircraft motion, and 20 degrees off-zenith and opposite the aircraft motion) and one nadir

pointing antenna. This unique configuration allows for the retrieval of the three-dimen-

sional wind field, i.e. the three components of the wind on vertical plan above the aircraft,

by combining the independent measurements of the projected wind vector on radar line of

sights. The independent Doppler radial velocities are provided by the multi-beam antenna

system. The radar range is 15 km, its range resolution is 60 m and its horizontal resolution

ranges from 100 to 150 m depending on aircraft speed. RASTA measurements of vertical

velocities within clouds, combined with lidar-radar estimates of the cloud fraction at cloud

base, will help develop an estimate of the convective mass flux at cloud base that will be

completely independent of the one derived from the analysis of the subcloud layer mass

budget (Sect. 3.3).

The CLIMAT-AV thermal infrared radiometer (Brogniez et al. 2003) measures (at

nadir) radiances simultaneously in three narrowband channels centred at 8.7, 10.8, and

12.0 micron, with about 1 mm of full width at half maximum. It uses a 7-Hz sampling

frequency and performs measurements within a 50-mrad field of view, which corresponds

to a footprint of about 50 m at a 1-km range. CLIMAT-AV is very similar to the CALIPSO

IIR system. The absolute accuracy of brightness temperature measurements is about of 0.1

K, and its sensitivity is of the order of 0.05 K. The radiances measured by CLIMAT-AV

will be used to estimate the sea surface temperature.

The HALO Aircraft and Its Instrumentation

The German high-altitude and long-range research aircraft HALO is a modified Gulfstream

G550 business jet with a long endurance (more than 10 flight hours), a long range (about

8000 km), and a high ceiling (15.5 km) (Wendisch et al. 2016). In cooperation with the

DLR and the Universities of Cologne, Hamburg, Leipzig and Munich, it will be equipped

with an extensive set of remote sensing instrumentation (summarized in Table 2) includ-

ing: the differential absorption and high-spectral-resolution lidar system (WALES, Water

vApour Lidar Experiment in Space), HAMP (the HALO Microwave Package) which

includes the cloud radar MIRA36 (36 GHz) and a microwave radiometer, the spectral

imager specMACS, and an instrument system that measures spectrally resolved upward

and downward solar radiances and irradiances (SMART). The payload also includes in situ

measurements of the meteorological properties along the flight track (BAHAMAS), and

the ability to launch dropsondes using the AVAPS system. To measure broadband upward

and downward longwave radiances and remotely sensed surface temperatures, it is planned
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to add instruments such as the hemispheric broadband pyranometer (solar) and pyrge-

ometer (thermal infrared) and the CIMEL/CLIMAT-AV instruments used on the ATR-42.

A cooled infrared imaging spectral camera will also be integrated.

MIRA36 is a commercially available METEK Ka-band (36 GHz) cloud research radar

with polarization and Doppler capability to determine vertical velocity in clouds and

precipitation. Together with microwave radiometers in the K, V, W, F, and G-band the

MIRA36 is part of HAMP (Mech et al. 2014).

The lidar system WALES is a combined differential absorption and high-spectral-

resolution lidar (HSRL) system developed and built at the Deutsches Zentrum für Luft-

und Raumfahrt (Wirth et al. 2009). WALES is capable of nearly simultaneously emitting

four wavelengths, three online and one offline, in the water vapour absorption band

between 935 and 936 nm. The three online wavelengths achieve the necessary sensitivity

needed for measurements over the whole range of tropospheric water vapour concentra-

tion. The vertical resolution of the raw data is 15 m. In addition to the 935-nm channel, the

receiver is equipped with polarization-sensitive aerosol channels at 532 and 1064 nm, the

first one with high-spectral-resolution capabilities using an iodine filter in the detection

path (Esselborn et al. 2008). This allows for collocated measurements of humidity, optical

depth, clouds and aerosol optical properties.

SpecMACS is an imaging cloud spectrometer developed at LMU (Ewald et al. 2016)

consisting of two commercial spectral camera systems in the visible near-infrared (VNIR:

400–1000 nm) and in the shortwave infrared (SWIR: 1000–2500 nm). The nominal

spectral resolution is 3 nm and 10 nm for the VNIR and for the SWIR, respectively.

SpecMACS produces a spectrally resolved line image. For a flight level of about 10 km, a

spatial resolution in the order of 10 m for cloud objects at a distance.

SMART (Spectral Modular Airborne Radiation Measurement System) consists of a set

of spectral solar radiation sensors including radiances and irradiances (Wendisch et al.

2001; Ehrlich et al. 2008). All quantities are obtained for the wavelength range of 0.3–

2.2 lm with spectral resolution of 2–16 nm full width of half maximum (FWHM), which

is sufficient to analyse the spectral characteristics of spectral absorption bands of ice and

liquid water. While the irradiance sensors provide spectral albedo at flight-level repre-

sentative for a specific area, the measurement frequency of 2 Hz and the 2:1� field of view

of the radiance sensor allows identifying cloud inhomogeneities (about 200 m footprint for

cloud top at 5 km and flight altitude of 10 km).

A similar payload was used during the NARVAL2 campaign and during the NAWDEX

campaign of September–October 2016 over the North Atlantic.

Appendix 2: Oceanographic Instrumentation

The thermal structure of the upper ocean has been historically observed from oceano-

graphic ships and from expendable bathythermograph (XBT). Since the early 2000s, the

advent of the Argo array of autonomous profiling floats has significantly increased the

ocean sampling to achieve near-global coverage for the first time over the upper 1800 m

and with a nominal resolution of 3 degrees in latitude/longitude. However, these new

global observations are still very sparse and do not provide adequate measurements along

boundaries of the oceans and within mesoscale eddies. This represents an acute weakness

in our present understanding of ocean and atmosphere dynamics and their role in shaping

the Earth’s climate variability and changes. To qualify and quantify the role of ocean
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eddies in the transport of water properties and in air–sea interactions, a number of

oceanographic measurements will be necessary.

Ideally, in the year preceding the operational phase of EUREC4A we aim to deploy

Argo profiling floats within anticyclonic eddies within the Guiana and North Equatorial

currents. By associating these data with satellite observations of the atmosphere (clouds,

water vapour, winds, etc), it will be possible to follow the joint evolution of eddies and

lower atmospheric properties. Then, during the operational phase of EUREC4A, it will be

appropriate to work with two ships measuring both air–sea fluxes, surface atmospheric

properties and vertical profiles of temperature and salinity in the upper 2000 m of the

ocean.

Ocean vertical profiles of temperature, salinity, currents, oxygen and other biogeo-

chemical properties to also assess carbon related quantities will be acquired by a deep-

reaching classical CTD rosette, equipped with sampling bottles and Acoustic Doppler

Current profilers (ADCP; 150 or 300 kHz; one upward looking and one downward look-

ing). To increase the sampling resolution, it will be very important to implement between

CTD stations, at least for temperature, salinity and pressure, a very manageable and easy-

to-use vertical profiler such as the Teledyne OceanScience Underway CTD/RapidCast

(UCTD). On both ships, a microstructure vertical profiler would help infer turbulence

linked with eddies and air–sea interactions.

The ships are equipped with an underway Thermosalinograph system (TSG) measuring

near-surface temperature, salinity and, in many case, fluorescence. The vertical structure of

ocean currents down to [ 1000m depth along the ship track is recorded by ADCPs (38 and

75 kHz) mounted in the ships hull. Further instrumentations on the ships include standard

marine atmospheric observing devices such as LIDARs (for vertical profiles of tempera-

ture, humidity and wind) and radiometers and precipitation gauges that allow to derive

local ocean-atmosphere heat and freshwater fluxes. Operations of autonomous observing

platforms such as underwater electric gliders and wave-gliders in regions of particular

interest (e.g., frontal systems) will complement the observing efforts. The autonomous

observing effort will start before the operational phase of EUREC4A and allow to observe

the upper ocean conditions and their temporal and spatial evolution before, during and after

the EUREC4A core field phase.
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Byrne D, Papritz L, Frenger I, Münnich M, Gruber N (2015) Atmospheric response to mesoscale sea surface
temperature anomalies: Assessment of mechanisms and coupling strength in a high-resolution coupled
model over the south atlantic. J Atmos Sci 72(5):1872–1890. doi:10.1175/JAS-D-14-0195.1

Chazette P (2016) Exceptional aerosol pollution plume observed using a new ULA-lidar approach. Atmosph
Environ 141:470–480. doi:10.1016/j.atmosenv.2016.07.015

Chazette P, Sanak J, Dulac F (2007) New approach for aerosol profiling with a lidar onboard an ultralight
aircraft: application to the african monsoon multidisciplinary analysis. Environ Sci Technol
41:8335–8341

Chazette P, Marnas F, Totems J, Shang X (2014) Comparison of iasi water vapor retrieval with h2o-raman
lidar in the framework of the mediterranean hymex and charmex programs. Atmos Chem Phys
14(18):9583–9596. doi:10.5194/acp-14-9583-2014

Chelton DB, Schlax MG, Freilich MH, Milliff RF (2004) Satellite measurements reveal persistent small-
scale features in ocean winds. Science 303(5660):978–983. doi:10.1126/science.1091901

Ciesielski PE, Schubert WH, Johnson RH (1999) Large-scale heat and moisture budgets over the astex
region. J Atmos Sci 56(18):3241–3261. doi:10.1175/1520-0469(1999)056\3241:LSHAMB[2.0.CO;2

Cornet C, Labonnote L, Szczap F (2010) Three-dimensional polarized Monte Carlo atmospheric radiative
transfer model (3DMCPOL): 3D effects on polarized visible reflectances of a cirrus cloud. J Quant
Spectrosc Radiat Transf 111(1):174–186. doi:10.1016/j.jqsrt.2009.06.013

Dal Gesso S, Siebesma AP, de Roode SR (2015) Evaluation of low-cloud climate feedback through single-
column model equilibrium states. Q J R Meteorol Soc 141(688):819–832. doi:10.1002/qj.2398
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