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## Preface

Thinking in terms of choices is common in our cognitive culture. Searching for the best possible choice is a basic human desire, which can be satisfied, to some extent, by using the mathematical theory and methods for examining and solving optimization problems, provided that the situation and the objective are described quantitatively. An optimization problem is a mathematical problem of making the best choice from a set of possible choices and it has the form of optimizing (minimizing or maximizing) an objective function subject to constraints. Continuous optimization is the study of problems in which we wish to optimize a continuous (usually nonlinear) objective function of several variables often subject to a collection of restrictions on these variables. Thus, continuous optimization problems arise everyday as management and technical decisions in science, engineering, mathematics and commerce.

The mathematical studies of optimization are grounded in the development of calculus by Newton and Leibniz in the seventeenth century. The traditional differential calculus of vector functions is based on the very basic idea of gradient vectors or the Jacobian matrices, which have also played a fundamental role in many advances of mathematical and computational methods. These matrices do not always exist when a map or system is not differentiable (not smooth). A recent significant innovation in mathematical sciences has been the progressive use of nonsmooth calculus, an extension of the differential calculus, which is now a key tool of modern analysis in many areas of mathematics and engineering.

Several recent monographs have provided a systematic exposition and a state-of-the-art study of nonsmooth variational analysis. Focusing on the study of vector functions, this book presents a comprehensive account of the calculus of generalized Jacobian matrices and their applications to continuous optimization in finite dimensions. It was motivated by our desire to expose an elementary approach to nonsmooth calculus by using a set of matrices to replace the nonexistent Jacobian matrix of a continuous vector function. Such a set of matrices forms a new generalized Jacobian, called
pseudo-Jacobian. It is a direct extension of the classical derivative and at the same time provides an axiomatic approach to nonsmooth calculus. It enjoys simple rules of calculus and gives a flexible tool for handling nonsmooth continuous optimization problems.

In Chapter 1, the notion of pseudo-Jacobian is introduced and illustrated by numerous examples from known generalized derivatives. The basic properties of pseudo-Jacobians and methods for constructing stable pseudo-Jacobians are also presented. In Chapter 2, a whole machinery of calculus is developed for pseudo-Jacobians including a mean value theorem and chain rules. Diversity and simplicity of calculus rules of pseudoJacobians empower us to combine different kinds of generalized derivatives in solving variational problems. In the remaining three chapters, applications to openness of continuous vector functions, nonsmooth mathematical programming, and to variational inequalities are given. They demonstrate that pseudo-Jacobians are amenable to the study of a number of important variational problems.

We hope that this book will be useful to graduate students and researchers in applied mathematics and related areas. We have attempted to present proofs of theorems that best represent the classical technique, so that readers with a modest background in undergraduate mathematical analysis can follow the material with minimum effort. Readers who are not very familiar with other notions of generalized derivatives of nonsmooth functions can skip Sections 1.3, 1.4, and 1.8 at their first reading.

Acknowledgment. We have been developing the material for the book for several years and it is a result of a long and fruitful collaboration between the authors, supported by the University of New South Wales. We are grateful to the University of New South Wales and the University of Avignon for their assistance during the preparation of the book. We have also benefited from feedback and suggestions from our colleagues. We wish to particularly thank Bruce Craven, Jean-Paul Penot, Alexander Rubinov, and Xiaoqi Yang. We are also grateful to Beata Wysocka for her suggestions and extensive comments that have contributed to the final preparation of the book. Finally, we wish to thank John Martindale and Robert Saley for their assistance in producing this book.

## V. Jeyakumar

January 2007
D.T. Luc

## 1

## Pseudo-Jacobian Matrices

In this chapter we introduce pseudo-Jacobian matrices for continuous vector functions. This concept, which has been termed as approximate Jacobian matrices in the earlier publications of the authors in [44-51] and [78-82] can be regarded as an axiomatic approach to generalized derivatives of nonsmooth vector functions. We then show that many well-known generalized derivatives are examples of pseudo-Jacobians.

### 1.1 Preliminaries

We begin by presenting some preliminary material on classical calculus.

## Notations

Throughout the book $\mathbb{R}^{n}$ denotes the $n$-dimensional Euclidean space whose Euclidean norm for $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ is given by

$$
\|x\|=\left[\sum_{i=1}^{n}\left(x_{i}\right)^{2}\right]^{1 / 2} .
$$

The inner product between two vectors $x$ and $y$ in $\mathbb{R}^{n}$ is defined by

$$
\langle x, y\rangle=\sum_{i=1}^{n} x_{i} y_{i}
$$

The closed unit ball of $\mathbb{R}^{n}$, denoted $B_{n}$, is defined by

$$
B_{n}:=\left\{x \in \mathbb{R}^{n}:\|x\| \leq 1\right\},
$$

and the open unit ball of $\mathbb{R}^{n}$ is the interior of $B_{n}$, and is given by

$$
\operatorname{int}\left(B_{n}\right):=\left\{x \in \mathbb{R}^{n}:\|x\|<1\right\}
$$

Given a nonempty set $A \subseteq \mathbb{R}^{n}$, the notation $\operatorname{cl}(A)$ stands for the closure of $A$, and $\operatorname{int}(A)$ stands for the interior of $A$. The conic hull and the affine hull of $A$ are, respectively, defined by

$$
\begin{aligned}
\operatorname{cone}(A) & :=\{t a: a \in A, t \in \mathbb{R}, t \geq 0\} \\
\operatorname{aff}(A) & :=\left\{\sum_{i=1}^{k} t_{i} a_{i}: a_{i} \in A, t_{i} \in \mathbb{R}, i=1, \ldots, k\right\} .
\end{aligned}
$$

It is clear that cone $(A)$ is a cone; that is, it is invariant by multiplication with positive numbers, and $\operatorname{aff}(A)$ is an affine subspace of $\mathbb{R}^{n}$.

Let $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ be the space of real $m \times n$-matrices. Each $m \times n$-matrix $M$ can be regarded as a linear operator from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$; so for a vector $x \in \mathbb{R}^{n}$ one has $M(x) \in \mathbb{R}^{m}$. The transpose of $M$ is denoted by $M^{t r}$ and considered as a linear operator from $\mathbb{R}^{m}$ to $\mathbb{R}^{n}$. Sometimes the writing $v M$ for $v \in \mathbb{R}^{m}$ is used instead of $M^{t r}(v)$. Let us endow $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ with the norm of linear operators

$$
\|M\|=\sup _{\|x\| \leq 1}\|M(x)\|
$$

This norm is equivalent to the Euclidean norm defined by

$$
|M|=\left(\left\|M_{1}\right\|^{2}+\cdots+\left\|M_{n}\right\|^{2}\right)^{1 / 2}
$$

where $M_{1}, \ldots, M_{n} \in \mathbb{R}^{m}$ are $n$ columns of the matrix $M$. The closed unit ball in the space $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is denoted $B_{m \times n}$.

## Convex Sets

A set $A$ in $\mathbb{R}^{n}$ is said to be convex if the segment joining any two points of $A$ lies entirely in $A$, which means that for every $x, y \in A$ and for every real number $\lambda \in[0,1]$, one has $\lambda x+(1-\lambda) y \in A$. It follows directly from the definition that the intersection of convex sets, the Cartesian product of convex sets, the image and inverse image of a convex set under a linear transformation, and the interior and the closure of a convex set are convex. In particular, the sum $A_{1}+A_{2}:=\left\{x+y: x \in A_{1}, y \in A_{2}\right\}$ of two convex sets $A_{1}$ and $A_{2}$ is convex; the conic hull of a convex set is convex.

The convex hull of $A$, denoted $\operatorname{co}(A)$, consists of all convex combinations of elements of $A$; that is,

$$
\operatorname{co}(A):=\left\{\sum_{i=1}^{k} \lambda_{i} x_{i}: x_{i} \in A, \lambda_{i} \geq 0, i=1, \ldots, k, \text { and } \sum_{i=1}^{k} \lambda_{i}=1\right\} .
$$

It is the intersection of all convex sets containing $A$. The closure of the convex hull of $A$ is denoted $\overline{\mathrm{co}}(A)$, which actually is the intersection of all closed convex sets containing $A$. The following result known as Caratheodory's theorem shows that the convex hull of a set in $\mathbb{R}^{n}$ can be obtained by convex combinations in which at most $n+1$ elements take part.

Theorem 1.1.1 Suppose that $A \subseteq \mathbb{R}^{n}$ is a nonempty set. Then each element of the convex hull of $A$ can be expressed as a convex combination of at most $(n+1)$ points of $A$.

Proof. Let $x \in \operatorname{co}(\mathrm{~A})$. By definition there are $x_{1}, \ldots, x_{k} \in A$ and positive numbers $\lambda_{1}, \ldots, \lambda_{k}$ with $\sum_{i=1}^{k} \lambda_{i}=1$ such that

$$
x=\sum_{i=1}^{k} \lambda_{i} x_{i}
$$

If $k \leq n+1$, we are done. If not, the system of vectors $\left\{x_{1}-x_{k}, \ldots, x_{k-1}-\right.$ $\left.x_{k}\right\}$ is linearly dependent. Then, there exist real numbers, $\alpha_{i}, i=1, \ldots, k-$ 1 , not all zero, such that

$$
\sum_{i=1}^{k-1} \alpha_{i}\left(x_{i}-x_{k}\right)=0
$$

Setting $\alpha_{k}=-\alpha_{1}-\ldots-\alpha_{k-1}$, one deduces

$$
\sum_{i=1}^{k} \alpha_{i} x_{i}=0 \text { and } \sum_{i=1}^{k} \alpha_{i}=0
$$

Choose $\lambda=\max _{i=1, \ldots, k} \alpha_{i} / \lambda_{i}$ and set $\gamma_{i}=\lambda_{i}-\alpha_{i} / \lambda$. Then $\lambda>0$ and $\gamma_{i} \geq 0$ with $\sum_{i=1}^{k} \gamma_{i}=1$. Moreover, among $\gamma_{i} \mathrm{~s}$ there is at least one that equals zero and

$$
x=x-0=\sum_{i=1}^{k} \lambda_{i} x_{i}-(1 / \lambda) \sum_{i=1}^{k} \alpha_{i} x_{i}=\sum_{i=1}^{k} \gamma_{i} x_{i}
$$

is a convex combination of less than $k$ points of $A$. Continuing this process until $k=n+1$ completes the proof.

Let $A$ be a nonempty convex set in $\mathbb{R}^{n}$. The interior of the set $A$ with respect to the affine hull $\operatorname{aff}(A)$ is called the relative interior of $A$ and is defined by

$$
\operatorname{ri}(A):=\left\{x \in \operatorname{aff}(A):\left(x+\epsilon B_{n}\right) \cap \operatorname{aff}(A) \subseteq A \quad \text { for some } \epsilon>0\right\}
$$

It is important to note that every nonempty convex set in $\mathbb{R}^{n}$ has a nonempty relative interior. The next theorem on separation of convex sets is one of the fundamental results of mathematical analysis.

Theorem 1.1.2 Suppose that $A \subseteq \mathbb{R}^{n}$ is a nonempty convex set not containing the origin. Then there exists a nonzero vector $\xi$ of $\mathbb{R}^{n}$ such that

$$
\langle\xi, x\rangle \geq 0 \quad \text { for every } x \in C .
$$

If, in addition, $C$ is closed, then the vector $\xi$ can be chosen so that the above inequality is strict.

A simple proof of this theorem is obtained by the Hahn-Banach theorem which states that if $A$ is an open convex set and $L$ is a linear subspace of $\mathbb{R}^{n}$ with $A \cap L=\emptyset$, then there exists a vector $\xi$ of $\mathbb{R}^{n}$ strictly separating $A$ and $L$ in the sense that $\langle\xi, x\rangle>\langle\xi, y\rangle=0$ for all $x \in A$ and $y \in L$. A proof without referring to the Hahn-Banach theorem is given in Section 2.1.

## Dini Directional Derivatives

Let $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a given function and let $x$ and $u \in \mathbb{R}^{n}$. The upper Dini directional derivative of the function $\phi$ at $x$ in the direction $u$, which is denoted $\phi^{+}(x ; u)$, is defined by

$$
\phi^{+}(x ; u):=\limsup _{t \downarrow 0} \frac{\phi(x+t u)-\phi(x)}{t} .
$$

Likewise, the lower Dini directional derivative of the function $\phi$ at $x$ in the direction $u$, which is denoted $\phi^{-}(x ; u)$, is defined by

$$
\phi^{-}(x ; u):=\liminf _{t \downarrow 0} \frac{\phi(x+t u)-\phi(x)}{t}
$$

The extended real values $+\infty$ and $-\infty$ are allowed in the above limits, which in fact is a peculiarity of nonsmooth functions. Note that if the upper and the lower Dini directional derivatives in a direction $u$ are finite at a given point, then the function is continuous at that point along the direction $u$. The converse is not true in general. On the real line, the function $\phi(x)=$ $\sqrt{|x|}$ is continuous, but its directional derivatives at $x=0$ in directions $u=1$ and $u=-1$ are infinite. When $\phi^{-}(x ; u)=\phi^{+}(x ; u)$ and is finite, the common value, denoted $\phi^{\prime}(x ; u)$, is called the directional derivative of $\phi$ in the direction $u$ at $x$. When this is true for every direction $u$ in $\mathbb{R}^{n}$, the function $\phi$ is said to be directionally differentiable at $x$.

One of the notable features of upper and lower Dini directional derivatives is that they always exist, even when the function is discontinuous. Although they are not necessarily finite, it is relatively easy to work with them, due to the following elementary properties and calculus rules.

Proposition 1.1.3 Let $\phi$ and $\psi$ be real functions on $\mathbb{R}^{n}$. Then the following assertions hold.
(i) Homogeneity: $\phi^{+}(x ; u)$ is positively homogeneous in $u$; that is,

$$
\phi^{+}(x ; \lambda u)=\lambda \phi^{+}(x ; u) \quad \text { for all } \lambda>0
$$

(ii) Scalar multiple: for $\lambda>0$ one has $(\lambda \phi)^{+}(x ; u)=\lambda \phi^{+}(x ; u)$, and for $\lambda<0$ one has $(\lambda \phi)^{+}(x ; u)=\lambda \phi^{-}(x ; u)$.
(iii) Sum rule: $(\phi+\psi)^{+}(x ; u) \leq \phi^{+}(x ; u)+\psi^{+}(x ; u)$ provided that the sum in the right-hand side exists.
(iv) Product rule: $(\phi \psi)^{+}(x ; u) \leq[\psi(x) \phi]^{+}(x ; u)+[\phi(x) \psi]^{+}(x ; u)$ provided that the sum in the right-hand side exists, the functions $\phi$ and $\psi$ are continuous at $x$, and that either of the following conditions is satisfied: $\phi(x) \neq 0 ; \psi(x) \neq 0 ; \phi^{+}(x ; u)$ is finite; and $\psi^{+}(x ; u)$ is finite.
(v) Quotient rule: $(\phi / \psi)^{+}(x ; u) \leq\left([\psi(x) \phi]^{+}(x ; u)+[-\phi(x) \psi]^{+}(x ; u)\right) /[\psi(x)]^{2}$ provided that the expression in the right-hand side exists and the function $\psi$ is continuous at $x$.

If, in addition, the functions $\phi$ and $\psi$ are directionally differentiable at $x$, then the inequalities in the three last assertions become equalities.

Proof. This is immediate from the definition.

Properties and calculus rules of lower Dini directional derivatives can be obtained in a similar manner. The next result shows that upper and lower Dini directional derivatives are convenient tools for characterizing an extremum of a function.

Theorem 1.1.4 Let $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$. Then the following assertions hold.
(i) If $\phi(x) \leq \phi(x+t u)$ (respectively, $\phi(x) \geq \phi(x+t u)$ ) for all $t>0$ sufficiently small, then $\phi^{-}(x ; u) \geq 0$ (respectively, $\left.\phi^{+}(x ; u) \leq 0\right)$. In particular, if $\phi$ is directionally differentiable at $x$, and $\phi(x) \leq \phi(y)$ (respectively, $\phi(x) \geq \phi(y)$ ) for every $y$ in a small neighborhood of $x$, then its directional derivative at this point is positive (respectively, negative). Consequently, if $\phi^{\prime}(x ; u)$ is linear in $u$, it vanishes in all directions.
(ii) If $\phi^{+}(x+t u ; u) \geq 0$ for all $t \in(0,1)$ and if the function $t \mapsto \phi(x+t u)$ is continuous on $[0,1]$, then $\phi(x) \leq \phi(x+u)$.

Proof. The first assertion is clear. Let us prove the second one. Suppose, to the contrary, that $\phi(x)>\phi(x+u)$. Consider the function

$$
h(t):=\phi(x+t u)-\phi(x)+t[\phi(x)-\phi(x+u)] .
$$

Clearly, $h$ is continuous on the segment $[0,1]$ and takes the value zero at the end points $t=0$ and $t=1$. Then, there exists some $t_{0} \in[0,1)$ at
which $h$ attains its maximum. Set $y:=x+t_{0} u$. Then $h\left(t_{0}\right) \geq h\left(t_{0}+t\right)$ for $t \in\left[0,1-t_{0}\right]$, and hence

$$
\phi(y+t u)-\phi(y) \leq t[\phi(x+u)-\phi(x)]
$$

for $t>0$ sufficiently small. By dividing both sides of the latter inequality by $t$ and passing to the limit when $t$ tends to 0 we deduce

$$
\phi^{+}(y ; u) \leq \phi(x+u)-\phi(x)<0
$$

which contradicts the hypothesis. The proof is complete.

We now derive a mean-value theorem for continuous functions.

Theorem 1.1.5 Let $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous. Then for every two distinct points $a$ and $b$ in $\mathbb{R}^{n}$ one can find two points $x$ and $y$ in the interval $[a, b)$ such that

$$
\phi^{+}(x ; b-a) \leq \phi(b)-\phi(a) \leq \phi^{-}(y ; b-a)
$$

In particular, if the upper Dini directional derivative $\phi^{+}(x ; b-a)$ is continuous in the variable $x$ on the interval $[a, b)$, then there is a point $c$ between $a$ and $b$ such that

$$
\phi(b)-\phi(a)=\phi^{\prime}(c ; b-a)
$$

Proof. Consider the function

$$
h(t):=\phi(a+t(b-a))-\phi(a)+t[\phi(a)-\phi(b)] .
$$

Because $h$ is continuous on the segment $[0,1]$ and takes the value zero at the end points $t=0$ and $t=1$, there exist some points $t_{0}$ and $t_{1}$ in the interval $[0,1)$ such that $h$ attains its minimum at $t_{0}$ and maximum at $t_{1}$. Set $x:=a+t_{0}(b-a)$ and $y:=a+t_{1}(b-a)$. Now the first part of the theorem follows from Theorem 1.1.4. The second part is immediate from the first one and the classical intermediate value theorem.

The hypothesis on the continuity of the derivative $\phi^{+}(. ; b-a)$ in the second part of Theorem 1.1.5 cannot be neglected. To see this, let us consider the function $\phi(x)=|x|$ on $\mathbb{R}$. It is directionally differentiable everywhere. For $a=-1$ and $b=1$ we have

$$
\phi^{\prime}(x ; b-a)=\left\{\begin{array}{cl}
-2 & \text { for } x<0 \\
2 & \text { for } x \geq 0
\end{array}\right.
$$

which is discontinuous at $x=0$. There exists no $c$ between $a$ and $b$ such that $0=\phi(b)-\phi(a)=\phi^{\prime}(c ; b-a)$. Notice, however, that $\phi(b)-\phi(a)$ does belong to the convex hull of the derivatives $\phi^{\prime}(0 ; b-a)$ and $\phi^{\prime}(0 ; a-b)$.

Let us denote by $e_{j}$ the unit $j$ th coordinate direction in $\mathbb{R}^{n}$. If $\phi$ is directionally differentiable at $x$ in directions $e_{j}$ and $-e_{j}$, and if $\phi^{\prime}\left(x ; e_{j}\right)=$ $\phi^{\prime}\left(x ;-e_{j}\right)$ is finite, then this value, denoted $\left(\partial \phi(x) / \partial x_{j}\right)$, is called the partial derivative of $\phi$ at $x$ in the $j$ th variable. Thus, by definition

$$
\frac{\partial \phi(x)}{\partial x_{j}}:=\lim _{t \rightarrow 0} \frac{\phi\left(x+t e_{j}\right)-\phi(x)}{t} .
$$

The vector

$$
\nabla \phi(x):=\left(\frac{\partial \phi(x)}{\partial x_{1}}, \ldots, \frac{\partial \phi(x)}{\partial x_{n}}\right)
$$

is called the gradient of $\phi$ at $x$.

## Lipschitz Functions

Let $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be given and let $U$ be an open set in $\mathbb{R}^{n}$. We say that $\phi$ is Lipschitz on $U$ with a Lipschitz constant $k>0$ if $|\phi(x)-\phi(y)| \leq$ $k\|x-y\|$ for all $x$ and $y$ in $U$. We say that $\phi$ is Lipschitz near $x$, or locally Lipschitz at $x$, if, for some $t>0, \phi$ is Lipschitz on the set $x+$ $\operatorname{tint}\left(B_{n}\right)$. The class of Lipschitz functions is quite large. It is invariant under usual operations of sum, product, and quotient. Lipschitz functions are continuous, but not always directionally differentiable. For instance, the function $\phi: \mathbb{R} \rightarrow \mathbb{R}$ with $\phi(x)=0$ outside the interval $(0,1), \phi(x)=-2 x+$ $\left(2 / 3^{i}\right)$ on $\left[2 /\left(3^{i+1}\right), 1 / 3^{i}\right)$, and $\phi(x)=2 x-2 /\left(3^{i+1}\right)$ on $\left[1 /\left(3^{i+1}\right), 2 /\left(3^{i+1}\right)\right)$, $i=0,1,2, \ldots$, is Lipschitz on $\mathbb{R}$ with a Lipschitz constant $k=2$. However, for $x=0$ and $u=1$ we have $\phi^{+}(x ; u)=1$ and $\phi^{-}(x ; u)=0$, which shows that $\phi$ is not directionally differentiable at $x$. Nevertheless, Lipschitz functions can be characterized by their upper and lower Dini directional derivatives as shown by the next result.

Proposition 1.1.6 Let $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be given and let $U$ be an open set in $\mathbb{R}^{n}$. Then $\phi$ is Lipschitz on $U$ with a Lipschitz constant $k>0$ if and only if for every $x \in U$ and $u \in \mathbb{R}^{n}$ one has

$$
\max \left\{\left|\phi^{-}(x ; u)\right|,\left|\phi^{+}(x ; u)\right|\right\} \leq k\|u\| .
$$

Proof. The conclusion follows from Theorem 1.1.5.

## Jacobian Matrices and Derivatives

For a vector function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, the directional derivative of $f$ at $x$ in the direction $u$ is defined by

$$
f^{\prime}(x ; u)=\lim _{t \downarrow 0} \frac{f(x+t u)-f(x)}{t}
$$

When $f^{\prime}(x ; u)$ exists for every $u \in \mathbb{R}^{n}$, the function $f$ is called directionally differentiable at $x$. Let $f_{1}, \ldots, f_{m}$ be the components of $f$. Then, $f$ is directionally differentiable at $x$ if and only if the component functions $f_{1}, \ldots, f_{m}$ are directionally differentiable at this point.

If the partial derivatives $\left(\partial f_{i}(x) / \partial x_{j}\right), i=1, \ldots, m$ and $j=1, \ldots, n$ exist, then the $m \times n$-matrix $\nabla f(x)$, which is called the Jacobian matrix of $f$ at $x$, is given by

$$
\nabla f(x)=\left(\begin{array}{ccc}
\frac{\partial f_{1}(x)}{\partial x_{1}} & \cdots & \frac{\partial f_{1}(x)}{\partial x_{n}} \\
\frac{\partial f_{m}(x)}{\partial x_{1}} & \cdots & \frac{\partial f_{m}(x)}{\partial x_{n}}
\end{array}\right)
$$

Thus, the Jacobian matrix consists of $m$ rows that are gradients of the component functions. We notice also that the Jacobian matrix uniquely depends upon the behavior of the function on the coordinate directions, so that its existence at a point does not imply that its component functions are directionally differentiable at that point. Moreover, the existence of a Jacobian matrix of a function does not ensure that the function is continuous. Below we present some properties of Jacobian matrices.

Proposition 1.1.7 Let $f$ and $g$ be vector functions on $\mathbb{R}^{n}$ with values in $\mathbb{R}^{m}$ and let $\nabla f(x)$ and $\nabla g(x)$ be their Jacobian matrices. Then the following assertions hold.
(i) The function $f$ is directionally differentiable in every coordinate direction and the directional derivative $f^{\prime}\left(x ; e_{j}\right)$ is the transposed $j$ th column vector of the Jacobian matrix $\nabla f(x)$.
(ii) For every vector $v$ in $\mathbb{R}^{m}$, the gradient of the real function $\phi(x):=$ $v_{1} f_{1}(x)+\cdots+v_{m} f_{m}(x)$ exists and $\nabla \phi(x)=v \nabla f(x)$.
(iii) For every real number $\lambda$ one has $\nabla(\lambda f)(x)=\lambda \nabla f(x)$.
(iv) The Jacobian matrix at $x$ of the sum function $f+g$ exists and $\nabla(f+$ $g)(x)=\nabla f(x)+\nabla g(x)$.

Proof. This is immediate from the definition.

Jacobian matrices are very useful in expressing classical derivatives of smooth functions. We say that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is Gâteaux differentiable at $x$ if there is an $m \times n$-matrix $M$ such that for each $u \in \mathbb{R}^{n}$ one has

$$
\lim _{t \downarrow 0} \frac{f(x+t u)-f(x)}{t}=M(u)
$$

In this case $M$ is called the Gâteaux derivative of $f$ at $x$. It follows that if $f$ is Gâteaux differentiable at $x$, then it is directionally differentiable at this point and $f^{\prime}(x ; u)=\nabla f(x)(u)$, so that $M$ coincides with the Jacobian matrix of $f$ at $x$. The converse is also true, namely, if $f$ is directionally differentiable at $x$ and the function $f^{\prime}(x ; u)$ is linear in $u$, then $f$ is Gâteaux differentiable at this point provided that $\nabla f(x)(u)=f^{\prime}(x ; u)$ for every $u \in \mathbb{R}^{n}$.

When the matrix $M$ satisfies

$$
\lim _{u \rightarrow 0} \frac{f(x+u)-f(x)-M(u)}{\|u\|}=0
$$

it is called the Fréchet derivative of $f$ at $x$ and $f$ is said to be Fréchet differentiable at $x$. Moreover, if

$$
\lim _{y \rightarrow x, u \rightarrow 0} \frac{f(y+u)-f(y)-M(u)}{\|u\|}=0
$$

then $f$ is said to be strictly (Hadamard) differentiable and $M$ is its strict (Hadamard) derivative at $x$. It follows that a strictly differentiable function is Fréchet differentiable, which is also Gâteaux differentiable. The converse is in general not true. For instance, the real-valued function $\phi(x)=x^{2} \cos (1 / x)$ for $x \neq 0$ and $\phi(0)=0$ is Fréchet differentiable, but not strictly differentiable at $x=0$. We end this preliminary section with a sufficient condition for strict differentiability of a vector function in terms of Jacobian matrices.

Proposition 1.1.8 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous vector function, and let $x \in \mathbb{R}^{n}$. Assume that the Jacobian matrix $\nabla f(y)$ of $f$ at every point $y$ in a neighborhood of $x$ exists and that the map $y \mapsto \nabla f(y)$ is continuous on line segments in a neighborhood of $x$ and continuous at $x$. Then $f$ is strictly differentiable at $x$.

Proof. By considering the components separately we may restrict ourselves to the case where $f$ is a scalar function. Set $u^{i}=\sum_{j=i}^{n} u_{j} e_{j}, i=$ $1, \ldots, n$ and $u^{n+1}=0$ for a vector $u=\left(u_{1}, \ldots, u_{n}\right)$ in $\mathbb{R}^{n}$. Then

$$
f(y+u)-f(y)=\sum_{i=1}^{n}\left[f\left(y+u^{i}\right)-f\left(y+u^{i+1}\right)\right]
$$

Because the segment $\left[y+u^{i}, y+u^{i+1}\right]$ is parallel to the $i$ th axis, we apply the mean value theorem (Theorem 1.1.5) to find a point $y^{i}$ from that segment such that $f\left(y+u^{i}\right)-f\left(y+u^{i+1}\right)=\nabla f\left(y^{i}\right)\left(u^{i}-u^{i+1}\right)$. We notice that $y^{i}$ converges to $x$ as $y$ tends to $x$ and $u$ tends to 0 . It follows that

$$
f(y+u)-f(y)-\nabla f(x)(u)=\sum_{i=1}^{n}\left[\nabla f\left(y^{i}\right)-\nabla f(x)\right]\left(u^{i}-u^{i+1}\right)
$$

Dividing both sides of this equality by $\|u\|$ and passing to the limit as $u$ tends to 0 and $y$ tends to $x$, we obtain that $\nabla f(x)$ is the strict derivative of $f$ at $x$.

### 1.2 Pseudo-Jacobian Matrices

Although the concept of pseudo-Jacobian is available for functions defined on a neighborhood of the point under consideration, we describe it for continuous functions so as not to blur the presentation of the concept.

## Definition

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous vector function. We say that a nonempty closed set of $m \times n$-matrices $\partial f(x) \subset L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is a pseudoJacobian of $f$ at $x$ if for every $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$ one has

$$
\begin{equation*}
(v f)^{+}(x ; u) \leq \sup _{M \in \partial f(x)}\langle v, M(u)\rangle \tag{1.1}
\end{equation*}
$$

where $v f$ is the real function $(v f)(x)=\sum_{i=1}^{m} v_{i} f_{i}(x)$ for every $x \in \mathbb{R}^{n}$. Each element of $\partial f(x)$ is called a pseudo-Jacobian matrix of $f$ at $x$. If equality holds in (1.1), we say that $\partial f(x)$ is a regular pseudo-Jacobian of $f$ at $x$.

Note that this definition encompasses three known procedures of vector analysis: scalarization of the vector function $f$ through all directions $v$ in $\mathbb{R}^{m}$; approximation of the scalarized functions $v f$ by means of upper Dini directional derivatives; and sublinearization of the approximations by a set of matrices. To illustrate this, let us consider the vector function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by

$$
f(x, y)=(\sqrt{|x|}, \sqrt{|y|})
$$

For each direction $v=\left(v_{1}, v_{2}\right)$ in $\mathbb{R}^{2}$ the scalarized function $v f$ is given by

$$
(v f)(x, y)=v_{1} \sqrt{|x|}+v_{2} \sqrt{|y|}
$$

The upper Dini directional derivative of $v f$ at $(0,0)$ in direction $u=\left(u_{1}, u_{2}\right)$ is calculated as

$$
\begin{aligned}
(v f)^{+}\left((0,0) ;\left(u_{1}, u_{2}\right)\right) & =\limsup _{t \downarrow 0} \frac{v_{1} \sqrt{\left|u_{1}\right|}+v_{2} \sqrt{\left|u_{2}\right|}}{\sqrt{t}} \\
& =\operatorname{sign}\left(v_{1} \sqrt{\left|u_{1}\right|}+v_{2} \sqrt{\left|u_{2}\right|}\right) \times \infty
\end{aligned}
$$

where $0 \times \infty$ is understood to be 0 . Let $M$ be a $2 \times 2$-matrix whose entries are real numbers $a_{i j}, i, j=1,2$. Then

$$
\langle v, M(u)\rangle=\sum_{i, j=1}^{2} a_{i j} v_{i} u_{j}
$$

Because the variables $x$ and $y$ in the function $v f$ are separable, it suffices to use matrices $M$ with $a_{12}=a_{21}=0$ in determining a pseudo-Jacobian. It is now easy to prove that for any positive numbers $\alpha$ and $\beta$, the set of matrices $M$ with $\left|a_{11}\right| \geq \alpha,\left|a_{22}\right| \geq \beta$ and $a_{12}=a_{21}=0$ is a pseudo-Jacobian of $f$ at $(0,0)$.

It is worth observing that the set of matrices $M$ with $\left|a_{11}\right| \geq 1, a_{11}=$ $a_{22}$ and $a_{12}=a_{21}=0$ is not a pseudo-Jacobian of $f$ at $(0,0)$, although it satisfies (1.1) whenever $v$ belongs to the set of coordinate directions $\{(1,0),(-1,0),(0,1),(0,-1)\}$.

We notice also that $\partial f(x)$ is not unique and that we do not assume that it is a convex or bounded subset of $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$. This makes the concept rather flexible and covers a number of nonsmooth generalized derivatives (see Section 1.3). The use of matrices in the sub-linearization in (1.1) greatly facilitates the development of the pseudo-Jacobian based calculus as we show throughout the book. A pseudo-Jacobian produces upper estimates for the upper Dini derivatives $(v f)^{+}(x ; u)$ via (1.1) for all $v \in \mathbb{R}^{m}$ and $u \in \mathbb{R}^{n}$. Therefore, like outer approximation of a set, it may be arbitrarily large, but can gradually be narrowed by imposing additional restrictions so that it suits a problem at hand. Our interest, often, is to obtain a pseudo-Jacobian, which is as small as possible (in the sense of set inclusion). However, for a given nonsmooth function the smallest pseudoJacobian does not necessarily exist. For the function $f(x)=x^{1 / 3}$ on the real line, one has $(v f)^{+}(0 ; u)=+\infty$ if $v u>0$, and $(v f)^{+}(0 ; u)=-\infty$ if $v u<0$. Any set of the form $[\alpha, \infty)$ is a pseudo-Jacobian of $f$ at 0 . Conversely, a pseudo-Jacobian of $f$ at 0 must contain at least a sequence of positive numbers converging to $\infty$. Hence, the smallest pseudo-Jacobian for this function does not exist.

## Basic Properties

Proposition 1.2.1 The following properties of pseudo-Jacobians hold:
(i) A closed set $\partial f(x) \subset L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is a pseudo-Jacobian of $f$ at $x$ if and only if for every $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$ one has

$$
\begin{equation*}
(v f)^{-}(x ; u) \geq \inf _{M \in \partial f(x)}\langle v, M(u)\rangle \tag{1.2}
\end{equation*}
$$

(ii) If $\partial f(x) \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is a pseudo-Jacobian of $f$ at $x$, then every closed subset $A \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ containing $\partial f(x)$ is a pseudo-Jacobian of $f$ at $x$.
(iii) If $\left\{\partial_{i} f(x)\right\}_{i=1}^{\infty} \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is a decreasing (by inclusion) sequence of bounded pseudo-Jacobians of $f$ at $x$, then $\bigcap_{i=1}^{\infty} \partial_{i} f(x)$ is a pseudoJacobian of $f$ at $x$.

Proof. Let $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$ be arbitrarily given. Then we have

$$
\begin{aligned}
(-v f)^{+}(x ; u) & =\limsup _{t \downarrow 0} \frac{(-v f)(x+t u)-(-v f)(x)}{t} \\
& =-\liminf _{t \downarrow 0} \frac{(v f)(x+t u)-(v f)(x)}{t} \\
& =-(v f)^{-}(x ; u)
\end{aligned}
$$

This and the equality

$$
\sup _{M \in \partial f(x)}\langle-v, M(u)\rangle=-\inf _{M \in \partial f(x)}\langle v, M(u)\rangle
$$

show the equivalence between (1.1) and (1.2).
The property in (ii) is evident from the definition. For the property (iii), we notice that each set $\partial_{i} f(x)$ is compact, hence the intersection of the family $\left\{\partial_{i} f(x): i=1,2, \ldots\right\}$ is nonempty and compact. Moreover, for each $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$ it follows from the definition of pseudo-Jacobian that

$$
(v f)^{+}(x ; u) \leq\left\langle v, M_{i}(u)\right\rangle
$$

for some $M_{i} \in \partial_{i} f(x), i=1,2, \ldots$ Because $\left\{M_{i}\right\}_{i=1}^{\infty}$ is bounded, we may assume that it has a limit $M_{0} \in \bigcap_{i=1}^{\infty} \partial_{i} f(x)$. Letting $i$ go to infinity in the above inequality we obtain

$$
(v f)^{+}(x ; u) \leq\left\langle v, M_{0}(u)\right\rangle \leq \sup _{M \in \bigcap_{i=1}^{\infty} \partial_{i} f(x)}\langle v, M(u)\rangle
$$

which completes the proof.

In the third property of Proposition 1.2 .1 , if the sets $\partial_{i} f(x), i=1,2, \ldots$, are unbounded, then the conclusion is no longer true. An example of this can be obtained when the intersection of these sets is empty. Indeed, as we have already seen, on the real line, the sets $\partial_{k} f(0):=[k, \infty), k=1,2, \ldots$, . are pseudo-Jacobians of the function $f(x)=x^{1 / 3}$ at 0 . Their intersection is an empty set, so that it cannot be a pseudo-Jacobian of $f$ at that point.

## Classical Derivatives

Now we show that all classical derivatives are examples of pseudo-Jacobians.

Proposition 1.2.2 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be continuous and Gâteaux differentiable at $x$. Then $\{\nabla f(x)\}$ is a pseudo-Jacobian of $f$ at $x$. Conversely, if $f$ admits a singleton pseudo-Jacobian at $x$, then it is Gâteaux differentiable at this point and its derivative coincides with the pseudo-Jacobian matrix.

Proof. If $f$ is Gâteaux differentiable at $x$, then for each $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$ one has

$$
(v f)^{+}(x ; u)=\langle v, \nabla f(x)(u)\rangle
$$

which shows that the singleton set $\{\nabla f(x)\}$ is a pseudo-Jacobian of $f$ at $x$. Conversely, assume that $f$ admits a singleton pseudo-Jacobian at $x$, say $\partial f(x)=\{M\}$. Then by Proposition 1.2.1,

$$
(v f)^{+}(x ; u)=(v f)^{-}(x ; u)=\langle v, M(u)\rangle
$$

for every $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$. Hence for each $u \in \mathbb{R}^{n}$, the directional derivative of $f$ at $x$ in the direction $u$ :

$$
f^{\prime}(x ; u)=\lim _{t \downarrow 0} \frac{f(x+t u)-f(x)}{t}
$$

exists and equals $M(u)$. This means that $f$ is Gâteaux differentiable and $\nabla f(x)=M$.

Proposition 1.2.3 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be continuous, Gâteaux differentiable at $x$, and let $\partial f(x)$ be a bounded pseudo-Jacobian of $f$ at $x$. Then for every $v \in \mathbb{R}^{m}$ there is some matrix $M$ of the convex hull $\operatorname{co}(\partial f(x))$ such that $[\nabla f(x)]^{\operatorname{tr}}(v)=M^{\operatorname{tr}}(v)$. In particular, $\nabla f(x) \in \operatorname{co}(\partial f(x))$ whenever $m=1$.

Proof. It follows from the hypothesis that, for each $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{n}$,

$$
\inf _{M \in \partial f(x)}\langle v, M(u)\rangle \leq\langle v, \nabla f(x)(u)\rangle=(v f)^{+}(x ; u) \leq \sup _{M \in \partial f(x)}\langle v, M(u)\rangle,
$$

which implies that

$$
\langle v, \nabla f(x)(u)\rangle \in\{\langle v, M(u)\rangle: M \in \operatorname{co}(\partial f(x))\}
$$

The set $\{v M: M \in \operatorname{co}(\partial f(x))\} \subset \mathbb{R}^{n}$ is convex and compact, therefore there exists some $M \in \operatorname{co}(\partial f(x))$ such that $v \nabla f(x)=v M$. When $m=1$, by choosing $v=1$, we get $\nabla f(x)=M$.

### 1.3 Nonsmooth Derivatives

In this section we show that many generalized derivatives of modern nonsmooth analysis are examples of pseudo-Jacobians. Readers who are not familiar with these generalized derivatives may skip this section at the first reading.

## Clarke's Generalized Jacobians

Suppose that $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a locally Lipschitz function at $x$. Let $u \in \mathbb{R}^{n}$ be given. The Clarke directional derivative of the function $\phi$ at $x$ in the direction $u$, which is denoted $\phi^{\circ}(x ; u)$, is defined by

$$
\phi^{\circ}(x ; u):=\limsup _{t \downarrow 0, x^{\prime} \rightarrow x} \frac{\phi\left(x^{\prime}+t u\right)-\phi\left(x^{\prime}\right)}{t}
$$

Because $\phi$ is locally Lipschitz, this upper limit is finite, and actually as the function of $u, \phi^{0}(x ; u)$ is a convex, positively homogeneous function, that is,

$$
\begin{aligned}
\phi^{0}(x ; s u) & =s \phi^{0}(x ; u), \quad \text { for } s>0 \\
\phi^{0}(x ; u+v) & \leq \phi^{0}(x ; u)+\phi^{0}(x ; v) .
\end{aligned}
$$

The Clarke subdifferential of $\phi$ at $x$ is defined by

$$
\partial^{C} \phi(x):=\left\{\xi \in \mathbb{R}^{n}:\langle\xi, u\rangle \leq \phi^{0}(x ; u) \quad \text { for } u \in \mathbb{R}^{n}\right\}
$$

One of the notable properties of this subdifferential is that it is a nonempty convex and compact set in $\mathbb{R}^{n}$ and $\phi^{0}(x ; \cdot)$ satisfies the relation

$$
\phi^{0}(x ; u)=\max _{\xi \in \partial^{C} \phi(x)}\langle\xi, u\rangle
$$

Moreover, $\partial^{C} \phi(x)$ is a singleton if and only if $\phi$ is strictly differentiable at $x$.

Now, suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a vector function that is locally Lipschitz at $x$, that is, as in the scalar case, there exists a neighborhood $U$ of $x$ and a positive $k$ such that

$$
\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\| \leq k\left\|x_{1}-x_{2}\right\| \quad \text { for all } \quad x_{1}, x_{2} \in U
$$

Using a theorem due to Rademacher, a locally Lipschitz function is differentiable almost everywhere (in the sense of Lebesgue measure) on $U$, we define the Clarke generalized Jacobian of $f$ at $x$, denoted $\partial^{C} f(x)$, by

$$
\partial^{C} f(x):=\operatorname{co}\left\{\lim _{i \rightarrow \infty} \nabla f\left(x_{i}\right): x_{i} \in \Omega, x_{i} \rightarrow x\right\}
$$

where $\Omega$ is the set of points in $U$ at which $f$ is differentiable. The set of all limits in the right-hand side without the convex hull is called the $B$ subdifferential of $f$ at $x$ and is denoted $\partial^{B} f(x)$. The following summarize some basic properties of the Clarke generalized Jacobian.
(i) $\quad \partial^{C} f(x)$ is a nonempty convex and compact subset of $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$, and $\partial^{C}(-f)(x)=-\partial^{C} f(x)$.
(ii) $\partial^{C} f(x)$ is a singleton if and only if $f$ is strictly differentiable at $x$.
(iii) (Robustness) $\partial^{C} f(x)=\left\{\lim _{i \rightarrow \infty} v_{i}: v_{i} \in \partial^{C} f\left(x_{i}\right), x_{i} \rightarrow x\right\}$.
(iv) For locally Lipschitz functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$,

$$
\partial^{C}(f, g)(x) \subseteq\left\{\binom{M}{N}: M \in \partial^{C} f(x), N \in \partial^{C} g(x)\right\}
$$

(v) $\partial^{C}\left(f_{1}+f_{2}\right)(x) \subseteq \partial^{C} f_{1}(x)+\partial^{C} f_{2}(x)$, where $f_{1}, f_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ are locally Lipschitz.
(vi) (Lebourg's mean value theorem) For $a, b \in \mathbb{R}^{n}$,

$$
f(b)-f(a) \in \operatorname{co}\left(\partial^{C} f([a, b])(b-a)\right)
$$

and when $m=1$, there is some $c \in(a, b)$ such that

$$
f(b)-f(a) \in \partial^{C} f(c)(b-a)
$$

The link between the Clarke generalized Jacobian of the vector function $f$ and the Clarke directional derivative of the real function $v f, v \in \mathbb{R}^{m}$, at $x$ in the direction $u \in \mathbb{R}^{n}$ is given by

$$
(v f)^{\circ}(x ; u)=\max _{M \in \partial^{C} f(x)}\langle v, M(u)\rangle .
$$

Proposition 1.3.1 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz at $x$. Then the Clarke generalized Jacobian $\partial^{C} f(x)$ of $f$ at $x$ is a pseudo-Jacobian of $f$ at this point.

Proof. For each $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$, one has

$$
(v f)^{+}(x ; u) \leq(v f)^{\circ}(x ; u)
$$

Now the assertion follows from the fact that $(v f)^{\circ}(x ; u)$

$$
=\max _{M \in \partial^{C} f(x)}\langle v, M(u)\rangle .
$$

We note that the inequality in the proof of the preceding proposition may be strict, so that in general the Clarke generalized Jacobian is not a regular pseudo-Jacobian. Let us look at a numerical example of a locally Lipschitz function where the Clarke generalized Jacobian strictly contains a pseudo-Jacobian.

Example 1.3.2 Consider the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$, defined by

$$
f(x, y)=(|x|,|y|)
$$

It is easy to verify that the set

$$
\partial f(0)=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right),\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)\right\}
$$

is a pseudo-Jacobian of $f$ at 0 . On the other hand, the Clarke generalized Jacobian is given by

$$
\partial^{C} f(0)=\left\{\left(\begin{array}{cc}
\alpha & 0 \\
0 & \beta
\end{array}\right): \alpha, \beta \in[-1,1]\right\}
$$

which is also a pseudo-Jacobian of $f$ at 0 and contains $\partial f(0)$.
Observe in this example that $\partial^{C} f(0)$ is the convex hull of $\partial f(0)$. However, this is not always the case. The following example illustrates that even for the case where $m=1$, the convex hull of a pseudo-Jacobian of a locally Lipschitz function may be strictly contained in the Clarke generalized Jacobian.

Example 1.3.3 Consider the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$, defined by

$$
f(x, y)=|x|-|y| .
$$

Then it can easily be verified that

$$
\partial_{1} f(0)=\{(1,1),(-1,-1)\} \quad \text { and } \quad \partial_{2} f(0)=\{(1,-1),(-1,1)\}
$$

are pseudo-Jacobians of $f$ at 0 ; whereas

$$
\partial^{C} f(0)=\operatorname{co}\{(1,1),(-1,1),(1,-1),(-1,-1)\} .
$$

Observe that the convex hull of the pseudo-Jacobian $\partial_{1} f(0)$ is a proper subset of the Clarke generalized Jacobian $\partial^{C} f(0)$ and that the two pseudoJacobians $\partial_{1} f(0)$ and $\partial_{2} f(0)$ are not included in each other.

## Mordukhovich's Coderivatives

Let $C$ be a nonempty subset of $\mathbb{R}^{n}$. The distance function $d(\cdot, C)$ to the set $C$ is given by

$$
d(x, C):=\inf _{c \in C}\|x-c\|
$$

and the set of best approximations of $x$ in $\operatorname{cl}(C)$, denoted $P(x, C)$, is given by

$$
P(x, C):=\{c \in C:\|x-c\|=d(x, C)\} .
$$

The limiting normal cone to $C$ at $\bar{x} \in \operatorname{cl}(C)$ is the closed cone

$$
N(C, \bar{x}):=\left\{\lim v_{i}: v_{i} \in \operatorname{cone}\left(x_{i}-P\left(x_{i}, C\right)\right), x_{i} \rightarrow \bar{x}\right\}
$$

where cone $(x-P(x, C))$ is the cone generated by the set $\{x-P(x, C)\}$, that is,

$$
\operatorname{cone}(x-P(x, C)):=\{t(x-y): t \geq 0, y \in P(x, C)\}
$$

In other words, $N(C, \bar{x})$ consists of all $\operatorname{limits} \lim t_{i} a_{i}$, where $t_{i} \geq 0$ and $a_{i} \in x_{i}-P\left(x_{i}, C\right), x_{i} \rightarrow \bar{x}$.

Now suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. Then, the graph of $f$ is the set

$$
\operatorname{graph}(f):=\left\{(x, f(x)) \in \mathbb{R}^{n} \times \mathbb{R}^{m}: x \in \mathbb{R}^{n}\right\}
$$

The Mordukhovich coderivative of $f$ at $x_{0}$ is the set-valued map $D^{M} f\left(x_{0}\right)$ : $\mathbb{R}^{m} \rightrightarrows \mathbb{R}^{n}$ defined by

$$
D^{M} f\left(x_{0}\right)(v):=\left\{u \in \mathbb{R}^{n}:(u,-v) \in N\left(\operatorname{graph}(f),\left(x_{0}, f\left(x_{0}\right)\right)\right)\right\}
$$

The normal cone $N\left(C, x_{0}\right)$ can also be written in the form

$$
N\left(C, x_{0}\right)=\left\{\lim v_{i}: v_{i} \in \hat{N}\left(C, x_{i}\right), x_{i} \in C, x_{i} \rightarrow x_{0}\right\}
$$

where $\hat{N}(C, x)$ is the cone consisting of all vectors $\xi \in \mathbb{R}^{n}$ satisfying

$$
\limsup _{x^{\prime} \in C, x^{\prime} \rightarrow x} \frac{\left\langle\xi, x^{\prime}-x\right\rangle}{\left\|x^{\prime}-x\right\|} \leq 0
$$

which is the dual to the Bouligand contingent cone

$$
T(C, x):=\left\{\lim t_{i}\left(x_{i}-x\right): t_{i}>0, x_{i} \in C, x_{i} \rightarrow x\right\} .
$$

When the two cones $N\left(C, x_{0}\right)$ and $\hat{N}\left(C, x_{0}\right)$ coincide, the set $C$ is said to be regular at $x_{0}$. Note that in general, the set $D^{M} f\left(x_{0}\right)(v)$ is neither convex nor bounded. Here are some basic properties of $D^{M} f$ :
(i) (Robustness) $D^{M} f(x)(v)=\left\{\lim \xi_{i}: \xi_{i} \in D^{M} f\left(x_{i}\right)\left(v_{i}\right), v_{i} \rightarrow v, x_{i} \rightarrow\right.$ $x$ with $\left.f\left(x_{i}\right) \rightarrow f(x)\right\}$.
(ii) When $f$ is strictly differentiable at $x_{0}$, one has

$$
D^{M} f\left(x_{0}\right)(v)=\left(\nabla f\left(x_{0}\right)\right)^{t r}(v) \text { for every } v \in \mathbb{R}^{m}
$$

(iii) For $f_{1}, f_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, if the following qualification condition holds

$$
D^{M} f_{1}\left(x_{0}\right)(0) \cap\left(-D^{M} f_{2}\left(x_{0}\right)(0)\right)=\{0\}
$$

then $D^{M}\left(f_{1}+f_{2}\right)\left(x_{0}\right) \subseteq D^{M} f_{1}\left(x_{0}\right)+D^{M} f_{2}\left(x_{0}\right)$.
(iv) When $f$ is locally Lipschitz at $x_{0}, D^{M} f\left(x_{0}\right)$ consists of $n \times m$-matrices and satisfies the following set equality

$$
\left[\partial^{C} f\left(x_{0}\right)\right]^{t r}(v)=\left[\operatorname{co}\left(D^{M} f\left(x_{0}\right)\right)\right](v)
$$

for all $v \in \mathbb{R}^{m}$. Moreover, if there is some subset $\Gamma \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ such that

$$
\left[\overline{\mathrm{co}}\left(D^{M} f\left(x_{0}\right)\right)\right](v)=\overline{\operatorname{co}}\left\{A^{\operatorname{tr}}(v): A \in \Gamma\right\}
$$

or equivalently

$$
\sup _{\xi \in D^{M} f\left(x_{0}\right)(v)}\langle\xi, u\rangle=\sup _{A \in \Gamma}\langle v, A(u)\rangle,
$$

then $f$ is locally Lipschitz at $x_{0}$.
We write $\left[D^{M} f\left(x_{0}\right)\right]^{t r}$ to indicate the set of transposed matrices of $D^{M} f\left(x_{0}\right)$.

Proposition 1.3.4 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz at $x$. Then $\left[D^{M} f(x)\right]^{t r}$ is a pseudo-Jacobian of $f$ at this point.

Proof. This follows immediately from the above observation and Proposition 1.3.1.

As it was shown by Example 1.3.3, a locally Lipschitz function may have a pseudo-Jacobian strictly smaller than the Mordukhovich coderivative. When $f$ is not locally Lipschitz, the set $D^{M} f(x)(v)$ may be empty. This may happen, for instance, when $f$ is strictly differentiable except for a point $x$ and $\left\|\nabla f\left(x^{\prime}\right)(v)\right\|$ goes to $\infty$ as $x^{\prime}$ tends to $x$.

## Warga's Unbounded Derivative Containers

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function and $V$ an open set in $\mathbb{R}^{n}$. A collection $\left\{\Lambda^{\varepsilon} f(x) \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right): \varepsilon>0, x \in V\right\}$ is said to be an unbounded derivative container for $f$ if
(i) $\Lambda^{\varepsilon} f(x) \subset \Lambda^{\varepsilon^{\prime}} f(x)$ for $\varepsilon<\varepsilon^{\prime}$.
(ii) For every compact set $C \subseteq V$, there is a sequence $\left\{f_{i}\right\}_{i \geq 1}$ of continuously differentiable functions defined in a neighborhood of $C$, an integer $i_{C} \geq 1$, and a positive number $\delta_{C}$ such that $\left\{f_{i}\right\}$ uniformly converges to $f$ on $C$ and $\Lambda^{\varepsilon} f(x)$ contains $\nabla f_{i}(y)$ for all $i \geq i_{C}$ and for all $y \in V$ with $\|y-x\|<\delta_{C}$.

When $\Lambda^{\varepsilon} f(x), \varepsilon>0, x \in V$ are all closed and uniformly bounded, the unbounded derivative container $\Lambda^{\varepsilon} f$ is called a derivative container. Here are some properties of unbounded derivative containers:
(i) If $\Lambda^{\varepsilon} f(x)$ is an unbounded derivative container of $f$, then any family $\Omega^{\varepsilon} f(x) \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ with $\Omega^{\varepsilon} f(x) \subseteq \Omega^{\varepsilon^{\prime}} f(x)$ for $\varepsilon^{\prime}>\varepsilon, x \in V$ and $\Lambda^{\varepsilon} f(x) \subseteq \Omega^{\varepsilon} f(x)$, is also an unbounded derivative container of $f$.
(ii) The function $f$ is locally Lipschitz if and only if it has a derivative container, in which case

$$
\partial^{C} f(x) \subseteq \operatorname{co}\left(\bigcap_{\varepsilon>0} \Lambda^{\varepsilon} f(x)\right)
$$

The next proposition shows that unbounded derivative containers are instances of pseudo-Jacobians.

Proposition 1.3.5 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function. Let $\left\{\Lambda^{\varepsilon} f(x) \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right): \varepsilon>0, x \in V\right\}$ be an unbounded derivative container for $f$. Then for every $\varepsilon>0$, the closure of $\Lambda^{\varepsilon} f(x)$, is a pseudoJacobian of $f$ at $x$.

Proof. Let $\left\{t_{i}\right\}$ be a sequence of positive numbers converging to 0 such that

$$
(v f)^{+}(x ; u)=\lim _{i \rightarrow \infty} \frac{(v f)\left(x+t_{i} u\right)-(v f)(x)}{t_{i}}
$$

Here we allow the limit to take $+\infty$ and $-\infty$. Let us take $C$ to be a closed neighborhood of $x$ in $V$. Then, there exists a smaller neighborhood $C_{0}$ such that $\|y-x\|<\delta_{C}$ for all $y \in C_{0}$. For $i \geq i_{C}$ sufficiently large, $x+t_{i} u \in C_{0}$ and as the sequence $\left\{v f_{i}\right\}$ converges uniformly on $C_{0}$ to $v f$, one finds $k_{i} \geq i_{C}$ such that

$$
\left\|v f(y)-v f_{k_{i}}(y)\right\|<t_{i} / i
$$

for every $y \in C_{0}$. Then, for every $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$, we obtain

$$
\begin{align*}
& \lim _{i \rightarrow \infty} \frac{(v f)\left(x+t_{i} u\right)-(v f)(x)}{t_{i}} \\
& =\lim _{i \rightarrow \infty} \frac{1}{t_{i}}\left[(v f)\left(x+t_{i} u\right)-\left(v f_{k_{i}}\right)\left(x+t_{i} u\right)+\left(v f_{k_{i}}\right)\left(x+t_{i} u\right)-\left(v f_{k_{i}}\right)(x)\right. \\
& \left.\quad+\left(v f_{k_{i}}\right)(x)-(v f)(x)\right]
\end{aligned} \quad \begin{aligned}
& =\lim _{i \rightarrow \infty} \frac{1}{t_{i}}\left[\left(v f_{k_{i}}\right)\left(x+t_{i} u\right)-\left(v f_{k_{i}}\right)(x)\right]
\end{align*}
$$

Because $f_{k_{i}}$ is continuously differentiable, we apply the classical mean value theorem to find $y_{i} \in\left(x, x+t_{i} u\right)$ such that

$$
\left(v f_{k_{i}}\right)\left(x+t_{i} u\right)-\left(v f_{k_{i}}\right)(x)=v \nabla f_{k_{i}}\left(y_{i}\right)\left(t_{i} u\right)
$$

Substituting this expression into (1.3) and noting $\nabla f_{k_{i}}\left(y_{i}\right) \in \Lambda^{\varepsilon} f(x)$, we obtain

$$
(v f)^{+}(x ; u) \leq \sup _{M \in \Lambda^{\varepsilon} f(x)}\langle v, M(u)\rangle
$$

This shows that the closure of $\Lambda^{\varepsilon} f(x)$ is a pseudo-Jacobian of $f$ at $x$.

## Ioffe's Prederivatives

We pause to recall the notion of support functions that characterize closed convex sets. Given a nonempty subset $C$ of $\mathbb{R}^{n}$, its support function, denoted $\sigma_{C}$, is defined by

$$
\sigma_{C}(u):=\sup _{x \in C}\langle u, x\rangle
$$

The support function $\sigma_{C}$ is sublinear, that is,

$$
\begin{aligned}
\sigma_{C}\left(u_{1}+u_{2}\right) & \leq \sigma_{C}\left(u_{1}\right)+\sigma_{C}\left(u_{2}\right) \\
\sigma_{C}(t u) & =t \sigma_{C}(u), t>0
\end{aligned}
$$

Moreover, the support function of $C$ coincides with the support function of the closed convex hull $\overline{\mathrm{co}}(C)$ of $C$. When $C$ is closed, $\sigma_{C}(\cdot)$ is finite valued if and only if $C$ is compact. It is also known that a given function $\sigma: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is sublinear and continuous if and only if there is a nonempty convex and compact set $C \subseteq \mathbb{R}^{n}$ such that $\sigma=\sigma_{C}$. Any such $C$ is unique.

Let $\Omega: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ be a set-valued map. It is called a fan if the following properties hold.
(a) $\Omega(u)$ is nonempty, convex, and compact for each $u \in \mathbb{R}^{n}$.
(b) $\Omega\left(u_{1}+u_{2}\right) \subseteq \Omega\left(u_{1}\right)+\Omega\left(u_{2}\right)$ for each $u_{1}, u_{2} \in \mathbb{R}^{n}$.
(c) $\Omega(t u)=t \Omega(u)$ for each $u \in \mathbb{R}^{n}$ and $t \in \mathbb{R}$.
(d) $\|\Omega\|:=\sup _{\|u\| \leq 1, v \in \Omega(u)}\|v\|<\infty$.

It turns out that a fan can be characterized by a bi-sublinear function. Namely, given a fan $\Omega: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$, we define a function $\sigma: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ by

$$
\sigma(u, v):=\sup _{y \in \Omega(u)}\langle y, v\rangle \text { for }(u, v) \in \mathbb{R}^{n} \times \mathbb{R}^{m}
$$

It follows that $\sigma$ is sublinear and finite-valued in each variable. For every fixed $u \in \mathbb{R}^{n}, \sigma(u, \cdot)$ is the support function of the convex and compact set $\Omega(u)$. For each fixed $v \in \mathbb{R}^{m}, \sigma(\cdot, v)$ is the support function of a certain convex and compact set that is unique and is denoted by $\Omega^{*}(v) \subseteq \mathbb{R}^{n}$. It is not hard to see that the set-valued map $v \mapsto \Omega^{*}(v)$ from $\mathbb{R}^{m}$ to $\mathbb{R}^{n}$ is a fan that we call conjugate to $\Omega$. Conversely, given a continuous and bisublinear function $\sigma: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$, let $\Omega(u)$ be the convex and compact set in $\mathbb{R}^{m}$ whose support function is $\sigma(u, \cdot)$ and let $\Omega^{*}(v)$ be the convex and compact set in $\mathbb{R}^{n}$ whose support function is $\sigma(\cdot, v)$. Then the set-valued maps $u \mapsto \Omega(u)$ and $v \mapsto \Omega^{*}(v)$ are both fans and conjugate to each other.

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function and let $\Omega: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ be a fan. We say that $\Omega$ is a prederivative of $f$ at $x$ if

$$
f(x+u)-f(x) \in \Omega(u)+r(u)\|u\| B_{m}
$$

where $r(u) \rightarrow 0$ as $u \rightarrow 0$. We say that $\Omega$ is a strict prederivative of $f$ at $x$ if

$$
f\left(x^{\prime}+u\right)-f\left(x^{\prime}\right) \in \Omega(u)+r\left(x^{\prime}, u\right)\|u\| B_{m}
$$

where $r\left(x^{\prime} ; u\right) \rightarrow 0$ as $x^{\prime} \rightarrow x$ and $u \rightarrow 0$.

Proposition 1.3.6 Assume that a fan $\Omega$ is generated by a set of $m \times n$ matrices. If it is a prederivative of $f$ at $x$, then it is a pseudo-Jacobian of $f$ at $x$.

Proof. Let $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$. Because $\Omega$ is a prederivative of $f$ at $x$, for each $t>0$,

$$
(v f)(x+t u)-(v f)(x) \in t\langle v, \Omega(u)\rangle+t\|u\| r(u)\left\langle v, B_{m}\right\rangle
$$

Consequently,

$$
\frac{(v f)(x+t u)-(v f)(x)}{t} \leq \sup _{M \in \Omega, b \in B_{m}}(\langle v, M(u)\rangle+\|u\| r(t u)\langle v, b\rangle)
$$

By passing to the limit as $t \rightarrow 0$, one obtains

$$
(v f)^{+}(x ; u) \leq \sup _{M \in \Omega}\langle v, M(u)\rangle
$$

which shows that $\Omega$ is a pseudo-Jacobian of $f$ at $x$.
It follows directly from the definition that a strict prederivative is also a prederivative. Hence when being defined by $m \times n$-matrices, it is also a pseudo-Jacobian. When $f$ is locally Lipschitz, Ioffe showed that the fan defined by the Clarke generalized Jacobian is the smallest strict prederivative of $f$, hence any other fan containing this fan is also a strict prederivative and $f$ may have a pseudo-Jacobian strictly smaller than its strict prederivative.

## The Gowda and Ravindran H-Differentials

Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuous. We say that a nonempty set $T(x) \subset L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is an $H$-differential of $f$ at $x$ if for every sequence $\left\{x_{i}\right\}$ converging to $x$, there exists a subsequence $\left\{x_{i_{k}}\right\}$ and a matrix $A \in T(x)$ such that

$$
f\left(x_{i_{k}}\right)-f(x)-A\left(x_{i_{k}}-x\right)=o\left(\left\|x_{i_{k}}-x\right\|\right)
$$

where

$$
\lim _{k \rightarrow \infty} \frac{o\left(\left\|x_{i_{k}}-x\right\|\right)}{\left\|x_{i_{k}}-x\right\|}=0
$$

If $f$ has an H-differential at $x$, then it is said to be $H$-differentiable at $x$.
When $f$ is Fréchet differentiable at $x$, the set $\{\nabla f(x)\}$ is evidently an H-differential of $f$ at $x$. This is not necessarily the case when $f$ is merely Gâteaux differentiable. Moreover, when $f$ is locally Lipschitz, the Clarke generalized Jacobian is an H-differential of $f$.

Proposition 1.3.7 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be $H$-differentiable with an $H$ differential $T(x)$. Then the closure of the set $T(x)$ is a pseudo-Jacobian of $f$ at $x$.

Proof. Let $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$. Let $\left\{t_{i}\right\}$ be a sequence of positive numbers converging to 0 such that

$$
(v f)^{+}(x ; u)=\lim _{i \rightarrow \infty} \frac{(v f)\left(x+t_{i} u\right)-(v f)(x)}{t_{i}}
$$

Because $T(x)$ is an H-differential of $f$ at $x$, there exists a subsequence $\left\{t_{i_{k}}\right\}$ and a matrix $A \in T(x)$ such that

$$
f\left(x+t_{i_{k}} u\right)-f(x)-A\left(t_{i_{k}} u\right)=o\left(\left\|t_{i_{k}} u\right\|\right)
$$

This implies that

$$
(v f)^{+}(x ; u)=\langle v, A u\rangle \leq \sup _{M \in T(x)}\langle v, M u\rangle,
$$

which shows that $\operatorname{cl}(T(x))$ is a pseudo-Jacobian of $f$ at $x$.
The following example illustrates that a pseudo-Jacobian of $f$ at $x$ is not necessarily an H-differential.

Example 1.3.8 Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
f(x)=\sqrt{|x|}
$$

Trivially, the set $\mathbb{R}$ is a pseudo-Jacobian of $f$ at $x=0$. However, it is not an H-differential of $f$ at $x=0$. Indeed, no real numbers $\alpha \in \mathbb{R}$ satisfy

$$
f\left(x_{i}\right)-f(0)-\alpha\left(x_{i}-0\right)=o\left(\left|x_{i}\right|\right)
$$

where $\left\{x_{i}\right\}_{1}^{\infty}$ is a subsequence of the sequence $\{1 / i\}_{1}^{\infty}$. Actually, the function is not H -differentiable at this point.

### 1.4 Pseudo-Differentials and Pseudo-Hessians of Scalar Functions

We specialize in this section the concept of pseudo-Jacobians to scalar functions. This leads to a new concept of pseudo-differential of continuous functions and pseudo-Hessian matrices of continuously differentiable functions.

## Pseudo-differentials

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous. We say that a closed subset $\partial f(x) \subseteq \mathbb{R}^{n}$ is a pseudo-differential of $f$ at $x$ if considered as a subset of $L\left(\mathbb{R}^{n}, \mathbb{R}\right)$ it is a pseudo-Jacobian of $f$ at $x$.

Because there are only two directions in $\mathbb{R}$ (the positive direction and the negative direction), the definition of pseudo-differential is reduced to the two following inequalities: for each $u \in \mathbb{R}^{n}$,

$$
\begin{align*}
& f^{+}(x ; u) \leq \sup _{x^{*} \in \partial f(x)}\left\langle x^{*}, u\right\rangle  \tag{1.4}\\
& f^{-}(x ; u) \geq \inf _{x^{*} \in \partial f(x)}\left\langle x^{*}, u\right\rangle . \tag{1.5}
\end{align*}
$$

By definition, as a function of variable $u$, the function in the right-hand side of (1.4) is the support function of the set $\partial f(x)$ and is convex and positively homogeneous. The function in the right hand side of (1.5) is concave and positively homogeneous. Thus, the lower Dini directional derivative $f^{-}(x ; \cdot)$
and the upper Dini directional derivative of $f^{+}(x ; \cdot)$ at $x$ are sandwiched between these two positively homogeneous functions.

As we have seen in the previous section, if $f$ is Lipschitz near $x$, then the Clarke subdifferential $\partial^{C} f(x)$ and the Mordukhovich coderivative $D^{M} f(x)$ are examples of pseudo-differentials. Some more examples of pseudo-differentials are given below.

## The Clarke-Rockafellar Subdifferential

Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous. The Clarke-Rockafellar directional derivative of $f$ at $x$ in the direction $u$ is given by

$$
f^{\uparrow}(x ; u):=\sup _{\delta>0} \limsup _{y \rightarrow x, t \downarrow 0} \inf _{\left\|u^{\prime}-u\right\| \leq \delta} \frac{f\left(y+t u^{\prime}\right)-f(y)}{t}
$$

The Clarke-Rockafellar subdifferential of $f$ at $x$ is defined by

$$
\partial^{C R} f(x):=\left\{\xi \in \mathbb{R}^{n}:\langle\xi, u\rangle \leq f^{\uparrow}(x ; u) \text { for all } u \in \mathbb{R}^{n}\right\}
$$

The original definition of the Clarke-Rockafellar subdifferential is given for lower semicontinuous functions, in which case one assumes that $f(x)$ is finite and the upper limit is taken over $y \rightarrow x$ with $f(y) \rightarrow f(x)$ only. When $f$ is locally Lipschitz, the Clarke-Rockafellar subdifferential is exactly the Clarke subdifferential. We need the following approximate mean value theorem of Zagrodny: Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous and let $a, b \in \mathbb{R}^{n}$ be distinct points. Then there exist a sequence $\left\{x_{i}\right\}$ converging to $c \in[a, b]$ and $\xi_{i} \in \partial^{C R} f\left(x_{i}\right)$ such that

$$
\lim _{i \rightarrow \infty}\left\langle\xi_{i}, b-a\right\rangle \geq f(b)-f(a)
$$

Proposition 1.4.1 Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous. Then $\partial^{C R} f(x)$ is a pseudo-differential of $f$ at $x$ provided the set-valued map $y \mapsto \partial^{C R} f(y)$ is upper semicontinuous at $x$.
Proof. Let $\left\{t_{i}\right\}_{i=1}^{\infty}$ be a sequence of positive numbers converging to 0 such that

$$
f^{+}(x ; u)=\lim _{i \rightarrow \infty} \frac{f\left(x+t_{i} u\right)-f(x)}{t_{i}}
$$

For each $i=1,2, \ldots$, using Zagrodny's mean value theorem, we can find a sequence $\left\{c_{i j}\right\}_{j}$ converging to some $c_{i} \in\left[x, x+t_{i} u\right]$ and $\xi_{i j} \in \partial^{C R} f\left(c_{i j}\right)$ such that

$$
f\left(x+t_{i} u\right)-f(x) \leq \lim _{j \rightarrow \infty}\left\langle\xi_{i j}, t_{i} u\right\rangle
$$

We notice that $c_{i} \rightarrow x$ as $i$ tends to $\infty$. Let $\varepsilon>0$ be arbitrary. By the upper semicontinuity assumption of the Clarke-Rockafellar subdifferential, we may assume that there is some $i_{0}>0$ such that

$$
\partial^{C R} f\left(c_{i j}\right) \subset \partial^{C R} f(x)+\varepsilon B_{n}, \text { for } i, j>i_{0} .
$$

It follows that

$$
f^{+}(x ; u) \leq \sup _{\xi \in \partial{ }^{C R} f(x), \beta \in B_{n}}\langle\xi+\varepsilon \beta, u\rangle .
$$

As $\varepsilon$ is arbitrary, we obtain

$$
f^{+}(x ; u) \leq \sup _{\xi \in \partial^{C R} f(x)}\langle\xi, u\rangle .
$$

Similarly, by applying Zagrodny's mean value theorem to $f(x)-f\left(x+s_{i} u\right)$, where $\left\{s_{i}\right\}$ is a sequence of positive numbers converging to 0 such that

$$
f^{-}(x ; u)=\lim _{i \rightarrow \infty} \frac{f\left(x+s_{i} u\right)-f(x)}{s_{i}},
$$

we deduce

$$
f^{-}(x ; u) \geq \inf _{\xi \in \partial^{C R} f(x)}\langle\xi, u\rangle
$$

Thus $\partial^{C R} f(x)$ is a pseudo-differential of $f$ at $x$.
Notice that the Clarke-Rockafellar subdifferential of a continuous function may be empty at a point, so that in general without any further hypotheses, it is not a pseudo-differential.

## Subdifferentials of Convex Functions

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ be a function whose values are either real numbers or $\infty$. The effective domain of $f$ is the set

$$
\operatorname{dom}(f):=\left\{x \in \mathbb{R}^{n}: f(x)<\infty\right\}
$$

and its epigraph is the set

$$
\operatorname{epi}(f):=\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R}: f(x) \leq t\right\}
$$

We say that $f$ is convex if its epigraph is a convex set, which means that for every two points $w_{1}, w_{2} \in \operatorname{epi}(f)$ and for every positive $\lambda \in[0,1]$ the convex combination $\lambda w_{1}+(1-\lambda) w_{2}$ belongs to epi $(f)$, or equivalently for every two points $x_{1}, x_{2} \in \operatorname{dom}(f)$ and for every positive $\lambda \in[0,1]$ one has

$$
f\left(\lambda x_{1}+(1-\lambda) x_{2}\right) \leq \lambda f\left(x_{1}\right)+(1-\lambda) f\left(x_{2}\right) .
$$

Convex functions enjoy many interesting properties. Some of them are exposed in the next lemma.

Lemma 1.4.2 Let $x_{0}$ be an interior point of the effective domain of a convex function $f$. Then the following properties hold.
(i) $f$ is locally Lipschitz at $x_{0}$.
(ii) The directional derivative of $f$ at $x_{0}$ in any direction $u \in \mathbb{R}^{n}$ exists and is given by

$$
f^{\prime}(x ; u)=\lim _{t \downarrow 0} \frac{f\left(x_{0}+t u\right)-f\left(x_{0}\right)}{t}=\inf _{t>0} \frac{f\left(x_{0}+t u\right)-f\left(x_{0}\right)}{t} .
$$

Proof. Without loss of generality we may suppose that $x_{0}=0$. The proof is divided into four steps.
(a) $f$ is bounded above on a neighborhood of $x=0$.

Indeed, choose a system of $(n+1)$ affinely independent vectors $a_{1}, \ldots, a_{n+1} \in$ $\mathbb{R}^{n}$ so small that the set $U:=\operatorname{int}\left(\operatorname{co}\left\{a_{1}, \ldots, a_{n+1}\right\}\right)$ contains 0 and is contained in the effective domain of $f$. Set $\alpha:=\max \left\{f\left(a_{1}\right), \ldots, f\left(a_{n+1}\right)\right\}$. Then for every $x \in U$, one expresses it as a convex combination of $a_{1}, \ldots, a_{n+1}$ by $x=\sum_{i=1}^{n+1} \lambda_{i} a_{i}$ with $\lambda_{i} \geq 0, i=1, \ldots, n+1$ and $\sum_{i=1}^{n+1} \lambda_{i}=1$, so that the convexity of $f$ gives

$$
f(x) \leq \sum_{i=1}^{n+1} \lambda_{i} f\left(x_{i}\right) \leq \alpha
$$

(b) $f$ is bounded in a neighborhood of $x_{0}=0$.

Choose a positive $\delta$ so small that $2 \delta B_{n} \subseteq U$. For each $x \in 2 \delta B_{n}$, one has $-x \in 2 \delta B_{n}$ as well; hence $0=(x+(-x)) / 2$ and by convexity

$$
f(0) \leq \frac{1}{2} f(x)+\frac{1}{2} f(-x) \leq \frac{1}{2} f(x)+\frac{1}{2} \alpha .
$$

By this, $f$ is bounded below by $2 f(0)-\alpha$ on the set $2 \delta B_{n}$ and hence, in view of (a), it is bounded near $x_{0}=0$.
(c) $f$ is Lipschitz on $\delta B_{n}$.

Denote by $\beta$ a bound of $|f(x)|$ on $2 \delta B_{n}$. Let $x_{1}, x_{2}$ be two arbitrary distinct points of the set $\delta B_{n}$. Then the point

$$
x_{3}:=x_{2}+\frac{\delta}{\left\|x_{2}-x_{1}\right\|}\left(x_{2}-x_{1}\right)
$$

belongs to $2 \delta B_{n}$. Solving for $x_{2}$ yields

$$
x_{2}=\frac{\delta}{\left\|x_{2}-x_{1}\right\|+\delta} x_{1}+\frac{\left\|x_{2}-x_{1}\right\|}{\left\|x_{2}-x_{1}\right\|+\delta} x_{3}
$$

Because $f$ is convex, one deduces

$$
f\left(x_{2}\right) \leq \frac{\delta}{\left\|x_{2}-x_{1}\right\|+\delta} f\left(x_{1}\right)+\frac{\left\|x_{2}-x_{1}\right\|}{\left\|x_{2}-x_{1}\right\|+\delta} f\left(x_{3}\right)
$$

which implies

$$
f\left(x_{2}\right)-f\left(x_{1}\right) \leq \frac{\left\|x_{2}-x_{1}\right\|}{\left\|x_{2}-x_{1}\right\|+\delta}\left(f\left(x_{3}\right)-f\left(x_{1}\right)\right) \leq \gamma\left\|x_{2}-x_{1}\right\|,
$$

where $\gamma=(2 \beta) / \delta$ is a constant independent of $x_{1}$ and $x_{2}$. Interchanging the roles of $x_{1}$ and $x_{2}$ will give the Lipschitz property of $f$ on $\delta B_{n}$.
(d) The function $t \mapsto\left(f\left(x_{0}+t u\right)-f\left(x_{0}\right)\right) / t$ is nondecreasing for $t>0$.

Indeed, let $0<t_{1}<t_{2}$ such that $x_{0}+t_{2} u \in \operatorname{dom}(f)$. Then

$$
x+t_{1} u=\frac{t_{2}-t_{1}}{t_{2}} x+\frac{t_{1}}{t_{2}}\left(x+t_{2} u\right) .
$$

Since $f$ is convex, one has

$$
\frac{f\left(x_{0}+t_{1} u\right)-f\left(x_{0}\right)}{t_{1}} \leq \frac{f\left(x_{0}+t_{2} u\right)-f\left(x_{0}\right)}{t_{2}}
$$

as requested. By this, the second assertion of the lemma follows.
Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is a convex function. Let $x$ be an interior point of the effective domain of $f$. The subdifferential of $f$ at $x$ in the sense of convex analysis (or convex analysis subdifferential) is the set

$$
\partial^{c a} f(x):=\left\{\xi \in \mathbb{R}^{n}:\langle\xi, u\rangle \leq f^{\prime}(x ; u) \quad \text { for every } u \in \mathbb{R}^{n}\right\} .
$$

Direct verification shows that this set is convex. Moreover, it is a compact set when $x$ is an interior point of the effective domain of $f$, because in view of Lemma 1.4.2 the function is locally Lipschitz at this point.

Proposition 1.4.3 Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{\infty\}$ is a convex function and $x$ is an interior point of the effective domain of $f$. Then the subdifferential $\partial^{c a} f(x)$ of $f$ at $x$ coincides with the set of vectors $\xi \in \mathbb{R}^{n}$ satisfying

$$
\langle\xi, u\rangle \leq f(x+u)-f(x), \quad \text { for every } u \in \mathbb{R}^{n} .
$$

Moreover, this subdifferential also coincides with the Clarke subdifferential. Consequently, when $f$ is real-valued, the subdifferential $\partial^{c a} f(x)$ is a pseudodifferential of $f$ at $x$.

Proof. Denote by $J$ the set of all vectors $\xi$ such that $\langle\xi, u\rangle \leq f(x+u)-$ $f(x)$, for every $u \in \mathbb{R}^{n}$. The conclusion $\partial^{c a} f(x) \subseteq J$ is evident in view of Lemma 1.4.2. For the converse inclusion, let $\xi \in J$ and let $u \in \mathbb{R}^{n} \backslash\{0\}$, then for $t>0$ we have

$$
\langle\xi, t u\rangle \leq f(x+t u)-f(x)
$$

By dividing both sides of this inequality by $t$ and letting $t$ tend to 0 , we obtain, in view of Lemma 1.4.2, that

$$
\langle\xi, u\rangle \leq f^{\prime}(x ; u) .
$$

Hence $\xi \in \partial^{c a} f(x)$ and the equality $\partial^{c a} f(x)=J$ holds.
To complete the proof it suffices now to show that

$$
f^{\prime}(x ; u)=f^{\circ}(x ; u)
$$

for every $u \in \mathbb{R}^{n}$. It follows easily from the definition of the Clarke directional derivative that

$$
f^{\prime}(x ; u) \leq f^{\circ}(x ; u)
$$

To prove the opposite inequality, we express the Clarke directional derivative in the form

$$
f^{\circ}(x ; u)=\lim _{\epsilon \downarrow 0} \sup _{x^{\prime} \in x+\epsilon \delta B_{n}} \sup _{0<t<\epsilon} \frac{f\left(x^{\prime}+t u\right)-f\left(x^{\prime}\right)}{t},
$$

where $\delta$ is a fixed, but arbitrary positive number. Using Lemma 1.4.2 we derive the following expression,

$$
f^{\circ}(x ; u)=\lim _{\epsilon \rightarrow 0} \sup _{x^{\prime} \in x+\epsilon \delta B_{n}} \frac{f\left(x^{\prime}+\epsilon u\right)-f\left(x^{\prime}\right)}{\epsilon} .
$$

For $x^{\prime} \in x+\epsilon \delta B_{n}$, the Lipschitz continuity of $f$, say with a Lipschitz constant $\beta$, yields

$$
\left|\frac{f\left(x^{\prime}+\epsilon u\right)-f\left(x^{\prime}\right)}{\epsilon}-\frac{f(x+\epsilon u)-f(x)}{\epsilon}\right| \leq 2 \delta \beta
$$

which implies

$$
\begin{aligned}
f^{\circ}(x ; u) & \leq \lim _{\epsilon \rightarrow 0} \frac{f(x+\epsilon u)-f(x)}{\epsilon}+2 \delta \beta \\
& \leq f^{\prime}(x ; u)+2 \delta \beta
\end{aligned}
$$

Letting $\delta$ tend to 0 in the above inequality, we derive

$$
f^{\circ}(x ; u) \leq f^{\prime}(x ; u)
$$

and the required equality follows.
Mordukhovich's Subdifferentials

When $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is merely continuous, the Mordukhovich basic subdifferential of $f$ at $x$ is defined by

$$
\partial^{M} f(x)=\limsup _{x^{\prime} \rightarrow x, \varepsilon \downarrow 0} \partial_{\varepsilon}^{F} f\left(x^{\prime}\right)
$$

where $\partial_{\varepsilon}^{F} f\left(x^{\prime}\right)$ is the Fréchet $\varepsilon$-subdifferential of $f$ at $x^{\prime}$ given by

$$
\partial_{\varepsilon}^{F} f\left(x^{\prime}\right):=\left\{x^{*} \in \mathbb{R}^{n}: \liminf _{\|h\| \rightarrow 0} \frac{f\left(x^{\prime}+h\right)-f\left(x^{\prime}\right)-\left\langle x^{*}, h\right\rangle}{\|h\|} \geq \varepsilon\right\}
$$

It can be seen that the basic subdifferential consists of all vectors $u \in \mathbb{R}^{n}$ such that

$$
(u,-1) \in N(\operatorname{epi}(f),(x, f(x)))
$$

The set

$$
\partial_{s}^{M} f(x):=\left\{u \in \mathbb{R}^{n}:(u, 0) \in N(\operatorname{epi}(f),(x, f(x)))\right\}
$$

is called the Mordukhovich singular subdifferential of $f$ at $x$.

Corollary 1.4.4 Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is locally Lipschitz at $x$. Then the Mordukhovich basic subdifferential $\partial^{M} f(x)$ is a pseudo-differential of $f$ at $x$.

Proof. This follows immediately from Proposition 1.3.4.
Notice that when $f$ is not locally Lipschitz at $x$, the Mordukhovich basic subdifferential may be empty. For instance, the function $f(x)=\sqrt{|x|}$ for $x \in \mathbb{R}$ has $\partial^{M} f(0)=\emptyset$. Its singular subdifferential at 0 is the whole space $\mathbb{R}$. The following example shows that even when the basic subdifferential of $f$ is nonempty, it is not necessarily a pseudo-differential.

Example 1.4.5 Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
f(x)= \begin{cases}x^{2} \sin (1 / x) & \text { if } \quad x<0 \\ -x^{1 / 3} & \text { else }\end{cases}
$$

Direct calculation shows that $\partial^{M} f(0)=[-1,1]$ which cannot be a pseudodifferential of $f$ at 0 because $f^{-}(0 ; 1)=-\infty$ and (1.5) is not verified. Note, however, that the singular subdifferential of $f$ at 0 is the set $(-\infty, 0]$ and its union with the basic subdifferential forms a pseudo-differential of $f$ at that point.

A locally Lipschitz function may have a pseudo-Jacobian that is strictly contained in the basic subdifferential. To see this let us consider the function $f$ given in Example 1.3.3. The basic subdifferential of this function at $(0,0)$ is the set

$$
\left\{(t, 1) \in \mathbb{R}^{2}:-1 \leq t \leq 1\right\} \cup\left\{(t,-1) \in \mathbb{R}^{2}:-1 \leq t \leq 1\right\}
$$

which contains the pseudo-differential $\partial f(0,0)=\{(1,-1),(-1,1)\}$ as a proper subset.

## Ioffe's Approximate Subdifferentials

Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous. The Ioffe approximate subdifferential of $f$ at $x$, denoted $\partial^{I A} f(x)$, is defined by

$$
\partial^{I A} f(x)=\limsup _{x^{\prime} \rightarrow x, \varepsilon \downarrow 0} \partial_{\varepsilon}^{-} f\left(x^{\prime}\right)
$$

where
$\partial_{\varepsilon}^{-} f(x):=\left\{\xi \in \mathbb{R}^{n}:\langle\xi, u\rangle \leq \liminf _{u^{\prime} \rightarrow u, t \downarrow 0} \frac{f\left(\xi+t u^{\prime}\right)-f(x)}{t}+\varepsilon\|u\|\right.$ for all $\left.u\right\}$.
Corollary 1.4.6 Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is locally Lipschitz at $x$. Then the Ioffe approximate subdifferential $\partial^{I A} f(x)$ is a pseudo-differential of $f$ at $x$.

Proof. It suffices to observe that the Ioffe approximate subdifferential coincides with the Mordukhovich basic subdifferential and apply Corollary 1.4.4.

The definition of the approximate subdifferential above is adapted to the finite-dimensional case. In general spaces the Ioffe approximate subdifferential and the Mordukhovich basic subdifferential are distinct.

## The Michel-Penot Subdifferential

Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous. The Michel-Penot upper and lower directional derivatives of $f$ at $x$ are, respectively, given by

$$
f^{\diamond}(x ; u)=\sup _{z \in \mathbb{R}^{n}} \limsup _{t \downarrow 0} t^{-1}[f(x+t z+t u)-f(x+t z)]
$$

and

$$
f_{\diamond}(x ; u)=\inf _{z \in \mathbb{R}^{n}} \liminf _{t \downarrow 0} t^{-1}[f(x+t z+t u)-f(x+t z)]
$$

The corresponding Michel-Penot subdifferential is defined by

$$
\partial^{M P} f(x):=\left\{x^{*} \in \mathbb{R}^{n}: f^{\diamond}(x ; u) \geq\left\langle x^{*}, u\right\rangle \text { for all } u\right\} .
$$

Principal properties of $\partial^{M P} f$ are listed below. $\partial^{M P} f(x)$ is a convex set, and it is compact when $f$ is locally Lipschitz near $x$.
(ii) The function $f$ is Gâteaux differentiable at $x$ if and only if $\partial^{M P} f(x)$ is a singleton in which case $\partial^{M P} f(x)=\{\nabla f(x)\}$.
(iii) When $f$ is convex, $\partial^{M P} f(x)$ coincides with the subdifferential of $f$ at $x$ in the sense of convex analysis, that is, $x^{*} \in \partial^{M P} f(x)$ if and only if $\left\langle x^{*}, u\right\rangle \leq f(x+u)-f(x)$ for all $u$.
It is shown in the next proposition that the Michel-Penot subdifferential of a locally Lipschitz function is also a pseudo-differential. Example 2.1.15 gives a function that is not locally Lipschitz and admits a pseudodifferential strictly smaller than the Michel-Penot subdifferential.

Proposition 1.4.7 Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is locally Lipschitz. Then the set $\partial^{M P} f(x)$ is a pseudo-differential of $f$ at $x$.

Proof. Because $f$ is locally Lipschitz, it follows that the Michel-Penot upper and lower directional derivatives $f^{\diamond}(x, \cdot)$ and $f_{\diamond}(x, \cdot)$ are finite and sublinear, and $\partial^{M P} f(x)$ is convex and compact. Moreover,

$$
\begin{aligned}
& f^{\diamond}(x ; u)=\max _{x^{*} \in \partial^{M P} f(x)}\left\langle x^{*}, u\right\rangle \\
& f_{\diamond}(x ; u)=\min _{x^{*} \in \partial^{M P} f(x)}\left\langle x^{*}, u\right\rangle
\end{aligned}
$$

Because $f^{+}(x ; u) \leq f^{\diamond}(x ; u)$ and $f^{-}(x ; u) \geq f_{\diamond}(x ; u)$ for each $u \in \mathbb{R}^{n}$, we conclude that $\partial^{M P} f(x)$ is a pseudo-differential of $f$ at $x$.

## Treiman's Linear Generalized Gradients

Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous. A vector $v \in \mathbb{R}^{n}$ is said to be a proximal subgradient to $f$ at $x$ if there is some $\mu>0$ such that

$$
f\left(x^{\prime}\right)-f(x) \geq\left\langle v, x^{\prime}-x\right\rangle-\mu\left\|x^{\prime}-x\right\|^{2}
$$

for $x^{\prime}$ in some neighborhood of $x$.
A sequence of proximal subgradients $\left\{v_{k}\right\} \rightarrow v$ to $f$ at $x$ is said to be linear if either $v_{k}$ is a proximal subgradient to $f$ at $x$ for every $k$ or there exists a sequence $\left\{x_{k}\right\}$ converging to $x$ with $x_{k} \neq 0$, and $\mu, \delta>0$ such that

$$
f\left(x_{k}+h\right)-f\left(x_{k}\right) \geq\left\langle v_{k}, h\right\rangle-\left(\mu /\left\|x_{k}-x\right\|_{f}\right)\|h\|^{2}
$$

for every $h$ with $\|h\| \leq \delta\left\|x_{k}-x\right\|_{f}$, where

$$
\left\|x_{k}-x\right\|_{f}=\left\|x_{k}-x\right\|+\left|f\left(x_{k}\right)-f(x)\right| .
$$

Treiman's linear generalized gradient, denoted $\partial^{l} f(x)$, of $f$ at $x$ is the closure of the set of all limits of linear sequences of proximal subgradients to $f$ at $x$.

We list some basic properties of linear generalized gradients.
(i) If $x$ is a local minimizer of $f$, then $0 \in \partial^{l} f(x)$.
(ii) If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is locally Lipschitz, then

$$
\begin{aligned}
& \partial^{l}(f+g)(x) \subseteq \partial^{l} f(x)+\partial^{l} g(x) \\
& \partial^{l}(\alpha f)(x)=\alpha \partial^{l} f(x) \text { for } \alpha>0
\end{aligned}
$$

(iii) If $f$ is locally Lipschitz, then $\operatorname{co}\left(\partial^{l} f(x)\right)=\partial^{M P} f(x)$.

Proposition 1.4.8 Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is locally Lipschitz. Then the set $\partial^{l} f(x)$ is a pseudo-differential of $f$ at $x$.

Proof. Invoke Proposition 1.4.7 and property (iii) above.

## The Demyanov-Rubinov Quasidifferentials

Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is directionally differentiable at $x$. We say that $f$ is quasidifferentiable at $x$ if the directional derivative $f^{\prime}(x ; u)$ can be represented in the form

$$
f^{\prime}(x ; u)=\max _{a \in A}\langle a, u\rangle+\min _{b \in B}\langle b, u\rangle,
$$

where $A$ and $B$ are some convex and compact sets in $\mathbb{R}^{n}$. The pair $[A, B]$ is called the quasidifferential of $f$ at $x$.

Here are some basic properties of quasidifferentials.
(i) If $f$ is differentiable at $x$, then it is quasidifferentiable at this point with a quasidifferential $[\nabla f(x),\{0\}]$.
(ii) If $f$ is convex and $\partial^{c a} f(x)$ is its subdifferential, then $f$ is quasidifferentiable with a quasidifferential $\left[\partial^{c a} f(x),\{0\}\right]$.
(iii) If $f_{1}$ and $f_{2}$ are quasidifferentiable at $x$ with quasidifferentials $\left[A_{1}, B_{1}\right]$ and $\left[A_{2}, B_{2}\right]$, respectively, then $f_{1}+f_{2}$ and $\lambda f_{1}$ with $\lambda \in \mathbb{R}$ are quasidifferentiable at this point with quasidifferentials $\left[A_{1}+A_{2}, B_{1}+B_{2}\right]$ and [ $\left.\lambda A_{1}, \lambda B_{1}\right]$.
It is clear that every pair of convex and compact sets $\left[A^{\prime}, B^{\prime}\right]$ satisfying

$$
A-B^{\prime}=A^{\prime}-B
$$

is also a quasidifferential of $f$ at $x$.

Proposition 1.4.9 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous. Assume that $f$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}$ is quasidifferentiable at $x$ and that the pair of sets $[A, B]$ is a quasidifferential of $f$ at $x$. Then the set $A+B$ is a pseudo-differential of $f$ at $x$.

Proof. Clearly, from the quasidifferentiability of $f$ at $x$, we obtain that, for every $u \in \mathbb{R}^{n}$,

$$
\begin{aligned}
f^{+}(x ; u) & =\max _{a \in A}\langle a, u\rangle+\min _{b \in B}\langle b, u\rangle \\
& \leq \max _{a \in A}\langle a, u\rangle+\max _{b \in B}\langle b, u\rangle \\
& \leq \max _{c \in A+B}\langle c, u\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
f^{-}(x ; u) & =\max _{a \in A}\langle a, u\rangle+\min _{b \in B}\langle b, u\rangle \\
& \geq \min _{a \in A}\langle a, u\rangle+\min _{b \in B}\langle b, u\rangle \\
& \geq \min _{c \in A+B}\langle c, u\rangle .
\end{aligned}
$$

This shows that $A+B$ is a pseudo-differential of $f$ at $x$.
When $f$ is positively homogeneous, the Demyanov-Rubinov convexificator is defined as a convex set $C \subset \mathbb{R}^{n}$ that satisfies the following relation

$$
\min _{c \in C}\langle c, x\rangle \leq f(x) \leq \max _{c \in C}\langle c, x\rangle \quad \text { for every } x
$$

Because $f$ is positively homogeneous, $f^{\prime}(0 ; u)=f(u)$ for every $u$. By the relation above, this convexificator is a pseudo-differential of $f$ at 0 .

## Pseudo-Hessian Matrices

In the rest of this section we apply the concept of pseudo-Jacobians to introduce generalized Hessian matrices for continuously differentiable scalar functions.

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuously differentiable. The derivative map $\nabla f$ is a continuous vector function from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$. We say that a closed subset of $n \times n$-matrices $\partial^{2} f(x) \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ is a pseudo-Hessian of $f$ at $x$ if it is a pseudo-Jacobian of $\nabla f$ at $x$.

Pseudo-Hessians share all properties of pseudo-Jacobians. We list some of them in the next proposition.

Proposition 1.4.10 Let $f: \mathbb{R}^{n} \rightarrow R$ be continuously differentiable. The following assertions hold. closed subset $A \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ containing $\partial^{2} f(x)$ is a pseudo-Hessian of $f$ at $x$.
(ii) If $f$ is twice Gâteaux differentiable at $x$, then the Hessian $\left\{\nabla^{2} f(x)\right\}$ is a pseudo-Hessian of $f$ at $x$. Moreover, $f$ is twice Gâteaux differentiable at $x$ if and only if it admits a singleton pseudo-Hessian at this point.

Proof. Invoke Propositions 1.2.1 and 1.2.2.

Now we give some instances of pseudo-Hessians of continuously differentiable functions.

## The Hiriart-Urruty, Strodiot, and Hien Nguyen Generalized Hessians

Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is differentiable whose derivative is locally Lipschitz. Such a function is called a $C^{1,1}$-function. Because $\nabla f$ is locally Lipschitz, it is differentiable almost everywhere.

The generalized Hessian of $f$ at $x$ in the sense of Hiriart-Urruty, Strodiot, and Hien Nguyen is given by

$$
\partial_{H}^{2} f(x)=\operatorname{co}\left\{\lim \nabla^{2} f\left(x_{i}\right): x_{i} \in \Omega, x_{i} \rightarrow x\right\}
$$

where $\Omega$ is the set of points at which $f$ is twice differentiable. In other words, it is the Clarke generalized Jacobian of the gradient vector function $\nabla f$ at $x$.

Proposition 1.4.11 Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a $C^{1,1}$-function. Then the set $\partial_{H}^{2} f(x)$ is a pseudo-Hessian of $f$ at $x$.

Proof. The conclusion follows from Proposition 1.3.1.
We note that a $C^{1,1}$-function may have a pseudo-Hessian that is strictly smaller than the generalized Hessian above. Such examples can easily be constructed by integrating the functions of Examples 1.3.2 and 1.3.3.

Another concept of a generalized Hessian, introduced by Cominetti and Correa for $C^{1,1}$-functions, is given as follows. Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is differentiable whose derivative is locally Lipschitz. The second order directional derivative of $f$ at $x$ in the directions $(u, v) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$ is defined by

$$
f^{00}(x ; u, v)=\limsup _{y \rightarrow x, t \rightarrow 0} \frac{\langle\nabla f(y+t u), v\rangle-\langle\nabla f(y), v\rangle}{t}
$$

The generalized Hessian in the sense of Cominetti and Correa is defined as a set-valued map $\partial^{00} f(x): \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{n}$, which is given by

$$
\partial^{00} f(x)(u)=\left\{x^{*} \in \mathbb{R}^{n}: f^{00}(x ; u, v) \geq\left\langle x^{*}, v\right\rangle \text { for all } v \in \mathbb{R}^{n}\right\}
$$

Corollary 1.4.12 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a $C^{1,1}$-function and let $A \subset$ $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ be a closed set such that $A(u) \supseteq \partial^{00} f(x)(u)$ for all $u \in \mathbb{R}^{n}$. Then $A$ is a pseudo-Hessian of $f$ at $x$.

Proof. It is known that for each $u \in \mathbb{R}^{n}$,

$$
\partial^{00} f(x)(u)=\partial_{H}^{2} f(x)(u)
$$

The conclusion is derived from Proposition 1.4.11

## Mordukhovich's Second-Order Subdifferentials

Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a $C^{1}$-function. The Mordukhovich coderivative $D^{M} \nabla f(x)$ of the vector function $\nabla f$ at $x$ is called the Mordukhovich second-order subdifferential of $f$ at $x$.

Proposition 1.4.13 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a $C^{1,1}$-function. Then $\left[D^{M} \nabla f(x)\right]^{t r}$ is a pseudo-Hessian of $f$ at $x$.

Proof. Invoke Proposition 1.3.4.

Note that the original construction of the Mordukhovich second order subdifferential was given for set-valued maps without smoothness assumption. When $\nabla f$ is not locally Lipschitz, the set-valued map $D^{M} \nabla f(x)$ : $\mathbb{R}^{n} \rightrightarrows \mathbb{R}^{n}$ is not necessarily defined by matrices, and so it cannot be a pseudo-Hessian of $f$.

### 1.5 Recession Matrices and Partial Pseudo-Jacobians

When dealing with non-Lipschitz functions, we have unwillingly to face unbounded pseudo-Jacobians. In such situations recession directions serve as a useful tool to describe the global picture of pseudo-Jacobians.

## Recession Pseudo-Jacobian Matrices

Let $A \subseteq \mathbb{R}^{n}$ be a nonempty set. The recession cone or asymptotic cone of the set $A$, denoted $A_{\infty}$, is defined by

$$
A_{\infty}:=\left\{\lim t_{i} a_{i}: a_{i} \in A, t_{i} \downarrow 0\right\} .
$$

Elements of $A_{\infty}$ are called recession directions of $A$. We say that $A$ is asymptotable if for every $v \in A_{\infty} \backslash\{0\}$, and for every sequence $\left\{t_{i}\right\}_{i \geq 1}$ of positive numbers converging to $\infty$, there is a sequence $\left\{v_{i}\right\}_{i \geq 1}$ converging to $v$ such that $t_{i} v_{i} \in A$ for all $i$.

Lemma 1.5.1 Let $A, B \subseteq \mathbb{R}^{n}$ and $C \subseteq \mathbb{R}^{m}$ be nonempty. Then the following assertions hold.
(i) $A_{\infty}$ is a closed cone.
(ii) $A$ is bounded if and only if $A_{\infty}=\{0\}$.
(iii) If $A$ is convex and closed, then $A=A+A_{\infty}$.
(iv) $\operatorname{co}\left(\mathrm{A}_{\infty}\right) \subseteq(\mathrm{coA})_{\infty}$. Equality holds provided $\operatorname{co}\left(\mathrm{A}_{\infty}\right)$ contains no nontrivial linear subspaces;
(v) $(A \cup B)_{\infty}=A_{\infty} \cup B_{\infty}$.
(vi) $(A \cap B)_{\infty} \subseteq A_{\infty} \cap B_{\infty}$. Equality holds provided $A$ and $B$ are closed, convex, and $A \cap B \neq \emptyset$.
(vii) $(A+B)_{\infty} \subseteq A_{\infty}+B_{\infty}$ provided $A_{\infty} \cap-B_{\infty}=\{0\}$; and $A_{\infty}+B_{\infty} \subseteq$ $(A+B)_{\infty}$ provided $A$ is asymptotable. Equality holds when $B$ is bounded. (viii) $(A \times C)_{\infty} \subseteq A_{\infty} \times C_{\infty}$. Equality holds provided $A$ is asymptotable.

Proof. The first assertion is immediate from the definition. For the second assertion, if $A$ is bounded, every sequence $\left\{t_{i} a_{i}\right\}_{i \geq 1}$ with $a_{i} \in A$ and $t_{i} \downarrow 0$ converges to 0 . Hence $A_{\infty}=\{0\}$. Conversely, if $A$ is unbounded, then there is a sequence $\left\{a_{i}\right\}$ in $A$ with $\lim _{i \rightarrow \infty}\left\|a_{i}\right\|=\infty$. The sequence $\left\{a_{i} /\left\|a_{i}\right\|\right\}_{i \geq 1}$ is bounded and so we may assume that it converges to some vector $v \neq 0$. We have $v \in A_{\infty}$ and therefore $A_{\infty}$ is not trivial.

Let $A$ be convex and closed. To show (iii), it suffices to establish $A+$ $A_{\infty} \subseteq A$ because the inclusion $A \subseteq A+A_{\infty}$ is always true. Let $u \in A_{\infty}$ and $a \in A$. By definition $u=\lim _{i \rightarrow \infty} t_{i} a_{i}$ for some $a_{i} \in A$ and $t_{i} \downarrow 0$. As $A$ is convex, we have $\left(1-t_{i}\right) a+t_{i} a_{i} \in A$, and by the closeness of $A$, we have $a+u=\lim _{i \rightarrow \infty}\left[\left(1-t_{i}\right) a+t_{i} a_{i}\right] \in A$.

For assertion (iv), let $u, v \in A_{\infty}$, say $u=\lim _{i \rightarrow \infty} t_{i} a_{i}$ and $v=$ $\lim _{i \rightarrow \infty} s_{i} b_{i}$ for some $a_{i}, b_{i} \in A, t_{i} \downarrow 0$, and $s_{i} \downarrow 0$. By taking $\alpha_{i}=t_{i}+s_{i}$ and $c_{i}=\left(t_{i} / \alpha_{i}\right) a_{i}+\left(s_{i} / \alpha_{i}\right) b_{i} \in \operatorname{co}(A)$ we obtain $u+v=\lim _{i \rightarrow \infty} \alpha_{i} c_{i} \in$ $(\mathrm{co}(A))_{\infty}$. Suppose that $\mathrm{co}\left(A_{\infty}\right)$ contains no nontrivial linear subspaces and let $v \in(\operatorname{co}(A))_{\infty}$, say $v=\lim _{i \rightarrow \infty} t_{i} b_{i}$ for some $b_{i} \in \operatorname{co}(A)$ and $t_{i} \downarrow 0$. We apply Caratheodory's theorem (Theorem 1.1.1) to find $\lambda_{i j} \geq 0$, $a_{i j} \in A, j=1, \ldots, n+1$ such that

$$
b_{i}=\sum_{j=1}^{n+1} \lambda_{i j} a_{i j} \text { and } \sum_{j=1}^{n+1} \lambda_{i j}=1
$$

Consider the sequences $\left\{t_{i} \lambda_{i j} a_{i j}\right\}_{i=1}^{\infty}, j=1, \ldots, n+1$. We claim that they are bounded. Indeed, if not, without loss of generality one may assume that $\lim _{i \rightarrow \infty}\left\|t_{i} \lambda_{i 1} a_{i 1}\right\|=\infty,\left\|\lambda_{i 1} a_{i 1}\right\| \geq\left\|\lambda_{i j} a_{i j}\right\|$ and $\lim _{i \rightarrow \infty}\left(\lambda_{i j} a_{i j}\right) /\left\|\lambda_{i 1} a_{i 1}\right\|=$ $a_{j} \in A_{\infty}, j=1, \ldots, n+1$. We derive

$$
0=\lim _{i \rightarrow \infty} \frac{v}{\left\|\lambda_{i 1} a_{i 1}\right\|}=\lim _{i \rightarrow \infty} \sum_{j=1}^{n+1} \frac{\lambda_{i j} a_{i j}}{\left\|\lambda_{i 1} a_{i 1}\right\|}=\sum_{j=1}^{n+1} a_{j}
$$

This implies $-a_{1}=\sum_{j=2}^{n+1} a_{j} \neq 0$, which contradicts the hypothesis. In this way, the sequences $\left\{t_{i} \lambda_{i j} a_{i j}\right\}_{i=1}^{\infty}, j=1, \ldots, n+1$ are bounded and we may assume that they converge respectively to $v_{j} \in A_{\infty}, j=1, \ldots, n+1$. Then $v=\sum_{j=1}^{n+1} v_{j} \in \operatorname{co}\left(A_{\infty}\right)$, as requested.

The fifth assertion and the first part of the sixth assertion are immediate from the definition. Let us consider the case when $A$ and $B$ are closed and convex with $A \cap B \neq \emptyset$. Let $u \in A_{\infty} \cap B_{\infty}$ and let $a \in A \cap B$. By the assumption, we have $a+t u \in A \cap B$ for every $t \geq 0$. This gives $u \in(A \cap B)_{\infty}$. We take up assertion (vii). Let $u \in(A+B)_{\infty}$, say $u=\lim _{i \rightarrow \infty} t_{i}\left(a_{i}+b_{i}\right)$ for some $a_{i} \in A, b_{i} \in B$, and $t_{i} \downarrow 0$. If the sequence $\left\{t_{i} a_{i}\right\}_{i \geq 1}$ is bounded, then so is $\left\{t_{i} b_{i}\right\}_{i \geq 1}$. We may assume that these sequences converge to $v \in A_{\infty}$ and $w \in B_{\infty}$, respectively. Then $u=v+w \in A_{\infty}+B_{\infty}$. In the other case, both of them are unbounded and we may assume further that $\left\|a_{i}\right\| \geq\left\|b_{i}\right\|$ for all $i$, with $\lim _{i \rightarrow \infty} a_{i} /\left\|a_{i}\right\|=u_{0} \in A_{\infty}$. We derive that $\lim _{i \rightarrow \infty} b_{i} /\left\|a_{i}\right\|=$ $\lim _{i \rightarrow \infty}\left(a_{i} /\left\|a_{i}\right\|+u /\left\|a_{i}\right\|\right)=-u_{0} \in B_{\infty}$, which contradicts the hypothesis. Now, let $u \in A_{\infty}$ and $v \in B_{\infty}$, say $v=\lim _{i \rightarrow \infty} s_{i} b_{i}$ with $b_{i} \in B$ and $s_{i} \downarrow 0$. Because $A$ is asymptotable, there is $a_{i} \in A$ such that the sequence $\left\{s_{i} a_{i}\right\}_{i \geq 1}$ converges to $u$. Hence $u+v=\lim _{i \rightarrow \infty} s_{i}\left(a_{i}+b_{i}\right) \in(A+B)_{\infty}$. When $B$ is bounded, one has $B_{\infty}=\{0\}$ by (ii), and $(A+B)_{\infty}=A_{\infty}=A_{\infty}+B_{\infty}$.

The inclusion of the last assertion is obtained directly from the definition. When $A$ is asymptotable, equality is obtained by an argument similar to the previous assertion.

Recall that a map is open if the image of every open set is open.

Lemma 1.5.2 Let $A \subseteq \mathbb{R}^{n}$ be a nonempty set and let $L$ be a linear map from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$. Then one has

$$
L\left(A_{\infty}\right) \subseteq(L(A))_{\infty}
$$

Equality holds under each of the following conditions:
(i) $L$ is open and $L^{-1}(L(A))=A$.
(ii) $\operatorname{Ker} L \cap A_{\infty}=\{0\}$.

Proof. Let $v \in L\left(A_{\infty}\right)$. Then, there exist $u \in A_{\infty}$ with $L(u)=v$, a sequence $\left\{x_{i}\right\}_{i=1}^{\infty} \subseteq A$, and a sequence of positive numbers $\left\{t_{i}\right\}_{i=1}^{\infty}$ converging to 0 such that $\lim _{i \rightarrow \infty} t_{i} x_{i}=u$. By the continuity of $L$, one has $v=\lim _{i \rightarrow \infty} L\left(t_{i} x_{i}\right) \in(L(A))_{\infty}$.

Under condition (i), let $v \in(L(A))_{\infty}$; that is, $v=\lim _{i \rightarrow \infty} t_{i} y_{i}$ for $y_{i} \in L(A)$ and $t_{i}>0$ with $\lim _{i \rightarrow \infty} t_{i}=0$. Because $L$ is open, given $u \in L^{-1}(v)$ we can find a sequence $\left\{u_{i}\right\}_{i=1}^{\infty}$ in $\mathbb{R}^{n}$ with $\lim _{i \rightarrow \infty} u_{i}=u$ and $L\left(u_{i}\right)=t_{i} y_{i}$ for all $i=1,2, \ldots$ Setting $x_{i}=u_{i} / t_{i}$, we have $x_{i} \in L^{-1}(L(A))=A$ so that $u \in A_{\infty}$. Consequently $v \in L\left(A_{\infty}\right)$.
Assume that (ii) holds. Let $v \in(L(A))_{\infty}$, that is, $v=\lim _{i \rightarrow \infty} t_{i} y_{i}$ for $y \in L(A)$ and $t_{i} \downarrow 0$. Let $x_{i} \in A$ be such that $y_{i}=L\left(x_{i}\right)$. If $\left\{\left\|x_{i}\right\|\right\}_{i=1}^{\infty}$ is bounded, $\lim _{i \rightarrow \infty} t_{i} x_{i}=0$. Consequently $v=\lim _{i \rightarrow \infty} t_{i} L\left(x_{i}\right)=$ $\lim _{i \rightarrow \infty} L\left(t_{i} x_{i}\right)=0 \in L\left(A_{\infty}\right)$. If $\left\{\left\|x_{i}\right\|\right\}_{i=1}^{\infty}$ is unbounded, one may assume that $\left\{x_{i} /\left\|x_{i}\right\|\right\}_{i=1}^{\infty}$ converges to some $u \in A_{\infty}$. The sequence $\left\{t_{i}\left\|x_{i}\right\|\right\}_{i=1}^{\infty}$ is bounded, otherwise one should have

$$
L(u)=\lim _{i \rightarrow \infty} \frac{v}{t_{i}\left\|x_{i}\right\|}=0 \text { with }\|u\|=1
$$

contradicting the condition $\operatorname{Ker} L \cap A_{\infty}=\{0\}$. Therefore, we may assume that $\left\{t_{i}\left\|x_{i}\right\|\right\}_{i=1}^{\infty}$ converges to some $\alpha \geq 0$. By this,

$$
v=\lim _{i \rightarrow \infty} L\left(t_{i}\left\|x_{i}\right\| \frac{x_{i}}{\left\|x_{i}\right\|}\right)=\alpha L(u) \in L\left(A_{\infty}\right)
$$

and the inclusion becomes an equality.
Suppose now that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuous and that $\partial f(x)$ is a pseudo-Jacobian of $f$ at $x$. The set $(\partial f(x))_{\infty}$ denotes the recession cone of $\partial f(x)$. Elements of $(\partial f(x))_{\infty}$ are called recession matrices of $\partial f(x)$.

Proposition 1.5.3 Assume that $\partial f(x)$ is a pseudo-Jacobian of $f$ at $x$. Then the following assertions hold.
(i) $\partial f(x)$ is bounded if and only if $(\partial f(x))_{\infty}=\{0\}$.
(ii) If $\partial f(x)$ is convex, then $\partial f(x)=\partial f(x)+(\partial f(x))_{\infty}$.
(iii) If $\partial f(x)$ is convex and $0 \in \partial f(x)$, then $(\partial f(x))_{\infty} \subset \partial f(x)$.

Proof. Invoke Lemma 1.5.1.

Example 1.5.4 Define $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ by

$$
f(x, y)=(\sqrt{|x|} \operatorname{sign}(x)+|y|, \quad \sqrt{|y|} \operatorname{sign}(y)+|y|)
$$

Then $f$ is not locally Lipschitz at $(0,0)$ and so the Clarke generalized Jacobian does not exist. However, for each $c \in R$, the set

$$
\partial f(0,0)=\left\{\left(\begin{array}{cc}
\alpha & 1 \\
0 & \beta
\end{array}\right),\left(\begin{array}{cc}
\alpha & -1 \\
0 & \beta
\end{array}\right): \alpha, \beta \geq c\right\}
$$

is a pseudo-Jacobian of $f$ at $(0,0)$. The recession cone of $\partial f(0,0)$ is given by

$$
\partial^{\infty} f(0,0)=\left\{\left(\begin{array}{cc}
\alpha & 0 \\
0 & \beta
\end{array}\right): \alpha \geq 0, \beta \geq 0\right\} .
$$

We observe that $\partial f(0,0)$ is not convex. It does not contain the zero matrix and the inclusion (iii) of Proposition 1.5.3 does not hold.

## Partial Pseudo-Jacobians

Suppose that $f: \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \rightarrow \mathbb{R}^{m}$ is continuous in both variables $(x, y) \in$ $\mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}$. A pseudo-Jacobian $\partial_{x} f(x, y) \subset L\left(\mathbb{R}^{n_{1}}, \mathbb{R}^{m}\right)$ of the function $x \mapsto f(x, y)$ with $y \in \mathbb{R}^{n_{2}}$ being fixed, is called a partial pseudo-Jacobian of $f$ at $(x, y)$ with respect to $x$. Similarly, $\partial_{y} f(x, y) \subset L\left(\mathbb{R}^{n_{2}}, \mathbb{R}^{m}\right)$ is called a partial pseudo-Jacobian of $f$ at $(x, y)$ with respect to $y$.

For a subset $Q \subset L\left(\mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}, \mathbb{R}^{m}\right)$ we denote
$\operatorname{Proj}_{x} Q:=\left\{M \in L\left(\mathbb{R}^{n_{1}}, \mathbb{R}^{m}\right):\right.$ for some $\left.N \in L\left(\mathbb{R}^{n_{2}}, \mathbb{R}^{m}\right),(M N) \in Q\right\}$,
$\operatorname{Proj}_{y} Q:=\left\{N \in L\left(\mathbb{R}^{n_{2}}, \mathbb{R}^{m}\right):\right.$ for some $\left.M \in L\left(\mathbb{R}^{n_{1}}, \mathbb{R}^{m}\right),(M N) \in Q\right\}$.
Proposition 1.5.5 Let $f: \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \rightarrow \mathbb{R}^{m}$ be continuous. If $\partial f(x, y) \subset$ $L\left(\mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}, \mathbb{R}^{m}\right)$ is a pseudo-Jacobian of $f$ at $(x, y)$, then $\operatorname{Proj}_{x} \partial f(x, y)$ is a partial pseudo-Jacobian of $f$ at $(x, y)$ with respect to $x$, and $\operatorname{Proj}_{y} \partial f(x, y)$ is a partial pseudo-Jacobian of $f$ at $(x, y)$ with respect to $y$.

Proof. Let $u \in \mathbb{R}^{n_{1}}$ and $w \in \mathbb{R}^{m}$. Consider $(u, 0) \in \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}$. We have

$$
\begin{aligned}
(w f(\cdot, y))^{+}(x ; u) & =\limsup _{t \downarrow 0} \frac{(w f)(x+t u, y)-(w f)(x, y)}{t} \\
& =\limsup _{t \downarrow 0} \frac{(w f)((x, y)+t(u, 0))-(w f)(x, y)}{t} \\
& \leq \sup _{(M N) \in \partial f(x, y)}\langle w,(M N)(u, 0)\rangle \\
& \leq \sup _{(M N) \in \partial f(x, y)}\langle w, M(u)\rangle=\sup _{M \in \operatorname{Proj}_{x} \partial f(x, y)}\langle w, M(u)\rangle .
\end{aligned}
$$

This shows that $\operatorname{Proj}_{x} f(x, y)$ is a pseudo-Jacobian of the function $f(\cdot, y)$ at $x$. A similar proof is available for $\operatorname{Proj}_{y} f(x, y)$.

Notice that if $\partial_{x} f(x, y)$ and $\partial_{y} f(x, y)$ are partial pseudo-Jacobians of $f$ at $(x, y)$ with respect to $x$ and $y$, respectively, then it is not necessary that the set $\left(\partial_{x} f(x, y), \partial_{y} f(x, y)\right)$ is a pseudo-Jacobian of $f$ at $(x, y)$. For
instance, let $f$ be a function that is not differentiable at $(x, y)$, but admits partial derivatives $(\partial / \partial x) f(x, y)$ and $(\partial / \partial y) f(x, y)$. Then $\{(\partial / \partial x) f(x, y)\}$ and $\{(\partial / \partial y) f(x, y)\}$ are partial pseudo-Jacobians of $f$ at $(x, y)$. However, $\{((\partial / \partial x) f(x, y),(\partial / \partial y) f(x, y))\}$ is not a pseudo-Jacobian of $f$ at $(x, y)$, since if it were then, by Proposition 1.1.2, $f$ would be Gâteaux differentiable at $(x, y)$. We show later that some continuity of partial pseudo-Jacobians is needed in order to obtain a pseudo-Jacobian.

Proposition 1.5.6 Let $f: \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \rightarrow \mathbb{R}^{m}$ be continuous and let $\partial f(x, y) \subset L\left(\mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}, \mathbb{R}^{m}\right)$ be a pseudo-Jacobian of $f$ at $(x, y)$. Then we have

$$
\begin{aligned}
& \operatorname{Proj}_{x}(\partial f(x, y))_{\infty} \subset\left(\operatorname{Proj}_{x} \partial f(x, y)\right)_{\infty} \\
& \operatorname{Proj}_{y}(\partial f(x, y))_{\infty} \subset\left(\operatorname{Proj}_{y} \partial f(x, y)\right)_{\infty}
\end{aligned}
$$

Proof. This follows from Lemma 1.5 .1 by considering the projections as linear maps from $L\left(\mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}, \mathbb{R}^{m}\right)$ onto $L\left(\mathbb{R}^{n_{1}}, \mathbb{R}^{m}\right)$ and $L\left(\mathbb{R}^{n_{2}}, \mathbb{R}^{m}\right)$.

We note that in general equality does not hold in the conclusion of the above proposition as the following example demonstrates.

Example 1.5.7 Let $f: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
f(x, y)=y^{1 / 3}
$$

Then the set

$$
\partial f(0,0)=\left\{\left(\alpha, \alpha^{2}\right): \alpha \in \mathbb{R}\right\}
$$

is a pseudo-Jacobian of $f$ at $(0,0)$. We have

$$
(\partial f(0,0))_{\infty}=\{(0, \alpha): \alpha \geq 0\} \quad \text { and } \quad \operatorname{Proj}_{x}(\partial f(0,0))_{\infty}=\{0\}
$$

and

$$
\operatorname{Proj}_{x} \partial f(0,0)=\mathbb{R} \quad \text { and } \quad\left(\operatorname{Proj}_{x} \partial f(0,0)\right)_{\infty}=\mathbb{R}
$$

### 1.6 Constructing Stable Pseudo-Jacobians

A pseudo-Jacobian sometimes produces sharp conditions, but tends to be unstable as it is based on estimates of the function along line directions. When dealing with parametric models, normally generalized derivatives that share a certain degree of robustness (stability) are preferred. Our aim in this section is to explain how we construct a stable (upper-semicontinuous) pseudo-Jacobian from a given collection of pseudoJacobians around a point.

## Upper Semicontinuous Set-Valued Maps

Let $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ be a set-valued map.
The Kuratowski-Painlevé upper limit of $F$ at $x$ is defined by

$$
\limsup _{x^{\prime} \rightarrow x} F\left(x^{\prime}\right)=\left\{\lim y_{i}: y_{i} \in F\left(x_{i}\right), x_{i} \rightarrow x \text { as } i \rightarrow \infty\right\}
$$

allowing $x^{\prime}=x$ when taking limits. This upper limit is denoted $\widehat{F}(x)$.
The recession upper limit (or outer horizon limit) of $F$ at $x$, which is denoted $F^{\infty}(x)$, is defined by

$$
F^{\infty}(x):=\limsup _{x^{\prime} \rightarrow x, t \downarrow 0} t F\left(x^{\prime}\right) .
$$

In other words, $F^{\infty}(x)$ is a closed cone consisting of all $\operatorname{limits}: \lim t_{i} a_{i}$ where $a_{i} \in F\left(x_{i}\right), x_{i} \rightarrow x$, and $t_{i} \downarrow 0$.

The cosmic upper limit of $F$ consists of the pair of maps $\left(\widehat{F}, F^{\infty}\right)$. It follows from the definitions above that $\widehat{F}(x)$ is a closed set and $F^{\infty}(x)$ is a closed cone.

From now on we use the following weak version of upper semicontinuity of set-valued maps. We say that $F$ is upper semicontinuous at $x$ if for every $\varepsilon>0$, there exists some $\delta>0$ such that

$$
F\left(x+\delta B_{n}\right) \subseteq F(x)+\varepsilon B_{m} .
$$

When $F$ is single-valued, upper semicontinuity reduces to continuity of a function in the usual sense. When $F$ is compact-valued, $F$ is upper semicontinuous at $x$ if and only if for every open set $V \subset \mathbb{R}^{m}$ containing $F(x)$, there is a neighborhood $U$ of $x$ such that $F(U) \subset V$, which is the original definition of upper semicontinuity of set-valued maps.

Below we collect some elementary properties of upper semicontinuous set-valued maps for future use.

Lemma 1.6.1 Let $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ be a set-valued map and let $x \in \mathbb{R}^{n}$. Then the following assertions hold.
(i) If $F(U)$ is compact for some closed neighborhood $U$ of $x$, then $F$ is upper semicontinuous at $x$ if and only if $F$ is closed in the sense that $x_{i} \rightarrow x, y_{i} \rightarrow y$ and $y_{i} \in F\left(x_{i}\right)$ imply $y \in F(x)$.
(ii) If $F$ is upper semicontinuous at $x$, then

$$
F^{\infty}(x) \subseteq(F(x))_{\infty}
$$

(iii) If $F$ is compact-valued and upper semicontinuous, then the set-valued map $\overline{\mathrm{co}}(F)$ is compact-valued and upper semicontinuous too.

Proof. The first assertion is obvious. To prove the second assertion, let $v \in F^{\infty}(x)$; that is, $v=\lim t_{i} a_{i}$ where $a_{i} \in F\left(x_{i}\right), x_{i} \rightarrow x$, and $t_{i} \downarrow 0$. By the upper semicontinuity of $F$, there is $i_{0}>0$ such that

$$
F\left(x_{i}\right) \subset F(x)+B_{m} \quad \text { for } i>i_{0}
$$

It follows that $v \in\left(F(x)+B_{m}\right)_{\infty}$. In view of Lemma 1.5.1, $v \in(F(x))_{\infty}$. Assume now that $F$ is compact-valued and semicontinuous. It is evident that $\overline{\mathrm{co}}(F)$ is compact-valued too. By the first assertion, it suffices to show that $\overline{\mathrm{co}}(F)$ is closed. Let $x_{i} \rightarrow x, y_{i} \rightarrow y$, and $y_{i} \in \overline{\mathrm{co}}\left(F\left(x_{i}\right)\right)$. Note that $F\left(x_{i}\right)$ being compact, one has $\overline{c o} F\left(x_{i}\right)=\operatorname{co} F\left(x_{i}\right)$. We apply Caratheodory's theorem to find $\lambda_{i j} \geq 0, a_{i j} \in F\left(x_{i}\right), j=1, \ldots, m+1$ such that

$$
y_{i}=\sum_{j=1}^{m+1} \lambda_{i j} a_{i j} \quad \text { and } \quad \sum_{j=1}^{m+1} \lambda_{i j}=1
$$

Without loss of generality we may assume that $\lambda_{i j} \rightarrow \lambda_{0 j} \geq 0, a_{i j} \rightarrow a_{0 j} \in$ $F(x), j=1, \ldots, m+1$, and $\sum_{j=1}^{m+1} \lambda_{0 j}=1$ when $i$ tends to $\infty$. Thus we derive

$$
y=\sum_{j=1}^{m+1} \lambda_{0 j} a_{0 j} \in \overline{\mathrm{co}}(F(x)),
$$

as required.
Given a sequence of pseudo-Jacobians $\left\{\partial_{i} f(x)\right\}_{i=1}^{\infty}$ of $f$ at $x$, its recession upper limit is by definition

$$
\lim _{i \rightarrow \infty}^{\infty} \partial_{i} f(x)=\limsup _{i \rightarrow \infty, t_{i} \downarrow 0} t_{i} \partial_{i} f(x)
$$

This limit is a closed cone. It is trivial if and only if for some $i_{0}$, the union of all $\partial_{i} f(x), i \geq i_{0}$ is bounded.

For a convex cone $K \subseteq \mathbb{R}^{n}$ and $\delta>0$, the conic $\delta$-neighborhood of $K$, denoted $K^{\delta}$, is defined by

$$
K^{\delta}:=\left\{x+\delta\|x\| B_{n}: x \in K\right\}
$$

It can be seen that when $K$ is convex, closed, and pointed (i.e., $K \cap(-K)=$ $\{0\})$, the cone $K^{\delta}$ is also convex, closed, and pointed for $\delta$ sufficiently small.

The next result is a generalization of Proposition 1.2.1 (iii) to a sequence of unbounded pseudo-Jacobians.

Proposition 1.6.2 Let $\left\{\partial_{i} f(x)\right\}_{i=1}^{\infty}$ be a decreasing sequence of pseudoJacobians of $f$ at $x$. Then for every $\delta>0$ the set

$$
\left(\bigcap_{i=1}^{\infty} \partial_{i} f(x)\right) \cup\left(\left(\lim _{i \rightarrow \infty}^{\infty} \partial_{i} f(x)\right)^{\delta} \backslash \operatorname{int}\left(B_{m \times n}\right)\right)
$$

is a pseudo-Jacobian of $f$ at $x$.
Proof. Let $u \in \mathbb{R}^{n}, u \neq 0$, and $v \in \mathbb{R}^{m}$ with $v \neq 0$. For each $i=1,2, \ldots$ there is some $M_{i} \in \partial_{i} f(x)$ such that

$$
(v f)^{+}(x ; u) \leq\left\langle v, M_{i}(u)\right\rangle+\frac{1}{i}
$$

If the sequence $\left\{M_{i}\right\}_{i=1}^{\infty}$ is bounded, then we may assume that it converge to some element $M$ of the intersection $\bigcap_{i=1}^{\infty} \partial_{i} f(x)$. The above inequality produces

$$
(v f)^{+}(x ; u) \leq\langle v, M(u)\rangle
$$

If that sequence is unbounded, then we may assume that $\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty$ and $\lim _{i \rightarrow \infty} M_{i} /\left\|M_{i}\right\|=M$ for some $M \in\left(\lim _{i \rightarrow \infty}^{\infty} \partial_{i} f(x)\right) \backslash \operatorname{int}\left(B_{m \times n}\right)$. For a given $\delta>0$, when $i$ is sufficiently large, we have

$$
M_{i} /\left\|M_{i}\right\| \in\left(\lim _{i \rightarrow \infty}^{\infty} \partial_{i} f(x)\right)^{\delta} \backslash \operatorname{int}\left(B_{m \times n}\right)
$$

and $\left\|M_{i}\right\| \geq 1$. Consequently,

$$
(v f)^{+}(x ; u) \leq \sup _{M \in\left(\lim _{i \rightarrow \infty}^{\infty} \partial_{i} f(x)\right)^{\delta} \backslash \operatorname{int}\left(B_{m \times n}\right)}\langle v, M(u)\rangle
$$

This completes the proof.
Notice that the conclusion of Proposition 1.6.2 is in general not true with $\delta=0$ when all the terms of the sequence $\left\{\partial_{i} f(x)\right\}$ are unbounded.

## Upper Semicontinuous Hulls

Given a set-valued map $F: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$, it is always possible to construct an upper semicontinuous map $T$ so that $F(x) \subseteq T(x)$ for every $x$ and has certain minimality properties.

We say that $F$ is locally bounded at $x$ if there exists a neighborhood $U$ of $x$ such that the set $F(U)$ is bounded. When $F$ is locally bounded at any point, it is called locally bounded. From now on in this section, it is assumed that the values of $F$ are nonempty sets around a point under consideration.

Lemma 1.6.3 Assume that $F$ is locally bounded at $x$. Then the set-valued map $G$ defined by

$$
G\left(x^{\prime}\right)= \begin{cases}F\left(x^{\prime}\right) & \text { if } x^{\prime} \neq x \\ \widehat{F}(x) & \text { if } x^{\prime}=x\end{cases}
$$

where $\widehat{F}(x)$ is the Kuratowski-Painlevé upper limit of $F$ at $x$, is upper semicontinuous at $x$. Moreover, if $F$ is locally bounded, then $\widehat{F}$ is the smallest by inclusion among upper semicontinuous, closed-valued maps that contain $F$.

Proof. Suppose, to the contrary, that $G$ is not upper semicontinuous at $x$. Then there exist $\delta>0$ and $x_{i} \rightarrow x, y_{i} \in F\left(x_{i}\right)$ as $i \rightarrow \infty$ such that $y_{i} \notin \widehat{F}(x)+\delta B_{m}$. Because $F$ is locally bounded at $x$, the sequence $\left\{y_{i}\right\}$ is bounded and we may assume that it converges to some $y$. We have $y \notin \widehat{F}(x)+(\delta / 2) B_{m}$ because $y_{i} \notin \widehat{F}(x)+\delta B_{m}$. On the other hand, by the definition of $\widehat{F}$, one has $y \in \widehat{F}(x)$ which is a contradiction.

For the second part, as we have already noticed that $\widehat{F}(x)$ is a closed set, we need only to show the upper semicontinuity of $\widehat{F}$. Indeed, for every $\varepsilon>0$, by the first part, there is $\delta>0$ such that

$$
F\left(x^{\prime}\right) \subseteq \widehat{F}(x)+\varepsilon B_{m} \quad \text { for } x^{\prime} \in x+\delta B_{n}
$$

Consequently,

$$
\widehat{F}\left(x^{\prime}\right) \subseteq \widehat{F}(x)+\varepsilon B_{m} \quad \text { for } x^{\prime} \in x+\frac{\delta}{2} B_{n}
$$

and by this, $\widehat{F}$ is upper semicontinuous. Furthermore, if $H$ is an upper semicontinuous, closed-valued map with $H\left(x^{\prime}\right) \supseteq F\left(x^{\prime}\right)$ for every $x^{\prime}$, then we have

$$
H(x) \supseteq \limsup _{x^{\prime} \rightarrow x} H\left(x^{\prime}\right) \supseteq \limsup _{x^{\prime} \rightarrow x} F\left(x^{\prime}\right)=\widehat{F}(x) .
$$

Thus $\widehat{F}$ is the smallest one.
The map $\widehat{F}$ is sometimes called the upper semicontinuous hull of $F$. We notice that the above result is no longer true when $F$ is not locally bounded. For instance, the set-valued map $F: \mathbb{R} \rightrightarrows \mathbb{R}$ given by

$$
F(x)=\left\{\begin{array}{cc}
\left\{\frac{1}{x}, 0\right\} & \text { if } x \neq 0 \\
\{0\} & \text { if } x \neq 0
\end{array}\right.
$$

has $\widehat{F}=F$ which is evidently not upper semicontinuous at $x=0$.

Lemma 1.6.4 The set-valued map $F^{\infty} \cap B_{m}$ defined by

$$
\left(F^{\infty} \cap B_{m}\right)(x)=F^{\infty}(x) \cap B_{m}
$$

is upper semicontinuous.

Proof. Because $F^{\infty}(x) \cap B_{m}$ is compact, by virtue of Lemma 1.6.1, it suffices to show that $y \in F^{\infty}(x) \cap B_{m}$ when $y=\lim _{i \rightarrow \infty} y_{i}$, where $y_{i} \in F^{\infty}\left(x_{i}\right) \cap B_{m}, x_{i} \rightarrow x$ as $i \rightarrow \infty$. If $y=0$, then it is obvious that $y \in F^{\infty}(x) \cap B_{m}$. If $y \neq 0$, then we may assume $\|y\|=1$ and $\left\|y_{i}\right\|=1$. By the definition of $F^{\infty}$, for each $i$, there exists a sequence $\left\{x_{i_{j}}\right\}_{j=1}^{\infty}$ converging to $x_{i}$ and $y_{i_{j}} \in F\left(x_{i_{j}}\right)$ such that $\left\|y_{i_{j}}\right\| \rightarrow \infty$ and $y_{i_{j}} /\left\|y_{i_{j}}\right\| \rightarrow y_{i}$ as $j \rightarrow \infty$. By a diagonal process we find a sequence $\left\{x_{i_{k} i_{k}}\right\}_{k=1}^{\infty}$ converging to $x$ and $y_{i_{k} i_{k}} \in F\left(x_{i_{k} i_{k}}\right)$ such that $\left\|y_{i_{k} i_{k}}\right\| \rightarrow \infty$ and $y_{i_{k} i_{k}} /\left\|y_{i_{k} i_{k}}\right\| \rightarrow y$ as $k \rightarrow \infty$. This shows that $y \in F^{\infty}(x) \cap B_{m}$ and the proof is complete.

Lemma 1.6.5 Let $0<\alpha<1$ be given and let $x \in \mathbb{R}^{n}$ be fixed. The following assertions hold.
(i) The set-valued map $F_{1}: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ defined by

$$
F_{1}\left(x^{\prime}\right)= \begin{cases}F\left(x^{\prime}\right) & \text { if } x^{\prime} \notin x+\alpha \operatorname{int}\left(B_{n}\right), \\ \operatorname{cl}\left(F\left(x+\alpha B_{n}\right)\right) & \text { otherwise }\end{cases}
$$

is upper semicontinuous at every point $x^{\prime} \in x+\operatorname{\alpha int}\left(B_{n}\right)$.
(ii) The set-valued maps $F_{2}, F_{3}$, and $F_{4}: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ defined by

$$
\begin{gathered}
F_{2}\left(x^{\prime}\right)= \begin{cases}F\left(x^{\prime}\right) & \text { if } x^{\prime} \neq x, \\
\widehat{F}(x)+\left(F^{\infty}(x)\right)^{\alpha} & \text { if } x^{\prime}=x,\end{cases} \\
F_{3}\left(x^{\prime}\right)= \begin{cases}F\left(x^{\prime}\right) & \text { if } x^{\prime} \neq x, \\
\widehat{F}(x) \cup\left[\left(F^{\infty}(x)\right)^{\alpha} \backslash \operatorname{int}\left(B_{m}\right)\right] & \text { if } x^{\prime}=x,\end{cases} \\
F_{4}\left(x^{\prime}\right)= \begin{cases}\widehat{F}\left(x^{\prime}\right) \cup\left[\left(F^{\infty}\left(x^{\prime}\right)\right)^{\alpha / 2} \backslash \operatorname{int}\left(B_{m}\right)\right] & \text { if } x^{\prime} \neq x, \\
\widehat{F}(x) \cup\left[\left(F^{\infty}(x)\right)^{\alpha} \backslash \operatorname{int}\left(B_{m}\right)\right] & \text { if } x^{\prime}=x\end{cases}
\end{gathered}
$$

are upper semicontinuous at $x$.
Proof. For the first assertion let $x_{0} \in x+\alpha \operatorname{int}\left(B_{n}\right)$. Put $\varepsilon=\alpha-\left\|x-x_{0}\right\|>$ 0 . Then for every $x^{\prime} \in x_{0}+\varepsilon \operatorname{int}\left(B_{n}\right)$, one has $x^{\prime} \in x+\alpha \operatorname{int}\left(B_{n}\right)$. By definition, $F_{1}$ is constant on $x_{0}+\varepsilon \operatorname{int}\left(B_{n}\right)$, hence it is upper semicontinuous at $x_{0}$.

For the map $F_{2}$, suppose to the contrary that it is not upper semicontinuous at $x$. Then one can find a sequence $\left\{x_{i}\right\}$ converging to $x$, a positive constant $\varepsilon>0$ and $y_{i} \in G\left(x_{i}\right)$ such that

$$
\begin{equation*}
y_{i} \notin \widehat{F}(x)+\left(F^{\infty}(x)\right)^{\alpha}+\varepsilon B_{m}, i \geq 1 \tag{1.6}
\end{equation*}
$$

Consider the sequence $\left\{y_{i}\right\}$. If it is bounded, then we may assume it converges to some $y_{0}$. By definition we derive $y_{0} \in \widehat{F}(x)$ which contradicts (1.6). If the sequence $\left\{y_{i}\right\}$ is unbounded, we may assume $\lim _{i \rightarrow \infty}\left\|y_{i}\right\|=\infty$
and $\lim _{i \rightarrow \infty} y_{i} /\left\|y_{i}\right\|=u$ for some $u \in F^{\infty}(x),\|u\|=1$. Pick any $y_{0} \in F(x)$ and consider the sequence $\left\{\left(y_{i}-y_{0}\right) /\left\|y_{i}\right\|\right\}$. This sequence has the same limit $u$. Moreover, as $u \in \operatorname{int}\left(\left(F^{\infty}(x)\right)^{\alpha}\right)$, we have $\left(y_{i}-y_{0}\right) /\left\|y_{i}-y_{0}\right\| \in\left(F^{\infty}(x)\right)^{\alpha}$ for $i$ sufficiently large. Because the set $\left(F^{\infty}(x)\right)^{\alpha}$ is a cone, thus we conclude

$$
y_{i} \in y_{0}+\left(F^{\infty}(x)\right)^{\alpha} \subseteq \widehat{F}(x)+\left(F^{\infty}(x)\right)^{\alpha}
$$

for $i$ large. This contradicts (1.6) and shows that $F_{2}$ is upper semicontinuous at $x$.

For the map $F_{3}$ the proof is similar. Let us consider the map $F_{4}$. If it is not upper semicontinuous at $x$, then there exist some $\varepsilon>0, x_{i} \rightarrow x$, and $y_{i} \in F_{4}\left(x_{i}\right) \backslash\left(F_{4}(x)+\varepsilon B_{m}\right)$. We need to consider two cases: either $y_{i} \in \widehat{F}\left(x_{i}\right)$ or $y_{i} \in\left(F^{\infty}\left(x^{\prime}\right)\right)^{\alpha / 2} \backslash \operatorname{int}\left(B_{m}\right)$. In the first case, if the sequence $\left\{y_{i}\right\}_{i=1}^{\infty}$ is bounded, then it can be assumed to converge to some $y_{0}$. It is clear that $y_{0} \in \widehat{F(x)}$ and hence, when $i$ is sufficiently large, $y_{i} \in \widehat{F(x)}+\varepsilon B_{m}$, a contradiction. If that sequence is unbounded, we may assume that $\lim _{i \rightarrow \infty}\left\|y_{i}\right\|=\infty$ and $\lim _{i \rightarrow \infty} y_{i} /\left\|y_{i}\right\|=u$ for some $u \neq 0$. For each $i$, choose $x_{i}^{\prime}$ with $\left\|x_{i}^{\prime}-x_{i}\right\|<1 / i$ and $y_{i}^{\prime} \in F\left(x_{i}^{\prime}\right)$ with $\left\|y_{i}^{\prime}-y_{i}\right\|<1 / i$. Then $\lim _{i \rightarrow \infty} y_{i}^{\prime} /\left\|y_{i}^{\prime}\right\|=u \in F^{\infty}(x)$. By this, when $i$ is large, one has $y_{i}^{\prime} \in\left(F^{\infty}(x)\right)^{\alpha / 2}$, which again contradicts the hypothesis. For the second case, we may assume that $\left\|y_{i}\right\|=1$ and $\lim _{i \rightarrow \infty} y_{i}=u$ for some $u \neq 0$. Then $u \in F^{\infty}(x) \backslash \operatorname{int}\left(B_{m}\right)$. Thus, for $i$ sufficiently large, $y_{i} \in F_{4}(x)+\varepsilon B_{m}$ and a contradiction occurs as well. The proof is complete.

## Pseudo-Jacobian Maps

Now we turn to pseudo-Jacobian matrices. Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuous and that a pseudo-Jacobian $\partial f(x)$ of $f$ at $x$ is given for every $x$. The set-valued map $\partial f: x \mapsto \partial f(x)$ is called a pseudo-Jacobian map of $f$.

Theorem 1.6.6 Let $\partial f$ be a pseudo-Jacobian map of $f$. Then the following assertions hold.
(i) If $\partial f$ is locally bounded at $x$, then the pseudo-Jacobian map $\mathcal{J} f$ defined by

$$
\mathcal{J} f\left(x^{\prime}\right)= \begin{cases}\partial f\left(x^{\prime}\right) & \text { if } x^{\prime} \neq x \\ \widehat{\partial f}(x) & \text { if } x^{\prime}=x\end{cases}
$$

is upper semicontinuous at $x$.
(ii) If $\partial f$ is locally bounded, then $\widehat{\partial f}$ is the smallest among upper semicontinuous pseudo-Jacobian maps that contain $\partial f$.
(iii) For every $\alpha>0$, the pseudo-Jacobian maps defined as in Lemma 1.6.5 are upper semicontinuous at $x$. Moreover, if $G$ is any pseudo-Jacobian map that is upper semicontinuous at $x$ and contains $\partial f$, then

$$
G(x) \supseteq \widehat{\partial f}(x) \quad \text { and } \quad(G(x))_{\infty} \supseteq(\partial f)^{\infty}(x)
$$

Proof. The first two assertions are immediate from Lemma 1.6.3. The first part of the third assertion is obtained from Lemma 1.6.5. For the second part of (iii), it is clear that $\widehat{\partial f}(x) \subseteq G(x)$ by the upper semicontinuity of $G$. By the same reason and by Lemma 1.6.1, we have $G^{\infty}(x) \subseteq(G(x))_{\infty}$. Moreover, the inclusion $\partial f\left(x^{\prime}\right) \subseteq G\left(x^{\prime}\right)$ for every $x^{\prime}$ implies $(\partial f)^{\infty}(x) \subseteq G^{\infty}(x)$. It follows that $(\partial f)^{\infty}(x) \subseteq(G(x))_{\infty}$ and the proof is complete.

Proposition 1.6.7 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz. If $f$ admits an upper semicontinuous pseudo-Jacobian map $\partial f$ such that $\nabla f(x) \in \partial f(x)$ whenever $\nabla f(x)$ exists, then $\partial^{B} f(x) \subseteq \partial f(x)$.

Proof. Let $M \in \partial^{B} f(x)$. By definition, there is a sequence $\left\{x_{i}\right\}$ converging to $x$ such that $\nabla f\left(x_{i}\right)$ exists and $M$ is the limit of $\left\{\nabla f\left(x_{i}\right)\right\}$. Because $\nabla f\left(x_{i}\right) \in \partial f\left(x_{i}\right)$ by hypothesis, and as $\partial f$ is upper semicontinuous, we conclude $M \in \partial f(x)$.

Now we obtain the minimality of the $B$-subdifferential and the Clarke generalized Jacobian.

Corollary 1.6.8 For a locally Lipschitz function, the $B$-subdifferential is the smallest with respect to inclusion among upper semicontinuous pseudoJacobian maps that contain the Jacobian matrices when they exist, and when $m=1$ the Clarke generalized subdifferential map is the smallest among upper semicontinuous, convex-valued pseudo-Jacobian maps.

Proof. This is immediate from Lemma 1.6.3 and Proposition 1.6.7.

Notice that the $B$-subdifferential map of a locally Lipschitz function need not be the smallest by inclusion among upper semicontinuous pseudoJacobian maps as illustrated in the example below.

Example 1.6.9 Define $f: \mathbb{R} \rightarrow \mathbb{R}$ by the formula

$$
f(x)= \begin{cases}0 & \text { if } x \in(-\infty, 0] \cup[1, \infty) \cup\left\{\bigcup_{k=1}^{\infty}\left[4^{-k}, 4^{1-k} / 3\right]\right\} \\ 2 x-\frac{2}{3} 4^{1-k} & \text { if } x \in \bigcup_{k=1}^{\infty}\left[4^{1-k} / 3,\left(\frac{2}{3}\right) 4^{1-k}\right] \\ 2(4)^{k-1}-2 x & \text { if } x \in \bigcup_{k=1}^{\infty}\left[\left(\frac{2}{3}\right) 4^{1-k}, 4^{1-k}\right]\end{cases}
$$

The $B$-subdifferential of $f$ is given by
$\partial^{B} f(x)= \begin{cases}\{0\} & \text { if } x \in(-\infty, 0) \cup(1, \infty) \cup\left\{\bigcup_{k=1}^{\infty}\left(4^{-k}, 4^{1-k} / 3\right)\right\} ; \\ \{0 ; 2\} & \text { if } x=\left(\frac{1}{3}\right) 4^{1-k}, k=1,2, \ldots \\ \{0 ;-2\} & \text { if } x=4^{-k}, k=1,2, \ldots ; \\ \{2\} & \text { if } x \in \bigcup_{k=1}^{\infty}\left(\left(\frac{1}{3}\right) 4^{1-k},\left(\frac{2}{3}\right) 4^{1-k}\right) ; \\ \{-2\} & \text { if } x \in \bigcup_{k=1}^{\infty}\left(\left(\frac{2}{3}\right) 4^{1-k}, 4^{1-k}\right) ; \\ \{0 ;-2 ; 2\} & \text { if } x=0 .\end{cases}$
Now define $\partial f(x)=\{-2,2\}$ for every $x \in \mathbb{R}$. It is an upper semicontinuous pseudo-Jacobian map of $f$. At $x=0$ we have $\partial f(0) \subseteq \partial^{B} f(0)$ and these two maps are not comparable.

It is known that when $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is locally Lipschitz, the Clarke generalized Jacobian map is bounded and upper semicontinuous. For $m=1$, the Michel-Penot subdifferential is bounded, but not upper semicontinuous in general.

Example 1.6.10 Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be defined by

$$
f(x, y)=(|x|-|y|,|x|)
$$

Define

$$
\begin{aligned}
& \partial f(x, y)=\left\{\left(\begin{array}{lc}
\operatorname{sign}(x) & -\operatorname{sign}(y) \\
\operatorname{sign}(x) & 0
\end{array}\right)\right\} \quad \text { for } x \neq 0, y \neq 0, \\
& \partial f(0, y)=\left\{\left(\begin{array}{c}
1-\operatorname{sign}(y) \\
1
\end{array} 0\right),\left(\begin{array}{cc}
-1-\operatorname{sign}(y) \\
-1 & 0
\end{array}\right)\right\} \quad \text { for } y \neq 0, \\
& \partial f(x, 0)=\left\{\left(\begin{array}{ll}
\operatorname{sign}(x) & 1 \\
\operatorname{sign}(x) & 0
\end{array}\right),\left(\begin{array}{l}
\operatorname{sign}(x)
\end{array}-10\right\} \quad \text { for } x \neq 0\right. \text {; } \\
& \partial f(0,0)=\left\{\left(\begin{array}{cc}
1 & -1 \\
1 & 0
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right),\left(\begin{array}{ll}
-1 & 1 \\
-1 & 0
\end{array}\right),\left(\begin{array}{cc}
-1 & -1 \\
-1 & 0
\end{array}\right)\right\} .
\end{aligned}
$$

It is easy to see that $\partial f$ above is a bounded and upper semicontinuous pseudo-Jacobian map of $f$, which is smaller than the Clarke generalized Jacobian.

Example 1.6.11 Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be defined by

$$
f(x, y)=(\sqrt{|x|} \operatorname{sign}(x), \sqrt{|y|} \operatorname{sign}(y)+x) .
$$

This function is not locally Lipschitz. Define

$$
\begin{aligned}
& \partial f(x, y)=\left\{\left(\begin{array}{cc}
\frac{1}{(2 \sqrt{|x|})} & 0 \\
1 & \frac{1}{(2 \sqrt{|y|})}
\end{array}\right)\right\} \text { for } x \neq 0, y \neq 0 \\
& \partial f(0, y)=\left\{\left(\begin{array}{cc}
\alpha & 0 \\
1 \frac{1}{(2 \sqrt{|y|})}
\end{array}\right): \alpha \geq 0\right\} \text { for } y \neq 0 \\
& \partial f(x, 0)=\left\{\left(\begin{array}{cc}
\frac{1}{(2 \sqrt{|x|})} & 0 \\
1 & \beta
\end{array}\right): \beta \geq 0\right\} \text { for } x \neq 0 \\
& \partial f(0,0)=\left\{\left(\begin{array}{cc}
\alpha & 0 \\
1 & \beta
\end{array}\right): \alpha, \beta \geq c\right\}
\end{aligned}
$$

where $c$ is any real number. It is easy to see that $\partial f$ defined above is a pseudo-Jacobian map of $f$, that is unbounded at either $x=0$ or $y=0$, and is upper semicontinuous provided $c \leq 0$.

### 1.7 Gâteaux and Fréchet Pseudo-Jacobians

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be continuous and let $\partial f(x) \subset L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ be a closed set of $m \times n$-matrices. We say that $\partial f(x)$ is a Gâteaux pseudo-Jacobian of $f$ at $x$ if for every $u \in \mathbb{R}^{n}$ and for every $t>0$, there is some $M_{t} \in \partial f(x)$ such that

$$
f(x+t u)-f(x)=M_{t}(t u)+\mathrm{o}(t)
$$

where $\mathrm{o}(t) / t \rightarrow 0$ as $t \rightarrow 0$, and it is a Fréchet pseudo-Jacobian of $f$ at $x$ if for each $y$ in a neighborhood of $x$, there exists a matrix $M_{y} \in \partial f(x)$ such that

$$
f(y)-f(x)=M_{y}(y-x)+o(\|y-x\|)
$$

where $o(\|y-x\|) /\|y-x\| \rightarrow 0$ as $y \rightarrow x$.
It follows immediately from the definition that any Fréchet pseudoJacobian is a Gâteaux pseudo-Jacobian. The converse is not always true, which can be seen in the next example.

Example 1.7.1 Define $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ by
$f\left(x_{1}, x_{2}\right)= \begin{cases}x_{1} e^{\left.-x_{2} /\left(\left(x_{1}-\sqrt{x_{2}}\right)^{2}-x_{2} / 4\right)\right)} & \text { if } x_{2}>0, \sqrt{x_{2}} / 2<x_{1}<\left(3 \sqrt{x_{2}}\right) / 2, \\ 0 & \text { otherwise } .\end{cases}$
Then $\{(0,0)\}$ is a Gâteaux pseudo-Jacobian, but not a Fréchet pseudoJacobian of $f$ at $(0,0)$. Indeed, for each $u \in \mathbb{R}^{2}, u \neq 0$, for $t$ sufficiently small, one has $f(t u)=0$. Hence $f(t u)-f(0)=0$. On the other hand, by taking $y=\left(x_{1}, x_{1}^{2}\right)$, we have $f(y)-f(0)=x_{1} e^{4}$, which shows that the set $\{(0,0)\}$ cannot be a Fréchet pseudo-Jacobian of $f$ at $(0,0)$. Actually, the function $f$ is Gâteaux differentiable and not Fréchet differentiable at 0.

The next result justifies the terminology of Gâteaux pseudo-Jacobian.

Proposition 1.7.2 We have the following properties of Gâteaux pseudoJacobians.
(i) Every Gâteaux pseudo-Jacobian is a pseudo-Jacobian.
(ii) If $f$ is Gâteaux differentiable at $x$, then $\{\nabla f(x)\}$ is a Gâteaux pseudoJacobian of $f$ at $x$. Conversely, if $f$ admits a singleton Gâteaux pseudoJacobian $\{A\}$ at $x$, then $f$ is Gâteaux differentiable at $x$ and $A=\nabla f(x)$.

Proof. For the first assertion, let $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$. Let $\left\{t_{i}\right\}$ be a sequence of positive numbers converging to 0 such that

$$
(v f)^{+}(x ; u)=\lim _{i \rightarrow \infty} \frac{(v f)\left(x+t_{i} u\right)-(v F)(x)}{t_{i}} .
$$

Because $\partial f(x)$ is a Gâteaux pseudo-Jacobian of $f$ at $x$, for each $i$, there exists $M_{t_{i}} \in \partial f(x)$ such that

$$
\frac{\left\langle v, f\left(x+t_{i} u\right)\right\rangle-\langle v, f(x)\rangle}{t_{i}}=\left\langle v, M_{t_{i}}(u)\right\rangle+\left\langle v, o\left(t_{i}\right)\right\rangle .
$$

Passing to the limit, we get that $\lim _{i \rightarrow \infty}\left(\left\langle v, o\left(t_{i}\right)\right\rangle / t_{i}\right)=0$ and

$$
\begin{aligned}
(v f)^{+}(x ; u)=\lim _{i \rightarrow \infty} \frac{(v f)\left(x+t_{i} u\right)-(v F)(x)}{t_{i}} & \leq \sup _{N \in \partial F(x)}\left(\langle v, N(u)\rangle+\frac{\left\langle v, o\left(t_{i}\right)\right\rangle}{t_{i}}\right) \\
& =\sup _{N \in \partial F(x)}\langle v, N(u)\rangle,
\end{aligned}
$$

which shows that $\partial f(x)$ is a pseudo-Jacobian of $F$ at $x$. The second assertion follows directly from the definition.

A similar result is true for Fréchet pseudo-Jacobians.

Proposition 1.7.3 We have the following properties of Fréchet pseudoJacobians.
(i) Every Fréchet pseudo-Jacobian is a pseudo-Jacobian.
(ii) If $f$ is Fréchet differentiable, then $\{\nabla f(x)\}$ is a Fréchet pseudo$J a c o b i a n ~ o f ~ f a t ~ x$. Conversely, if $f$ admits a singleton Fréchet pseudoJacobian $\{A\}$ at $x$, then $f$ is Fréchet differentiable at $x$ and $A=\nabla f(x)$.

Proof. Because every Fréchet pseudo-Jacobian is Gâteaux pseudo-Jacobian, thus the first property follows from Proposition 1.7.2. Now if $f$ is Fréchet differentiable at $x_{0}$, then, in a neighborhood of $x_{0}$,

$$
f(x)-f\left(x_{0}\right)=\nabla f\left(x_{0}\right)\left(x-x_{0}\right)+o\left(\left\|x-x_{0}\right\|\right) .
$$

It is obvious that the singleton $\left\{\nabla f\left(x_{0}\right)\right\}$ is a Fréchet pseudo-Jacobian of $f$ at $x_{0}$. Furthermore, let $\{M\}$ be a singleton Fréchet pseudo-Jacobian of $f$ at $x_{0}$; then for each $x$ in a neighborhood of $x_{0}$ we have

$$
f(x)-f\left(x_{0}\right)-M\left(x-x_{0}\right)=o\left(\left\|x-x_{0}\right\|\right)
$$

which shows that $f$ is Fréchet differentiable and $\nabla f\left(x_{0}\right)=M$.
We note that if $f$ is Fréchet differentiable and $\partial f(x)$ is a Fréchet pseudoJacobian of $f$ at $x$, then $\nabla f(x)$ is not necessarily an element of $\partial f(x)$. For instance, the constant function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ defined by $f(x)=0$ admits a Fréchet pseudo-Jacobian $\partial f(0)=\left\{(\alpha, \beta): \alpha^{2}+\beta^{2}=1\right\}$ at $x=0$, which evidently does not contain $\nabla f(0)=(0,0)$. Furthermore, not every pseudoJacobian, even when being a singleton, is a Fréchet pseudo-Jacobian, as we have seen in Example 1.7.1.

Proposition 1.7.4 Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is locally Lipschitz and $\partial f(x)$ is a bounded pseudo-Jacobian of $f$ at $x$. Then $\operatorname{co}(\partial f(x))$ is a Fréchet pseudo-Jacobian of $f$ at $x$. In particular, the Clarke generalized Jacobian $\partial^{C} f(x)$, and, when $m=1$, the Michel-Penot subdifferential $\partial^{M P} f(x)$ are Fréchet pseudo-Jacobians of $f$ at $x$.

Proof. Suppose, to the contrary, that $\operatorname{co}(\partial f(x))$ is not a Fréchet pseudoJacobian of $f$ at $x$. Then there exist a sequence $\left\{x_{k}\right\}_{k=1}^{\infty}$ converging to $x$ and a positive $\varepsilon$ such that

$$
f\left(x_{k}\right)-f(x) \notin \operatorname{co}(\partial f(x))\left(x_{k}-x\right)+\varepsilon\left\|x_{k}-x\right\| B_{m}
$$

for $k \geq 1$. The set on the right hand side is convex, therefore there exists a vector $v_{k} \in R^{m}$ with $\left\|v_{k}\right\|=1$ such that

$$
\left\langle v_{k}, f\left(x_{k}\right)-f(x)\right\rangle \geq \sup _{M \in \partial f(x), b \in B_{m}}\left\langle v_{k}, M\left(x_{k}-x\right)+\varepsilon\left\|x_{k}-x\right\| b\right\rangle .
$$

Set $t_{k}=\left\|x_{k}-x\right\|$ and $u_{k}=\left(x_{k}-x\right) / t_{k}$. Without loss of generality one may assume that $\left\{u_{k}\right\}_{k=1}^{\infty}$ converges to some $u \neq 0$ and $\left\{v_{k}\right\}_{k=1}^{\infty}$ converges to some $v \neq 0$. Then we deduce

$$
\begin{aligned}
\left\langle v_{k}, f\left(x+t_{k} u\right)-f(x)\right\rangle & =\left\langle v_{k}, f\left(x+t_{k} u\right)-f\left(x_{k}\right)\right\rangle+\left\langle v_{k}, f\left(x_{k}\right)-f(x)\right\rangle \\
& \geq-\lambda\left\|t_{k}\left(u_{k}-u\right)\right\|+\sup _{M \in \partial f(x)}\left\langle v_{k}, t_{k} M\left(u_{k}\right)\right\rangle+\varepsilon t_{k}
\end{aligned}
$$

where $\lambda$ is a Lipschitz continuity constant of $f$ near $x$. By dividing both sides of the above inequality by $t_{k}$ and passing to the limit when $k \rightarrow \infty$, we obtain

$$
(v \circ f)^{+}(x ; u) \geq \sup _{M \in \partial f(x)}\langle v, M(u)\rangle+\varepsilon
$$

which contradicts the fact that $\partial f(x)$ is a pseudo-Jacobian of $f$ and $x$.
The second part of the proposition is immediate by observing that the Clarke generalized Jacobian and the Michel-Penot subdifferential are convex and bounded pseudo-Jacobians (see Proposition 1.3.1 and Proposition 1.4.7).

Note that a locally Lipschitz function may have a Fréchet pseudoJacobian smaller than the Clarke generalized Jacobian. For instance, the function $f(x)=|x|$ admits a Fréchet pseudo-Jacobian $\{1,-1\}$ at 0 , while $\partial^{C} f(0)=[-1,1]$. In this example $\partial^{C} f(0)$ is the convex hull of the Fréchet pseudo-Jacobian $\{1,-1\}$. The next example shows that a locally Lipschitz function may have a Fréchet pseudo-Jacobian whose convex hull is smaller than the Clarke generalized Jacobian.

Example 1.7.5 Suppose that $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is defined by

$$
f(x)=\left\{\begin{array}{cl}
x^{2} \sin \frac{1}{x}+|y| & x \neq 0 \\
|y| & \text { else }
\end{array}\right.
$$

It is easy to check that this function is locally Lipschitz. A simple calculation confirms that the set

$$
\partial f(0,0):=\{(0, \beta): \beta \in[-1,1]\}
$$

is a Fréchet pseudo-Jacobian of $f$ at $(0,0)$, whereas its Clarke generalized Jacobian is the set

$$
\partial^{C} f(0,0):=\{(\alpha, \beta): \alpha, \beta \in[-1,1]\} .
$$

Hence $\overline{\mathrm{Co}}(\partial f(0,0))$ is a proper subset of $\partial^{C} f(0,0)$.
Next we give an example of a continuous function that is not locally Lipschitz and has an unbounded Fréchet pseudo-Jacobian.

Example 1.7.6 Suppose that $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is defined by

$$
f(x, y)=\left(|x|^{1 / 2} \operatorname{sign}(x), y^{1 / 3}+|x|\right) .
$$

This function is not locally Lipschitz. It is easy to see that the set

$$
\partial f(0,0):=\left\{\left(\begin{array}{ll}
\alpha & 0 \\
\beta & \gamma
\end{array}\right): \alpha \geq 0,-1 \leq \beta \leq 1, \gamma \in \mathbb{R}\right\}
$$

is a Fréchet pseudo-Jacobian of $f$ at $(0,0)$.

Note also that a non-Lipschitz function may have a bounded Fréchet pseudo-Jacobian as shown in the next example.

Example 1.7.7 Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
f(x)=\left\{\begin{array}{cl}
x^{2} \sin \frac{1}{x^{2}} & x \neq 0 \\
0 & x=0
\end{array}\right.
$$

Then $\{0\}$ is a Fréchet pseudo-Jacobian of $f$ at 0 , and $f$ is not locally Lipschitz at 0 . For real functions on $\mathbb{R}$, the notions of Fréchet differentiability and Gâteaux differentiablity coincide.

Besides the Clarke generalized Jacobian, several known generalized derivatives are instances of Fréchet pseudo-Jacobians. Some of them are presented below.

Proposition 1.7.8 (the Gowda-Ravindran $H$-differential) Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuous. Let $T\left(x_{0}\right)$ be an $H$-differential of $f$ at $x_{0}$, then its closure $\operatorname{cl}\left(T\left(x_{0}\right)\right)$ is a Fréchet pseudo-Jacobian of $f$ at $x_{0}$.

Proof. In fact, suppose to the contrary that $\operatorname{cl}\left(T\left(x_{0}\right)\right)$ is not a Fréchet pseudo-Jacobian of $f$ at $x_{0}$. Then there exists a sequence $\left\{x_{k}\right\}$ converging to $x_{0}$ such that

$$
\lim _{k \rightarrow \infty} \frac{d\left(f\left(x_{k}\right)-f\left(x_{0}\right), T\left(x_{0}\right)\left(x-x_{0}\right)\right)}{\left\|x_{k}-x_{0}\right\|} \geq \varepsilon
$$

for some $\varepsilon>0$, where $d\left(f\left(x_{k}\right)-f\left(x_{0}\right), T\left(x_{0}\right)\left(x_{k}-x_{0}\right)\right)$ denotes the distance from $f\left(x_{k}\right)-f\left(x_{0}\right)$ to $T\left(x_{0}\right)\left(x_{k}-x_{0}\right)$. This contradicts the assumption that $T\left(x_{0}\right)$ is an $H$-differential of $f$ at $x_{0}$.

It is clear that Proposition 1.3.7 is a direct consequence of Proposition 1.7.8. We notice also that the converse statement of Proposition 1.7.8 is not true in general, that is, a Fréchet pseudo-Jacobian is not necessarily an $H$-differential. The next simple example shows that a continuous function that admits a Fréchet pseudo-Jacobian may not be $H$-differentiable.

Example 1.7.9 Consider the function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ defined by

$$
f(x, y)=\left(-x+y^{1 / 3},-x^{3}+y\right)
$$

A direct calculation shows that

$$
\partial f(0,0):=\left\{\left(\begin{array}{cc}
-1 & \alpha \\
0 & 1
\end{array}\right): \alpha \geq 1\right\}
$$

is a Fréchet pseudo-Jacobian of $f$ at $(0,0)$. However, it is easy to see that the function is not $H$-differentiable at $(0,0)$.

Proposition 1.7.10 ( Ioffe's prederivative) Let $\Omega_{Q}$ be a fan generated by a closed set $Q \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ by the rule

$$
\Omega_{Q}(u)=Q(u) \quad \text { for } \quad u \in \mathbb{R}^{n}
$$

Assume that $f$ admits a prederivative of this form, then $Q$ is a Fréchet pseudo-Jacobian of $f$ at $x$. Conversely, if $\partial f(x)$ is a Fréchet pseudoJacobian of $f$ at $x$ that is convex and compact, then the fan generated by $\partial f(x)$ is a prederivative of $f$ at $x$.

Proof. This follows easily from the definition of the prederivative.

Proposition 1.7.11 (Warga's unbounded derivative container) Let $f$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be continuous and let $\left\{\Lambda^{\varepsilon} f(x)\right\}$ be an unbounded derivative container of $f$ on $V$. Then for each $x_{0} \in V$ and $\varepsilon>0$, the set $\overline{\operatorname{co}}\left(\Lambda^{\varepsilon} f\left(x_{0}\right)\right)$ is a Fréchet pseudo-Jacobian of $f$ at $x_{0}$.

Proof. Suppose, to the contrary, that $\overline{\mathrm{co}}\left(\Lambda^{\varepsilon} f\left(x_{0}\right)\right)$ is not a Fréchet pseudoJacobian of $f$ at $x_{0}$. Then there exists a sequence $\left\{x_{k}\right\}$ converging to $x_{0}$ such that

$$
\frac{d\left(f\left(x_{k}\right)-f\left(x_{0}\right), \overline{\mathrm{co}}\left(\Lambda^{\varepsilon} f\left(x_{0}\right)\right)\left(x_{k}-x_{0}\right)\right)}{\left\|x_{k}-x_{0}\right\|} \geq \varepsilon
$$

for some $\varepsilon>0$. Let $C=\left\{x_{k}: k=1,2, \ldots\right\} \cup\left\{x_{0}\right\}$. Then $C$ is a compact set that we may assume to be in $V$. Let $\left\{f_{i}\right\}$ be a sequence of continuously differentiable functions stated in the definition of unbounded derivative containers. For each $k=1,2, \ldots$ with $\left\|x_{k}-x_{0}\right\|<\delta_{c}$, let $i_{k}>i_{C}$ be an index sufficiently large so that

$$
\left\|f_{i_{k}}(x)-f(x)\right\| \leq\left\|x_{k}-x_{0}\right\|^{2} \quad \text { for every } x \in C
$$

Applying the classical mean value theorem, we find for each $k$, a matrix $M_{k} \in \operatorname{co}\left(\nabla f_{i_{k}}\left[x_{0}, x_{k}\right]\right)$ such that

$$
f_{i_{k}}\left(x_{k}\right)-f_{i_{k}}\left(x_{0}\right)=M_{k}\left(x_{k}-x_{0}\right)
$$

For $k$ with $\left\|x_{k}-x_{0}\right\|<\delta_{c}$, one has $\nabla f_{i_{k}}\left[x_{0}, x_{k}\right] \subseteq \Lambda^{\varepsilon} f\left(x_{0}\right)$. Hence we derive $M_{k} \in \operatorname{co}\left(\Lambda^{\varepsilon} f\left(x_{0}\right)\right)$. For such $k$, we have

$$
\begin{aligned}
f\left(x_{k}\right)-f\left(x_{0}\right) & =f\left(x_{k}\right)-f_{i_{k}}\left(x_{k}\right)+f_{i_{k}}\left(x_{k}\right)-f_{i_{k}}\left(x_{0}\right)+f_{i_{k}}\left(x_{0}\right)-f\left(x_{0}\right) \\
& =f\left(x_{k}\right)-f_{i_{k}}\left(x_{k}\right)+f_{i_{k}}\left(x_{0}\right)-f\left(x_{0}\right)+M_{k}\left(x_{k}-x_{0}\right)
\end{aligned}
$$

Hence

$$
\frac{d\left(f\left(x_{k}\right)-f\left(x_{0}\right), \overline{\operatorname{co}}\left(\Lambda^{\varepsilon} f\left(x_{0}\right)\right)\left(x_{k}-x_{0}\right)\right)}{\left\|x_{k}-x_{0}\right\|} \leq 2\left\|x_{k}-x_{0}\right\| .
$$

This is impossible when $\left\|x_{k}-x_{0}\right\|<\varepsilon / 2$.
A more restrictive pseudo-Jacobian can be required as follows. We say that a nonempty subset $\partial f(x) \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is a strict pseudo-Jacobian of $f$ at $x_{0}$ if for every $x$ and $y$ there is some matrix $M_{x, y} \in \partial f(x)$ such that

$$
f(x)-f(y)=M_{x, y}(x-y)+o(\|x-y\|),
$$

where $o(\|x-y\|) /\|x-y\| \rightarrow 0$, as $x \rightarrow x_{0}, y \rightarrow x_{0}$, and $x \neq y$.
It is evident that any strict pseudo-Jacobian is a Fréchet pseudoJacobian. The converse is not true. For instance, the function $f: \mathbb{R} \rightarrow \mathbb{R}$ given by

$$
f(x)= \begin{cases}x^{2} \sin (1 / x) & \text { if } x \neq 0 \\ 0 & \text { else }\end{cases}
$$

admits $\{0\}$ as a Fréchet pseudo-Jacobian at $x=0$, but this set is not a strict pseudo-Jacobian.

Proposition 1.7.12 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be strictly differentiable at $x_{0}$. Then the set $\left\{\nabla f\left(x_{0}\right)\right\}$ is a strict pseudo-Jacobian of $f$ at $x_{0}$. Conversely, if $f$ admits a singleton strict pseudo-Jacobian $\{A\}$ at $x_{0}$, then it is strictly differentiable at $x_{0}$ and $\nabla f\left(x_{0}\right)=A$.

Proof. This follows directly from the definitions of strict pseudo-Jacobians and strict differentiability.

Proposition 1.7.13 Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is locally Lipschitz at $x_{0}$. Then the Clarke generalized Jacobian is a strict pseudo-Jacobian of $f$ at $x_{0}$.

Proof. Let $\varepsilon>0$. By the upper semicontinuity of the Clarke generalized Jacobian map, there is some $\delta>0$ such that

$$
\partial^{C} f(x) \subseteq \partial^{C} f\left(x_{0}\right)+\varepsilon B_{m \times n}
$$

for every $x \in x_{0}+\delta B_{n}$. In view of Lebourg's mean value theorem, for every $x, y \in x_{0}+\delta B_{n}$ there exist some matrices $M_{x, y} \in \partial f\left(x_{0}\right)$ and $P_{x, y} \in B_{m \times n}$ such that

$$
f(x)-f(y)=M_{x, y}+\varepsilon P_{x, y}(x-y) .
$$

This implies that $\partial f\left(x_{0}\right)$ is a strict pseudo-Jacobian of $f$ at $x_{0}$.

Corollary 1.7.14 $A$ continuous function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is locally Lipschitz at $x_{0}$ if and only if it admits a bounded strict pseudo-Jacobian at $x_{0}$.

Proof. According to Proposition 1.7.13 it suffices to show the "if" part. Let $\partial f\left(x_{0}\right)$ be a bounded strict pseudo-Jacobian of $f$ at $x_{0}$. There is a convex neighborhood $U$ of $x_{0}$ such that $-1 \leq o(\|x-y\|) \leq 1$. Let $\alpha=$ $\sup _{M \in \partial f\left(x_{0}\right)}\|M\|$. Then for every $x, y \in U$, one has

$$
\|f(x)-f(y)\| \leq(\alpha+1)\|x-y\|
$$

as requested.

Using a strict pseudo-Jacobian at a point, we obtain pseudo-Jacobians in a neighborhood of the point.

Proposition 1.7.15 Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuous and that $\partial f\left(x_{0}\right)$ is a bounded strict pseudo-Jacobian of $f$ at $x_{0}$. Then, for every $\varepsilon>0$, there exists $\delta>0$ such that the set $\partial f\left(x_{0}\right)+\varepsilon B_{m \times n}$ is a pseudoJacobian of $f$ at every $x \in x_{0}+\delta B_{n}$.

Proof. Suppose to the contrary that for some fixed $\varepsilon>0$, there are points $x_{k}$ converging to $x_{0}$ such that $\partial f\left(x_{0}\right)+\varepsilon B_{m \times n}$ is not a pseudo-Jacobian of $f$ at $x_{k}$. We can find vectors $v_{k} \in R^{m}$ and $u_{k} \in R^{m}$ with $\left\|v_{k}\right\|=1$ and $\left\|u_{k}\right\|=1$ such that

$$
\left(\left(v_{k} \circ f\right)^{+}\left(x_{k}\right), u_{k}\right)>\sup _{M \in \partial f\left(x_{0}\right), N \in B_{m \times n}}\left\langle v_{n}, M\left(u_{n}\right)+\varepsilon N\left(u_{n}\right)\right\rangle
$$

We may assume that $\left\{v_{k}\right\}_{k=1}^{\infty}$ and $\left\{u_{k}\right\}_{k=1}^{\infty}$ converge respectively to $v \neq 0$ and $u \neq 0$. It follows from the definition of the upper directional derivative that there are positive numbers $t_{k}$ converging to 0 such that

$$
\begin{equation*}
\left\langle v_{k}, \frac{f\left(x_{k}+t_{k} u_{k}\right)-f\left(x_{k}\right)}{t_{k}}\right\rangle \geq \sup _{M \in \partial f\left(x_{0}\right)}\left\langle v_{k}, M\left(u_{k}\right)\right\rangle+\frac{\delta}{2} \tag{1.7}
\end{equation*}
$$

for $k \geq 1$. Because $\partial f\left(x_{0}\right)$ is a strict pseudo-Jacobian of $f$ at $x_{0}$, there are matrices $M_{k} \in \partial f\left(x_{0}\right)$, which may be assumed to converge to some $M \in \partial f\left(x_{0}\right)$, such that

$$
f\left(x_{k}+t_{k} u_{k}\right)-f\left(x_{k}\right)=M_{k}\left(t_{k} u_{k}\right)+o\left(\left\|t_{k} u_{k}\right\|\right)
$$

Substituting this expression into (1.7) and passing to the limit as $k \rightarrow+\infty$, we derive

$$
(v, f)^{+}\left(x_{0} ; u\right) \geq \sup _{M \in \partial f\left(x_{0}\right)}\langle v, M(u)\rangle+\frac{\delta}{2}
$$

which is a contradiction.

## 2

## Calculus Rules for Pseudo-Jacobians

In this chapter we develop a number of generalized calculus rules for pseudo-Jacobians, including various forms of chain rules. In particular, the diversity of chain rules together with the fact that most of the rules are available without regularity conditions permits us to employ a variety of generalized derivatives to study a variational problem. This feature facilitates a wide range of applications of the rules to different classes of problems.

### 2.1 Elementary Rules

We first proceed to provide elementary calculus rules for pseudo-Jacobians, that allow us to treat the simplest combinations of continuous functions.

## Scalar Multiples and Sums

Theorem 2.1.1 Let $f$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be continuous functions. If $\partial f(x)$ and $\partial g(x)$ are pseudo-Jacobians of $f$ and $g$, respectively, at $x$, then
(i) $\alpha \partial f(x)$ is a pseudo-Jacobian of $\alpha f$ at $x$ for every $\alpha \in R$.
(ii) $\operatorname{cl}(\partial f(x)+\partial g(x))$ is a pseudo-Jacobian of $f+g$ at $x$.

Proof. Let $\alpha \in \mathbb{R}$. If $\alpha \geq 0$, then for every $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$ we have

$$
\begin{aligned}
(v(\alpha f))^{+}(x ; u) & =\alpha(v f)^{+}(x ; u) \leq \alpha \sup _{M \in \partial f(x)}\langle v, M(u)\rangle \\
& \leq \sup _{M \in \partial f(x)}\langle v, \alpha M(u)\rangle \leq \sup _{N \in \alpha \partial f(x)}\langle v, N(u)\rangle .
\end{aligned}
$$

This and the fact that the set $\alpha \partial f(x)$ is closed show that $\alpha \partial f(x)$ is a pseudo-Jacobian of $\alpha f$ at $x$. When $\alpha<0$, we similarly have

$$
\begin{aligned}
(v(\alpha f))^{+}(x ; u) & =-\alpha(-v f)^{+}(x ; u) \leq-\alpha \sup _{M \in \partial f(x)}\langle-v, M(u)\rangle \\
& \leq \sup _{M \in \partial f(x)}\langle v, \alpha M(u)\rangle \leq \sup _{N \in \alpha \partial f(x)}\langle v, N(u)\rangle
\end{aligned}
$$

and arrive at the same conclusion.
For the second part, let $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$. We have

$$
\begin{aligned}
(v(f+g))^{+}(x ; u) & \leq(v f)^{+}(x ; u)+(v g)^{+}(x ; u) \\
& \leq \sup _{M \in \partial f(x)}\langle v, M(u)\rangle+\sup _{N \in \partial g(x)}\langle v, N(u)\rangle \\
& \leq \sup _{P \in \partial f(x)+\partial g(x)}\langle v, P(u)\rangle
\end{aligned}
$$

which shows that the closure of the set $\partial f(x)+\partial g(x)$ is a pseudo-Jacobian of $f+g$ at $x$.

When $f$ and $g$ are locally Lipschitz, the second assertion of Theorem 2.1.1 gives a known sum rule of the Clarke generalized Jacobian.

Corollary 2.1.2 Assume that $f$ and $g$ are locally Lipschitz functions from $\mathbb{R}^{n}$ to $\mathbb{R}$. Then

$$
\partial^{C}(f+g)(x) \subseteq \partial^{C} f(x)+\partial^{C} g(x)
$$

Proof. According to Theorem 2.1.1, the set $\partial^{C} f(x)+\partial^{C} g(x)$ is a pseudoJacobian of $f+g$ at $x$. Moreover, the set-valued map $x \mapsto \partial^{C} f(x)+\partial^{C} g(x)$ is compact, convex-valued, and upper semicontinuous. By Corollary 1.6.8, $\partial^{C}(f+g)(x) \subseteq \partial^{C} f(x)+\partial^{C} g(x)$.

## Cartesian Products

We agree that by writing $M \times N$ for $M \in L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and $N \in L\left(\mathbb{R}^{n}, \mathbb{R}^{\ell}\right)$ we mean the $(m+\ell) \times n$-matrix $\binom{M}{N} \in L\left(\mathbb{R}^{n}, \mathbb{R}^{m+\ell}\right)$.

Theorem 2.1.3 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\ell}$ be continuous functions. If $\partial f(x) \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and $\partial g(x) \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{\ell}\right)$ are pseudoJacobians of $f$ and $g$ at $x$, respectively, then $\partial f(x) \times \partial g(x)$ is a pseudoJacobian of $(f, g)$ at $x$. If $f=\left(f_{1}, \ldots, f_{m}\right)$ and $\partial f_{1}(x), \ldots, \partial f_{m}(x)$ are pseudo-differentials of the scalar component functions $f_{1}, \ldots, f_{m}$ at $x$, respectively, then $\partial f_{1}(x) \times \cdots \times \partial f_{m}(x)$ is a pseudo-Jacobian of $f$ at that point.

Proof. Let $u \in \mathbb{R}^{n}$ and $(v, w) \in \mathbb{R}^{m+\ell}$. Then

$$
\begin{aligned}
((v, w) f \times g)^{+}(x ; u) & =(v f+w g)^{+}(x ; u) \\
& \leq(v f)^{+}(x ; u)+(w g)^{+}(x ; u) \\
& \leq \sup _{M \in \partial f(x)}\langle v, M(u)\rangle+\sup _{N \in \partial g(x)}\langle w, N(u)\rangle \\
& \leq \sup _{M \times N \in \partial f(x) \times \partial g(x)}\langle(v, w),(M \times N)(u)\rangle
\end{aligned}
$$

This shows that $\partial f(x) \times \partial g(x)$ is a pseudo-Jacobian of $f \times g$ at $x$. The second part is immediate from the first one.

Note that, in general, $\partial f(x) \times \partial g(x)$ is not the smallest among all possible pseudo-Jacobians of $f \times g$ at $x$ even if $\partial f(x)$ and $\partial g(x)$ are.

Example 2.1.4 Let $f(x)=|x|$ for $x \in \mathbb{R}$ and let $h: \mathbb{R} \rightarrow \mathbb{R}^{2}$ be the product $f \times f$. The set $\partial f(0)=\{1,-1\}$ is a pseudo-differential of $f$ at 0 . It is not hard to see that this is the smallest one; that is, any pseudodifferential of $f$ at 0 contains $\partial f(0)$ in its convex hull. It follows from Theorem 2.1.3 that the set

$$
\partial f(0) \times \partial f(0)=\left\{\binom{1}{1},\binom{1}{-1},\binom{-1}{1},\binom{-1}{-1}\right\}
$$

is a pseudo-Jacobian of $h=f \times f$ at 0 . It is clear that this pseudo-Jacobian is not the smallest because the smaller set

$$
\partial h(0)=\left\{\binom{1}{1},\binom{-1}{-1}\right\}
$$

is also a pseudo-Jacobian of $h$ at 0 .

## Products and Quotients

Theorem 2.1.5 Let $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous functions. Let $\partial f(x)$ and $\partial g(x)$ be pseudo-differentials of $f$ and $g$, respectively, at $x$. If at least one of the values $f(x)$ and $g(x)$ is nonzero whenever both $\partial f(x)$ and $\partial g(x)$ are unbounded, then the closure of the set

$$
f(x) \partial g(x)+g(x) \partial f(x)
$$

is a pseudo-differential of the product fg at $x$.
Proof. Let $\alpha \in \mathbb{R}$ and $u \in \mathbb{R}^{n}$. Let $\left\{t_{k}\right\}_{k=1}^{\infty}$ be a sequence of positive numbers converging to 0 such that

$$
(\alpha f g)^{+}(x ; u)=\lim _{k \rightarrow \infty} \frac{(\alpha f g)\left(x+t_{k} u\right)-(\alpha f g)(x)}{t_{k}}
$$

Let $f(x) \neq 0$, say $f(x)>0$. In view of the continuity of $f$, we may assume that $f\left(x+t_{k} u\right)>0$ for all $k \geq 1$. Expressing

$$
\begin{aligned}
(\alpha f g)\left(x+t_{k} u\right)-(\alpha f g)(x)= & f\left(x+t_{k} u\right)\left[(\alpha g)\left(x+t_{k} u\right)-(\alpha g)(x)\right] \\
& +g(x)\left[(\alpha f)\left(x+t_{k} u\right)-(\alpha f)(x)\right]
\end{aligned}
$$

we obtain

$$
\begin{align*}
(\alpha f g)^{+}(x ; u)= & \lim _{k \rightarrow \infty}\left(f\left(x+t_{k} u\right) \frac{(\alpha g)\left(x+t_{k} u\right)-(\alpha g)(x)}{t_{k}}\right. \\
& \left.+\frac{(\alpha g(x)) f\left(x+t_{k} x\right)-(\alpha g(x)) f(x)}{t_{k}}\right) \tag{2.1}
\end{align*}
$$

By the definition of $\partial f(x)$,

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \frac{(\alpha g(x)) f\left(x+t_{k} u\right)-(\alpha g(x)) f(x)}{t_{k}} \leq \sup _{M \in \partial f(x)}\langle\alpha g(x), M(u)\rangle \tag{2.2}
\end{equation*}
$$

Consider the sequence

$$
\left\{\frac{\left((\alpha g)\left(x+t_{k} u\right)-(\alpha g)(x)\right)}{t_{k}}\right\}_{k \geq 1}
$$

If it is bounded, then

$$
\begin{aligned}
& \limsup _{k \rightarrow \infty} f\left(x+t_{k} u\right) \frac{(\alpha g)\left(x+t_{k} u\right)-(\alpha g)(x)}{t_{k}} \\
= & \limsup _{k \rightarrow \infty} f(x) \frac{(\alpha g)\left(x+t_{k} u\right)-(\alpha g)(x)}{t_{k}} \\
\leq & \sup _{N \in \partial g(x)}\langle\alpha f(x), N(u)\rangle .
\end{aligned}
$$

This combined with (2.1) and (2.2) yields

$$
\begin{align*}
(\alpha f g)^{+}(x ; u) & \leq \sup _{N \in \partial g(x)}\langle\alpha f(x), N(u)\rangle+\sup _{M \in \partial f(x)}\langle\alpha g(x), M(u)\rangle \\
& \leq \sup _{N \in \partial g(x), M \in \partial f(x)} \alpha\left\langle f(x) N^{t r}+g(x) M^{t r}, u\right\rangle \tag{2.3}
\end{align*}
$$

which shows that the closure of the set $f(x) \partial g(x)+g(x) \partial f(x)$ is a pseudoJacobian of $f g$ at $x$.

If the sequence

$$
\left\{\frac{\left((\alpha g)\left(x+t_{k} u\right)-(\alpha g)(x)\right)}{t_{k}}\right\}_{k \geq 1}
$$

is unbounded, then the upper limit

$$
q:=\limsup _{k \rightarrow \infty} \frac{(\alpha g)\left(x+t_{k} u\right)-(\alpha g)(x)}{t_{k}}
$$

may take either the value $+\infty$ or $-\infty$. Because $f(x)>0$, it follows that the limit

$$
\limsup _{k \rightarrow \infty} f\left(x+t_{k} u\right) \frac{(\alpha g)\left(x+t_{k} u\right)-(\alpha g)(x)}{t_{k}}
$$

takes the same value $+\infty$ or $-\infty$. If $q=+\infty$, then

$$
\sup _{N \in \partial g(x)} \alpha f(x)\langle N, u\rangle=\sup _{N \in \partial g(x)} \alpha\langle N, u\rangle=+\infty
$$

and

$$
\sup _{g(x), M \in \partial f(x)}\left\langle\alpha f(x) N^{t r}+\alpha g(x) M^{t r}, u\right\rangle=+\infty
$$

which implies (2.3) as well.
If $q=-\infty$, then

$$
f\left(x+t_{k} u\right) \frac{(\alpha g)\left(x+t_{k} u\right)-(\alpha g)(x)}{t_{k}} \leq \sup _{N \in \partial g(x)} \alpha f(x)\langle N, u\rangle
$$

for $k$ sufficiently large. This proves (2.3). In this way, the closure of the set $f(x) \partial g(x)+g(x) \partial f(x)$ is a pseudo-Jacobian of $f g$ at $x$.

Theorem 2.1.6 Let $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous functions with $g(x) \neq 0$. Let $\partial f(x)$ and $\partial g(x)$ be pseudo-differentials of $f$ and $g$ at $x$ respectively. Then the closure of the set

$$
\frac{g(x) \partial f(x)-f(x) \partial g(x)}{g^{2}(x)}
$$

is a pseudo-differential of the quotient function $f / g$ at $x$.
Proof. Apply the same method of proof as in Theorem 2.1.5.

A product and quotient formula for the Clarke generalized subdifferential can also be obtained when $f$ and $g$ are locally Lipschitz.

Corollary 2.1.7 Let $f, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be locally Lipschitz. Then we have

$$
\begin{gathered}
\partial^{C}(f g)(x) \subseteq f(x) \partial^{C} g(x)+g(x) \partial^{C} f(x) \\
\partial^{C}(f / g)(x) \subseteq \frac{g(x) \partial^{C} f(x)-f(x) \partial^{C} g(x)}{g^{2}(x)} \text { when } g(x) \neq 0
\end{gathered}
$$

Proof. Use the same argument as in the proof of Corollary 2.1.2.

The next example shows that Theorem 2.1.5 may fail without the condition that at least one of the values of $f(x)$ and $g(x)$ is nonzero.

Example 2.1.8 Let $f$ and $g: \mathbb{R} \rightarrow \mathbb{R}$ be defined by

$$
f(x)=x^{1 / 3} \quad \text { and } \quad g(x)=x^{2 / 3}
$$

Let

$$
\begin{aligned}
& \partial f(x)= \begin{cases}\left\{(1 / 3) x^{-2 / 3}\right\} & \text { if } x \neq 0 \\
\{\alpha \in \mathbb{R}: \alpha \geq 1\} & \text { if } x=0\end{cases} \\
& \partial g(x)= \begin{cases}\left\{(2 / 3) x^{-1 / 3}\right\} & \text { if } x \neq 0 \\
\{\alpha \in \mathbb{R}:|\alpha| \geq 1\} & \text { if } x=0\end{cases}
\end{aligned}
$$

A simple calculation confirms that $\partial f(x)$ and $\partial g(x)$ are pseudo-differentials of $f$ and $g$, respectively, and they are upper semicontinuous at $x=0$. The set $g(0) \partial f(0)+f(0) \partial g(0)$ consists of zero only, which evidently is not a pseudo-differential of $f g$ at 0 .

## Max-Functions and Min-Functions

Let $f_{i}, i=1, \ldots, k$ be scalar continuous functions on $\mathbb{R}^{n}$. Let us define, respectively, the max-function and the min-function $f$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
f(x) & :=\max \left\{f_{i}(x): i=1, \ldots, k\right\}, \\
g(x) & :=\min \left\{f_{i}(x): i=1, \ldots, k\right\} .
\end{aligned}
$$

Denote by $I(x)$ the set of all indices $i \in\{1, l$ dots,$k\}$ such that $f_{i}(x)=f(x)$ and by $J(x)$ the set of all indices $j \in\{1$, ldots, $k\}$ such that $f_{j}(x)=g(x)$.

Theorem 2.1.9 Assume that $\partial f_{1}(x), \ldots, \partial f_{k}(x)$ are pseudo-differentials of $f_{1}$, ldots, $f_{k}$ respectively at $x$. Then the union $\bigcup_{i \in I(x)} \partial f_{i}(x)$ (respectively, $\left.\bigcup_{j \in J(x)} \partial f_{j}(x)\right)$ is a pseudo-differential of $f$ (respectively, $g$ ) at $x$.

Proof. We first observe that being the max-function of a finite family of continuous functions, $f$ is continuous. Now let $u \in \mathbb{R}^{n}$. Let $t_{k}>0$ converging to 0 be such that

$$
f^{+}(x ; u)=\lim _{k \rightarrow \infty} \frac{f\left(x+t_{k} u\right)-f(x)}{t_{k}} .
$$

It follows from the continuity of $f_{i}$ that there is $k_{0}>0$ such that

$$
I\left(x+t_{k} u\right) \subseteq I(x) \quad \text { for all } k \geq k_{0}
$$

Because $I(x)$ is finite, there is at least one index $i_{0} \in I(x)$ and a subsequence $\left\{t_{i_{0}(k)}\right\}$ such that

$$
f\left(x+t_{i_{0}(k)} u\right)=f_{i_{0}}\left(x+t_{i_{0}(k)} u\right) \quad \text { for all } i_{0}(k)
$$

Then we can write $f^{+}(x ; u)$ as

$$
\begin{aligned}
f^{+}(x ; u) & =\lim _{k \rightarrow \infty} \frac{f_{i_{0}}\left(x+t_{i_{0}(k)} u\right)-f_{i_{0}}(x)}{t_{i_{0}(k)}} \\
& \leq f_{i_{0}}^{+}(x ; u) \leq \sup _{\xi \in \partial f_{i_{0}}(x)}\langle\xi, u\rangle \\
& \leq \sup _{\xi \in \cup_{i \in I(x)} \partial f_{i}(x)}\langle\xi, u\rangle .
\end{aligned}
$$

In a similar way we obtain

$$
f^{-}(x ; u) \geq \inf _{\xi \in \cup_{i \in I(x)} \partial f_{i}(x)}\langle\xi, u\rangle .
$$

By this $\bigcup_{i \in I(x)} \partial f_{i}(x)$ is a pseudo-differential of $f$ at $x$. The proof for the min-function is similar.

Here is a formula to calculate the Clarke subdifferential of the maxfunction when $f_{i}$ are locally Lipschitz.

Corollary 2.1.10 Assume that $f_{1}, \ldots, f_{k}$ are locally Lipschitz. Then

$$
\partial^{C} f(x) \subseteq \operatorname{co}\left(\bigcup_{i \in I(x)} \partial^{C} f_{i}(x)\right)
$$

Proof. Apply Theorem 2.1.9 and Corollary 1.6.8.

The Gâteaux differentiability of the max-function can also be obtained in certain circumstances.

Corollary 2.1.11 Assume that $f_{1}, \ldots, f_{k}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are Gâteaux differentiable at $x$. If $x$ is a maximum or a minimum point of $f_{i}, i \in I(x)$, then $f$ is Gâteaux differentiable at $x$ and $\nabla f(x)=0$.

Proof. It follows that $\nabla f_{i}(x)=0$ for $i \in I(x)$. Hence the singleton $\{0\}$ is a pseudo-differential of $f$ at $x$. According to Proposition 1.2.2, $f$ is Gâteaux differentiable at this point and its derivative is $\{0\}$.

Note that the conclusion of the preceding theorem is no longer true when $f$ is a max-function of an infinite number of continuous functions.

Example 2.1.12 Suppose that $f_{k}: \mathbb{R} \rightarrow \mathbb{R}$ is given by

$$
f_{k}(x)= \begin{cases}x & \text { if } x \geq 2^{-k} \\ 2 x-2^{-k} & \text { if } 2^{-k}>x \geq 2^{-(k+1)} \\ 0 & \text { otherwise }\end{cases}
$$

The max-function of the family $\left\{f_{1}, f_{2}, \ldots\right\}$ is given by

$$
f(x)= \begin{cases}x & \text { if } x \geq 0 \\ 0 & \text { otherwise }\end{cases}
$$

By taking $\partial f_{i}(0)=\{0\}$, we see that it is a pseudo-differential of $f_{i}$ at 0 for every $i=1,2, \ldots$ Moreover, $I(0)=\{1,2, \ldots\}$ and $\bigcup_{i \in I(0)} f_{i}(0)=\{0\}$. It is evident that $\{0\}$ cannot be a pseudo-differential of $f$ at 0 .

## Optimality Conditions

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuous function. A point $x_{0} \in \mathbb{R}^{n}$ is said to be a local minimizer of $f$ if there is a neighborhood $U$ of $x_{0}$ in $\mathbb{R}^{n}$ such that $f(x) \geq f\left(x_{0}\right)$ for all $x \in U$. Next we give a necessary condition for a point to be a local minimizer.

Theorem 2.1.13 If $x_{0}$ is a local minimizer of $f$ and $\partial f\left(x_{0}\right)$ is a pseudodifferential of $f$ at $x_{0}$, then

$$
0 \in \overline{\overline{\mathrm{co}}}\left(\partial f\left(x_{0}\right)\right)
$$

Proof. Because $x_{0}$ is a local minimizer of $f$, one has

$$
f^{+}\left(x_{0} ; u\right) \geq 0 \quad \text { for every } u \in \mathbb{R}^{n}
$$

It follows from the definition of pseudo-differential that

$$
0 \leq f^{+}\left(x_{0} ; u\right) \leq \sup _{\xi \in \partial f\left(x_{0}\right)}\langle\xi, u\rangle, \quad \text { for } u \in \mathbb{R}^{n}
$$

Consequently $0 \in \overline{\operatorname{co}}\left(\partial f\left(x_{0}\right)\right)$.

We deduce from the above theorem some familiar results when the function is differentiable or locally Lipschitz.

Corollary 2.1.14 If $x_{0}$ is a local minimizer of $f$, then
i) $\quad \nabla f\left(x_{0}\right)=0$ provided $f$ is Gâteaux differentiable at $x_{0}$.
ii) $0 \in \partial^{M P} f\left(x_{0}\right)$ provided $f$ is locally Lipschitz.

Proof. The first assertion is clear because $\left\{\nabla f\left(x_{0}\right)\right\}$ is a pseudo-differential of $f$ at $x_{0}$. The second assertion is obtained from Theorem 2.1.13 and the fact that when $f$ is locally Lipschitz the Michel-Penot subdifferential is a convex compact pseudo-differential.

The optimality condition given in Theorem 2.1.13 is quite sharp in comparison with the one expressed in terms of Michel-Penot's subdifferential and Mordukhovich's basic differential.

Example 2.1.15 For $x>0$, define
$f(x)= \begin{cases}2^{-\frac{1}{2}} & \text { if } 2^{-2} \leq x, \\ 2^{-\frac{2 k+1}{2}} & \text { if } 2^{-2(k+1)} \leq x<2^{-(2 k+1)}, k=1,2, \ldots, \\ \left(2^{\frac{3 k+2}{2}}-2^{\frac{2 k+1}{2}}\right) x+a & \text { if } \quad 2^{-(2 k+1)} \leq x<2^{-2 k}, k=1,2, \ldots,\end{cases}$
where $a=2^{-((2 k-1) / 2)}-2^{-(k / 2)}$; and $f(x)=-f(-x)$ for $x<0$, and $f(0)=$ 0 . This function is neither locally Lipschitz nor directionally differentiable at $x=0$. Direct calculation shows that the Michel-Penot subdifferential of $f$ at 0 is the set $[0, \infty)$, the Mordukhovich basic subdifferential of $f$ at 0 is the singleton $\{0\}$, and the singular subdifferential is the set $[0, \infty)$. All these subdifferentials contain 0 , which means that the necessary optimality condition expressed by them is satisfied at $x=0$. However, it is not difficult to see that the set $[1, \infty)$ provides a pseudo-differential of $f$ at $x=0$, for which the optimality condition is not fulfilled.

Given a nonempty subset $C$ of $\mathbb{R}^{n}$ and $x \in \operatorname{cl}(C)$, the cone of feasible directions of $C$ at $x$ is the set

$$
T_{0}(C, x):=\left\{u \in \mathbb{R}^{n}: \text { there is } t>0 \text { such that } x+s u \in C \text { for } s \in(0, t)\right\}
$$

When $C$ is convex, the closure of the cone $T_{0}(C, x)$ coincides with the tangent cone of $C$ at $x$ which is defined by

$$
T(C, x):=\operatorname{cl}\{t(c-x): x \in C, t \geq 0\}
$$

For functions defined on the subset $C$, the optimality condition above can be generalized as follows.

Theorem 2.1.16 Let $C$ be a nonempty set in $\mathbb{R}^{n}$ and let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuous function. If $x \in C$ is a local minimum point of $f$ on $C$ and if $\partial f(x)$ is a pseudo-differential of $f$ at $x$, then

$$
\sup _{\xi \in \partial f(x)}\langle\xi, u\rangle \geq 0 \quad \text { for all } u \in \operatorname{cl}\left(T_{0}(C, x)\right)
$$

Proof. It suffices to show the inequality for those $u \in T_{0}(C, x)$ of the form $u=c-x$, where $c \in C$. Suppose to the contrary that the inequality does not hold for some $u=c-x, c \in C$; that is,

$$
\sup _{\xi \in \partial f(x)}\langle\xi, c-x\rangle<0 .
$$

It follows that

$$
f^{+}(x ; c-x)=\limsup _{t \downarrow 0} \frac{f(x+t(c-x))-f(x)}{t}<0 .
$$

Hence for $t$ sufficiently small, we derive

$$
f(x+t(c-x))-f(x)<0
$$

which contradicts the hypothesis.

### 2.2 The Mean Value Theorem and Taylor's Expansions

We establish in this section some mean value theorems for continuous vector functions in terms of pseudo-Jacobians and derive related results. To this end, let us prove a result on separation of convex sets that we have already mentioned in Section 1.1.

Lemma 2.2.1 Suppose that $C \subseteq \mathbb{R}^{n}$ is a convex set, and that the point $y$ does not belong to $C$. Then there exists a nonzero vector $\xi$ of $\mathbb{R}^{n}$ such that

$$
\langle\xi, y\rangle \leq \inf _{x \in C}\langle\xi, x\rangle
$$

If, in addition, $C$ is closed, then the vector $\xi$ can be chosen so that the above inequality is strict.

Proof. We may suppose that $y=0$. Consider the convex cone generated by $C$,

$$
\operatorname{cone}(C)=\{t x: x \in C, t \geq 0\}
$$

By passing to a space of less dimension if necessary, we may assume that this cone has a nonempty interior; say $e$ is one of its elements. Then the vector $-e$ does not belong to the closed convex cone cl(cone $(C))$ because $C$ does not contain 0 . Consider the function

$$
h(x):=\|x+e\| \quad \text { for } x \in C
$$

This function is strictly convex in the sense that for every $x, y \in \mathbb{R}^{n}$ with $x \neq y$ and $\lambda \in(0,1)$ one has $h(\lambda x+(1-\lambda) y)<\lambda h(x)+(1-\lambda) h(y)$. Therefore, it attains its unique minimum on the closed convex set $\operatorname{cl}(\operatorname{cone}(C))$ at some point $\bar{x}$. In view of Theorem 2.1.16, one has

$$
\langle\nabla h(\bar{x}), x-\bar{x}\rangle \geq 0 \quad \text { for every } x \in \operatorname{cl}(\operatorname{cone}(C))
$$

Because $\bar{x} \in \operatorname{cl}(\operatorname{cone}(C))$ and $\nabla h(\bar{x})=2(\bar{x}+e) \neq 0$, we deduce from the above inequality that

$$
\langle\nabla h(\bar{x}), x\rangle \geq\langle\nabla h(\bar{x}), \bar{x}\rangle=0
$$

for every $x \in C$. The vector $\xi=\nabla h(\bar{x})$ is the one for which we are looking.
If $C$ is closed, there is a positive $\varepsilon$ such that $0 \notin C+\varepsilon B_{n}$. By applying the first part of the proof, one finds some nonzero vector $\xi$ of $\mathbb{R}^{n}$ such that

$$
\langle\xi, x+\varepsilon b\rangle \geq 0
$$

for every $x \in C$ and $b \in B_{n}$. This gives

$$
\langle\xi, x\rangle \geq \varepsilon\|\xi\|>0
$$

for every $x \in C$ and the proof is complete.

## The Mean Value Theorem

Theorem 2.2.2 Let $a, b \in \mathbb{R}^{n}$ and let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function. Assume that for each $x \in[a, b], \partial f(x)$ is a pseudo-Jacobian of $f$ at $x$. Then

$$
f(b)-f(a) \in \overline{\operatorname{co}}\{\partial f([a, b])(b-a)\} .
$$

Proof. Let us first note that the right-hand side above is the closed convex hull of all points of the form $M(b-a)$, where $M \in \partial f(c)$ for some $c \in[a, b]$. Let $v \in \mathbb{R}^{m}$ be arbitrary and fixed. Consider the real-valued function $g:[0,1] \rightarrow \mathbb{R}$,

$$
g(t)=\langle v, f(a+t(b-a))-f(a)+t(f(a)-f(b))\rangle .
$$

Then $g$ is continuous on $[0,1]$ with $g(0)=g(1)$. So, $g$ attains a minimum or a maximum at some $t_{0} \in(0,1)$. Suppose that $t_{0}$ is a minimum point. Then, for each $\alpha \in \mathbb{R}, g^{+}\left(t_{0} ; \alpha\right) \geq 0$. It now follows from direct calculations that

$$
g^{+}\left(t_{0} ; \alpha\right)=(v f)^{+}\left(a+t_{0}(b-a) ; \alpha(b-a)\right)+\alpha\langle v, f(a)-f(b)\rangle
$$

Hence for each $\alpha \in \mathbb{R}$,

$$
(v f)^{+}\left(a+t_{0}(b-a) ; \alpha(b-a)\right) \geq \alpha\langle v, f(b)-f(a)\rangle .
$$

Now, by taking $\alpha=1$ and $\alpha=-1$, we obtain that
$\left.-(v f)^{+}\left(a+t_{0}(b-a) ; a-b\right) \leq\langle v, f(b)-f(a)\rangle \leq(v f)^{+}\left(a+t_{0}(b-a) ; b-a\right)\right\rangle$.
By the definition of pseudo-Jacobian, we get
$\inf _{M \in \partial f\left(a+t_{0}(b-a)\right)}\langle v, M(b-a)\rangle \leq\langle v, f(b)-f(a)\rangle \leq \sup _{M \in \partial f\left(a+t_{0}(b-a)\right)}\langle v, M(b-a)\rangle$
Consequently,

$$
\langle v, f(b)-f(a)\rangle \in \overline{\operatorname{co}}\left(\left\langle v, \partial f\left(a+t_{0}(b-a)\right)(b-a)\right\rangle\right)
$$

and so,

$$
\begin{equation*}
\langle v, f(b)-f(a)\rangle \in \overline{\mathrm{co}}(\langle v, \partial f([a, b])(b-a)\rangle) \tag{2.4}
\end{equation*}
$$

If $t_{0}$ is a maximum point, then it provides a minimum point of the function $-g$ on $(0,1)$. Using the same line of arguments as above, we arrive at the conclusion

$$
\langle-v, f(b)-f(a)\rangle \in \overline{\mathrm{co}}(\langle-v, \partial f([a, b])(b-a)\rangle),
$$

which is equivalent to (2.4). Because $v$ is arbitrary, we deduce that

$$
f(b)-f(a) \in \overline{\operatorname{co}}\{\partial f([a, b])(b-a)\} .
$$

In fact, if this is not so, then it follows from the separation theorem that

$$
\langle p, f(b)-f(a)\rangle-\varepsilon\rangle \sup _{u \in \overline{c o}\{\partial f([a, b])(b-a)\}}\langle p, u\rangle,
$$

for some $p \in \mathbb{R}^{m}$ because $\overline{\operatorname{co}}\{\partial f([a, b])(b-a)\}$ is a closed convex subset of $\mathbb{R}^{m}$. This implies

$$
\begin{aligned}
\langle p, f(b)-f(a)\rangle & >\sup \{\alpha: \alpha \in\langle p, \overline{\operatorname{co}}\{\partial f([a, b])(b-a)\}\rangle\} \\
& \geq \sup \{\alpha: \alpha \in \overline{\operatorname{co}}(\langle p, \partial f([a, b])(b-a)\rangle)\},
\end{aligned}
$$

which contradicts (2.4).

Corollary 2.2.3 Let $a, b \in \mathbb{R}^{n}$ and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function. Assume that $\partial f$ is a bounded pseudo-Jacobian of $f$ which as a setvalued map on $[a, b]$ is upper semicontinuous on this segment. Then

$$
f(b)-f(a) \in\{\operatorname{co}(\partial f([a, b])\}(b-a)
$$

Proof. Because for each $x \in[a, b], \partial f(x)$ is compact, and the set-valued map $\partial f$ is upper semicontinuous, we obtain that the set $\partial f([a, b]) \subset$ $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is compact, hence the set $\partial f([a, b])(b-a) \subset \mathbb{R}^{m}$ is compact too. Consequently,

$$
\overline{\operatorname{co}}\{\partial f([a, b])(b-a)\}=\operatorname{co}\{\partial f([a, b])(b-a)\}=\{\operatorname{co}(\partial f([a, b]))\}(b-a)
$$

and so the conclusion follows from Theorem 2.2.2.
In the following corollary we deduce the mean value theorem for locally Lipschitz functions as a special case of Theorem 2.2.2.

Corollary 2.2.4 Let $a, b \in \mathbb{R}^{n}$ and let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz. Then

$$
f(b)-f(a) \in\left\{\operatorname{co}\left(\partial^{C} f([a, b])\right)\right\}(b-a)
$$

Proof. We know that the Clarke generalized Jacobian map $\partial^{C} f$ is a compact valued, upper semicontinuous pseudo-Jacobian map of $f$. Hence the conclusion follows from Corollary 2.2.3.

Note that even for the case where $f$ is locally Lipschitz, Corollary 2.2.3 provides a stronger mean value condition than the one of Corollary 2.2.4.

Example 2.2.5 Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be defined by

$$
f(x, y)=|x|-|y|,
$$

and let $a=(-1,-1)$ and $b=(1,1)$. Then the conclusion of Corollary 2.2.1 is verified by

$$
\partial f(x, y)=\{(1,-1),(-1,1)\}
$$

for every $(x, y) \in[a, b]$. However, the condition of Corollary 2.2.4 holds for $\partial^{C} f(0,0)$, where

$$
\partial^{C} f(0,0)=\operatorname{co}(\{(1,1),(-1,-1),(1,-1),(-1,1)\}) \supset \partial f([a, b]) .
$$

As a special case of the above theorem we see that if $f$ is real valued, then an asymptotic mean value equality is obtained.

Corollary 2.2.6 Let $a, b \in X$ and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuous function. Assume that, for each $x \in[a, b], \partial f(x)$ is a pseudo-differential of $f$. Then there exist $c \in(a, b)$ and a sequence $\left\{\xi_{k}\right\} \subset \operatorname{co}(\partial f(c))$ such that

$$
f(b)-f(a)=\lim _{k \rightarrow \infty}\left\langle\xi_{k}, b-a\right\rangle .
$$

In particular, when $f$ is locally Lipschitz, we obtain Lebourg's mean value theorem: there is some $\xi \in \partial^{C} f(c)$ such that

$$
f(b)-f(a)=\langle\xi, b-a\rangle .
$$

Proof. The conclusion follows from the proof of Theorem 2.2.2. The particular case is derived from Corollary 2.2.4.

We notice that for a continuous function which is not necessarily locally Lipschitz, the exact mean value equality (Lebourg's mean value theorem) does not hold as shown in the next example.

Example 2.2.7 Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be defined by

$$
f(x)=\sqrt{|x|}+\sqrt[3]{y}
$$

Define

$$
\partial f(x, y)= \begin{cases}\left\{\left(\frac{\operatorname{sign}(x)}{2 \sqrt{x \mid}}, \frac{1}{\sqrt[3]{y^{2}}}\right)\right\} & \text { if } x \neq 0 \text { or } y \neq 0, \\ \left\{\left(\frac{\operatorname{sign} x}{2 \sqrt{|x|}}, \alpha\right): \alpha \geq 1\right\} & \text { if } x \neq 0 \text { and } y=0, \\ \left\{\left(\alpha, \frac{1}{\sqrt[3]{2^{2}}}\right):|\alpha| \geq 1\right\} & \text { if } x=0 \text { and } y \neq 0, \\ \left\{\left(\frac{1}{\alpha},|\alpha|\right):|\alpha| \geq 1\right\} & \text { if } x=0 \text { and } y=0 .\end{cases}
$$

It is not hard to see that $\partial f(x, y)$ is a pseudo-differential of $f$ at $(x, y)$. For the points $a=(-1,0)$ and $b=(1,0)$, there is no $c \in[a, b]$ such that

$$
0=f(b)-f(a) \in \operatorname{co}(\partial f(c))(b-a) .
$$

By choosing $\xi_{k}=(1 / k, k) \in \operatorname{co}(\partial f(0,0))$, we do have

$$
0=f(b)-f(a)=\lim _{k \rightarrow \infty}\left\langle\xi_{k}, b-a\right\rangle=\lim _{k \rightarrow \infty} \frac{2}{k}
$$

as expected by Corollary 2.2.6.

## Characterizing Locally Lipschitz Continuity in Terms of Pseudo-Jacobians

In this section we describe how locally Lipschitz functions can be characterized in terms of pseudo-Jacobians using the mean value theorem. We recall that a set-valued map $G: \mathbb{R}^{n} \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is locally bounded at $x$ if there exist a neighborhood $U$ of $x$ and a positive $\alpha$ such that $\|A\| \leq \alpha$, for each $A \in G(U)$. Clearly, if $G$ is upper semicontinuous at $x$ and if $G(x)$ is bounded, then $G$ is locally bounded at $x$.

Proposition 2.2.8 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function. Then, the following conditions are equivalent.
(i) $f$ is locally Lipschitz at $x$.
(ii) $f$ admits a locally bounded pseudo-Jacobian map at $x$.
(iii) $f$ admits a pseudo-Jacobian map whose recession upper limit at $x$ is trivial.

Proof. Assume that $\partial f(y)$ is a pseudo-Jacobian of $f$ for each $y$ in a neighborhood $U$ of $x$ and that $\partial f$ is locally bounded on $U$. Without loss of generality, we may assume that $U$ is convex. Then there exists $\alpha>0$ such that $\|A\| \leq \alpha$ for each $A \in \partial f(U)$. Let $x, y \in U$. Then $[x, y] \subset U$ and by the mean value theorem

$$
f(x)-f(y) \in \overline{\mathrm{co}}(\partial f([x, y])(x-y)) \subset \overline{\mathrm{co}}(\partial f(U)(x-y))
$$

Hence

$$
\|f(x)-f(y)\| \leq\|x-y\| \max \{\|A\|: A \in \partial f(U)\}
$$

This gives us that

$$
\|f(x)-f(y)\| \leq \alpha\|x-y\|
$$

and so, $f$ is locally Lipschitz at $x$.
Conversely, if $f$ is locally Lipschitz at $x$, then the Clarke generalized Jacobian can be chosen as a locally bounded pseudo-Jacobian map of $f$ at the point $x$. This proves the equivalence between (i) and (ii). The equivalence of (ii) and (iii) is clear.

As we have seen in Example 1.7.7, a non-Lipschitz function may have a bounded pseudo-Jacobian. In view of the above proposition, a pseudoJacobian map of such a function cannot be locally bounded.

For a continuous function $f$ one defines the Lipschitz modulus at a point $a$ by

$$
\operatorname{lipf}(\mathrm{a}):=\limsup _{\mathrm{x}, \mathrm{y} \rightarrow \mathrm{a}, \mathrm{x} \neq \mathrm{y}} \frac{\|\mathrm{f}(\mathrm{x})-\mathrm{f}(\mathrm{y})\|}{\|\mathrm{x}-\mathrm{y}\|}
$$

It is clear that $f$ is locally Lipschitz at $a$ if and only if it has the finite Lipschitz modulus at that point. The latter can be evaluated by pseudoJacobians around $a$. Let us denote by $\mathcal{G}(x)$ the collection of all pseudoJacobians of $f$ at $x$ and set

$$
|\mathcal{G}(x)|:=\inf _{G \in \mathcal{G}(x)} \sup _{M \in G}\|M\|
$$

Corollary 2.2.9 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function. Then it is locally Lipschitz at $a$ if and only if $\lim _{\sup _{x \rightarrow a}}|\mathcal{G}(x)|$ is finite in which case

$$
\operatorname{lip} f(a)=\limsup _{x \rightarrow a}|\mathcal{G}(x)|
$$

Proof. Assume that $f$ is locally Lipschitz at $a$. Then for every $x$ and $y$ close to $a$ and for every pseudo-Jacobian map $\partial f$ of $f$, by the mean-value theorem, one has

$$
\frac{\|f(x)-f(y)\|}{\|x-y\|} \leq \sup _{M \in \partial f([x, y])}\|M\|
$$

which implies

$$
\frac{\|f(x)-f(y)\|}{\|x-y\|} \leq \sup _{z \in[x, y]}|\mathcal{G}(z)|
$$

When $x$ and $y$ tend to $a$ we derive

$$
\operatorname{lip} f(a) \leq \limsup _{x \rightarrow a}|\mathcal{G}(x)|
$$

and deduce that $f$ is locally Lipschitz at $a$. The converse implication is immediate.

The equality follows from the fact that the Clarke generalized Jacobian belongs to the collection $\mathcal{G}(x)$.

## Partial Pseudo-Jacobians

In order to show that the partial pseudo-Jacobians of a function form a pseudo-Jacobian we need the following continuity property of a supfunction.

Lemma 2.2.10 Let $F: \mathbb{R}^{n} \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ be a set-valued map, that has nonempty closed values and is upper semicontinuous at $x$. Then for each $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$, the sup-function

$$
f\left(x^{\prime}\right):=\sup _{M \in F\left(x^{\prime}\right)}\langle v, M(u)\rangle
$$

is upper semicontinuous at $x$.
Proof. First observe that because

$$
|\langle v, M(u)\rangle| \leq\|v\|\|M(u)\| \leq\|v\|\|u\|\|M\|
$$

for $u \in \mathbb{R}^{n}$ and $v \in \mathbb{R}^{m}$ fixed, one has

$$
\sup _{\|M\| \leq 1}\langle v, M(u)\rangle \leq\|v\|\|u\|
$$

For every $\varepsilon>0$, by the upper semicontinuity of $F$, there is $\delta>0$ such that

$$
F\left(x^{\prime}\right) \subseteq F(x)+\varepsilon B_{m \times n} \quad \text { for } x^{\prime} \text { with }\left\|x-x^{\prime}\right\|<\delta
$$

It follows that

$$
\begin{aligned}
\limsup _{x^{\prime} \rightarrow x} f\left(x^{\prime}\right) & =\limsup _{x^{\prime} \rightarrow x} \sup _{M \in F\left(x^{\prime}\right)}\langle v, M(u)\rangle \\
& \leq \limsup _{x^{\prime} \rightarrow x} \sup _{M \in F(x)+\varepsilon B_{m \times n}}\langle v, M(u)\rangle \\
& \leq \sup _{M \in F(x)}\langle v, M(u)\rangle+\varepsilon\|v\|\|u\| \\
& \leq f(x)+\varepsilon\|v\|\|u\| .
\end{aligned}
$$

Because $\varepsilon>0$ is arbitrary, we conclude the upper semicontinuity of $f$.

Proposition 2.2.11 Let $f: \mathbb{R}^{n} \times \mathbb{R}^{k} \rightarrow \mathbb{R}^{m}$ be a continuous function. Let $\partial_{x} f(x, y) \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and $\partial_{y} f(x, y) \subseteq L\left(\mathbb{R}^{k}, \mathbb{R}^{m}\right)$ be partial pseudoJacobians of $f$ at $(x, y)$. If the set-valued map $x^{\prime} \mapsto \partial_{y} f\left(x^{\prime}, y\right)$ is upper semicontinuous at $x$, then the set $\left(\partial_{x} f(x, y), \partial_{y} f(x, y)\right)$ is a pseudo-Jacobian of $f$ at $(x, y)$.
Proof. Let $(u, v) \in \mathbb{R}^{n} \times \mathbb{R}^{k}$ and $w \in \mathbb{R}^{m}$. Then

$$
\begin{aligned}
& (w f)^{+}((x, y) ;(u, v))=\limsup _{t \downarrow 0} \frac{(w f)(x+t u, y+t v)-(w f)(x, y)}{t} \\
\leq & \limsup _{t \downarrow 0} \frac{(w f)(x+t u, y+t v)-(w f)(x+t u, y)}{t} \\
& +\limsup _{t \downarrow 0} \frac{(w f)(x+t u, y)-(w f)(x, y)}{t} \\
\leq & \limsup _{t \downarrow 0} \frac{(w f)(x+t u, y+t v)-(w f)(x+t u, y)}{t}+\sup _{M \in \partial_{x} f(x, y)}\langle w, M(u)\rangle .
\end{aligned}
$$

Applying the mean value theorem to $f(x+t u, \cdot)$ on the interval $[y, y+t v]$, we obtain

$$
(w f)(x+t u, y+t v)-(w f)(x+t u, y) \in t \overline{\mathrm{co}}\left(\partial_{y} f(x+t u, y)(v)\right)
$$

Under the hypothesis of the theorem, the set-valued map $t \mapsto \partial_{y} f(x+$ $t u, y)$ is upper semicontinuous at $t=0$. By Lemma 2.2.10 this implies the following inequality concerning the first term of the latter inequality

$$
\begin{aligned}
& \limsup _{t \downarrow 0} \frac{(w f)(x+t u, y+t v)-(w f)(x+t u, y)}{t} \\
\leq & \limsup _{t \downarrow 0} \sup _{N \in \overline{\operatorname{co}\left(\partial_{y} f(x+t u, y)\right)}}\langle w, N(v)\rangle \\
\leq & \limsup _{t \downarrow 0} \sup _{N \in \partial_{y} f(x+t u, y)}\langle w, N(v)\rangle \\
\leq & \sup _{N \in \partial_{y} f(x, y)}\langle w, N(v)\rangle .
\end{aligned}
$$

We deduce that

$$
\begin{aligned}
(w f)^{+}((x, y) ;(u, v)) & \leq \sup _{N \in \partial_{y} f(x, y)}\langle w, N v\rangle+\sup _{M \in \partial_{x} f(x, y)}\langle w, M(u)\rangle \\
& \leq \sup _{(M N) \in\left(\partial_{x} f(x, y), \partial_{y} f(x, y)\right)}\langle w,(M N)(u, v)\rangle
\end{aligned}
$$

This shows that $\left(\partial_{x} f(x, y), \partial_{y} f(x, y)\right)$ is a pseudo-Jacobian of $f$ at $(x, y)$.

It is known from mathematical analysis that a function may have partial derivatives at a point without being Gâteaux differentiable at that point. Next we derive a sufficient condition for a function of two variables to be Gâteaux differentiable provided that it is Gâteaux differentiable with respect to each of its variables separately.

Corollary 2.2.12 Assume that $f$ is Gâteaux differentiable with respect to $x$ at $(x, y)$ and Gâteaux differentiable with respect to $y$ at every $\left(x^{\prime}, y\right)$, where $x^{\prime}$ is in a neighborhood of $x$, and that the partial derivative $\nabla_{y} f\left(x^{\prime}, y\right)$ is continuous in the first variable at $x$. Then $f$ is Gâteaux differentiable at $(x, y)$ and $\nabla f(x, y)=\left(\nabla_{x} f(x, y), \nabla_{y} f(x, y)\right)$.

Proof. By Proposition 2.2.11, the singleton set $\left\{\left(\nabla_{x} f(x, y), \nabla_{y} f(x, y)\right)\right\}$ is a pseudo-Jacobian of $f$ at $(x, y)$. The conclusion follows then from Proposition 1.2.2.

That the conclusion of Proposition 2.2.11 may fail without the upper semicontinuity of at least one of the partial pseudo-Jacobians is illustrated by the following example.

Example 2.2.13 Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be given by

$$
f(x, y)= \begin{cases}\left(|x|, \frac{x^{2} y}{x^{2}+y^{2}}\right) & \text { if }(x, y) \neq(0,0) \\ (0,0) & \text { else }\end{cases}
$$

It is easily seen that the sets

$$
\partial_{x} f(0,0)=\left\{\binom{1}{0},\binom{-1}{0}\right\}, \quad \partial_{y} f(0,0)=\left\{\binom{0}{0}\right\}
$$

are partial pseudo-Jacobians of $f$ at $(0,0)$. By taking $u=(1,1)$ and $v=$ $(0,1)$, we obtain

$$
(v f)^{+}((0,0) ; u)=\limsup _{t \downarrow 0} \frac{(v f)(t u)}{t}=\frac{1}{2}
$$

On the other hand, a simple calculation confirms

$$
\sup _{M \in\left(\partial_{x} f(0,0), \partial_{y} f(0,0)\right)}\langle v, M(u)\rangle=0
$$

which shows that $\left\{\left(\partial_{x} f(0,0), \partial_{y} f(0,0)\right)\right\}$ is not a pseudo-Jacobian of $f$ at $(0,0)$.

Let $\partial f(x, y)$ be a pseudo-Jacobian of $f$ at $(x, y)$. The function $f$ is differentiable at $(x, y) \neq(0,0)$, thus in view of Proposition 1.2 .3 , one has

$$
[\nabla f(x, y)]^{\operatorname{tr}}(v) \in \operatorname{co}\left\{M^{t r}(v): M \in \partial f(x, y)\right\}
$$

for every $v \in \mathbb{R}^{2}$, where the derivative $\nabla f(x, y)$ is given by

$$
\nabla f(x, y)=\left(\begin{array}{cc}
\operatorname{sign}(x) & 0 \\
\frac{2 x y^{3}}{\left(x^{2}+y^{2}\right)^{2}} & \frac{x^{2}\left(x^{2}-y^{2}\right)}{\left(x^{2}+y^{2}\right)^{2}}
\end{array}\right)
$$

By choosing $v=(0,1)$ we obtain

$$
\begin{gathered}
\operatorname{co}\left\{M^{t r}(v): M \in\left(\partial_{0} f(0,0), \partial_{y} f(0,0)\right)\right\}=\{(0,0)\} \\
{[\nabla f(x, y)]^{t r}(v)=\left(0, \frac{x^{2}\left(x^{2}-y^{2}\right)}{\left(x^{2}+y^{2}\right)^{2}}\right)}
\end{gathered}
$$

These equalities show that the pseudo-Jacobian $\partial f(x, y)$ cannot be upper semicontinuous once taking the value $\left(\partial_{x} f(0,0), \partial_{y} f(0,0)\right)$ at $(0,0)$.

## Gâteaux and Fréchet Pseudo-Jacobians

As we have seen in the first chapter, every Fréchet pseudo-Jacobian is a Gâteaux pseudo-Jacobian, and in its turn every Gâteaux pseudo-Jacobian is a pseudo-Jacobian, and in general the converse is not true. Here we provide a method of constructing a Fréchet pseudo-Jacobian from a given pseudo-Jacobian.

Proposition 2.2.14 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function. If $\partial f$ is a pseudo-Jacobian map of $f$ that is upper semicontinuous at $x_{0}$, then $\overline{\mathrm{co}}\left(\partial f\left(x_{0}\right)\right)$ is a Fréchet pseudo-Jacobian (hence a Gâteaux pseudoJacobian) of $f$ at $x_{0}$.

Proof. For every $\varepsilon>0$, by the upper semicontinuity of $\partial f$, there is some $\delta>0$ such that

$$
\overline{\mathrm{co}}\left\{\partial f\left(\left[x, x_{0}\right]\right)\left(x-x_{0}\right)\right\} \subseteq\left\{\overline{\operatorname{co}}\left(\partial f\left(\left[x, x_{0}\right]\right)\right)\right\}\left(x-x_{0}\right)+\varepsilon B_{m \times n}\left(x-x_{0}\right)
$$

whenever $\left\|x-x_{0}\right\|<\delta$. This and the mean value theorem imply that there exist a matrix $M_{x} \in \overline{\operatorname{co}}\left(\partial f\left(x_{0}\right)\right)$ and $P_{x} \in B_{m \times n}$ such that

$$
f(x)-f\left(x_{0}\right)=M_{x}\left(x-x_{0}\right)+\varepsilon P_{x}\left(x-x_{0}\right)
$$

Consequently,

$$
\frac{\left\|f(x)-f\left(x_{0}\right)-M_{x}\left(x-x_{0}\right)\right\|}{\left\|x-x_{0}\right\|}<\varepsilon
$$

whenever $\left\|x-x_{0}\right\|<\delta$ and the conclusion follows.

The Clarke generalized Jacobian is convex, compact-valued, and upper semicontinuous, therefore the first conclusion of Proposition 1.7.4 is an immediate corollary of Proposition 2.2.14.

Next we give a method to find a Fréchet pseudo-Jacobian of inverse functions.

Proposition 2.2.15 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuous function. Assume that $f^{-1}$ is the inverse of $f$ in a neighborhood of $f\left(x_{0}\right)$ which is Lipschitz at $f\left(x_{0}\right)$. If $\partial f\left(x_{0}\right)$ is a Fréchet pseudo-Jacobian of $f$ at $x_{0}$ and consists of invertible matrices only, then the set

$$
\Gamma:=\left\{M^{-1}: M \in \partial f\left(x_{0}\right)\right\}
$$

is a Fréchet pseudo-Jacobian of $f^{-1}$ at $f\left(x_{0}\right)$.
Proof. Set $y_{0}=f\left(x_{0}\right)$ and let $y$ be a point in a small neighborhood of $y_{0}$ in which the inverse function $f^{-1}$ is defined. Set $x=f^{-1}(y)$. There exists an element $M_{y} \in \partial f\left(x_{0}\right)$ such that

$$
f(x)-f\left(x_{0}\right)=M_{y}\left(x-x_{0}\right)+o\left(\left\|x-x_{0}\right\|\right)
$$

where $o\left(\left\|x-x_{0}\right\|\right) /\left\|x-x_{0}\right\| \rightarrow 0$ as $x$ tends to $x_{0}$. We derive

$$
f^{-1}(y)-f^{-1}\left(y_{0}\right)=x-x_{0}=M_{y}^{-1}\left(y-y_{0}\right)+M_{y}^{-1}\left(o\left(\left\|x-x_{0}\right\|\right)\right) .
$$

Because $\partial f\left(x_{0}\right)$ is closed and its elements are invertible, there is a positive number $\delta$ such that $\left\|M^{-1}\right\| \leq \delta$ for every $M \in \partial f\left(x_{0}\right)$. This and the Lipschitz continuity of $f^{-1}$ imply

$$
\lim _{y \rightarrow y_{0}} \frac{\left\|M_{y}^{-1}\left(o\left(\left\|x-x_{0}\right\|\right)\right)\right\|}{\left\|y-y_{0}\right\|} \leq \lim _{y \rightarrow y_{0}} \delta \frac{\left\|o\left(\left\|f^{-1}(y)-f^{-1}\left(y_{0}\right)\right\|\right)\right\|}{\left\|y-y_{0}\right\|}=0 .
$$

This shows that the set $\Gamma$ is a Fréchet pseudo-Jacobian of $f^{-1}$ at $f\left(x_{0}\right)$.

## Sup-Functions and Inf-Functions

We consider the case in which the max-function and the min-function are defined by an infinite family of continuous functions. Let $\Lambda$ be a topological
space and let $f: \mathbb{R}^{n} \times \Lambda \rightarrow \mathbb{R}$ be given. The sup-function and the inffunction of the family $\{f(., \lambda): \lambda \in \Lambda\}$ are defined by

$$
\begin{aligned}
p(x) & :=\sup \{f(x, \lambda): \lambda \in \Lambda\} \\
q(x) & :=\inf \{f(x, \lambda): \lambda \in \Lambda\}
\end{aligned}
$$

Let $x$ be fixed and let $\varepsilon>0, \delta>0$. Denote by

$$
\begin{aligned}
& \Lambda(\varepsilon, \delta):=\left\{\lambda \in \Lambda: f(y, \lambda) \geq p(x)-\varepsilon, \text { for } y \in x+\delta B_{n}\right\}, \\
& \Gamma(\varepsilon, \delta):=\left\{\lambda \in \Lambda: f(y, \lambda) \leq q(x)+\varepsilon, \text { for } y \in x+\delta B_{n}\right\} .
\end{aligned}
$$

Theorem 2.2.16 Let $x \in \mathbb{R}^{n}$ be given. Assume that the sup-function $p$ (respectively, inf-function $q$ ) is continuous and that for some positive $\varepsilon>0$ and $\delta>0$, the set $\partial_{x} f(y, \lambda)$ is a pseudo-differential of $f(., \lambda)$ at $y \in x+$ $\delta B_{n}$, where $\lambda \in \Lambda(\varepsilon, \delta)$ (respectively, $\lambda \in \Gamma(\varepsilon, \delta)$ ), and is such that the setvalued map $y \mapsto \bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(y, \lambda)$ (respectively, $y \mapsto \bigcup_{\lambda \in \Gamma(\varepsilon, \delta)} \partial_{x} f(y, \lambda)$ ) is upper semicontinuous at $x$. Then the closure of the set

$$
\left.\bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(x, \lambda) \text { (respectively, } \bigcup_{\lambda \in \Gamma(\varepsilon, \delta)} \partial_{x} f(x, \lambda)\right)
$$

is a pseudo-differential of $p$ (respectively $q$ ) at $x$.
Proof. Let $u \in \mathbb{R}^{n}$ and let $\left\{t_{k}\right\}$ be a sequence of positive numbers converging to 0 such that

$$
p^{+}(x ; u)=\lim _{k \rightarrow \infty} \frac{p\left(x+t_{k} u\right)-p(x)}{t_{k}} .
$$

We may assume that $\left\|t_{k} u\right\| \leq \delta$ for each $k=1,2, \ldots$ Then

$$
\begin{aligned}
p\left(x+t_{k} u\right)-p(x) & =\sup _{\lambda \in \Lambda} f\left(x+t_{k} u, \lambda\right)-\sup _{\lambda \in \Lambda} f(x, \lambda) \\
& =\sup _{\lambda \in \Lambda(\varepsilon, \delta)} f\left(x+t_{k} u, \lambda\right)-\sup _{\lambda \in \Lambda(\varepsilon, \delta)} f(x, \lambda) \\
& \leq \sup _{\lambda \in \Lambda(\varepsilon, \delta)}\left(f\left(x+t_{k} u, \lambda\right)-f(x, \lambda)\right)
\end{aligned}
$$

Let $r>0$ be arbitrary. By the upper semicontinuity assumption, there is some positive $s>0$ such that

$$
\bigcup_{y \in x+s B_{n}} \bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(y, \lambda) \subset \bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(x, \lambda)+r B_{n}
$$

Consequently,

$$
\bigcup_{y \in x+s B_{n}} \bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \operatorname{co}\left\{\partial_{x} f(y, \lambda)\right\} \subset \operatorname{co}\left\{\bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(x, \lambda)\right\}+r B_{n}
$$

Denote the set on the left-hand side $P$ and the set on the right-hand side $Q$. Without loss of generality we may assume that $t_{k}<s$ for all $k=1,2, \ldots$ Then applying the mean value theorem, we find $y_{k} \in\left(x, x+t_{k} u\right) \subset x+s B_{n}$, $\lambda_{k} \in \Lambda(\varepsilon, \delta)$, and $\xi_{k} \in \operatorname{co}\left(\partial_{x} f\left(y_{k}, \lambda_{k}\right)\right)$ such that

$$
p\left(x+t_{k} u\right)-p(x) \leq f\left(x+t_{k} u, \lambda_{k}\right)-f\left(x, \lambda_{k}\right)+t_{k} r \leq\left\langle\xi_{k}, t_{k} u\right\rangle+t_{k} r
$$

for $k=1,2, \ldots$. It follows that

$$
\begin{aligned}
\frac{p\left(x+t_{k} u\right)-p(x)}{t_{k}} & \leq\left\langle\xi_{k}, u\right\rangle+r \\
& \leq \sup _{\lambda \in \Lambda(\varepsilon, \delta)} \sup _{\xi \in \operatorname{co}\left(\partial_{x} f\left(y_{k}, \lambda\right)\right)}\langle\xi, u\rangle+r \\
& \leq \sup _{\xi \in P}\langle\xi, u\rangle+r \\
& \leq \sup _{\xi \in Q}\langle\xi, u\rangle+r \\
& \leq \sup _{\xi \in \bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(x, \lambda)}\langle\xi, u\rangle+r(1+\|u\|) .
\end{aligned}
$$

By passing to the limit in the above inequalities when $k$ tends to $\infty$, we obtain

$$
p^{+}(x ; u) \leq \sup _{\xi \in \bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(x, \lambda)}\langle\xi, u\rangle+r(1+\|u\|) .
$$

Because $r>0$ is arbitrary, we have

$$
p^{+}(x ; u) \leq \sup _{\xi \in \bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(x, \lambda)}\langle\xi, u\rangle,
$$

and similarly,

$$
p^{-}(x ; u) \geq \inf _{\xi \in \bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(x, \lambda)}\langle\xi, u\rangle
$$

which shows that the closure of the set $\bigcup_{\lambda \in \Lambda(\varepsilon, \delta)} \partial_{x} f(x, \lambda)$ is a pseudodifferential of $p$ at $x$. For the inf-function the proof is analogous.

Lemma 2.2.17 Let $x \in \mathbb{R}^{n}$ be given. Assume that $\Lambda$ is a compact space and $f$ is a continuous function. Then for every $\varepsilon>0$, there is some $\delta>0$ such that

$$
p(y)=\max \{f(y, \lambda): \lambda \in \Lambda(\varepsilon, 0)\} \quad \text { for } y \in x+\delta B_{n} .
$$

Proof. Suppose to the contrary that there is some $\varepsilon_{0}>0$ and $x_{k}$ converging to $x$ such that

$$
p\left(x_{k}\right)>\max \left\{f\left(x_{k}, \lambda\right): \lambda \in \Lambda(\varepsilon, 0)\right\} .
$$

Let $\lambda_{k} \in \Lambda$ be such that

$$
p\left(x_{k}\right)=f\left(x_{k}, \lambda_{k}\right)
$$

Then $\lambda_{k} \notin \Lambda(\varepsilon, 0)$. Without loss of generality we may assume that the sequence $\left\{\lambda_{k}\right\}$ converges to $\lambda_{0} \in \Lambda$ as $k$ tends to $\infty$. It is clear that $\lambda_{0} \in$ $\Lambda(\varepsilon, 0)$ and $p(x)=f\left(x, \lambda_{0}\right)$. It follows from the continuity of $f$ that there is $\delta>0$ and a neighborhood $V$ of $\lambda_{0}$ in $\Lambda$ such that

$$
f(y, \lambda) \geq p(x)-\varepsilon \quad \text { for all } y \in x+\delta B_{n}, \lambda \in V
$$

In particular, $f\left(x, \lambda_{k}\right) \geq p(x)-\varepsilon$ for $k$ so large that $\lambda_{k} \in V$. This shows that $\lambda_{k} \in \Lambda(\varepsilon, 0)$, a contradiction.

Lemma 2.2.18 Let $x \in \mathbb{R}^{n}$ be given. Assume that $\Lambda$ is a compact space, $f$ is a continuous function, and the set-valued map $y \mapsto \partial_{x} f(y, \lambda)$ is a pseudo-differential map of $f(., \lambda)$, which is upper semicontinuous in two variables $y$ and $\lambda$ at $(x, \lambda), \lambda \in \Lambda(\varepsilon, 0)$. Then the set-valued map

$$
y \mapsto \bigcup_{\lambda \in \Lambda(\varepsilon, 0)} \partial_{x} f(y, \lambda)
$$

is upper semicontinuous at $x$.
Proof. Let $r>0$ be given. For each $\lambda \in \Lambda(\varepsilon, 0)$, there is $s(\lambda)>0$ and a neighborhood $V(\lambda) \subseteq \Lambda(\varepsilon, 0)$ of $\lambda$ such that

$$
\partial_{x} f\left(y, \lambda^{\prime}\right) \subseteq \partial_{x} f(x, \lambda)+s(\lambda) B_{n} \quad \text { for } y \in x+r B_{n} \quad \text { and } \quad \lambda^{\prime} \in V(\lambda)
$$

It follows from the hypothesis of the lemma that $\Lambda(\varepsilon, 0)$ is compact. Hence there exist $\lambda_{1}, \ldots, \lambda_{k} \in \Lambda(\varepsilon, 0)$ such that $\Lambda(\varepsilon, 0)$ is covered by $V\left(\lambda_{1}\right), \ldots, V\left(\lambda_{k}\right)$. By choosing

$$
s=\min \left\{s\left(\lambda_{1}\right), \ldots, s\left(\lambda_{k}\right)\right\}
$$

we obtain

$$
\partial_{x} f(y, \lambda) \subseteq \partial_{x} f(x, \lambda)+s B_{n} \quad \text { for } y \in x+r B_{n} \quad \text { and } \quad \lambda \in \Lambda(\varepsilon, 0)
$$

By taking the union of the above sets over $\lambda \in \Lambda(\varepsilon, 0)$, we deduce the conclusion.

Corollary 2.2.19 Let $x \in \mathbb{R}^{n}$ be given. Assume that $\Lambda$ is a compact space, $f$ is a continuous function, and that the set-valued map $\partial_{x} f(., \lambda)$ is a pseudo-differential map of $f(., \lambda)$ which is upper semicontinuous in the two variables at $x$. Then for every $\varepsilon>0$, the closure of the set

$$
\left.\bigcup_{\lambda \in \Lambda: f(x, \lambda) \geq p(x)-\varepsilon} \partial_{x} f(x, \lambda) \quad \text { (respectively, } \bigcup_{\lambda \in \Lambda: f(x, \lambda) \leq q(x)+\varepsilon} \partial_{x} f(x, \lambda)\right)
$$

is a pseudo-differential of $p$ (respectively, $q$ ) at $x$.
Proof. According to Lemma 2.2.17, in a sufficiently small neighborhood of $x$, the sup-function $p$ can be defined by the family of functions $f(., \lambda)$ with $\lambda \in \Lambda(\varepsilon, 0)$ only. This and Lemma 2.2.18 allow us to apply Theorem 2.2.16 to conclude the corollary.

## Taylor's Expansion

In this part, we see how Taylor's expansions can be obtained for $C^{1}$ - functions using pseudo-Hessians.

Theorem 2.2.20 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuously differentiable on $\mathbb{R}^{n}$; let $x, y \in \mathbb{R}^{n}$. Suppose that for each $z \in[x, y], \partial^{2} f(z)$ is a pseudo-Hessian of $f$ at $z$. Then there exists $c \in(x, y)$ such that

$$
f(y) \in f(x)+\langle\nabla f(x), y-x\rangle+\frac{1}{2} \overline{\operatorname{co}}\left(\left\langle\partial^{2} f(c)(y-x),(y-x)\right\rangle\right)
$$

Proof. Let us define a real function $h$ on $\mathbb{R}$ by

$$
h(t)=f(y+t(x-y))+t\langle\nabla f(y+t(x-y)), y-x\rangle+\frac{1}{2} a t^{2}-f(y),
$$

where $a=-2(f(x)-f(y)+\langle\nabla f(x), y-x\rangle)$. Then $h$ is continuous and $h(0)=h(1)=0$. So, $h$ attains its extremum at some $\gamma \in(0,1)$. Suppose that $\gamma$ is a minimum point of $h$. Now, by necessary conditions, we have for all $v \in R$,

$$
h^{-}(\gamma ; v) \geq 0
$$

By setting $u:=x-y$, we derive

$$
\begin{aligned}
0 \leq & h^{-}(\gamma ; v) \\
= & \liminf _{\lambda \rightarrow 0^{+}} \frac{h(\gamma+\lambda v)-h(\gamma)}{\lambda} \\
= & \lim _{\lambda \rightarrow 0^{+}} \frac{f(y+(\gamma+\lambda v) u)-f(y+\gamma u)}{\lambda} \\
& +\frac{1}{2} \lim _{\lambda \rightarrow 0^{+}} \frac{a(\gamma+\lambda v)^{2}-a \gamma^{2}}{\lambda} \\
& +\liminf _{\lambda \rightarrow 0^{+}} \frac{(\gamma+\lambda v)\langle\nabla f(y+(\gamma+\lambda v) u),-u\rangle-\gamma\langle\nabla f(y+\gamma u),-u\rangle}{\lambda} .
\end{aligned}
$$

So,

$$
\begin{aligned}
0 \leq & h^{-}(\gamma ; v) \\
= & v\langle\nabla f(y+\gamma u), u\rangle+a \gamma v+v\langle\nabla f(y+\gamma u),-u\rangle \\
& +\gamma \liminf _{\lambda \rightarrow 0^{+}} \frac{\langle\nabla f(y+(\gamma+\lambda v) u),-u\rangle-\langle\nabla f(y+\gamma u),-u\rangle}{\lambda} \\
= & a \gamma v+\gamma \liminf _{\lambda \rightarrow 0^{+}} \frac{\langle\nabla f(y+(\gamma+\lambda v) u),-u\rangle-\langle\nabla f(y+\gamma u),-u\rangle}{\lambda} .
\end{aligned}
$$

Let $c=y+\gamma(x-y)$. Then $c \in(x, y)$ and for $v=1$, we get

$$
\begin{aligned}
0 & \leq a \gamma+\gamma \liminf _{\lambda \rightarrow 0^{+}} \frac{\langle\nabla f(y+\gamma u+\lambda u),-u\rangle-\langle\nabla f(y+\gamma u),-u\rangle}{\lambda} \\
& \leq a \gamma+\sup _{M \in \partial^{2} f(c)}\langle M(-u), u\rangle .
\end{aligned}
$$

This gives us

$$
a \geq \inf _{M \in \partial^{2} f(c)}\langle M(-u),-u\rangle .
$$

Similarly, for $v=-1$, we obtain

$$
\begin{aligned}
0 & \leq-a \gamma+\gamma \liminf _{\lambda \rightarrow 0^{+}} \frac{\langle\nabla f(y+\gamma u+\lambda(-u)),-u\rangle-\langle\nabla f(y+\gamma u),-u\rangle}{\lambda} \\
& \leq-a \gamma+\sup _{M \in \partial^{2} f(c)}\langle M(-u),-u\rangle ;
\end{aligned}
$$

thus

$$
a \leq \sup _{M \in \partial^{2} f(c)}\langle M(-u),-u\rangle .
$$

Hence, it follows that

$$
\inf _{M \in \partial^{2} f(c)}\langle M(-u),-u\rangle \leq a \leq \sup _{M \in \partial^{2} f(c)}\langle M(-u),-u\rangle,
$$

and so,

$$
a \in \overline{\overline{\mathrm{co}}}\left(\left\langle\partial^{2} f(c)(-u),-u\right\rangle\right) .
$$

Recalling that $u=x-y$, we obtain

$$
f(y)-f(x)-\langle\nabla f(x), y-x\rangle=\frac{a}{2} \in \frac{1}{2} \overline{\operatorname{co}}\left(\left\langle\partial^{2} f(c)(y-x),(y-x)\right\rangle\right) .
$$

The reasoning is similar in the case when $\gamma$ is a maximum point of $h$. The details are left to the reader.

Corollary 2.2.21 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuously differentiable on $\mathbb{R}^{n}$ and $x, y \in \mathbb{R}^{n}$. Suppose that for each $z \in[x, y], \partial^{2} f(z)$ is a convex and compact pseudo-Hessian of $f$ at $z$. Then there exist $c \in(x, y)$ and $M \in$ $\partial^{2} f(c)$ such that

$$
f(y)=f(x)+\langle\nabla f(x), y-x\rangle+\frac{1}{2}\langle M(y-x), y-x\rangle .
$$

Proof. It follows from the hypothesis that for each $z \in[x, y], \partial^{2} f(z)$ is convex and compact, and so the $\overline{\text { co }}$ in the conclusion of the previous theorem is superfluous. Thus the inequalities

$$
\inf _{M \in \partial^{2} f(c)}\langle M(y-x), x-y\rangle \leq a \leq \sup _{M \in \partial^{2} f(c)}\langle M(y-x), x-y\rangle
$$

give us that

$$
a \in\left\langle\partial^{2} f(c)(y-x),(y-x)\right\rangle .
$$

Corollary 2.2.22 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be $C^{1,1}$ and $x, y \in \mathbb{R}^{n}$. Then there exist $c \in(x, y)$ and $M \in \partial_{H}^{2} f(c)$ such that

$$
f(y)=f(x)+\langle\nabla f(x), y-x\rangle+\frac{1}{2}\langle M(y-x), y-x\rangle
$$

Proof. The conclusion follows from the above corollary by choosing the generalized Hessian $\partial_{H}^{2} f(x)$ as a pseudo-Hessian of $f$ for each $x$.

### 2.3 A General Chain Rule

Some chain rules are now developed for computing pseudo-Jacobians of composite functions. We begin with the following formula for the convex hull of compositions of matrices.

Lemma 2.3.1 Let $\Gamma_{2} \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and $\Gamma_{1} \subseteq L\left(\mathbb{R}^{m}, \mathbb{R}^{k}\right)$ be nonempty. Then we have

$$
\left(\operatorname{co}\left(\Gamma_{1}\right)\right) \circ\left(\operatorname{co}\left(\Gamma_{2}\right)\right) \subseteq \operatorname{co}\left(\Gamma_{1} \circ \Gamma_{2}\right) .
$$

Proof. Let $M \in \operatorname{co}\left(\Gamma_{1}\right)$ and $N \in \operatorname{co}\left(\Gamma_{2}\right)$. There are matrices $M_{i} \in \Gamma_{1}$, $N_{i} \in \Gamma_{2}$ and positive numbers $\lambda_{i}$ and $\mu_{i}, i=1, \ldots, l$ such that $\sum_{i=1}^{l} \lambda_{i}=$ $\sum_{j=1}^{l} \mu_{j}=1$ and $M=\sum_{i=1}^{l} \lambda_{i} M_{i}, N=\sum_{i=1}^{l} \mu_{i} N_{i}$. Then

$$
M \circ N=\sum_{i=1}^{l} \lambda_{i} M_{i} \circ \sum_{j=1}^{l} \mu_{j} N_{j}=\sum_{i=1}^{l} \lambda_{i}\left\{\sum_{j=1}^{l} \mu_{j} M_{i} \circ N_{j}\right\}
$$

which shows that $M \circ N \in \operatorname{co}\left(\operatorname{co}\left(\Gamma_{1} \circ \Gamma_{2}\right)\right)=\operatorname{co}\left(\Gamma_{1} \circ \Gamma_{2}\right)$.

## Fuzzy Chain Rules

The chain rule for a composite function proved presently involves pseudoJacobians around the given point. For this reason, it is called a fuzzy chain rule.

Theorem 2.3.2 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ be continuous functions. Let $\partial f$ and $\partial g$ be pseudo-Jacobian maps of $f$ and $g$, respectively. Then for each $\varepsilon_{1}, \varepsilon_{2}>0$, the closure of the set

$$
\bigcup_{x \in x_{0}+\varepsilon_{1} B_{n}, y \in f\left(x_{0}\right)+\varepsilon_{2} B_{m}} \partial g(y) \circ \partial f(x)
$$

is a pseudo-Jacobian of the composite function $g \circ f$ at $x_{0}$.
Proof. Let $\varepsilon_{1}, \varepsilon_{2}>0$ be given. Denote by $D_{1}:=x_{0}+\varepsilon_{1} B_{n}, D_{2}:=f\left(x_{0}\right)+$ $\varepsilon_{2} B_{m}$ and

$$
\Gamma_{1}:=\bigcup_{x \in D_{1}} \partial f(x) \quad \text { and } \quad \Gamma_{2}:=\bigcup_{y \in D_{2}} \partial g(y) .
$$

We have to show that for every $u \in \mathbb{R}^{n}$ and $w \in \mathbb{R}^{k}$,

$$
(w(g \circ f))^{+}\left(x_{0} ; u\right) \leq \sup _{M \in \Gamma_{1} \circ \Gamma_{2}}\langle w, M(u)\rangle
$$

To this purpose, let $\left\{t_{i}\right\}$ be a sequence of positive numbers converging to 0 such that

$$
(w(g \circ f))^{+}\left(x_{0} ; u\right)=\lim _{i \rightarrow \infty} \frac{w(g \circ f)\left(x_{0}+t_{i} u\right)-w(g \circ f)\left(x_{0}\right)}{t_{i}}
$$

Applying the mean value theorem to $f$ and $g$ we obtain

$$
\begin{aligned}
& f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right) \in \overline{\overline{\mathrm{co}}}\left(\partial f\left[x_{0}, x_{0}+t_{i} u\right]\left(t_{i} u\right)\right) \\
& g\left(f\left(x_{0}+t_{i} u\right)\right)-g\left(f\left(x_{0}\right)\right) \in \overline{\mathrm{co}}\left(\partial g\left[f\left(x_{0}\right), f\left(x_{0}+t_{i} u\right)\right]\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)\right) .
\end{aligned}
$$

Denote the sets on the right-hand sides above $P_{i}$ and $Q_{i}$, respectively, and observe that as $f$ is continuous, there is $i_{0} \geq 1$ such that

$$
\begin{aligned}
{\left[x_{0}, x_{0}+t_{i} u\right] } & \subseteq D_{1} \\
{\left[f\left(x_{0}\right), f\left(x_{0}+t_{i} u\right)\right] } & \subseteq D_{2} \text { for } i \geq i_{0}
\end{aligned}
$$

Thus, in view of Lemma 2.3.1, we conclude

$$
\begin{aligned}
(w(g \circ f))^{+}\left(x_{0} ; u\right) & \leq \lim _{i \rightarrow \infty} \sup _{\xi \in Q_{i} \circ P_{i}} \frac{1}{t_{i}}\langle w, \xi\rangle \\
& \leq \lim _{i \rightarrow \infty} \sup _{\xi \in \overline{\operatorname{co}}\left(\bigcup_{x \in D_{1}, y \in D_{2}} \partial g(y) \circ \partial f(x)\left(t_{i} u\right)\right)} \frac{1}{t_{i}}\langle w, \xi\rangle \\
& \leq \sup \left\{\langle w, A(u)\rangle: A \in \Gamma_{1} \circ \Gamma_{2}\right\}
\end{aligned}
$$

This shows that the closure of the set $\Gamma_{1} \circ \Gamma_{2}$ is a pseudo-Jacobian of $g \circ f$ at $x_{0}$.

## Chain Rules for Upper Semicontinuous Pseudo-Jacobians

An interesting case arises when $f$ and $g$ admit upper semicontinuous pseudo-Jacobians. A chain rule that involves perturbed sets of pseudoJacobians of $f$ and $g$ at a point under consideration replaces the fuzzy rule.

Theorem 2.3.3 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ be continuous functions. Let $\partial f$ and $\partial g$ be pseudo-Jacobian maps of $f$ and $g$ that are upper semicontinuous at $x_{0}$ and at $f\left(x_{0}\right)$ respectively. Then for each $\varepsilon_{1}, \varepsilon_{2}>0$, the closure of the set

$$
\left(\partial g\left(f\left(x_{0}\right)\right)+\varepsilon_{2} B_{k \times m}\right) \circ\left(\partial f\left(x_{0}\right)+\varepsilon_{1} B_{m \times n}\right)
$$

is a pseudo-Jacobian of the composite function $g \circ f$ at $x_{0}$.
Proof. By the hypothesis on the upper semicontinuity of $\partial f$ and $\partial g$, we can find for every $\varepsilon_{1}, \varepsilon_{2}>0$ a positive $\delta$ such that

$$
\begin{aligned}
\partial f(x) & \subseteq \partial f\left(x_{0}\right)+\varepsilon_{1} B_{m \times n} \quad \text { for } x \text { with }\left\|x-x_{0}\right\| \leq \delta \\
\partial g(y) & \subseteq \partial g\left(f\left(x_{0}\right)\right)+\varepsilon_{2} B_{k \times m} \quad \text { for } y \text { with }\left\|y-f\left(x_{0}\right)\right\| \leq \delta .
\end{aligned}
$$

It follows that

$$
\bigcup_{x \in x_{0}+\delta B_{n}, y \in f\left(x_{0}\right)+\delta B_{m}} \partial g(y) \circ \partial f(x) \subseteq\left(\partial g\left(f\left(x_{0}\right)\right)+\varepsilon_{2} B_{k \times m}\right) \circ\left(\partial f\left(x_{0}\right)+\varepsilon_{1} B_{m \times n}\right) .
$$

We apply Theorem 2.3 .2 to complete the proof.
When $g$ admits a bounded pseudo-Jacobian, for instance, when it is differentiable or locally Lipschitz, Theorem 2.3.3 takes a simpler form.

Corollary 2.3.4 Assume that $\partial f$ is a pseudo-Jacobian map of $f$ which is upper semicontinuous at $x$ and $\partial g$ is a pseudo-Jacobian of $g$ which is bounded and upper semicontinuous at $f(x)$. Then for every $\varepsilon>0$, the closure of the set

$$
\left(\partial g(f(x))+\varepsilon B_{k \times m}\right) \circ \partial f(x)
$$

is a pseudo-Jacobian of the composite function $g \circ f$ at $x$.
Proof. According to the preceding theorem, for every $\varepsilon_{1}, \varepsilon_{2}>0$ one has

$$
\begin{aligned}
(w(g \circ f))^{+}(x ; u) \leq & \sup _{M \in \Gamma_{1}, N \in \Gamma_{2}}\langle w,(M \circ N)(u)\rangle \\
\leq & \sup _{M \in \Gamma_{1}, N \in \partial f\left(x_{0}\right)}\langle w,(M \circ N)(u)\rangle \\
& +\varepsilon_{2} \sup _{M \in \Gamma_{1}, N \in B_{m \times n}}\langle w,(M \circ N)(u)\rangle,
\end{aligned}
$$

where $\Gamma_{1}=\partial g(f(x))+\varepsilon_{2} B_{k \times m}$ and $\Gamma_{2}=\partial f(x)+\varepsilon_{1} B_{m \times n}$. Because the set on which the supremum of the second term in the latter inequality is taken is bounded and $\varepsilon_{2}$ is arbitrary, we derive

$$
(w(g \circ f))^{+}(x ; u) \leq \sup _{M \in \Gamma_{1}, N \in \partial f\left(x_{0}\right)}\langle w,(M \circ N)(u)\rangle
$$

and obtain the desired pseudo-Jacobian.

As a special case of Theorem 2.3.3, when both functions $f$ and $g$ admit bounded pseudo-Jacobians, we obtain the following exact chain rule.

Corollary 2.3.5 Assume that $\partial f$ and $\partial g$ are pseudo-Jacobian maps of $f$ and $g$ which are bounded and upper semicontinuous at $x$ and $f(x)$, respectively. Then the set

$$
\partial g(f(x)) \circ \partial f(x)
$$

is a pseudo-Jacobian of the composite function $g \circ f$ at $x$.
Proof. Use the method of the proof of Corollary 2.3.1 and the hypothesis that $\partial f(x)$ is bounded.

We notice that under the hypothesis of this corollary, the pseudoJacobian maps of $f$ and $g$ are locally bounded at $x$ and $f(x)$, respectively. Hence, in view of Proposition 2.2.9 the functions $f$ and $g$ are locally Lipschitz near these points.

### 2.4 Chain Rules Using Recession Pseudo-Jacobian Matrices

It should be noted that Theorem 2.3.3 provides us with a construction of a pseudo-Jacobian of the composite function $g \circ f$ by using perturbed sets of pseudo-Jacobians of $f$ and $g$. As we show, when $\partial f(x)$ and $\partial g(f(x))$ are not bounded, the exact chain rule as that of Corollary 2.3.5 is no longer true. The concept of recession directions (Section 1.5) is of great help in obtaining a chain rule in which only the recession Jacobian is perturbed. First we give some auxiliary results.

Lemma 2.4.1 Let $F$ be a set-valued map from $\mathbb{R}^{n}$ to $\mathbb{R}^{k}$ that is upper semicontinuous at $x_{0} \in \mathbb{R}^{n}$. Let $\left\{t_{i}\right\}$ be a sequence of positive numbers converging to $0, q_{i} \in \overline{c o}\left(F\left(x_{0}+t_{i} B_{n}\right)\right)$ with $\lim _{i \rightarrow \infty}\left\|q_{i}\right\|=\infty$ and $\lim _{i \rightarrow \infty} q_{i} /\left\|q_{i}\right\|=q_{0}$ for some $q_{0} \in \mathbb{R}^{k}$. Then $q_{0} \in\left[\operatorname{co}\left(F\left(x_{0}\right)\right)\right]_{\infty}$. Moreover, if the cone $\operatorname{co}\left(F\left(x_{0}\right)_{\infty}\right)$ is pointed, then $q_{0} \in \operatorname{co}\left(F\left(x_{0}\right)_{\infty}\right)=\left[\operatorname{co}\left(F\left(x_{0}\right)\right)\right]_{\infty}$.

Proof. By the upper semicontinuity of $F$, for every $\varepsilon>0$, there is $i_{0}$ sufficiently large such that

$$
F\left(x_{0}+t_{i} B_{n}\right) \subseteq F\left(x_{0}\right)+\varepsilon B_{k} \quad i \geq i_{0} .
$$

Hence we have

$$
q_{i} \in \overline{\operatorname{co}}\left(F\left(x_{0}\right)+\varepsilon B_{k}\right) \subseteq \operatorname{co}\left(F\left(x_{0}\right)+\varepsilon B_{k}\right)+\varepsilon B_{k} \quad \text { for } i \geq i_{0} .
$$

Consequently,

$$
\begin{aligned}
q_{0} & \in\left[\operatorname{co}\left(F\left(x_{0}\right)+\varepsilon B_{k}\right)+\varepsilon B_{k}\right]_{\infty} \\
& \subseteq\left[\operatorname{co}\left(F\left(x_{0}\right)+\varepsilon B_{k}\right)\right]_{\infty} \subseteq\left[\operatorname{co}\left(F\left(x_{0}\right)\right)\right]_{\infty}
\end{aligned}
$$

(see Lemma 1.5.1). For the second part of the lemma the inclusion $\operatorname{co}\left(F\left(x_{0}\right)_{\infty}\right) \subseteq\left[\operatorname{co}\left(F\left(x_{0}\right)\right)\right]_{\infty}$ always holds because $F\left(x_{0}\right) \subseteq \operatorname{co}\left(F\left(x_{0}\right)\right)$ and $\left[\operatorname{co}\left(F\left(x_{0}\right)\right)\right]_{\infty}$ is a closed convex cone. For the inverse inclusion, let $p \in\left[\operatorname{co}\left(F\left(x_{0}\right)\right)\right]_{\infty}, p \neq 0$. By Caratheodory's theorem, one can find convex combinations $p_{i}=\sum_{j=1}^{k+1} \lambda_{i j} p_{i j}$ with $\lambda_{i j} \geq 0, p_{i j} \in F\left(x_{0}\right)$ and $\sum_{j=1}^{k+1} \lambda_{i j}=1$ such that

$$
p /\|p\|=\lim _{i \rightarrow \infty} p_{i} /\left\|p_{i}\right\| \quad \text { and } \quad \lim _{i \rightarrow \infty}\left\|p_{i}\right\|=\infty
$$

Without loss of generality we may assume that $\lim _{i \rightarrow \infty} \lambda_{i j}=\lambda_{j} \geq 0$ for $j=1, \ldots, k+1$ and $\sum_{j=1}^{k+1} \lambda_{j}=1$. For every $j$, consider the sequence $\left\{\lambda_{i j} p_{i j} /\left\|p_{i}\right\|\right\}_{i \geq 1}$. We claim that this sequence is bounded, hence we may assume that it converges to some $p_{o j} \in\left(F\left(x_{0}\right)\right)_{\infty}$. Then $p=\sum_{j=1}^{k+1} p_{o j} \in$ $\operatorname{co}\left(F\left(x_{0}\right)_{\infty}\right)$ as wanted. To achieve the proof we suppose to the contrary that $\left\{\lambda_{i j} p_{i j} /\left\|p_{i}\right\|\right\}_{i \geq 1}$ is unbounded. Denote $a_{i j}=\lambda_{i j} p_{i j} /\left\|p_{i}\right\|$. One may assume by taking a subsequence if necessary, that $\left\|a_{i j_{0}}\right\|=\max \left\{\left\|a_{i j}\right\|\right.$, $j=1, \ldots, k+1\}$, for every $i$. Hence $\lim _{i \rightarrow \infty}\left\|a_{i j_{0}}\right\|=\infty$. Because $p_{i} /\left\|p_{i}\right\|=$ $\sum_{j=1}^{k+1} a_{i j}$, we have

$$
0=\lim _{i \rightarrow \infty} p_{i} /\left(\left\|p_{i}\right\|\left\|a_{i j_{0}}\right\|\right)=\lim _{i \rightarrow \infty} \sum_{j=1}^{k+1} a_{i j} /\left\|a_{i j_{0}}\right\| .
$$

Again we may assume that $\left\{a_{i j} /\left\|a_{i j_{0}}\right\|\right\}_{i \geq 0}$ converges to some $a_{o j} \in F\left(x_{0}\right)_{\infty}$ for $j=1, \ldots, k+1$ because these sequences are bounded. As $a_{o j_{0}} \neq 0$, the equality $0=\sum_{j=1}^{k+1} a_{0 j}$ shows that $\operatorname{co}\left(F\left(x_{0}\right)_{\infty}\right)$ is not pointed, a contradiction.

Lemma 2.4.2 Let $K$ be a straight line cone in $\mathbb{R}^{k}$. Then for every $\varepsilon>0$, the convex hull of the conic $\varepsilon$-neighborhood $K^{\varepsilon}$ of $K$ is the entire space $\mathbb{R}^{k}$.

Proof. It is obvious that the interior of $K^{\varepsilon}$ is nonempty. It contains for instance $K \backslash\{0\}$. Hence for every $x \in \mathbb{R}^{k}$, one has $(x+K) \cap \operatorname{int}\left(K^{\varepsilon}\right) \neq \emptyset$. Let $y=x+k \in \operatorname{int}\left(K^{\varepsilon}\right)$ for some $k \in K$. Then $x=y-k \in \operatorname{int}\left(K^{\varepsilon}\right)+(-K) \subseteq$ $\operatorname{int}\left(K^{\varepsilon}\right)+K \subseteq \operatorname{co}\left(K^{\varepsilon}\right)$.

It is well known in linear algebra that a linear transformation can be represented by a matrix, and every matrix determines a linear transformation. For this reason, we say that a matrix is surjective (respectively, injective) if the associated linear transformation is surjective (respectively, injective).

Theorem 2.4.3 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ be continuous functions. Let $\partial f$ and $\partial g$ be pseudo-Jacobian maps of $f$ and $g$ that are upper semicontinuous at $x$ and at $f(x)$, respectively. Assume further that
(i) Elements of $\partial g(f(x))$ are surjective whenever $(\partial f(x))_{\infty}$ is nontrivial.
(ii) Elements of $\partial f(x)$ are injective whenever $(\partial g(f(x)))_{\infty}$ is nontrivial.

Then for every $\varepsilon>0$, the closure of the set

$$
\left[\partial g(f(x))+(\partial g(f(x)))_{\infty}^{\varepsilon}\right] \circ\left[\partial f(x)+(\partial f(x))_{\infty}^{\varepsilon}\right]
$$

is a pseudo-Jacobian of the composite function $g \circ f$ at $x$.
Proof. This theorem can be derived from Theorem 2.3.3. However, we provide here a direct proof. We wish to show that for every $u \in \mathbb{R}^{n}$, $w \in \mathbb{R}^{k}$,

$$
\begin{equation*}
\langle w, g \circ f\rangle^{+}(x ; u) \leq \sup _{M \in P, N \in Q}\langle w, M N(u)\rangle \tag{2.5}
\end{equation*}
$$

where $P:=\partial g(f(x))+(\partial g(f(x)))_{\infty}^{\varepsilon}$ and $Q:=\partial f(x)+(\partial f(x))_{\infty}^{\varepsilon}$. The case $u=0$ or $w=0$ being obvious, we assume $u \neq 0$ and $w \neq 0$. Let $\left\{t_{i}\right\}$ be a sequence of positive numbers converging to 0 such that

$$
\begin{equation*}
\langle w, g \circ f\rangle^{+}(x ; u)=\lim _{i \rightarrow \infty} \frac{\left\langle w, g\left(f\left(x+t_{i} u\right)\right)-g(f(x))\right\rangle}{t_{i}} \tag{2.6}
\end{equation*}
$$

It follows from the mean value theorem that for each $t_{i}$ there exist some $M_{i} \in \overline{\mathrm{CO}}\left(\partial g\left[f(x), f\left(x+t_{i} u\right)\right]\right)$ and $N_{i} \in \overline{\mathrm{Co}}\left(\partial f\left[x, x+t_{i} u\right]\right)$ such that

$$
\begin{align*}
f\left(x+t_{i} u\right)-f(x) & =t_{i} N_{i}(u)  \tag{2.7}\\
g\left(f\left(x+t_{i} u\right)\right)-g(f(x)) & =M_{i}\left(f\left(x+t_{i} u\right)-f(x)\right)
\end{align*}
$$

By taking a subsequence, if necessary, we need to deal with four cases.
(a) $\left\{N_{i}\right\}$ converges to some $N_{0}$ and $\left\{M_{i}\right\}$ converges to some $M_{0}$.
(b) $\left\{N_{i}\right\}$ converges to some $N_{0}$ and $\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty$ with $\left\{M_{i} /\left\|M_{i}\right\|\right\}$ converging to some $M_{*}$.
(c) $\lim _{i \rightarrow \infty}\left\|N_{i}\right\|=\infty$ with $\left\{N_{i} /\left\|N_{i}\right\|\right\}$ converging to some $N_{*}$ and $\left\{M_{i}\right\}$ converges to some $M_{0}$.
(d) $\lim _{i \rightarrow \infty}\left\|N_{i}\right\|=\infty$ with $\left\{N_{i} /\left\|N_{i}\right\|\right\}$ converging to some $N_{*}$ and $\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty$ with $\left\{M_{i} /\left\|M_{i}\right\|\right\}$ converging to some $M_{*}$.
It follows from (2.6) and (2.7) that

$$
\langle w, g \circ f\rangle^{+}(x ; u)=\lim _{i \rightarrow \infty}\left\langle w, M_{i} N_{i}(u)\right\rangle .
$$

In (a) one has $N_{0} \in \overline{\overline{\mathrm{co}}}(\partial f(x)), M_{0} \in \overline{\mathrm{co}}(\partial g(f(x)))$ by the upper semicontinuity of $\partial f$ and $\partial g$. Therefore,

$$
\langle w, g \circ f\rangle^{+}(x ; u)=\left\langle x, M_{0} N_{0}(u)\right\rangle \leq \sup _{M \in P, N \in Q}\langle w, M N(u)\rangle
$$

Case (b). By Lemma 2.4.1, $M_{*} \in[\operatorname{co}(\partial g(f(x)))]_{\infty}$. If $\operatorname{co}\left\{[\partial g(f(x))]_{\infty}\right\}$ is not pointed, then by Lemma 2.4.2, co $\left\{[\partial g(f(x))]_{\infty}^{\varepsilon}\right\}$ coincides with the whole space $L\left(\mathbb{R}^{m}, \mathbb{R}^{k}\right)$. This and the injectivity of $N \in \partial f(x)$ imply

$$
\sup _{M \in P, N \in Q}\langle w, M N(u)\rangle \geq \sup _{M \in L\left(\mathbb{R}^{m}, \mathbb{R}^{\ell}\right), N \in Q}\langle w, M N(u)\rangle=\infty
$$

(because $u \neq 0$ ), and (2.5) holds obviously. If the cone $\operatorname{co}\left\{[\partial g(f(x))]_{\infty}\right\}$ is pointed, then by Lemma 2.4.1 it contains $M_{*}$. Let

$$
\alpha:=\left\langle w, M_{*} N_{0}(u)\right\rangle .
$$

If $\alpha>0$, then from the fact that $\lambda M_{*} \in \operatorname{co}\left\{[\partial g(f(x))]_{\infty}\right\}$ for all $\lambda \geq 0$, we derive the following relation which subsumes (2.5),

$$
\begin{aligned}
\sup _{M \in P, N \in Q}\langle w, M N(u)\rangle & \geq \sup _{M \in M_{r}+\operatorname{co}\left\{[\partial g(f(x))]_{\infty}^{\varepsilon}\right\}}\left\langle w, M N_{0}(u)\right\rangle \\
& \geq \limsup _{\lambda \rightarrow \infty}\left\langle w,\left(\lambda M_{*}+M_{r}\right) N_{0}(u)\right\rangle \geq \infty
\end{aligned}
$$

where $M_{r}$ is an arbitrary element of $\partial g(f(x))$.
If $\alpha<0$, then for $i$ sufficiently large, one has

$$
\left\langle w, \frac{M_{i}}{\left\|M_{i}\right\|} N_{i}(u)\right\rangle<\frac{\alpha}{2}<0
$$

Hence

$$
\langle w, g \circ f\rangle^{+}(x ; u)=\lim _{i \rightarrow \infty}\left\langle w, M_{i} N_{i}(u)\right\rangle \leq \lim _{i \rightarrow \infty}\left\|M_{i}\right\| \frac{\alpha}{2}=-\infty
$$

This shows that (2.5) is true.
If $\alpha=0$, then observe that $M_{*} \in \operatorname{int}\left\{\operatorname{co}\left[(\partial g(f(x)))_{\infty}^{\varepsilon}\right]\right\}$. Let

$$
K:=\left\{\operatorname{co}\left[(\partial g(f(x)))_{\infty}^{\varepsilon}\right]\right\}^{t r} \circ w
$$

Then $K$ consists of all elements $M^{t r} w \in \mathbb{R}^{m}$, where $M \in \operatorname{co}\left[(\partial g(f(x)))_{\infty}^{\varepsilon}\right]$. We claim that $M_{*}^{t r} w \in \operatorname{int}(K)$. Indeed, if this is not the case, then one can find a nonzero vector $v \in \mathbb{R}^{m}$ such that

$$
\left\langle v,\left(M^{t r}-M_{*}^{t r}\right)(w)\right\rangle \geq 0 \quad \text { for every } M \in \operatorname{co}\left[(\partial g(f(x)))_{\infty}^{\varepsilon}\right]
$$

Because $M_{*}$ is an interior point, the above inequality must hold for every $M \in L\left(\mathbb{R}^{m}, \mathbb{R}^{\ell}\right)$. Moreover, as $v \neq 0$, this is possible only when $w=0$, a contradiction. Recalling that $N_{0}$ is injective, hence $N_{0} u \neq 0$ and because $M_{*}^{t r}(w) \in \operatorname{int}(K)$, we can find a matrix $M_{1} \in \operatorname{int}\left\{\operatorname{co}\left[(\partial g(f(x)))_{\infty}^{\varepsilon}\right]\right\}$ sufficiently close to $M_{*}$ such that $\left\langle M_{1}^{t r}(w), N_{0}(u)\right\rangle>0$. We deduce that

$$
\begin{aligned}
\sup _{M \in P, N \in Q}\langle w, M N(u)\rangle & \geq \sup _{\left.M \in M_{r}+\operatorname{co}[(\partial g(f(x))))_{\infty}^{\varepsilon}\right]}\left\langle w, M N_{0}(u)\right\rangle \\
& \geq \lim _{\lambda \rightarrow \infty}\left\langle\left(\lambda M_{1}+M_{r}\right)^{t r}(w), N_{0}(u)\right\rangle \geq \infty
\end{aligned}
$$

where $M_{r}$ is an arbitrary element of $\partial g(f(x))$. Hence (2.5) holds.
The case (c) is proven in a similar manner with noting that $M \in$ $\partial g(f(x))$ is surjective if and only if $M^{t r}$ is injective.

Finally, let us proceed to the case (d). In virtue of Lemma 2.4.1, we have $M_{*} \in[\operatorname{co}(\partial g(f(x)))]_{\infty}$ and $N_{*} \in[\operatorname{co}(\partial f(x))]_{\infty}$. We distinguish four possible subcases according to the pointedness of the recession cones of the pseudo-Jacobians.

Subcase (d1): $\operatorname{co}\left\{(\partial g(f(x)))_{\infty}\right\}$ and $\operatorname{co}\left\{(\partial f(x))_{\infty}\right\}$ are pointed. By Lemma 2.4.1, $M_{*} \in \operatorname{co}\left\{(\partial g(f(x)))_{\infty}\right\}$ and $N_{*} \in \operatorname{co}\left\{(\partial f(x))_{\infty}\right\}$. Let us consider

$$
\beta:=\left\langle w, M_{*} N_{*}(u)\right\rangle
$$

If $\beta>0$, then for $\lambda \geq 0$, one has $\lambda M_{*} \in \operatorname{co}\left\{(\partial g(f(x)))_{\infty}^{\varepsilon}\right\}$ and $\lambda N_{*} \in$ $\operatorname{co}\left\{(\partial f(x))_{\infty}^{\varepsilon}\right\}$. Hence

$$
\begin{aligned}
\sup _{M \in P, N \in Q}\langle w, M N(u)\rangle & \geq \sup _{\left.\left.M \in M_{r}+\cos \{(\partial f(x)))_{\infty}\right\}, N \in N_{r}+\operatorname{co}\{(\partial f(x)))_{\infty}\right\}}\langle w, M N(u)\rangle \\
& \geq \lim _{\lambda \rightarrow \infty}\left\langle w,\left(\lambda M_{*}+M_{r}\right)\left(\lambda N_{*}+N_{r}\right)(u)\right\rangle=\infty,
\end{aligned}
$$

where $M_{r}$ and $N_{r}$ are arbitrary elements of $\partial g(f(x))$ and $\partial f(x)$ respectively. This shows that (2.5) is true.

If $\beta<0$, then for $i$ sufficiently large,

$$
\left\langle w, \frac{M_{i}}{\left\|M_{i}\right\|} \frac{N_{i}}{\left\|N_{i}\right\|}(u)\right\rangle<\frac{\beta}{2}<0
$$

Consequently

$$
\langle w, g \circ f\rangle^{+}(x ; u)=\lim _{i \rightarrow \infty}\left\langle w, M_{i} N_{i}(u)\right\rangle \leq \lim _{i \rightarrow \infty} \frac{\beta}{2}\left\|M_{i}\right\|\left\|N_{i}\right\|=-\infty
$$

which also implies (2.5).
If $\beta=0$, then, as in the subcase (b3), one has $M_{*} \in \operatorname{int}\left\{[\operatorname{co}(\partial g(f(x)))]_{\infty}^{\varepsilon}\right\}$ and $N_{*} \in \operatorname{int}\left\{[\operatorname{co}(\partial f(x))]_{\infty}^{\varepsilon}\right\}$ for $\lambda>0$. The relation

$$
\beta=\left\langle M_{*}^{t r}(w), N_{*}(u)\right\rangle=0
$$

implies the existence of two elements $M_{1} \in \operatorname{int}\left\{[\operatorname{co}(\partial g(f(x)))]_{\infty}^{\varepsilon}\right\}$ and $N_{1} \in$ $\operatorname{int}\left\{[\operatorname{co}(\partial f(x))]_{\infty}^{\varepsilon}\right\}$ sufficiently close to $M_{*}$ and $N_{*}$ such that

$$
\left\langle M_{1}^{t r} w, N_{1}(u)\right\rangle>0 .
$$

Then

$$
\begin{aligned}
\sup _{M \in P, N \in Q}\langle w, M N(u)\rangle & \geq \sup _{M \in M_{r}+\cos \left\{(\partial g f(x))_{\infty}\right\}, N \in N_{r}+\cos \left\{(\partial f(x))_{\infty}\right\}}\left\langle t^{t r}(w), N(u)\right\rangle \\
& \geq \lim _{\lambda \rightarrow \infty}\left\langle\left(\lambda M_{1}+M_{r}\right)^{t r}(w),\left(\lambda N_{1}+N_{r}\right)(u)\right\rangle \geq \infty,
\end{aligned}
$$

where $M_{r}$ and $N_{r}$ are arbitrary elements of $\partial g(f(x))$ and $\partial f(x)$, respectively. This again implies (2.5) as well.

Subcase (d2): $\operatorname{co}\left\{(\partial g(f(x)))_{\infty}\right\}$ is pointed and $\operatorname{co}\left\{(\partial f(x))_{\infty}\right\}$ is not pointed.By Lemma 2.4.1, $M_{*} \in \operatorname{co}\left\{(\partial g(f(x)))_{\infty}\right\}$, and by Lemma 2.4.2, $Q$ may be replaced by $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$. As shown before, $M_{*}^{t r} w \in \operatorname{int}\left\{\left[\operatorname{co}(\partial g(f(x)))_{\infty}^{\varepsilon}\right]^{t r}\right.$ $w\}$. Hence there is $M_{1} \in \operatorname{int}\left\{\cos \left[(\partial g(f(x)))_{\infty}^{\varepsilon}\right]\right\}$ sufficiently close to $M_{*}$ such that $M_{1}^{t r} w \neq 0$. Then we obtain

$$
\sup _{M \in P, N \in Q}\langle w, M N(u)\rangle \geq \sup _{N \in L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)}\left\langle w, M_{1} N(u)\right\rangle=\infty,
$$

which shows that (2.5) holds.
Subcase (d3): $(\partial g(f(x)))_{\infty}$ is not pointed and $\operatorname{co}\left\{(\partial f(x))_{\infty}\right\}$ is pointed. This case is proven similarly to the subcase (d2).

Subcase (d4): Both of $\operatorname{co}\left\{(\partial g(f(x)))_{\infty}\right\}$ and $\operatorname{co}\left\{(\partial f(x))_{\infty}\right\}$ are not pointed. By Lemma 2.4.2, $P$ may be replaced by $L\left(\mathbb{R}^{m}, \mathbb{R}^{k}\right)$ and $Q$ may be replaced by $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$. Therefore, we have

$$
\sup _{M \in P, N \in Q}\langle w, M N(u)\rangle \geq \sup _{M \in L\left(\mathbb{R}^{m}, \mathbb{R}^{k}\right), N \in L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)}\langle w, M N(u)\rangle=\infty,
$$

which implies (2.5).

Proposition 2.4.4 Under the hypothesis of Theorem 2.4.3, for every $\varepsilon>$ 0 , the closure of the set
$\left[\partial g(f(x)) \cup\left\{(\partial g(f(x)))_{\infty}^{\varepsilon}\right] \backslash \operatorname{int}\left(B_{k \times n}\right)\right\} \circ\left[\partial f(x) \cup\left\{(\partial f(x))_{\infty}^{\varepsilon} \backslash \operatorname{int}\left(B_{m \times n}\right)\right\}\right]$ is a pseudo-Jacobian of the composite function $g \circ f$ at $x$.

Proof. The proof is similar to the proof of the preceding theorem and so it is omitted here.

The particular case of Theorem 2.4.3, presented below, is useful in the applications later.

Corollary 2.4.5 Assume that $\partial f$ is a pseudo-Jacobian of $f$ which is upper semicontinuous at $x$ and $g$ is differentiable with $\nabla g$ continuous at $f(x)$ and $\nabla g(f(x)) \neq 0$. Then for every $\varepsilon>0$, the set

$$
\nabla g(f(x)) \circ\left[\partial f(x)+(\partial f(x))_{\infty}^{\varepsilon}\right]
$$

is a pseudo-Jacobian of the composite function $g \circ f$ at $x$.
Proof. We know that $\nabla g$ is a pseudo-Jacobian of $g$. Moreover, if $\nabla g(f(x)) \neq$ 0 , then it is a surjective map from $\mathbb{R}^{m}$ to $\mathbb{R}$. The hypotheses of Theorem 2.4 .3 are satisfied and so the conclusion holds.

The following modified version of Theorem 2.4.3 is useful in practice, especially when each component of $f$ has its own generalized derivative that is easy to compute. Let $\partial g$ be a pseudo-Jacobian map of $g: \mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \rightarrow$ $\mathbb{R}^{k}$. Then $\partial_{1} g$ and $\partial_{2} g$ denote the projections of $\partial g$ on $L\left(\mathbb{R}^{m_{1}}, \mathbb{R}^{k}\right)$ and on $L\left(\mathbb{R}^{m_{2}}, \mathbb{R}^{k}\right)$, respectively.

Proposition 2.4.6 Let $f_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m_{1}}, f_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m_{2}}$, and $g: \mathbb{R}^{m_{1}+m_{2}} \rightarrow$ $\mathbb{R}^{k}$ be continuous functions. Let $\partial f_{1}, \partial f_{2}$, and $\partial g$ be pseudo-Jacobians of $f_{1}, f_{2}$ and $g$ that are upper semicontinuous at $x$ and at $y:=\left(f_{1}(x), f_{2}(x)\right)$, respectively. Further assume that for $j=1,2$,
(i) Elements of $\partial_{j} g(y)$ are surjective whenever $\left(\partial f_{j}(x)\right)_{\infty}$ is nontrivial.
(ii) Elements of $\partial f_{j}(x)$ are injective whenever $\left(\partial_{j} g(y)\right)_{\infty}$ is nontrivial.

Then for every $\varepsilon_{1}, \varepsilon_{2}>0$, the closure of the set

$$
\begin{gathered}
{\left[\partial_{1} g(y)+\left(\partial_{1} g(y)\right)_{\infty}^{\varepsilon_{1}}\right] \circ\left[\partial f_{1}(x)+\left(\partial f_{1}(x)\right)_{\infty}^{\varepsilon_{2}}\right]} \\
{\left[+\partial_{2} g(y)+\left(\partial_{2} g(y)\right)_{\infty}^{\varepsilon_{1}}\right] \circ\left[\partial f_{2}(x)+\left(\partial f_{2}(x)\right)_{\infty}^{\varepsilon_{2}}\right]}
\end{gathered}
$$

is a pseudo-Jacobian of the composite function $g \circ f$ at $x$.
Proof. We wish to apply Theorem 2.3 .2 to the functions $f=\left(f_{1}, f_{2}\right)$ and $g$. First observe that by Theorem 2.1.3, $\partial f_{1} \times \partial f_{2}$ is a pseudo-Jacobian map of $f$ which is upper semicontinuous at $x$. For every $i \geq 1$, the closure of the set

$$
\left(\partial g(f(x))+(1 / i) B_{k \times m}\right) \circ\left(\left(\partial f_{1} \times \partial f_{2}\right)(x)+(1 / i) B_{m \times n}\right)
$$

where $m=m_{1}+m_{2}$, is a pseudo-Jacobian of $g \circ f$ at $x$. Therefore, for each $u \in \mathbb{R}^{n}$ and $w \in \mathbb{R}^{k}$, there exist matrices $N_{j i} \in \partial_{j} g(y)+(1 / i) B_{k \times m_{j}}$, $M_{j i} \in \partial f_{j}(x)+(1 / i) B_{m_{j} \times n}$ such that

$$
\begin{aligned}
\langle w, g \circ f\rangle^{+}(x ; u) & \leq \lim _{i \rightarrow \infty}\left\langle w,\left(N_{1 i} M_{1 i}+N_{2 i} M_{2 i}\right)(u)\right\rangle \\
& \leq \lim _{i \rightarrow \infty}\left\langle w,\left(N_{1 i} M_{1 i}\right)(u)\right\rangle+\lim _{i \rightarrow \infty}\left\langle w,\left(N_{2 i} M_{2 i}\right)(u)\right\rangle
\end{aligned}
$$

Further observe that the pseudo-Jacobian maps $\partial_{1} g$ and $\partial_{2} g$ are upper semicontinuous as is the map $\partial g$. Hence the argument of the proof of Theorem 2.3.3 applied to each of the terms on the right-hand side of the latter inequality produces the following relations,

$$
\limsup _{i \rightarrow \infty}\left\langle w,\left(N_{j i} M_{j i}\right)(u)\right\rangle \leq \sup _{N \in Q_{j}, M \in P_{j}}\langle w,(M N)(u)\rangle
$$

where $j=1,2$; and

$$
P_{j}:=\partial f_{j}(x)+\left(\partial f_{j}(x)\right)_{\infty}^{\varepsilon_{1}} \quad \text { and } \quad Q_{j}:=\partial_{j} g(y)+\left(\partial_{j} g(y)\right)_{\infty}^{\varepsilon_{2}}
$$

Consequently,

$$
\begin{aligned}
\langle w, g \circ f\rangle^{+}(x ; u) & \leq \sup _{N \in Q_{1}, M \in P_{1}}\langle w,(M N)(u)\rangle+\sup _{N \in Q_{2}, M \in P_{2}}\langle w,(M N)(u)\rangle \\
& \leq \sup _{N \in Q_{1} Q_{2}, M \in P_{1} \times P_{2}}\langle w,(M N)(u)\rangle,
\end{aligned}
$$

which shows that the closure of the set $Q_{1} \circ P_{1}+Q_{2} \circ P_{2}$ is a pseudoJacobian of $g \circ f$ at $x$.

A close inspection of the above chain rule raises some interesting questions:

1. Does the result in Corollary 2.4.5 remain valid without $\nabla g(f(x)) \neq 0$ ?
2. Is it possible to eliminate $\varepsilon>0$ in Corollary 2.4.5?

The next two examples show that in general the answers to the above questions are in the negative.

Example 2.4.7 Let $n=m=l=1$. Let $f(x)=\sqrt[3]{x}$ and $g(y)=y^{3}$. An upper semicontinuous pseudo-Jacobian of $f$ is given by

$$
\partial f(x)=\left\{\begin{array}{cc}
(1 / 3) x^{-2 / 3} & \text { if } x \neq 0 \\
{[\alpha, \infty)} & \text { if } x=0
\end{array}\right.
$$

where $\alpha \in \mathbb{R}$. Then $g \circ f(x)=x$ and $\nabla g(f(0)) \circ\left(\partial f(0)+(\partial f(0))_{\infty}^{\varepsilon}\right)=\{0\}$ and hence it cannot be a pseudo-Jacobian of $g \circ f$ at $x=0$. Note that $\nabla g(f(0))=0$.

Example 2.4.8 Let $n=2, m=2$, and $\ell=1$. Let $f$ and $g$ be defined by

$$
\begin{aligned}
f(x, y) & =\left(x^{1 / 3}, y\right) \\
g(u, v) & =u^{3}+v
\end{aligned}
$$

Then $g \circ f(x, y)=x+y$. A pseudo-Jacobian of $f$ is given by

$$
\begin{aligned}
& \partial f(x, y)=\left(\begin{array}{cc}
(1 / 3) x^{-2 / 3} & 0 \\
0 & 1
\end{array}\right) \quad \text { if } \quad x \neq 0 \\
& \partial f(0, y)=\left\{\left(\begin{array}{ll}
\alpha & 0 \\
0 & 1
\end{array}\right): \alpha \geq 0\right\} \quad \text { if } x=0
\end{aligned}
$$

The function $g$ is continuously differentiable with

$$
\nabla g(u, v)=\left(3 u^{2}, 1\right)
$$

The map $(u, v) \mapsto \nabla g(0,0)(u, v)$ is a surjective map from $\mathbb{R}^{2}$ onto $\mathbb{R}$. The recession cone of $\partial f(0,0)$ is

$$
(\partial f(0,0))_{\infty}=\left\{\left(\begin{array}{ll}
\alpha & 0 \\
0 & 0
\end{array}\right): \alpha \geq 0\right\}
$$

Then

$$
\nabla g(0,0) \circ\left(\partial f(0,0)+(\partial f(0,0))_{\infty}\right)=\{(0,1)\}
$$

It is obvious that this set cannot be a pseudo-Jacobian of the composite function $g \circ f$ at $(0,0)$.

### 2.5 Chain Rules for Gâteaux and Fréchet Pseudo-Jacobians

Theorem 2.5.1 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and let $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ be continuous functions. Assume that
(i) $\partial f\left(x_{0}\right)$ is a Gâteaux pseudo-Jacobian of $f$ at $x_{0}$;
(ii) $\partial g$ is a pseudo-Jacobian map of $g$ that is locally bounded at $y_{0}=$ $f\left(x_{0}\right)$.

Then for every $\varepsilon>0$, the closure of the set

$$
\partial g\left(y_{0}+\varepsilon B_{m}\right) \circ \partial f\left(x_{0}\right)
$$

is a pseudo-Jacobian of $g \circ f$ at $x$. In particular, when $\partial f\left(x_{0}\right)$ is bounded, the set $\partial g\left(y_{0}\right) \circ \partial f\left(x_{0}\right)$ is a pseudo-Jacobian of $g \circ f$ at $x_{0}$.

Proof. Let $\varepsilon>0$ and let $u \in \mathbb{R}^{n}, u \neq 0$, and $w \in \mathbb{R}^{k}, w \neq 0$. We have to show that

$$
\begin{equation*}
\langle w, g \circ f\rangle^{+}\left(x_{0} ; u\right) \leq \sup _{N \in \partial g\left(y_{0}+\varepsilon B_{m}\right), M \in \partial f\left(x_{0}\right)}\langle w, N \circ M(u)\rangle . \tag{2.8}
\end{equation*}
$$

Let $\left\{t_{i}\right\}$ be a sequence of positive numbers converging to 0 and such that

$$
\langle w, g \circ f\rangle^{+}\left(x_{0} ; u\right)=\lim _{i \rightarrow \infty} \frac{\left\langle w, g\left(f\left(x_{0}+t_{i} u\right)\right)-g\left(f\left(x_{0}\right)\right)\right\rangle}{t_{i}}
$$

Without loss of generality we may assume, by the continuity of $f$, that $f\left(x_{0}+t_{i} u\right) \in y_{0}+\varepsilon B_{m}$ for all $i$. Applying the mean value theorem to the function $g$ on $\left[f\left(x_{0}\right), f\left(x_{0}+t_{i} u\right)\right]$, we have

$$
\begin{aligned}
g\left(f\left(x_{0}+t_{i} u\right)\right)-g\left(f\left(x_{0}\right)\right) \in & \overline{\operatorname{co}}\left\{\partial g\left[f\left(x_{0}\right), f\left(x_{0}+t_{i} u\right)\right]\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)\right\} \\
& \subseteq \overline{\operatorname{co}}\left\{\partial g\left(y_{0}+\varepsilon B_{m}\right)\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)\right\} .
\end{aligned}
$$

Moreover, it follows from the definition of the Gâteaux pseudo-Jacobian that there exists $M_{i} \in \partial f\left(x_{0}\right)$ such that

$$
f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)=M_{i}\left(t_{i} u\right)+o\left(t_{i}\right)
$$

where $\left(o\left(t_{i}\right) / t_{i}\right) \rightarrow 0$ as $t_{i} \rightarrow 0$. So, we deduce that

$$
g\left(f\left(x_{0}+t_{i} u\right)\right)-\alpha g\left(f\left(x_{0}\right)\right) \in \overline{\operatorname{co}} \partial\left\{g\left(y_{0}+\varepsilon B_{m}\right)\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)\right\}
$$

which implies that

$$
\begin{gathered}
\frac{1}{t_{i}}\left\langle w, g\left(f\left(x_{0}+t_{i} u\right)\right)-\alpha g\left(f\left(x_{0}\right)\right)\right\rangle \leq \sup _{N \in \partial g\left(y_{0}+\varepsilon B_{m}\right)}\left\langle w, N \circ\left(M_{i}(u)+\frac{o\left(t_{i}\right)}{t_{i}}\right)\right\rangle \\
\leq \sup _{N \in \partial g\left(y_{0}+\varepsilon B_{m}\right), M \in \partial f\left(x_{0}\right)}\left\langle w, N \circ M(u)+N \circ \frac{o\left(t_{i}\right)}{t_{i}}\right\rangle .
\end{gathered}
$$

Because $\partial g$ is bounded, we may assume that $\partial g\left(y_{0}+\varepsilon B_{m}\right)$ is bounded. By letting $t_{i} \rightarrow 0$ in the above inequality, we obtain (2.8). Now if $\partial f\left(x_{0}\right)$ is bounded, then the sequence $\left\{M_{i}\right\}_{i \geq 1}$ is bounded, which may be assumed to converge to some $M_{0} \in \partial f\left(x_{0}\right)$. According to Proposition 2.2.9, $g$ is locally Lipschitz. Hence there is $\alpha>0$ such that

$$
\left\|g\left(f\left(x_{0}+t_{i} u\right)\right)-g\left(f\left(x_{0}\right)\right)\right\| \leq \alpha\left\|t_{i}\left(M_{i}-M_{0}\right)(u)+o\left(t_{i}\right)\right\|
$$

We deduce that

$$
\begin{gathered}
\langle w, g \circ f\rangle^{+}\left(x_{0} ; u\right)=\lim _{i \rightarrow \infty} \frac{1}{t_{i}}\left\langle w, g\left(f\left(x_{0}+t_{i} u\right)\right)-g\left(f\left(x_{0}\right)\right)\right\rangle \\
\leq \sup _{N \in \partial g\left(y_{0}\right)}\left\langle w, N \circ M_{0}(u)\right\rangle+\lim _{i \rightarrow \infty} \alpha\|w\| \cdot\left\|\left(M_{i}-M_{0}\right)(u)+o\left(t_{i}\right) / t_{i}\right\| \\
\leq \sup _{N \in \partial g\left(y_{0}\right), M \in \partial f\left(x_{0}\right)}\langle w, N \circ M(u)\rangle .
\end{gathered}
$$

This shows that $\partial g\left(y_{0}\right) \circ f\left(x_{0}\right)$ is a pseudo-Jacobian of $g \circ f$ at $x_{0}$.
Next we present a chain rule for Gâteaux differentiable functions.

Corollary 2.5.2 Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a continuous and Gâteaux differentiable function at $x_{0}$. If $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is locally Lipschitz and Gâteaux differentiable at $y_{0}=f\left(x_{0}\right)$, then the composite function $g \circ f$ is Gâteaux differentiable at $x_{0}$ and $\nabla(g \circ f)\left(x_{0}\right)=\nabla g\left(y_{0}\right) \circ \nabla f\left(x_{0}\right)$.

Proof. Because a Gâteaux derivative is a pseudo-Jacobian, in view of Theorem 2.5.1, the singleton set $\left\{\nabla g\left(y_{0}\right) \circ \nabla f\left(x_{0}\right)\right\}$ is a pseudo-Jacobian of $g \circ f$ at $x_{0}$. By Proposition 1.2.2, $g \circ f$ is Gâteaux differentiable at $x_{0}$ and its derivative is $\nabla g\left(y_{0}\right) \circ \nabla f\left(x_{0}\right)$.

When both $g$ and $f$ are locally Lipschitz, we derive a chain rule for the Clarke generalized Jacobian.

Corollary 2.5.3 Assume that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ are locally Lipschitz functions. Then

$$
\partial^{C} g \circ f(x) \subseteq \operatorname{co}\left(\partial^{C} g\left(y_{0}\right) \circ \partial^{C} f\left(x_{0}\right)\right)
$$

Proof. When $g$ and $f$ are locally Lipschitz, the composite function $g \circ f$ is locally Lipschitz too. Moreover, as $\partial^{C} g$ and $\partial^{C} f$ are upper semicontinuous pseudo-Jacobian maps, the set-valued map $x \mapsto \operatorname{co}\left(\partial^{C} g(f(x)) \circ \partial^{C} f(x)\right)$ is upper semicontinuous and convex-valued, and it is also a pseudo-Jacobian map of $g \circ f$. In view of Corollary 1.6.8, the conclusion follows.

We say that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is radially Lipschitz at $x_{0}$ if for each $u \in$ $\mathbb{R}^{n}, u \neq 0$, there are $\alpha>0$ and $t_{0}>0$ such that

$$
\left\|f\left(x_{0}+t u\right)-f\left(x_{0}\right)\right\| \leq \alpha\|t u\| \quad \text { for } 0 \leq t \leq t_{0}
$$

Theorem 2.5.4 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be continuous and radially Lipschitz at $x_{0}$ and let $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ be continuous. Assume that $\partial g\left(y_{0}\right)$ is a Fréchet pseudo-Jacobian of $g$ at $y_{0}=f\left(x_{0}\right)$ and $\partial f$ is a pseudo-Jacobian map of $f$. Then for every $\varepsilon>0$, the closure of the set

$$
\partial g\left(y_{0}\right) \circ \partial f\left(x_{0}+\varepsilon B_{n}\right)
$$

is a pseudo-Jacobian of $g \circ f$ at $x_{0}$. In particular, when $\partial g\left(y_{0}\right)$ is bounded, the set $\partial g\left(y_{0}\right) \circ \partial f\left(x_{0}\right)$ is a pseudo-Jacobian of $g \circ f$ at $x_{0}$.

Proof. Let $\varepsilon>0$ be given. Let $u \in \mathbb{R}^{n}, u \neq 0$ and $w \in \mathbb{R}^{k}, w \neq 0$. As in the proof of the preceding theorem, $\left\{t_{i}\right\}$ is a sequence of positive numbers converging to 0 such that

$$
\langle w, g \circ f\rangle^{+}\left(x_{0} ; u\right)=\lim _{i \rightarrow \infty} \frac{\left\langle w, g\left(f\left(x_{0}+t_{i} u\right)\right)-g\left(f\left(x_{0}\right)\right)\right\rangle}{t_{i}} .
$$

By the radial Lipschitzianity of $f$, there is $\alpha>0$ such that

$$
\left\|f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right\| \leq \alpha t_{i}\|u\| \quad \text { for every } i \geq 1
$$

We may assume $x_{0}+t_{i} u \in x_{0}+\varepsilon B_{n}$ for all $i \geq 1$. It follows from the definition of Fréchet pseudo-Jacobian and the mean value theorem that

$$
\begin{aligned}
& g\left(f\left(x_{0}+t_{i} u\right)\right)-g\left(f\left(x_{0}\right)\right)=N_{i}\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)+o\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right) \\
& \quad f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right) \in \overline{\operatorname{co}}\left\{\partial f\left(x_{0}+\varepsilon B_{n}\right)\left(t_{i} u\right)\right\},
\end{aligned}
$$

where $N_{i} \in \partial g\left(y_{0}\right)$ and $o\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right) /\left\|f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right\| \rightarrow 0$ as $f\left(x_{0}+t_{i} u\right) \rightarrow f\left(x_{0}\right)$. The radial Lipschitzianity of $f$ implies also that $o\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right) / t_{i} \rightarrow 0$ as $i \rightarrow \infty$. By the above, we obtain

$$
\begin{aligned}
\left\langle w, g\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)\right\rangle \leq & \sup _{M \in \partial f\left(x_{0}+\varepsilon B_{n}\right)}\left\langle w, N_{i} \circ M\left(t_{i} u\right)\right. \\
& \left.+o\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)\right\rangle
\end{aligned}
$$

which yields

$$
\langle w, g \circ f\rangle^{+}\left(x_{0} ; u\right) \leq \sup _{N \in \partial g\left(y_{0}\right), M \in \partial f\left(x_{0}+\varepsilon B_{n}\right)}\langle w, N \circ M(u)\rangle
$$

as requested. If $\partial g\left(y_{0}\right)$ is bounded, then so is the sequence $\left\{N_{i}\right\}_{i \geq 1}$ which may be assumed to converge to some $N_{0} \in \partial g\left(y_{0}\right)$. It follows that

$$
\left\|\left(N_{i}-N_{0}\right)\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)\right\| \leq \alpha t_{i}\|u\|\left\|N_{i}-N_{0}\right\|
$$

and consequently

$$
\begin{array}{r}
\left\langle w, g\left(f\left(x_{0}+t_{i} u\right)\right)-g\left(f\left(x_{0}\right)\right)\right\rangle=\left\langle N_{0}^{*}(w), f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right\rangle \\
+\left\langle w,\left(N_{i}-N_{0}\right)\left(f\left(x_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)\right\rangle+o\left(f\left(z_{0}+t_{i} u\right)-f\left(x_{0}\right)\right)
\end{array}
$$

This yields

$$
\langle w, g \circ f\rangle^{+}\left(x_{0} ; u\right) \leq \sup _{M \in \partial f\left(x_{0}\right)}\left\langle w, N_{0} \circ M(u)\right\rangle \leq \sup _{N \in \partial g\left(y_{0}\right), M \in \partial f\left(x_{0}\right)}\langle w, N \circ M(u)\rangle
$$

Observe that when a function is Gâteaux differentiable at a point, then it is radially Lipschitz at that point. We now derive another chain rule for the Gâteaux derivative of composite functions.

Corollary 2.5.5 Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuous, Gâteaux differentiable at $x_{0}$, and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ is Fréchet differentiable at $y_{0}=f\left(x_{0}\right)$. Then the composite function $g \circ f$ is Gâteaux differentiable at $x_{0}$ and

$$
\nabla(g \circ f)\left(x_{0}\right)=\nabla g\left(f\left(x_{0}\right)\right) \circ \nabla f\left(x_{0}\right)
$$

Proof. As we have noticed, $f$ is radially Lipschitz at $x_{0}$. Moreover, $\left\{\nabla g\left(f\left(x_{0}\right)\right)\right\}$ is a Fréchet pseudo-Jacobian of $g$ at $f\left(x_{0}\right)$. Hence Theorem 2.5.4 applies and we infer that the singleton set $\left\{\nabla g\left(f\left(x_{0}\right)\right) \circ \nabla f\left(x_{0}\right)\right\}$ is a pseudo-Jacobian of $g \circ f$ at $x_{0}$. Therefore, by Proposition 1.2.2, $g \circ f$ is Gâteaux differentiable at $x_{0}$, and its derivative coincides with $\nabla g\left(f\left(x_{0}\right)\right) \circ \nabla f\left(x_{0}\right)$.

For Fréchet pseudo-Jacobians we also have the following simple chain rule.

Proposition 2.5.6 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ be continuous functions. If $\partial f\left(x_{0}\right)$ is a bounded Fréchet pseudo-Jacobian of $f$ at $x_{0}$ and $\partial g\left(f\left(x_{0}\right)\right)$ is a Fréchet pseudo-Jacobian of $g$ at $f\left(x_{0}\right)$, then the closure of the set $\partial g\left(f\left(x_{0}\right)\right) \circ \partial f\left(x_{0}\right)$ is a Fréchet pseudo-Jacobian of the composite function $g \circ f$ at $x_{0}$.

Proof. Let $x$ be a point in a neighborhood of $x_{0}$. Then $f(x) \rightarrow f\left(x_{0}\right)$ as $x$ tends to $x_{0}$. There exist $M_{x} \in \partial f\left(x_{0}\right)$ and $N_{y} \in \partial g\left(f\left(x_{0}\right)\right)$ such that

$$
\begin{gathered}
f(x)-f\left(x_{0}\right)=M_{x}\left(x-x_{0}\right)+o_{1}\left(\left\|x-x_{0}\right\|\right) \\
g(f(x))-g\left(f\left(x_{0}\right)\right)=N_{x}\left(f(x)-f\left(x_{0}\right)\right)+o_{2}\left(\left\|f(x)-f\left(x_{0}\right)\right\|\right)
\end{gathered}
$$

where $o_{1}\left(\left\|x-x_{0}\right\|\right) /\left\|x-x_{0}\right\|$ and $o_{2}\left(\left\|f(x)-f\left(x_{0}\right)\right\|\right) /\left\|f(x)-f\left(x_{0}\right)\right\|$ converge to 0 as $x$ tends to $x_{0}$. We deduce that
$g(f(x))-g\left(f\left(x_{0}\right)\right)=N_{x} \circ M_{x}\left(x-x_{0}\right)+o_{2}\left(\left\|M_{x}\left(x-x_{0}\right)+o_{1}\left(\left\|x-x_{0}\right\|\right)\right\|\right)$.
Because $\partial f\left(x_{0}\right)$ is bounded, the value $M_{x}\left(x-x_{0}\right)+o_{1}\left(\left\|x-x_{0}\right\|\right)$ converges to 0 as $x$ tends to $x_{0}$ and $\left\|M_{x}\left(x-x_{0}\right)+o_{1}\left(\left\|x-x_{0}\right\|\right)\right\| /\left\|x-x_{0}\right\|$ is bounded. Consequently, $\lim _{x \rightarrow x_{0}} o_{2}\left(\left\|M_{x}\left(x-x_{0}\right)+o_{1}\left(\left\|x-x_{0}\right\|\right)\right\|\right) /\left\|x-x_{0}\right\|=0$. This and (2.9) achieve the proof.

## 3

## Openness of Continuous Vector Functions

In this chapter we develop sufficient conditions for openness of continuous vector functions by using pseudo-Jacobians. Related topics such as inverse functions, implicit functions, convex interior mappings, metric regularity, and pseudo-Lipschitzianity are also examined. The pseudo-Jacobian-based approach provides an elementary and classical scheme for studying these topics, allows combined use of different generalized derivatives, and hence offers a useful complement to the existing methods of modern variational analysis [94, 107].

### 3.1 Equi-Invertibility and Equi-Surjectivity of Matrices

Let $M$ be an invertible $n \times n$-matrix. Then there is a positive $\alpha$ such that

$$
\begin{equation*}
\|M(u)\| \geq \alpha\|u\| \text { for every } u \in \mathbb{R}^{n} \tag{3.1}
\end{equation*}
$$

Clearly, the converse is also true; that is, if the above inequality holds, then $M$ is invertible. Furthermore, let $\Gamma \subset L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ be a nonempty set. We say that $\Gamma$ is equi-invertible if (3.1) is satisfied for every $M \in \Gamma$. It is clear that if a matrix is invertible, then it has a neighborhood which is equi-invertible. As a consequence, a compact set of invertible matrices is equi-invertible. A noncompact set of invertible matrices is not necessarily equi-invertible. For instance, the closed set $\Gamma \subseteq L\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$ consists of matrices

$$
M_{k}=\left(\begin{array}{cc}
1 & 0 \\
k & 1 / k
\end{array}\right), k=1,2, \ldots
$$

that are invertible. However, it is not equi-invertible, for $\left\|M_{k}(u)\right\|$ with $u=(0,1)$ tends to 0 as $k \rightarrow \infty$.

The next lemma gives a sufficient condition for the equi-invertibility of an unbounded set of invertible matrices. We recall that the recession cone
of a set $A$ is denoted $A_{\infty}$.

Lemma 3.1.1 Let $\Gamma$ be a closed set of $n \times n$-matrices. If every element of $\Gamma \cup\left(\Gamma_{\infty} \backslash\{0\}\right)$ is invertible, then $\Gamma$ is equi-invertible.

Proof. Suppose to the contrary that for each $k$, there is $M_{k} \in \Gamma$ and $u_{k} \neq 0$ such that

$$
\begin{equation*}
\left\|M_{k}\left(u_{k}\right)\right\| \leq \frac{1}{k}\left\|u_{k}\right\| \tag{3.2}
\end{equation*}
$$

Without loss of generality we may assume that $\left\|u_{k}\right\|=1$ and $\lim _{k \rightarrow \infty} u_{k}=$ $u \neq 0$. Let us consider the sequence $\left\{M_{k}\right\}$. If it is bounded, we may assume that it converges to some $M \in \Gamma$. Then (3.2) implies $\|M(u)\|=0$, which contradicts the hypothesis. If the sequence $\left\{M_{k}\right\}$ is unbounded, we may assume $\lim _{k \rightarrow \infty}\left\|M_{k}\right\|=\infty$ and $\lim _{k \rightarrow \infty} M_{k} / \| M_{k} \mid=M_{*} \in \Gamma_{\infty} \cap B_{n \times n}$. Again (3.2) implies $\left\|M_{*}(u)\right\|=0$, and a contradiction is obtained as well.

We now give a modified version of this lemma that is more suitable when dealing with those families of matrices in which certain components are bounded. Given a set $\Gamma \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ and $1 \leq m<n$, denote by $\Gamma_{1} \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and $\Gamma_{2} \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{n-m}\right)$ the collections of matrices such that for every $M_{1} \in \Gamma_{1}$ there is some $M_{2} \in \Gamma_{2}$ such that the matrix [ $M_{1} M_{2}$ ] belongs to $\Gamma$ and vice versa. Here $\left[M_{1} M_{2}\right]$ stands for the matrix whose first $m$ rows are those of $M_{1}$, followed by rows of $M_{2}$. In other words, $\Gamma_{1}$ and $\Gamma_{2}$ are the projections of $\Gamma$ on $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and $L\left(\mathbb{R}^{n}, \mathbb{R}^{n-m}\right)$, respectively.

Lemma 3.1.2 Let $\Gamma$ be a closed set of invertible $n \times n$-matrices. If the matrices of the form $\left[M_{1} M_{2}\right]$, where $M_{1} \in \Gamma_{1} \cup\left(\left(\Gamma_{1}\right)_{\infty} \backslash\{0\}\right), M_{2} \in \Gamma_{2} \cup$ $\left(\left(\Gamma_{2}\right)_{\infty} \backslash\{0\}\right)$, and at least one of them is a recession matrix, are invertible, then $\Gamma$ is equi-invertible.

Proof. As in the proof of Lemma 3.1.1, by supposing the contrary one can find a sequence of matrices $M_{k}=\left[\begin{array}{lll}M_{1 k} & M_{2 k}\end{array}\right]$ and vectors $u_{k} \in \mathbb{R}^{n}$ with $\left\|u_{k}\right\|=1$ such that $u_{k} \rightarrow u_{0}$ and $\left\|M_{k}\left(u_{k}\right)\right\|^{2}=\left\|M_{1 k}\left(u_{k}\right)\right\|^{2}+\left\|M_{2 k}\left(u_{k}\right)\right\|^{2} \rightarrow$ 0 as $k \rightarrow \infty$. If $\left\{M_{k}\right\}$ is bounded, then we may assume that it converges to some $M_{0} \in \Gamma$ because $\Gamma$ is closed, and arrive at a contradiction $M_{0}\left(u_{0}\right)=0$. If $\left\{M_{k}\right\}$ is not bounded, then at least one of the components $\left\{M_{1 k}\right\}$ and $\left\{M_{2 k}\right\}$ is unbounded. Let $\left\{M_{1 k}\right\}$ be unbounded with $\left\|M_{1 k}\right\| \rightarrow \infty$ as $k \rightarrow \infty$. We may assume $\left\{M_{1 k} /\left\|M_{1 k}\right\|\right\}$ converges to some $M_{1} \in\left(\Gamma_{1}\right)_{\infty} \backslash\{0\}$. For $\left\{M_{2 k}\right\}$, we may assume either it is bounded and converges to some $M_{2} \in \Gamma_{2}$ or $\left\|M_{2 k}\right\| \rightarrow \infty$ as $k \rightarrow \infty$ and $\left\{M_{2 k} /\left\|M_{2 k}\right\|\right\}$ converges to some $M_{2} \in\left(\Gamma_{2}\right)_{\infty} \backslash\{0\}$. In all cases we obtain $M_{1}(u)=0$ and $M_{2}(u)=0$ with $M_{1} \in\left(\Gamma_{1}\right)_{\infty} \backslash\{0\}$ and $M_{2} \in \Gamma_{2} \cup\left(\left(\Gamma_{2}\right)_{\infty} \backslash\{0\}\right)$. This shows
that $\left[\begin{array}{ll}M_{1} & M_{2}\end{array}\right]$ is not invertible which contradicts the hypothesis.

Example 3.1.3 Consider the set $\Gamma$ consisting of matrices $M_{k}, k=1,2, \ldots$ given by

$$
M_{k}=\left(\begin{array}{lc}
k & 1 / k \\
0 & k+1 / k
\end{array}\right)
$$

The recession cone $\Gamma_{\infty}$ consists of matrices

$$
M=\left(\begin{array}{cc}
s & 0 \\
0 & s
\end{array}\right) \quad \text { with } s \geq 0
$$

Then each element of $\Gamma \cup\left(\Gamma_{\infty} \backslash\{0\}\right)$ is invertible. In view of Lemma 3.1.1, $\Gamma$ is equi-invertible.

Example 3.1.4 Consider the set $\Gamma$ consisting of matrices $M_{k}$, given by

$$
M_{k}=\left(\begin{array}{cc}
k & 1 \\
0 & k^{2}
\end{array}\right), k=1,2, \ldots
$$

The recession cone $\Gamma_{\infty}$ consists of matrices

$$
M=\left(\begin{array}{ll}
0 & 0 \\
0 & \alpha
\end{array}\right) \quad \text { with } \alpha \geq 0
$$

In this case, Lemma 3.1.1 does not apply. Now consider

$$
\begin{aligned}
& \Gamma_{1}=\{(k, 1): k=1,2, \ldots\} \subseteq L\left(\mathbb{R}^{2}, R\right) \\
& \Gamma_{2}=\left\{\left(0, k^{2}\right): k=1,2, \ldots\right\} \subseteq L\left(\mathbb{R}^{2}, R\right)
\end{aligned}
$$

We have

$$
\begin{aligned}
& \left(\Gamma_{1}\right)_{\infty}=\{(s, 0): s \geq 0\} \\
& \left(\Gamma_{2}\right)_{\infty}=\{(0, \alpha): \alpha \geq 0\}
\end{aligned}
$$

Hence the condition of Lemma 3.1.2 is verified, by which $\Gamma$ is equiinvertible.

Proposition 3.1.5 Let $F: \mathbb{R}^{n} \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ be a set-valued map. Let $x_{0} \in \mathbb{R}^{n}$ be given. If there is $\beta>0$ such that every element of the set $\overline{\operatorname{co}}\left(F\left(x_{0}+\beta B_{n}\right)\right) \cup\left\{\left[\operatorname{co}\left(F\left(x_{0}+\beta B_{n}\right)\right)\right]_{\infty} \backslash\{0\}\right\}$ is invertible, then the set $\overline{\mathrm{co}}\left(F\left(x_{0}+\beta B_{n}\right)\right)$ is equi-invertible.

Proof. This follows immediately from Lemma 3.1.1.

When $F$ is an upper semicontinuous map, the equi-invertibility of $F\left(x_{0}+\beta B_{n}\right)$ can be guaranteed by the invertibility of $F\left(x_{0}\right)$ and of its recession matrices.

Proposition 3.1.6 Suppose that $F: \mathbb{R}^{n} \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ is upper semicontinuous at $x_{0}$. If each element of the set $\overline{\operatorname{co}}\left(F\left(x_{0}\right)\right) \cup \operatorname{co}\left(F\left(x_{0}\right)_{\infty} \backslash\{0\}\right)$ is invertible, then there exists $\beta>0$ such that the set $\operatorname{co}\left(F\left(x_{0}+\beta B_{n}\right)\right)$ is equi-invertible.

Proof. Suppose to the contrary that there is no $\beta>0$ such that the set $\operatorname{co}\left(F\left(x_{0}+\beta B_{n}\right)\right)$ is equi-invertible. For each $i \geq 1$, there is a matrix $M_{i} \in \operatorname{co}\left(F\left(x_{0}+(1 / i) B_{n}\right)\right)$ and a vector $u_{i}$ with $\left\|u_{i}\right\|=1$ such that

$$
\left\|M_{i}\left(u_{i}\right)\right\| \leq \frac{1}{i}
$$

We may assume $\lim _{i \rightarrow \infty} u_{i}=u \neq 0$. By the Caratheodory theorem, there exist positive numbers $\lambda_{i l}$ with $\sum_{l=1}^{n^{2}+1} \lambda_{i l}=1$ and matrices $N_{i l} \in F\left(x_{0}+\right.$ $\left.(1 / i) B_{n}\right), l=1, \ldots, n^{2}+1$, satisfying

$$
M_{i}=\sum_{l=1}^{n^{2}+1} \lambda_{i l} N_{i l}
$$

Because $\partial f$ is upper semicontinuous at $x_{0}$, we may also assume that

$$
N_{i l}=M_{i l}+\frac{1}{i} P_{i l} \quad \text { for some } M_{i l} \in \partial f\left(x_{0}\right), P_{i l} \in B_{n \times n}
$$

It follows that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \sum_{l=1}^{n^{2}+1} \lambda_{i l} M_{i l}\left(u_{i}\right)=\lim _{i \rightarrow \infty}\left(M_{i}\left(u_{i}\right)-\frac{1}{i} \sum_{l=1}^{n^{2}+1} \lambda_{i l} P_{i l}\right)=0 . \tag{3.3}
\end{equation*}
$$

Consider the convex combination $\sum_{l=i}^{n^{2}+1} \lambda_{i l} M_{i l}$. By taking a subsequence if necessary, we may decompose the index set $\left\{1, \ldots, n^{2}+1\right\}$ into three subsets $I_{1}, I_{2}, I_{3}$ with the following properties
(i) For $l \in I_{1}, \lim _{i \rightarrow \infty} M_{i l}=M_{0 l} \in F\left(x_{0}\right)$ and $\lim _{i \rightarrow \infty} \lambda_{i l}=\lambda_{0 l}$.
(ii) For $l \in I_{2}, \lim _{i \rightarrow \infty}\left\|M_{i l}\right\|=\infty$ and $\lim _{i \rightarrow \infty} \lambda_{i l} M_{i l}=M_{* l} \in\left(F\left(x_{0}\right)\right)_{\infty}$.
(iii) For $l \in I_{3}, \lim _{i \rightarrow \infty}\left\|\lambda_{i l} M_{i l}\right\|=\infty$, and $\lim _{i \rightarrow \infty} \lambda_{i l} M_{i l} /\left\|\lambda_{i l_{0}} M_{i l_{0}}\right\|=$ $M_{* l} \in\left(F\left(x_{0}\right)\right)_{\infty}$, where $l_{0} \in I_{3}$, with $\left\|\lambda_{i l_{0}} M_{i l_{0}}\right\| \geq\left\|\lambda_{i l} M_{i l}\right\|$ for $i \geq 1$ and $l \in I_{3}$.

Let us first consider the case where $I_{3} \neq \emptyset$. By dividing the abovementioned convex combination by $\left\|\lambda_{i l_{0}} M_{i l_{0}}\right\|$ and passing to the limit when $i \rightarrow \infty$, and by observing that $M_{* l_{o}} \neq 0$, we deduce

$$
\sum_{l \in I_{3}} M_{* l} \in \operatorname{co}\left(\left(F\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)
$$

This and (3.3) yield a contradiction

$$
\sum_{l \in I_{3}} M_{* l}(u)=0
$$

It remains to consider the case $I_{3}=\emptyset$. It follows from (ii) that $\lim _{i \rightarrow \infty} \lambda_{i l}=$ 0 for $l \in I_{2}$ and $\sum_{l \in I_{1}} \lambda_{o l}=1$. Consequently,

$$
\lim _{i \rightarrow \infty} \sum_{l=1}^{n^{2}+1} \lambda_{i l} M_{i l}=\sum_{l \in I_{1}} \lambda_{o l} M_{o l}+\sum_{l \in I_{2}} M_{* l} \in \overline{\operatorname{co}}\left(F\left(x_{0}\right)\right)
$$

which together with (3.3) yields a contradiction

$$
\left(\sum_{l \in I_{1}} \lambda_{o l} M_{o l}+\sum_{l \in I_{2}} M_{* l}\right)(u)=0
$$

The proof is complete.
The following modified version of the preceding proposition is more practical when some of the components of $F$ are bounded.

Proposition 3.1.7 Let $F=\left(F_{1}, F_{2}\right)$ where $F_{i}: \mathbb{R}^{n} \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}^{n_{i}}\right), i=$ 1,2 , are set-valued maps, and $n_{1}+n_{2}=n$. Assume that $F_{1}$ and $F_{2}$ are upper semicontinuous at $x_{0}$. If each matrix of the form $\left[\begin{array}{ll}M_{1} & M_{2}\end{array}\right]$ where $M_{i} \in \overline{\operatorname{co}}\left(F_{i}\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(F_{i}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right), i=1,2$, is invertible, then there exists $\beta>0$ such that the set $\operatorname{co}\left(F\left(x_{0}+\beta B_{n}\right)\right)$ is equi-invertible, where $F\left(x_{0}+\beta B_{n}\right)$ consists of matrices $[M N]$ with $M \in F_{1}\left(x_{0}+\beta B_{n}\right)$ and $N \in F_{2}\left(x_{0}+\beta B_{n}\right)$.

Proof. Use the same technique as in the proof of Proposition 3.1.6 and Lemma 3.1.2.

## Equi-Surjectivity

Let $C \subset \mathbb{R}^{n}$ be a nonempty set and let $M$ be an $m \times n$-matrix. We say that $M$ is surjective on $C$ at $x \in \operatorname{cl}(C)$ if

$$
M(x) \in \operatorname{int}(M(C))
$$

or equivalently, there is some $\alpha>0$ such that

$$
\alpha B_{m} \subseteq M(C-x)
$$

Now let $\Gamma \subset L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ be a nonempty set. We say that $\Gamma$ is equisurjective on $C$ around $x \in \operatorname{cl}(C)$ if there are positive numbers $\alpha$ and $\delta$ such that

$$
\alpha B_{m} \subseteq M\left(C-x^{\prime}\right)
$$

for every $x^{\prime} \in \bar{C} \cap\left(x+\delta B_{n}\right)$ and for every $M \in \Gamma$.
We have the following remarks on the above definitions
(i) A particular case of the surjectivity on $C$ is when $C=\mathbb{R}^{n}$ and $x=$ 0 . A matrix $M$ is surjective on $\mathbb{R}^{n}$ at $x=0$ if $0 \in \operatorname{int}\left(M\left(\mathbb{R}^{n}\right)\right)$, or equivalently $M\left(\mathbb{R}^{n}\right)=\mathbb{R}^{m}$. As a consequence, $m \leq n$ and the matrix $M$ has a maximal rank. The converse is also true; that is, if $m \leq n$ and the rank of $M$ equals $m$, then $M$ is surjective on $\mathbb{R}^{n}$ at $x=0$, hence at any $x \in \mathbb{R}^{n}$ as well. When $C \neq \mathbb{R}^{n}$ this conclusion is no longer true. For instance, consider $M=(1,0) \in L\left(\mathbb{R}^{2}, \mathbb{R}\right)$. This $1 \times 2$-matrix has rank 1 , which is maximal. Let $C=\left\{(0, y) \in \mathbb{R}^{2}: y \geq 0\right\}$. Then $M(C)=\{0\}$ and $M$ is not surjective on $C$ at $x=0$.
(ii) Another particular case is when $n=m$. If there exists a set $C \in \mathbb{R}^{n}$ and a point $x \in \operatorname{cl}(C)$ such that $M$ is surjective on $C$ at $x$, then $M$ is necessarily an invertible matrix. In this situation $x$ must be an interior point of $C$.
(iii) When $C$ is convex, the dimension of $C$ is the dimension of the smallest affine subspace that contains $C$. It follows immediately from the definition that if $M$ is surjective on a convex set $C$ at $x \in \operatorname{cl}(C)$, then $M$ has a maximal rank that is equal to $m \leq n$ and the dimension of $C$ is at least $m$.

It is clear that every element of an equi-surjective set on $C$ around $x$ is surjective on $C$ at $x$. A set of matrices that are surjective on $C$ at $x$ is not always equi-surjective on $C$ around $x$ except for some particular cases when the set is compact, or more generally, when the set has surjective recession matrices.

Proposition 3.1.8 Let $C \subseteq \mathbb{R}^{n}$ be a nonempty convex set with $0 \in \operatorname{cl}(C)$. Let $F: \mathbb{R}^{n} \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ be a set-valued map with closed values, that is upper semicontinuous at 0 . If every element of the set $\overline{\mathrm{co}}(F(0)) \cup$ $\operatorname{co}\left((F(0))_{\infty} \backslash\{0\}\right)$ is surjective on $C$ at 0 , then there exists some $\delta>0$ such that the set

$$
\bigcup_{y \in \delta B_{n}} \overline{\mathrm{CO}}\left[F(y)+(F(y))_{\infty}^{\delta}\right]
$$

is equi-surjective on $C$ around 0 .
Proof. Suppose to the contrary that the conclusion is not true. Thus, for each $k \geq 1$ and $\delta=1 / k$, there exist $x_{k} \in\left((1 / k) B_{n}\right) \cap \operatorname{cl}(C), v_{k} \in B_{m}$, and $M_{k} \in \bigcup_{y \in(1 / k) B_{n}} \overline{\mathrm{Co}}\left[F(y)+(F(y))_{\infty}^{\delta}\right]$ such that

$$
\begin{equation*}
v_{k} \notin k M_{k}\left[B_{n} \cap\left(C-x_{k}\right)\right] . \tag{3.4}
\end{equation*}
$$

Without loss of generality we may assume that

$$
\lim _{k \rightarrow \infty} v_{k}=v_{0} \in B_{m}
$$

We claim that by taking a subsequence if necessary, it can be assumed that either

$$
\begin{equation*}
\lim _{k \rightarrow \infty} M_{k}=M_{0} \in \overline{\operatorname{co}} F(0) \tag{3.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\lim _{k \rightarrow \infty} t_{k} M_{k}=M_{*} \in \operatorname{co}\left[(F(0))_{\infty} \backslash\{0\}\right] \tag{3.6}
\end{equation*}
$$

where $\left\{t_{k}\right\}$ is some sequence of positive numbers converging to 0 .
Let us first see that (3.5) or (3.6) leads to a contradiction. If (3.5) holds, then by the surjectivity of $M_{0}$ there is some $\varepsilon>0$ and $k_{0} \geq 1$ such that

$$
\begin{equation*}
v_{0}+\varepsilon B_{m} \subseteq k_{0} M_{0}\left[B_{n} \cap C\right] . \tag{3.7}
\end{equation*}
$$

Moreover, there is $k_{1} \geq k_{0}$ such that

$$
\begin{equation*}
\left\|M_{k}-M_{0}\right\|<\varepsilon / 4 \quad \text { for } k \geq k_{1} \tag{3.8}
\end{equation*}
$$

We want to show that there is $k_{2} \geq k_{1}$ such that

$$
\begin{equation*}
v_{0}+\frac{\varepsilon}{2} B_{m} \subseteq k_{0} M_{0}\left[B_{n} \cap\left(C-x_{k}\right)\right] \quad \text { for } k \geq k_{2} \tag{3.9}
\end{equation*}
$$

Indeed, if this is not the case, then one may assume that for each $x_{k}$ there is some $b_{k} \in(\varepsilon / 2) B_{m}$ satisfying

$$
v_{0}+b_{k} \notin k_{0} M_{0}\left[B_{n} \cap\left(C-x_{k}\right)\right] .
$$

The set $B_{n} \cap\left(C-x_{k}\right)$ is convex, therefore there exists some $\xi_{k} \in \mathbb{R}^{m}$ with $\left\|\xi_{k}\right\|=1$ such that

$$
\left\langle\xi_{k}, v_{0}+b_{k}\right\rangle \leq\left\langle\xi_{k}, k_{0} M_{0}(x)\right\rangle \quad \text { for all } x \in B_{n} \cap\left(C-x_{k}\right)
$$

Using subsequences if needed, one may again assume that

$$
\begin{gathered}
\lim _{k \rightarrow \infty} b_{k}=b_{0} \in \frac{\varepsilon}{2} B_{m} \\
\lim _{k \rightarrow \infty} \xi_{k}=\xi_{0} \quad \text { with }\left\|\xi_{0}\right\|=1
\end{gathered}
$$

It follows then

$$
\left\langle\xi_{0}, v_{0}+b_{0}\right\rangle \leq\left\langle\xi_{0}, k_{0} M_{0}(x)\right\rangle \quad \text { for all } x \in B_{n} \cap C
$$

This inequality contradicts (3.7) because the point $v_{0}+b_{0}$ is an interior point of the set $v_{0}+\varepsilon B_{m}$. Thus (3.9) holds for some $k_{2} \geq k_{1}$. Now using (3.8) and (3.9) we derive the following inclusions for $k \geq k_{2}$.

$$
\begin{align*}
v_{0}+\frac{\varepsilon}{2} B_{m} & \subseteq k_{0} M_{0}\left[B_{n} \cap\left(C-x_{k}\right)\right] \\
& \subseteq k_{0}\left\{M_{k}\left[B_{n} \cap\left(C-x_{k}\right)\right]+\left(M_{0}-M_{k}\right)\left[B_{n} \cap\left(C-x_{k}\right)\right]\right\} \\
& \subseteq k_{0} M_{k}\left[B_{n} \cap\left(C-x_{k}\right)\right]+(\varepsilon / 4) B_{m} \tag{3.10}
\end{align*}
$$

This gives us

$$
\begin{equation*}
v_{0}+\frac{\varepsilon}{4} B_{m} \subseteq k_{0} M_{k}\left[B_{n} \cap\left(C-x_{k}\right)\right] \text { for } k \geq k_{2} \tag{3.11}
\end{equation*}
$$

Now we choose $k \geq k_{2}$ so large that $v_{k} \in v_{0}+(\varepsilon / 4) B_{m}$. Then (3.11) yields

$$
\begin{equation*}
v_{k} \in k M_{k}\left[B_{n} \cap\left(C-x_{k}\right)\right], \tag{3.12}
\end{equation*}
$$

which contradicts (3.4).
Now we assume (3 .6). Again , because $M_{*}$ is surjective, relations (3 .7)through (3.10) remain true when we replace $M_{0}$ by $M_{*}$ and $M_{k}$ by $t_{k} M_{k}$. Then relation (3.11) becomes

$$
v_{0}+\frac{\varepsilon}{4} B_{m} \subseteq k_{0} t_{k} M_{k}\left[B_{n} \cap\left(C-x_{k}\right)\right] \quad \text { for } k \geq k_{2}
$$

By choosing $k \geq k_{2}$ sufficiently large so that $v_{k} \in v_{0}+(\varepsilon / 4) B_{m}$ and $0<$ $t_{k} \leq 1$, we arrive at the same contradiction as (3.12).

The proof will be then completed if we show that either (3.5) or (3.6) holds.

Let

$$
M_{k} \in \overline{\mathrm{co}}\left[F\left(y_{k}\right)+\left(F\left(y_{k}\right)\right)_{\infty}^{1 / k}\right] \quad \text { for some } y_{k} \in \frac{1}{k} B_{n}
$$

Because $F$ is upper semicontinuous at 0 , there is $k_{0} \geq 1$ such that

$$
\left(F\left(y_{k}\right)\right)_{\infty} \subseteq(F(0))_{\infty} \quad k \geq k_{0}
$$

We may assume without loss of generality that this inclusion is true for all $k=1,2, \ldots$ Thus, for each $k \geq 1$, there exist $M_{k j} \in F\left(y_{k}\right), N_{k j} \in(F(0))_{\infty}$, $P_{k j}$, and $P_{k}$ with

$$
\left\|P_{k j}\right\| \leq 1, \quad\left\|P_{k}\right\| \leq 1, \quad \text { and } \quad \lambda_{k j} \in[0,1], j=1, \ldots, n m+1
$$

such that $\sum_{j=1}^{m n+1} \lambda_{k j}=1$ and

$$
M_{k}=\sum_{j=1}^{m n+1} \lambda_{k j}\left(M_{k j}+N_{k j}+\frac{1}{k}\left\|N_{k j}\right\| P_{k j}\right)+\frac{1}{k} P_{k} .
$$

If all the sequences $\left\{\lambda_{k j} M_{k j}\right\}_{k \geq 1},\left\{\lambda_{k j} N_{k j}\right\}_{k \geq 1}$, and $j=1, \ldots, m n+1$ are bounded, then so is the sequence $\left\{M_{k}\right\}$. By passing to subsequences if necessary, we may assume

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} M_{k}=M_{0}, \quad \lim _{k \rightarrow \infty} \lambda_{k j}=\lambda_{0 j}, \\
& \lim _{j \rightarrow \infty} \lambda_{k j} N_{k j}=N_{0 j}, \quad \lim _{k \rightarrow \infty} \lambda_{k j} M_{k j}=M_{0 j}
\end{aligned}
$$

for $j=1, \ldots, m n+1$. Because $(F(0))_{\infty}$ is a closed cone, we have

$$
N_{0 j} \in(F(0))_{\infty}, \quad \sum_{j=1}^{n m+1} N_{0 j} \in \operatorname{co}(F(0))_{\infty}
$$

Moreover, we also have $\sum_{j=1}^{n m+1} \lambda_{0 j}=1$. Decompose the sum $\sum_{j=1}^{n m+1} \lambda_{k j} M_{k j}$ into two sums: the first sum $\sum_{1}$ consists of those terms with $\left\{M_{k j}\right\}_{k \geq 1}$ bounded, and the second sum $\sum_{2}$ consists of those terms with $\left\{M_{k j}\right\}_{k \geq 1}$ unbounded. Then the limits $\lambda_{0 j}$ with $j$ in the second sum are all zero and the corresponding limits $M_{0 j}$ are recession directions of $F(0)$. Hence $\sum_{1} \lambda_{0 j}=1$ and

$$
\lim _{k \rightarrow \infty} \sum_{1} \lambda_{k j} M_{k j}=\sum_{1} M_{0 j} \in \operatorname{co}(F(0))
$$

by the upper semicontinuity of $F$ at 0 , and

$$
\lim _{k \rightarrow \infty} \sum_{2} \lambda_{k j} M_{k j}=\sum_{2} M_{0 j} \in \operatorname{co}\left(F(0)_{\infty}\right)
$$

Thus, $M_{0} \in \operatorname{co}(F(0))+\operatorname{co}\left(F(0)_{\infty}\right) \subseteq \overline{\operatorname{co}}(F(0))$ and (3.5) is fulfilled.
If among the sequences $\left\{\lambda_{k j} M_{k j}\right\}_{k \geq 1},\left\{\lambda_{k j} N_{k}\right\}_{k \geq 1}, j=1, \ldots, m n+1$ there are unbounded ones, then again by taking subsequences instead, we may choose one of them, say $\left\{\lambda_{k j_{0}} M_{k j_{0}}\right\}_{k>1}$ for some $j_{0} \in\{1, \ldots, m n+1\}$, such that $\left\|\lambda_{k j_{0}} M_{k j_{0}}\right\|=\max _{j=1, \ldots, m n+1}\left\{\left\|\lambda_{k j} M_{k j}\right\|,\left\|\lambda_{k j} N_{k j}\right\|\right\}$. The same argument works when the maximum is attained for some $\left\{\lambda_{k j_{0}} N_{k j_{0}}\right\}$. Consider the sequence $\left\{M_{k} /\left\|\lambda_{k j_{0}} M_{k j_{0}}\right\|\right\}_{k \geq 1}$. It is clear that this sequence is bounded, and we may assume it converges to some matrix $M_{*}$. We have then $M_{*} \in \operatorname{co}(F(0))_{\infty}$. Note that the cone $\operatorname{co}\left(F(0)_{\infty}\right)$ is pointed, otherwise $\mathrm{co}^{[ }\left[(F(0))_{\infty} \backslash\{0\}\right]$ should contain the zero matrix, which is certainly not surjective and this should contradict the hypothesis. As before, we may assume that each term in the sum of $\left\{M_{k} / \| \lambda_{k j_{0}} M_{k j_{0}}\right\}$ is convergent. Then $M_{*}$ is a finite sum of elements from $\operatorname{co}(F(0))_{\infty}$. At least one of the terms of this sum is nonzero (the term corresponding to the index $j_{0}$ has a unit norm), and the cone $\operatorname{co}(F(0))_{\infty}$ is pointed, thus we deduce that $M_{*}$ is nonzero, and so (3.6) holds. Hence the proof is complete.

Proposition 3.1.9 Let $C \subseteq \mathbb{R}^{n_{1}+n_{2}}$ be a nonempty convex set with $0 \in \bar{C}$. Let $F_{i}: \mathbb{R}^{n_{1}+n_{2}} \rightrightarrows L\left(\mathbb{R}^{n_{i}}, \mathbb{R}^{m}\right), i=1,2$ be closed set-valued maps that are upper semicontinuous at 0 . If for each pair of matrices $M \in \overline{\operatorname{co}}\left(F_{1}(0)\right) \cup$
$\operatorname{co}\left[\left(F_{1}(0)\right)_{\infty} \backslash\{0\}\right]$ and $N \in \overline{\operatorname{co}}\left(F_{2}(0)\right) \cup \operatorname{co}\left[\left(F_{2}(0)\right)_{\infty} \backslash\{0\}\right]$, the matrix $(M N)$ is surjective on $C$ at 0 , then the set

$$
\bigcup_{y \in B_{n}(0, \delta)}\left(\overline{\mathrm{co}}\left[F_{1}(y)+\left(F_{1}(y)\right)_{\infty}^{\delta}\right], \overline{\mathrm{co}}\left[F_{2}(y)+\left(F_{2}(y)\right)_{\infty}^{\delta}\right]\right),
$$

is equi-surjective on $C$ around 0 .
Proof. We proceed as in the proof of Lemma 3.1.1. Arguing by contradiction, we find

$$
\begin{aligned}
& x_{k} \in\left(\frac{1}{k} B_{n}\right) \cap \bar{C}, v_{k} \in B_{m}, y_{k} \in \frac{1}{k} B_{n} \\
& M_{k} \in \overline{c o}\left[F_{1}\left(y_{k}\right)+\left(F_{1}\left(y_{k}\right)\right)_{\infty}^{\delta / k}\right], N_{k} \in \overline{c o}\left[F_{2}\left(y_{k}\right)+\left(F_{2}\left(y_{k}\right)\right)_{\infty}^{\delta / k}\right]
\end{aligned}
$$

such that

$$
\begin{align*}
& \lim _{k \rightarrow \infty} v_{k}=v_{0} \in B_{m} \\
& v_{k} \notin k\left(M_{k} N_{k}\right)\left[B_{n} \cap\left(C-x_{k}\right)\right] . \tag{3.13}
\end{align*}
$$

For $\left\{M_{k}\right\}$ and $\left\{N_{k}\right\}$, we have two possible cases (by using a subsequence if necessary)

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} M_{k}=M_{0} \in \overline{\operatorname{co}}\left(F_{1}(0)\right) \\
& \lim _{k \rightarrow \infty} t_{k} M_{\varepsilon}=M_{*} \in \operatorname{co}\left[\left(F_{1}(0)\right)_{\infty} \backslash\{0\}\right]
\end{aligned}
$$

where $\left\{t_{k}\right\}$ is some sequence of positive numbers converging to 0 , and similar relations for $\left\{N_{k}\right\}$.

Then we have

$$
v_{0}+\varepsilon B_{m} \subseteq P\left[B_{n} \cap C\right]
$$

where $P$ is one of the four matrices $\left(M_{0} N_{0}\right),\left(M_{0} N_{*}\right),\left(M_{*} N_{0}\right)$, and $\left(M_{*} N_{*}\right)$.
Because $P$ is surjective by hypothesis, for $k$ sufficiently large, one has

$$
v_{0}+\frac{\varepsilon}{2} B_{m} \subseteq k_{0} P\left[B_{n} \cap\left(C-x_{k}\right)\right]
$$

and this implies

$$
\begin{equation*}
v_{0}+\frac{\varepsilon}{2} B_{m} \subseteq k_{0} P_{k}\left[B_{n} \cap\left(C-x_{k}\right)\right] \tag{3.14}
\end{equation*}
$$

where $P_{k}$ is among $\left(M_{k} N_{k}\right),\left(M_{k}\left(s_{k} N_{k}\right)\right),\left(\left(t_{k} M_{k}\right) N_{k}\right)$, and $\left(\left(t_{k} M_{k}\right)\left(s_{k} N_{k}\right)\right)$ with $\lim t_{k} M_{k}=M_{*}$ and $\lim s_{k} N_{k}=N_{*}$. Because $0<t_{k} \leq 1$, (3.14) yields

$$
v_{0}+\frac{\varepsilon}{2} B_{m} \subseteq k_{0}\left(M_{k} N_{k}\right)\left[B_{n} \cap\left(C-x_{k}\right)\right],
$$

which contradicts (3.13).

Lemma 3.1.10 Let $C$ be a convex set with $0 \in \operatorname{cl}(C)$. There exists an increasing sequence of closed convex sets $\left\{D_{k}\right\}$ such that

$$
0 \in D_{k} \subseteq C \cup\{0\} \quad \text { and } \quad C \subseteq \operatorname{cl}\left[\cup_{k=1}^{\infty} D_{k}\right]
$$

Proof. Working in a space of lower dimension if needed, we may assume that $C$ has an interior and contains a ball of radius $\alpha>0$. Denote

$$
C_{k}=\left\{x \in C: d\left(x, \mathbb{R}^{n} \backslash \operatorname{int}(C)\right) \geq \alpha / k\right\} \cap\left(k B_{n}\right) .
$$

Because $\operatorname{int}(C)$ is convex, the distance function $d\left(., \mathbb{R}^{n} \backslash \operatorname{int}(C)\right)$ is a continuous and concave function. Hence $C_{k}$ is a convex and compact subset of $\operatorname{int}(C)$. Let $D_{k}$ be the convex hull of $C_{k}$ and 0 . Then $D_{k}$ is closed and convex with $0 \in D_{k} \subset C \cup\{0\}$ and $D_{k} \subseteq D_{k+1}$ for $k=1,2, \ldots$ It is clear that if $x \in \operatorname{int}(C)$, then there is some $k$ such that $x \in C_{k} \subset D_{k}$. Hence $C \subseteq \operatorname{cl}\left(\bigcup_{k=1}^{\infty} D_{k}\right)$ as desired.

Proposition 3.1.11 Assume that the hypotheses of Proposition 3.1.8 hold. Then there is a closed convex set $D$ containing 0 with $D \backslash\{0\} \subseteq C$ such that the set

$$
\bigcup_{y \in \delta B_{n}} \overline{\mathrm{co}}\left[F(y)+(F(y))_{\infty}^{\delta}\right]
$$

is equi-surjective on $D$ around 0 .
Proof. Let $\left\{D_{k}\right\}$ be a sequence of closed convex sets that exists by Lemma 3.1.10; that is, $0 \in D_{k} \subseteq C \cup\{0\}$ and $C \subseteq \operatorname{cl}\left[\cup_{k=1}^{\infty} D_{k}\right]$. We show that for $k$ sufficiently large, every matrix of the set $\overline{\operatorname{co}}(F(0)) \cup$ co $\left[(F(0))_{\infty} \backslash\{0\}\right]$ is surjective on $D_{k}$ at 0 . Indeed, if this is not the case, then for each $k=1,2, \ldots$ there is $M_{k} \in \overline{\mathrm{Co}}(F(0)) \cup$ co $\left[(F(0))_{\infty} \backslash\{0\}\right]$ such that

$$
0 \notin \operatorname{int}\left(M_{k}\left(D_{k} \cap B_{n}\right)\right) .
$$

Because $D_{k} \cap B_{n}$ is convex, using the separation theorem, we find $\xi_{k} \in \mathbb{R}^{m}$ with $\left\|\xi_{k}\right\|=1$ such that

$$
\begin{equation*}
0 \leq\left\langle\xi_{k}, M_{k}(x)\right\rangle \quad \text { for } x \in D_{k} \cap B_{n} \tag{3.15}
\end{equation*}
$$

Without loss of generality we may assume that

$$
\lim _{k \rightarrow \infty} \xi_{k}=\xi_{0} \quad \text { with }\left\|\xi_{0}\right\|=1
$$

and either

$$
\lim _{k \rightarrow \infty} M_{k}=M_{0} \in \overline{\operatorname{co}}(F(0)) \cup \operatorname{co}\left[(F(0))_{\infty} \backslash\{0\}\right]
$$

or there is a sequence of positive numbers $\left\{t_{k}\right\}$ such that

$$
\lim _{k \rightarrow \infty} t_{k} M_{k}=M_{0} \in \operatorname{co}\left[(F(0))_{\infty} \backslash\{0\}\right] .
$$

In all cases (3.15) yields

$$
0 \leq\left\langle\xi_{0}, M_{0}(x)\right\rangle \quad \text { for } x \in C \cap B_{n}
$$

This contradicts the surjectivity of $M_{0}$ on $C$ at 0 . Thus, for $k$ sufficiently large, Proposition 3.1.8 is applicable to the set $D=D_{k}$ and produces the desired result.

When $f$ is a real-valued function, a slightly less restrictive surjectivity condition still produces the equi-surjectivity.

Proposition 3.1.12 Let $f$ be a continuous map from $\mathbb{R}^{n}$ to $\mathbb{R}$. Suppose that it admits a pseudo-Jacobian $\partial f$ that is upper semicontinuous at a. If every matrix of the set $\overline{\mathrm{co}}(\partial f(a)) \bigcup\left([\operatorname{co}(\partial f(a))]_{\infty} \backslash\{0\}\right)$ is surjective, then the set

$$
\bigcup\left\{\overline{c o}(\partial f(x)): x \in a+\delta B_{n}\right\}
$$

is equi-surjective on $C$ around 0 .
Proof. The proof follows along the same line of arguments as the proof of Proposition 3.1.8. In this case, we may assume $q_{k}=\sum_{j=1}^{j=n l+1} \lambda_{k j} q_{k j}$, where $q_{k j} \in \partial f\left(x_{k}\right)$ and $\lim _{k \rightarrow \infty} x_{k}=a$. Decompose $q_{k}$ into two sums: (S1) consists of those terms with $\left\{q_{k j}\right\}$ bounded, and (S2) consists of the remaining terms. Without loss of generality we may assume that the bounded sequences $\left\{q_{k j}\right\}$ converge to $q_{0 j}$ and that for the unbounded sequences, the sequences of norms $\left\{\left\|q_{k j}\right\|\right\}$ converge to $\infty$. Because $\partial f$ is upper semicontinuous at $a$, these limits belong to $\partial f(a)$, and so do the elements $q_{k j}$ of the unbounded sequences whenever k is sufficiently large. Let $p_{k}=\sum_{1} \lambda_{k j} q_{0 j}+\sum_{2} \lambda_{k j} q_{k j}$. Then $p_{k} \in \operatorname{co\partial f(a)}$ for large $k$ and $\lim _{k \rightarrow \infty}\left(q_{k}-p_{k}\right)=0$. Now if $\left\{p_{k}\right\}$ is bounded, then one may assume it converges to $q_{0}$. Hence $\left\{q_{k}\right\}$ also converges to $q_{0}$ and $q_{0} \in \overline{\operatorname{co}}(\partial f(a))$. If $\left\{p_{k}\right\}$ is unbounded, then one may assume $\left\{p_{k} /\left\|p_{k}\right\|\right\}$ converges to $p_{0}$, implying that $\left\{q_{k} /\left\|p_{k}\right\|\right\}$ also converges to $p_{0}$ and so $p_{0} \in(\operatorname{co}(\partial f(a)))_{\infty}, p_{0} \neq 0$. The contradiction is then obtained in the same way as in Proposition 3.1.8.

### 3.2 Open Mapping Theorems

Throughout this section, if $\partial f$ is a pseudo-Jacobian map of $f$, then for $\beta \geq 0$ the set $\partial f\left(x+\beta B_{n}\right)$ is denoted $D^{\beta} f(x)$. Here we state an open
mapping theorem for continuous functions.
Theorem 3.2.1 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuous function and let $\partial f$ be a pseudo-Jacobian map of $f$. Let $x_{0} \in \mathbb{R}^{n}$ be given. If there is $\beta>0$ such that the set $\operatorname{co}\left(D^{\beta} f\left(x_{0}\right)\right)$ is equi-invertible, then there is $\delta>0$ such that

$$
\begin{equation*}
\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)\right\| \geq \delta\|h\| \quad \text { for all } h \neq 0,\|h\|<\beta \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(x_{0}\right)+\frac{\beta \delta}{4} \operatorname{int}\left(B_{n}\right) \subseteq f\left(x_{0}+\frac{\beta}{2} \operatorname{int}\left(B_{n}\right)\right) \tag{3.17}
\end{equation*}
$$

Proof. Let $\alpha>0$ be the positive number obtained by the equi-invertibility of the set $\operatorname{co}\left(D^{\beta} f\left(x_{0}\right)\right)$. Let $h \neq 0$ with $\|h\|<\beta$. By the mean value theorem, we have

$$
\begin{aligned}
f\left(x_{0}+h\right)-f\left(x_{0}\right) & \in \overline{\operatorname{co}}\left(\partial f\left[x_{0}, x_{0}+h\right](h)\right) \\
& \subseteq \overline{\operatorname{co}}\left(D^{\beta} f\left(x_{0}\right)(h)\right) \\
& \subseteq\left(\operatorname{co}\left(D^{\beta} f\left(x_{0}\right)\right)\right)(h)+\frac{\alpha}{2} B_{n \times n}(h) .
\end{aligned}
$$

There is $M \in \operatorname{co}\left(D^{\beta} f\left(x_{0}\right)\right), N \in B_{n \times n}$ such that

$$
f\left(x_{0}+h\right)-f\left(x_{0}\right)=M(h)+\frac{\alpha}{2} N(h) .
$$

Hence

$$
\begin{aligned}
\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)\right\| & \geq\|M(h)\|-\frac{\alpha}{2}\|N(h)\| \\
& \geq \alpha\|h\|-\frac{\alpha}{2}\|h\|=\frac{\alpha}{2}\|h\|
\end{aligned}
$$

By taking $\delta=\alpha / 2$, we obtain (3.16). To show (3.17), let $y \in f\left(x_{0}\right)+$ $(\beta \delta / 4) \operatorname{int}\left(B_{n}\right)$. We have to find $x \in x_{0}+(\beta / 2) \operatorname{int}\left(B_{n}\right)$ such that $y=f(x)$. To this end, consider the function

$$
F(x):=\|f(x)-y\|^{2}
$$

It is obvious that $F$ is continuous. Hence it attains a minimum on the compact set $x_{0}+(\beta / 2) B_{n}$ at some point $x$. We observe that $x \in x_{0}+$ $(\beta / 2) \operatorname{int}\left(B_{n}\right)$, because otherwise

$$
\begin{aligned}
\frac{\beta \delta}{4}>\left\|y-f\left(x_{0}\right)\right\| & \geq\left\|f\left(x_{0}\right)-f(x)\right\|-\|y-f(x)\| \\
& \geq \delta\left\|x_{0}-x\right\|-\left\|y-f\left(x_{0}\right)\right\| \\
& \geq \delta \frac{\beta}{2}-\frac{\delta \beta}{4}=\frac{\beta \delta}{4}
\end{aligned}
$$

which is impossible. If $f(x)=y$, then we are done. Hence we may assume $f(x) \neq y$. By the optimality condition, Theorem 2.1.13,

$$
0 \in \overline{\mathrm{co}}(\partial F(x)),
$$

if $\partial F(x)$ is a pseudo-Jacobian of $F$ at $x$. To find a suitable pseudo-Jacobian of $F$, we notice that the function $z \mapsto\|y-z\|^{2}$ is continuously differentiable at $z=f(x)$. By the fuzzy chain rule, Theorem 2.3.2, the closure of the set

$$
2\left(f(x)-y+\frac{1}{2}\|f(x)-y\| B_{n}\right) \circ D^{\alpha} f\left(x_{0}\right)
$$

is a pseudo-Jacobian of $F$ at $x$. We deduce

$$
0 \in \overline{\operatorname{co}}\left(\left(f(x)-y+\frac{1}{2}\|f(x)-y\| B_{n}\right) \circ D^{\alpha} f\left(x_{0}\right)\right)
$$

This implies the existence of a vector $v \in f(x)-y+\frac{1}{2}\|f(x)-y\| B_{n}$ and a matrix $M \in D^{\alpha} f\left(x_{0}\right)$ such that

$$
\left\|M^{t r}(v)\right\| \leq \frac{\alpha}{4}
$$

Observe that $\|v\| \geq \frac{1}{2}$, hence the latter inequality yields

$$
\begin{equation*}
\left\|M^{t r}(v)\right\| \leq \frac{\alpha}{2}\|v\| \tag{3.18}
\end{equation*}
$$

Let $u \in \mathbb{R}^{n}$ with $\|u\|=1$ be such that

$$
\langle v, M(u)\rangle=\|v\|\|M(u)\|
$$

Such a vector exists because $M$ is invertible. Then, by the hypothesis one has

$$
\langle v, M(u)\rangle=\|v\|\|M(u)\| \geq \alpha\|v\|
$$

On the other hand, (3.18) implies

$$
\langle v, M(u)\rangle=\left\langle M^{t r}(v), u\right\rangle \leq\left\|M^{t r}(v)\right\| \leq \frac{\alpha}{2}\|v\|
$$

The contradiction shows that $f(x)=y$. The proof is complete.

Corollary 3.2.2 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuous function and let $\partial f$ be a pseudo-Jacobian map of $f$. Let $x_{0} \in \mathbb{R}^{n}$ be given. If there is $\beta>0$ such that every element of the set $\overline{\operatorname{co}}\left(D^{\beta} f\left(x_{0}\right)\right) \cup\left(\left(\operatorname{co}\left(D^{\beta} f\left(x_{0}\right)\right)\right)_{\infty} \backslash\{0\}\right)$ is invertible, then the conclusion of Theorem 3.2.1 holds.

Proof. Apply Theorem 3.2.1 and Lemma 3.1.1.

Next we present an open mapping theorem in the case of the function admitting an upper semicontinuous pseudo-Jacobian.

Corollary 3.2.3 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuous function and let $\partial f$ be a pseudo-Jacobian map of $f$ that is upper semicontinuous at $x_{0}$. If the elements of the set $\overline{\operatorname{co}}\left(\partial f\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial f\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ are invertible, then there exist $\beta>0$ and $\delta>0$ such that the relations (3.16) and (3.17) hold.

Proof. Apply Theorem 3.2.1 and Proposition 3.1.6.

When the function $f$ admits a bounded pseudo-Jacobian at $x_{0}$, the recession part in Corollary 3.2.3 disappears. This is the case where $f$ is locally Lipschitz and the Clarke generalized Jacobian is used as a pseudo-Jacobian.

Corollary 3.2.4 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz function. If all elements of the Clarke generalized Jacobian $\partial^{C} f(x)$ are invertible, then the conclusion of Corollary 3.2.3 holds true.

Proof. This is obtained from Corollary 3.2.3 and from the fact that $\partial^{C} f$ is an upper semicontinuous pseudo-Jacobian map of $f$.

In the case of unbounded pseudo-Jacobians, recession matrices play an important role and cannot be removed from the conclusion as shown by the next example.

Example 3.2.5 Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be defined by

$$
f(x, y)=\left(-x+y^{1 / 3},-x^{3}+y\right)
$$

Let us define

$$
\partial f(x, y)=\left\{\left(\begin{array}{cc}
-1 & (1 / 3) y^{-2 / 3} \\
-3 x^{2} & 1
\end{array}\right)\right\} \quad \text { if }(x, y) \neq(0,0)
$$

and

$$
\partial f(0,0)=\left\{\left(\begin{array}{cc}
-1 & \alpha \\
0 & 1
\end{array}\right): \alpha \geq 1\right\}
$$

A simple calculation confirms that $\partial f$ is a pseudo-Jacobian map of $f$ which is upper semicontinuous at $(0,0)$. Moreover, every matrix of the set $\overline{\mathrm{co}}(\partial f(0,0))$ is invertible. Despite this, the conclusion of the open mapping
theorem is not true. For instance, there is no $(x, y)$ near $(0,0)$ satisfying $f(x, y)=(t, 0)$ with $t>0$, which means that $f(0,0) \notin \operatorname{int}\left(f\left(B_{2}\right)\right)$. We observe that the recession cone of the set $\operatorname{co}(\partial f(0,0))$ is given by

$$
(\partial f(0,0))_{\infty}=\left\{\left(\begin{array}{ll}
0 & \alpha \\
0 & 0
\end{array}\right): \alpha \geq 0\right\},
$$

and the condition on the invertibility of the matrices of the recession cone is violated.

The following result, which is a modification of the previous theorem, provides a useful case where some of the components of $f$ have bounded pseudo-Jacobians.

Corollary 3.2.6 Let $n=n_{1}+n_{2}$ and let $f=\left(f_{1}, f_{2}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n_{2}} \times$ $\mathbb{R}^{n_{2}}$ be a continuous function. Assume that $f_{1}$ and $f_{2}$, respectively, admit pseudo-Jacobians $\partial f_{1}$ and $\partial f_{2}$ which are upper semicontinuous at $x_{0}$, and every matrix $(p, q)$ where $p \in \overline{\operatorname{co}}\left(\partial f_{1}\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial f_{1}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ and $q \in$ $\overline{\mathrm{Co}}\left(\partial f_{2}\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial f_{2}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ is invertible. Then there is $\delta>0$ and $\varepsilon>0$ such that

$$
\left\|f\left(x_{0}+h\right)-f\left(x_{0}\right)\right\| \geq \varepsilon\|h\| \quad \text { for all } h \neq 0,\|h\|<\delta
$$

and

$$
f\left(x_{0}\right)+\frac{\varepsilon \delta}{2} \operatorname{int}\left(B_{m}\right) \subseteq f\left(x_{0}+\delta \operatorname{int}\left(B_{n}\right)\right)
$$

Proof. We follow the same method of proof as in the previous theorem. In the proof of the first part of the conclusion, instead of the matrices $q_{k}$ we have two submatrices: $\left(p_{k}, q_{k}\right)$ with $p_{k} \in \overline{\operatorname{co}}\left(\partial f_{1}\left[x_{0}, x_{0}+h_{k}\right]\right)$ and $q_{k} \in \overline{\operatorname{co}}\left(\partial f_{2}\left[x_{0}, x_{0}+h_{k}\right]\right)$. Then a similar argument leads to the existence of some matrices $p \in \overline{\operatorname{co}}\left(\partial f_{1}\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial f_{1}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ and $q \in \overline{\operatorname{co}}\left(\partial f_{2}\left(x_{0}\right)\right) \cup$ $\operatorname{co}\left(\left(\partial f_{2}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ such that $p(h)=0$ and $q(h)=0$, which show that $(p, q)$ is not invertible, a contradiction.

In the reasoning of the second part we have $x \in x_{0}+\delta \operatorname{int}\left(B_{n}\right)$ a local minimum of the function $f$. If $f(x)=y$ with $y=\left(y_{1}, y_{2}\right)$, then the conclusion follows. If $f(x) \neq y$, then we have several possible cases

Case (1): $f_{1}(x) \neq y_{1}$ and $f_{2}(x) \neq y_{2}$. By Corollary 2.4.5 and the product rule Theorem 2.1.3, and by the continuous differentiability of the function $\|f()-y$.$\| , the set (\operatorname{denoted}$ by $A)$ of matrices $2\left(\left(f_{1}(x)-y_{1}\right) p,\left(f_{2}(x)-y_{2}\right) q\right)$ with $p \in \overline{\mathrm{co}}\left(\partial f_{1}\left(x_{0}\right)+\left(\partial f_{1}\left(x_{0}\right)\right)_{\infty}^{\alpha}\right)$ and $q \in \overline{\mathrm{Co}}\left(\partial f_{2}\left(x_{0}\right)+\left(\partial f_{2}\left(x_{0}\right)\right)_{\infty}^{\alpha}\right)$ is a pseudo-Jacobian of $f$ at $x$. Hence, in view of the optimality condition Theorem 2.1.13, it must contain zero. This contradicts the assumption by Proposition 3.1.6.

Case (2): $f_{1}(x) \neq y_{1}$ and $f_{2}(x)=y_{2}$. Then $x$ is a local minimum of the function $\left\|f_{1}(\cdot)-y_{1}\right\|^{2}$ and the set $2\left(f_{1}(x)-y_{1}\right) \overline{\operatorname{co}}\left(\partial f_{1}(x)+\left(\partial f_{1}(x)\right)_{\infty}^{\alpha}\right)$ is a pseudo-Jacobian of the function $\left\|f_{1}(\cdot)-y_{1}\right\|^{2}$. Hence the set $A$ contains zero as well and we arrive at the same contradiction.

Case (3): $f_{1}(x)=y_{1}$ and $f_{2}(x) \neq y_{2}$. This case is treated in a similar way as Case (2). The proof is complete.

This corollary as well as Theorem 3.3.1 and other results in which the components of a function are split into subgroups of similar nature opens a remarkable perspective on the way of combining different generalized derivatives in solving practical problems.

### 3.3 Inverse and Implicit Function Theorems

In this section we apply the open mapping theorems to derive an inverse function theorem and an implicit function theorem for functions with possibly unbounded pseudo-Jacobians.

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be continuous and let $x_{0} \in \mathbb{R}^{n}$ be given. We say that $f$ admits locally an inverse at $x_{0}$ if there exist neighborhoods $U$ of $x_{0}$ and $V$ of $f\left(x_{0}\right)$, and a continuous function $g: V \rightarrow \mathbb{R}^{n}$ such that $g(f(x))=x$ and $f(g(y))=y$ for every $x \in U$ and $y \in V$.

Theorem 3.3.1 Let $n=n_{1}+n_{2}$ and let $f=\left(f_{1}, f_{2}\right): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n_{2}} \times \mathbb{R}^{n_{2}}$ be a continuous map. Assume that $f_{1}$ and $f_{2}$, respectively, admit pseudoJacobian maps $\partial f_{1}$ and $\partial f_{2}$ which are upper semicontinuous at $x_{0}$ and that every matrix $(p, q)$, where $p \in \overline{\operatorname{co}}\left(\partial f_{1}\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial f_{1}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ and $q \in \overline{\mathrm{co}}\left(\partial f_{2}\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial f_{2}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ is invertible. Then $f$ admits locally an inverse that is Lipschitz continuous at $f\left(x_{o}\right)$.

Proof. Using Corollary 3.2.6, for every $y \in f\left(x_{0}\right)+(\varepsilon \delta / 2) \operatorname{int}\left(B_{n}\right)$, we can find $x \in x_{0}+\delta \operatorname{int}\left(B_{n}\right)$ such that $y=f(x)$.

Observe that $f$ is locally one-to-one. To see this, suppose to the contrary that $f$ is not one-to-one locally. Then there exist two sequences $\left\{x_{k}\right\}$ and $\left\{y_{k}\right\}$, both converging to $x_{0}$ such that $f\left(x_{k}\right)=f\left(y_{k}\right)$. By the mean value theorem (Theorem 2.2.2), one can find $q_{k} \in \overline{\mathrm{co}}\left(\partial f\left[x_{k}, y_{k}\right]\right)$ such that $0=$ $q_{k}\left(x_{k}-y_{k}\right)$. We may now assume that $\left(x_{k}-y_{k}\right) /\left\|x_{k}-y_{k}\right\|$ converges to $u \neq 0$. If $q_{k}$ admits a convergent subsequence with limit $q$, then $q \in \partial f\left(x_{0}\right)$, and $q u=0$. This is a contradiction as $q$ is invertible. If not, we may assume $q_{k} /\left\|q_{k}\right\|$ converges to some $p \in \operatorname{co}\left((\partial f)_{\infty} \backslash 0\right)$ with $p u=0$ (see Lemma 2.4.1). This again is a contradiction.

Putting $f^{-1}(y)=x$, we observe that

$$
\left\|y-y_{0}\right\| \geq \varepsilon\left\|x-x_{0}\right\|
$$

where $y_{0}=f\left(x_{0}\right)$. Hence

$$
\left\|f^{-1}(y)-f^{-1}\left(y_{0}\right)\right\| \leq \frac{1}{\varepsilon}\left\|y-y_{0}\right\|
$$

which means that $f$ is Lipschitz continuous at $y_{0}$.
Notice that when $n_{2}=0$, by using the Clarke generalized Jacobian in the role of pseudo-Jacobian, we obtain the following inverse function result for the class of locally Lipschitz functions.

Corollary 3.3.2 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be locally Lipschitz at $x_{0} \in \mathbb{R}^{n}$. If the matrices of $\partial^{C} f\left(x_{0}\right)$ are invertible, then $f$ admits locally an inverse at $x_{0}$ which is locally Lipschitz at $f\left(x_{0}\right)$.

Proof. This is immediate from Theorem 3.3.1 and the fact that the Clarke generalized Jacobian is a bounded, upper semicontinuous pseudo-Jacobian map.

The following example illustrates the generality of Theorem 3.3.1.

Example 3.3.3 Let $f(x, y)=\left(g(x)+y^{2}, \cos (x)+h(y)\right)$ be a map from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$, where $g$ and $h$ are real functions that are differentiable with $\lim _{x \rightarrow 0} g^{\prime}(x)=-\infty$ and $\lim _{y \rightarrow 0} h^{\prime}(y)=\infty$. It can be seen that

$$
\partial f_{1}(x, y)= \begin{cases}\left\{\left(g^{\prime}(x), 2 y\right)\right\} & \text { if } x \neq 0 \\ \{(\alpha, 2 y): \alpha \leq-1\} & \text { if } x=0\end{cases}
$$

is a pseudo-Jacobian of $f_{1}(x, y):=g(x)+y^{2}$, which is upper semicontinuous at $(0,0)$. Similarly

$$
\partial f_{2}(x, y)= \begin{cases}\left\{\left(-\sin (x), h^{\prime}(y)\right)\right\} & \text { if } y \neq 0 \\ \{(-\sin (x), \beta): \beta \geq 1\} & \text { if } y=0\end{cases}
$$

is a pseudo-Jacobian of $f_{2}(x, y):=\cos (x)+h(y)$, which is also upper semicontinuous at $(0,0)$. The recession cones of $\partial f_{1}(0,0)$ and $\partial f_{2}(0,0)$, respectively, are $\{(\alpha, 0): \alpha \leq 0\}$ and $\{(0, \beta): \beta \geq 0\}$. Hence all the conditions of the inverse function theorem are verified, and $f$ has an inverse in a neighborhood of $(g(0), 1+h(0))$.

We now apply the inverse function theorem to derive an implicit function theorem.

Theorem 3.3.4 Let $f$ be a continuous function of two variables $(y, z) \in$ $\mathbb{R}^{n} \times \mathbb{R}^{m}$ with $f\left(y_{0}, z_{0}\right)=0$. Assume that $f$ admits a pseudo-Jacobian map $\partial f$ which is upper semicontinuous at $\left(y_{0}, z_{0}\right)$ and the matrices $p \in$ $L\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$ such that there exists $q \in L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ with $[q p] \in \overline{\operatorname{co}}\left(\partial f\left(y_{0}, z_{0}\right)\right) \cup$ $\operatorname{co}\left[\left(\partial f\left(y_{0}, z_{0}\right)\right)_{\infty} \backslash\{0\}\right]$ are invertible. Then there exists a Lipschitz continuous function $g$ from a neighborhood $U$ of $y_{0}$ in $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ such that

$$
\begin{gathered}
g\left(y_{0}\right)=z_{0} \\
f(y, g(y))=0 \quad \text { for all } y \in U
\end{gathered}
$$

Proof. Let us consider the function $F$ from $\mathbb{R}^{n} \times \mathbb{R}^{m}$ to $\mathbb{R}^{n} \times \mathbb{R}^{m}$ defined as follows.

$$
F(y, z)=(y, f(y, z)) \quad \text { for }(y, z) \in \mathbb{R}^{n} \times \mathbb{R}^{m}
$$

We wish to apply the inverse function theorem for $F=\left(f_{1}, f\right)$, where $f_{1}(y, z)=y$. We see that $\{(I, 0)\} \subset L\left(\mathbb{R}^{n+m}, \mathbb{R}^{n}\right)$, where $I$ is the $n \times n$ identity matrix, is a bounded pseudo-Jacobian of $f_{1}$ which is upper semicontinuous at $\left(y_{0}, z_{0}\right)$. This and the hypotheses of the theorem show that all conditions of the inverse function theorem are satisfied. So, we obtain an inverse function $F^{-1}$ : for every $(y, 0)$ in a neighborhood of $\left(y_{0}, 0\right)$, one has

$$
F^{-1}(y, 0)=(y, z)
$$

for some $z \in \mathbb{R}^{m}$. By putting $g(y)=z$ (the last $m$ components of $F^{-1}(y, 0)$ ), we see that $g(y)$ is Lipschitz continuous at $y_{0}$. Moreover, $f(y, g(y))=0$ and $g\left(y_{0}\right)=z_{0}$. The proof is complete.

The implicit function theorem for locally Lipschitz functions reads as follows.

Corollary 3.3.5 Let $f$ be a locally Lipschitz function of two variables $(y, z) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ with $f\left(y_{0}, z_{0}\right)=0$. Assume that the matrices $p \in$ $L\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$ such that there exists $q \in L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ with $[p q] \in \partial^{C} f\left(y_{0}, z_{0}\right)$ are invertible. Then there exists a Lipschitz continuous function $g$ from $a$ neighborhood $U$ of $y_{0}$ in $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ such that

$$
\begin{gathered}
g\left(y_{0}\right)=z_{0} \\
f(y, g(y))=0 \quad \text { for all } y \in U
\end{gathered}
$$

Proof. This is immediate from Theorem 3.3.4 and from the upper semicontinuity of the Clarke generalized Jacobian map.

Now we complete this section with an example which shows that in the inverse function theorem the invertibility condition of the matrices in the
recession cones cannot be dropped.

Example 3.3.6 Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be defined by

$$
f(x, y)=\left(-x+y^{1 / 3},-x^{3}+y\right)
$$

Then a pseudo-Jacobian is given by

$$
\partial f(0,0)=\left\{\left(\begin{array}{cc}
-1 & \alpha \\
0 & 1
\end{array}\right): \alpha \geq 0\right\}
$$

and its recession cone is given by

$$
(\partial f(0,0))_{\infty}=\left\{\left(\begin{array}{ll}
0 & \alpha \\
0 & 0
\end{array}\right): \alpha \geq 0\right\}
$$

It is easy to see that $\overline{\mathrm{Co}}(\partial f(0,0))=\partial f(0,0)$ and that every element of $\partial f(0,0)$ is invertible. Now let $u=-x+y^{1 / 3}$ and $v=-x^{3}+y$. Then it follows that

$$
3 u x^{2}+3 u^{2} x+u^{3}-v=0
$$

For $v=0$ and $u \neq 0$, we get that $x^{2}+u x+\left(u^{2} / 3\right)=0$. Because this equation has no solution for $x$, the function $f$ does not admit an inverse near 0 . The condition on the invertibility of the matrices of the recession cones is violated.

### 3.4 Convex Interior Mapping Theorems

Let us state a special case of the standard minimax that is needed in the sequel.

Lemma 3.4.1 (Minimax theorem) Let $v_{0} \in \mathbb{R}^{m}$, let $D \subseteq \mathbb{R}^{n}$ be a nonempty convex compact set, and let $Q \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ be a nonempty convex set. Then we have

$$
\sup _{M \in Q} \inf _{u \in D}\left\langle v_{0}, M(u)\right\rangle=\inf _{u \in D} \sup _{M \in Q}\left\langle v_{0}, M(u)\right\rangle
$$

Proof. Let us denote by $\alpha$ and $\beta$ the values of the left-hand side and the right-hand side, respectively, in the equality expressed in the lemma. It is plain that $\alpha \leq \beta$. So, the main chore is to show the inverse inequality. We do it first for the case when $Q$ is bounded. Let us fix a positive $\varepsilon$ and consider the function

$$
h(M, u):=\left\langle v_{0}, M(u)\right\rangle+\varepsilon\|u\| .
$$

We wish to prove that there are $u_{\varepsilon} \in D$ and $M_{\varepsilon} \in Q$ such that

$$
\begin{equation*}
h\left(M, u_{\varepsilon}\right)-\varepsilon \leq h\left(M_{\varepsilon}, u_{\varepsilon}\right) \leq h\left(M_{\varepsilon}, u\right) \tag{3.19}
\end{equation*}
$$

for every $u \in D$ and $M \in Q$. In fact, denote by $g(M):=\inf _{u \in D} h(M, u)$. For each $M \in Q$, there exists a unique element $e(M) \in D$ minimizing $h(M, \cdot)$ on $D$ because $h$ is strictly convex in $u$. Furthermore, there is some $M_{\varepsilon} \in Q$ such that

$$
g\left(M_{\varepsilon}\right) \geq \sup _{M \in Q} g(M)-\varepsilon
$$

Denote by $u_{\varepsilon}$ the element $e\left(M_{\varepsilon}\right)$ that minimizes $h\left(M_{\varepsilon}, \cdot\right)$ on $D$. It is clear that $u_{\varepsilon}$ and $M_{\varepsilon}$ satisfy the second inequality of relation (3.19). To prove the first inequality of the said relation, let $M \in Q$ be given. Then for each $\lambda \in$ $(0,1)$, the element $u_{\lambda}:=e\left((1-\lambda) M_{\varepsilon}+\lambda M\right)$ minimizes $h\left((1-\lambda) M_{\varepsilon}+\lambda M, \cdot\right)$ on $D$. Because $D$ is compact, one may assume that $u_{\lambda_{k}}$ converges to some $\bar{u} \in D$ where $\left\{\lambda_{k}\right\}$ is a sequence of positives converging to 0 . Then

$$
\begin{aligned}
h\left(\left(1-\lambda_{k}\right) M_{\varepsilon}+\lambda_{k} M, u\right) & \geq h\left((1-\lambda) M_{\varepsilon}+\lambda M, u_{\lambda_{k}}\right) \\
& \geq\left(1-\lambda_{k}\right) h\left(M_{\varepsilon}, u_{\lambda_{k}}\right)+\lambda_{k} h\left(M, u_{\lambda_{k}}\right)
\end{aligned}
$$

By the continuity of $h$, this implies $h\left(M_{\varepsilon}, u\right) \geq h\left(M_{\varepsilon}, \bar{u}\right)$, and again, by the strict convexity of $h$ in $u$ one has $\bar{u}=u_{\varepsilon}$. In this way, for $M \in Q$ one obtains

$$
\begin{aligned}
g\left(M_{\varepsilon}\right) & \geq g\left((1-\lambda) M_{\varepsilon}+\lambda M\right)-\varepsilon \\
& \geq h\left((1-\lambda) M_{\varepsilon}+\lambda M, u_{\lambda}\right)-\varepsilon \\
& \geq\left(1-\lambda_{k}\right) h\left(M_{\varepsilon}, u_{\varepsilon}\right)+\lambda_{k} h\left(M, u_{\lambda_{k}}\right)-\varepsilon
\end{aligned}
$$

which yields

$$
g\left(M_{\varepsilon}\right)=h\left(M_{\varepsilon}, u_{\varepsilon}\right) \geq L\left(M, u_{\lambda}\right)-\varepsilon
$$

When $\lambda$ tends to 0 , the latter inequality gives the first inequality of (3.19). By letting $\varepsilon$ tend to 0 in (3.19), we derive $\alpha \geq \beta$ and hence the requested equality. For the case when $Q$ is unbounded, it suffices to notice that $\alpha$ is the limit of $\alpha_{k}:=\sup _{M \in Q \cap k B_{n \times m}} \inf _{u \in D}\left\langle v_{0}, M(u)\right\rangle$ and $\beta$ is the limit of $\beta_{k}:=\inf _{u \in D} \sup _{M \in Q \cap k B_{n \times m}}\left\langle v_{0}, M(u)\right\rangle$, and $\alpha_{k}=\beta_{k}$ according to the first part of the proof.

Theorem 3.4.2 Let $C$ be a nonempty convex set in $\mathbb{R}^{n}$ and let $f: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$ be a continuous function. Assume that
(i) $\quad \partial f: \mathbb{R}^{n} \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is a pseudo-Jacobian map of $f$ which is upper semicontinuous at $a \in \operatorname{cl}(C)$.
(ii) Every matrix of the set $\overline{\operatorname{co}}(\partial f(a)) \cup \operatorname{co}\left[(\partial f(a))_{\infty} \backslash\{0\}\right]$ is surjective on $C$ at $a$.

Then $f(a) \in \operatorname{int}(f(C))$.
Proof. Without loss of generality we may assume that $a=0$ and $f(a)=0$. Moreover, by Proposition 3.1.11, we may also assume that $C$ is closed. We obtain the conclusion by establishing the inclusion

$$
\frac{\delta}{4 k} B_{m} \subseteq f\left(\delta B_{n} \cap C\right)
$$

Suppose the inclusion is false. Then we can find $\bar{y}$ with $\|\bar{y}\| \leq \delta / 4 k$ such that

$$
\bar{y} \notin f\left(\delta B_{n} \cap C\right) .
$$

We define a real function $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\varphi(x):=\|\bar{y}-f(x)\|+\frac{2}{\delta}\|\bar{y}\| \cdot\|x\| .
$$

It is clear that $\varphi$ is continuous. Hence it attains its minimum on the compact set $\delta B_{n} \cap C$ at some point $\bar{x} \in \delta B_{n} \cap C$. We claim that

$$
\begin{equation*}
\bar{x} \in \operatorname{int}\left(\delta B_{n}\right) \cap C . \tag{3.20}
\end{equation*}
$$

In fact, if $\|\bar{x}\|=\delta$, then

$$
\varphi(\bar{x})=\|\bar{y}-f(\bar{x})\|+2\|\bar{y}\|>\varphi(0)=\|\bar{y}\|
$$

because $\bar{x} \in C \cap \delta B_{n}$ and $\bar{y} \notin f\left(\left(\delta B_{n}\right) \cap C\right)$, which is impossible for $\bar{x}$ being a minimum point.

It follows from (3.20) that

$$
\operatorname{cone}(C-\bar{x})=\operatorname{cone}\left[\left(B_{n} \cap C\right)-\bar{x}\right] .
$$

Consequently, if $\partial \varphi(\bar{x})$ is a pseudo-differential of $\varphi$ at $\bar{x}$, then Theorem 2.1.16 yields

$$
\begin{equation*}
\sup _{\xi \in \partial \varphi(\bar{x})}\langle\xi, u\rangle \geq 0 \quad \text { for all } u \in C-\bar{x} \tag{3.21}
\end{equation*}
$$

Let us now find an appropriate pseudo-differential of $\varphi$ at $\bar{x}$. To this purpose, note that $\bar{y} \neq f(\bar{x})$, therefore the function $y \rightarrow\|\bar{y}-y\|$ is Gâteaux differentiable at $y=f(\bar{x})$ and its derivative at this point equals $(f(\bar{x})-\bar{y}) /\|\bar{y}-f(\bar{x})\|$. Furthermore, for the function $x \rightarrow\|x\|$, the closed unit ball $B_{n}$ is a pseudo-differential at any point. We now apply the sum rule and the chain rule to obtain the following pseudo-differential of $\varphi$ at $\bar{x}$,

$$
\partial \varphi(\bar{x}):=\left\{\frac{f(\bar{x})-\bar{y}}{\|\bar{y}-f(\bar{x})\|} M+\frac{2}{\delta}\|\bar{y}\| \xi: M \in Q, \xi \in B_{n}\right\},
$$

where $Q:=\operatorname{co}\left(\partial f(\bar{x})+(\partial f(\bar{x}))_{\infty}^{\delta}\right)$.

With this pseudo-differential, inequality (3.21) becomes

$$
\sup _{M \in Q, \xi \in B_{n}}\left\langle\frac{f(\bar{x})-\bar{y}}{\|\bar{y}-f(\bar{x})\|} M+\frac{2}{\delta}\|\bar{y}\| \xi, u\right\rangle \geq 0 \quad \text { for } u \in C-\bar{x}
$$

This implies

$$
\frac{1}{2 k} \geq-\sup _{M \in Q}\left\langle\frac{f(\bar{x})-\bar{y}}{\|\bar{y}-f(\bar{x})\|}, M(u)\right\rangle \quad \text { for } u \in B_{n} \cap(C-\bar{x})
$$

or equivalently,

$$
\begin{aligned}
\frac{1}{2 k} & \geq \sup _{u \in B_{n} \cap(C-\bar{x})}\left(-\sup _{M \in Q}\left\langle\frac{f(\bar{x})-\bar{y}}{\|\bar{y}-f(\bar{x})\|}, M(u)\right\rangle\right) \\
& \geq-\inf _{u \in B_{n} \cap(C-\bar{x})} \sup _{M \in Q}\left\langle\frac{\bar{y}-f(\bar{x})}{\|\bar{y}-f(\bar{x})\|}, M(u)\right\rangle .
\end{aligned}
$$

In virtue of Lemma 3.4.5, the last inequality gives

$$
\begin{equation*}
\frac{1}{2 k} \geq-\sup _{M \in Q} \inf _{u \in B_{n} \cap(C-\bar{x})}\left\langle\frac{f(\bar{x})-\bar{y}}{\|\bar{y}-f(\bar{x})\|}, M(u)\right\rangle . \tag{3.22}
\end{equation*}
$$

According to Proposition 3.1.8, for each $M \in Q$ and for $k$ large, we have the inclusion

$$
B_{m} \subseteq k M\left[B_{n} \cap(C-\bar{x})\right]
$$

In particular, there is $u \in B_{n} \cap(C-\bar{x})$ such that $M(u)=\frac{1}{4}((\bar{y}-f(\bar{x})) / \| \bar{y}$

$$
-f(\bar{x}) \|)
$$

Hence (3.22) implies

$$
\frac{1}{2 k} \geq \frac{1}{k}
$$

which is impossible. This completes the proof.

Example 3.4.3 Let $f(x, y)=\left(g(x)+y^{2}, \cos (x)+h(y)\right)$ be a map from $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$, where $g$ and $h$ are real functions that are differentiable with $\lim _{x \rightarrow 0} g^{\prime}(x)=-\infty$ and $\lim _{y \rightarrow 0} h^{\prime}(y)=\infty$. It can be seen that

$$
\partial f_{1}(x, y)= \begin{cases}\left\{\left(g^{\prime}(x), 2 y\right)\right\} & \text { if } \quad x \neq 0 \\ \{(\alpha, 2 y): \alpha \leq-1\} & \text { if } \quad x=0\end{cases}
$$

is a pseudo-Jacobian of $f_{1}(x, y):=g(x)+y^{2}$, which is upper semicontinuous at $(0,0)$. Similarly,

$$
\partial f_{2}(x, y)= \begin{cases}\left\{\left(-\sin (x), h^{\prime}(y)\right)\right\} & \text { if } y \neq 0 \\ \{(-\sin (x), \beta): \beta \geq 1\} & \text { if } y=0\end{cases}
$$

is a pseudo-Jacobian of $f_{2}(x, y):=\cos (x)+h(y)$, which is also upper semicontinuous at $(0,0)$. Then $\partial f$, defined by

$$
\partial f(x, y)=\left(\partial f_{1}(x, y), \partial f_{2}(x, y)\right)
$$

is a pseudo-Jacobian map of $f$ and is upper semicontinuous at $(0,0)$, where

$$
\partial f(0,0)=\left\{\left(\begin{array}{cc}
\alpha & 0 \\
0 & \beta
\end{array}\right): \alpha \leq-1, \beta \geq 1\right\}
$$

and

$$
(\partial f(0,0))_{\infty}=\left\{\left(\begin{array}{cc}
\alpha & 0 \\
0 & \beta
\end{array}\right): \alpha \leq 0, \beta \geq 0\right\}
$$

Then all the conditions of Theorem 3.4.2 are satisfied and its conclusion holds.

When $f$ is a locally Lipschitz function, Theorem 3.4.2 yields Pourciau's convex interior mapping theorem.

Corollary 3.4.4 Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is locally Lipschitz and $C$ is a convex set in $\mathbb{R}^{n}$. If every matrix of the Clarke generalized Jacobian $\partial^{C} f(a)$ of $f$ at $a \in \operatorname{cl}(C)$ is surjective on $C$ at $a$, then $f(a) \in \operatorname{int}(f(C))$.

Proof. When $f$ is locally Lipschitz, the Clarke generalized Jacobian map $x \rightarrow \partial^{C} f(x)$ is a pseudo-Jacobian map with bounded convex values that is upper semicontinuous. The corollary is then immediate from Theorem 3.4.2.

## A Convex Interior Mapping Theorem Using Partial Pseudo-Jacobians

For application purposes we derive a convex interior mapping theorem in which partial pseudo-Jacobians are involved.

Lemma 3.4.5 Let $F_{i}: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{k_{i}}, i=1,2$, be set-valued maps with closed values that are upper semicontinuous at $a \in \mathbb{R}^{n}$. Then for every $\delta \geq 0$, the set-valued map $F^{\delta}: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{k_{1}} \times \mathbb{R}^{k_{2}}$ defined by

$$
F^{\delta}(x)=\left(F_{1}(x)+\left[F_{1}(x)\right]_{\infty}^{\delta}, F_{2}(x)+\left[F_{2}(x)\right]_{\infty}^{\delta}\right)
$$

is upper semicontinuous at $a$.
Proof. Let $\varepsilon>0$ be given. By the upper semicontinuity, there is some $\delta>0$ such that for $i=1,2$,

$$
F_{i}(x) \subseteq F_{i}(a)+\varepsilon B_{k_{i}},
$$

whenever $x \in B_{n}$. Thus, for each $x \in B_{n}$,

$$
\left[F_{i}(x)\right]_{\infty} \subseteq\left[F_{i}(a)\right]_{\infty} .
$$

Consequently,

$$
\begin{aligned}
F^{\delta}(x) & \subseteq\left(F_{1}(a)+\left[F_{1}(a)\right]_{\infty}^{\delta}+\varepsilon B_{k_{1}}, F_{2}(a)+\left[F_{2}(a)\right]_{\infty}^{\delta}+\varepsilon B_{k_{2}}\right) \\
& \subseteq F^{\delta}(a)+\varepsilon\left[B_{k_{1}} \times B_{k_{2}}\right]
\end{aligned}
$$

which shows that $F^{\delta}$ is upper semicontinuous at $a$.

Theorem 3.4.6 Let $C \subseteq \mathbb{R}^{n}=\mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}$ be a nonempty convex set and let $f: \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \rightarrow \mathbb{R}^{m}$ be a continuous function. Assume that
(i) $\partial_{x} f$ and $\partial_{y} f$ are partial pseudo-Jacobian maps of $f$ with respect to $x$ and $y$, respectively, and are upper semicontinuous at $a \in \operatorname{cl}(C)$.
(ii) Every matrix $(M N)$ where $M \in \overline{\operatorname{co}}\left(\partial_{x} f(a)\right) \cup \operatorname{co}\left[\left(\partial_{x} f(a)\right)_{\infty} \backslash\{0\}\right]$ and $N \in \overline{\operatorname{co}}\left(\partial_{y} f(a)\right) \cup \operatorname{co}\left[\left(\partial_{y} f(a)\right)_{\infty} \backslash\{0\}\right]$ is surjective on $C$ at $a$.
Then $f(a) \in \operatorname{int}(f(C))$.
Proof. We proceed in a similar way as in the proof of Theorem 3.4.2. In view of Proposition 2.2.11, the set

$$
Q:=\left(\partial_{x} f(a)+\left(\partial_{x} f(a)\right)_{\infty}^{\delta}, \partial_{y} f(a)+\left(\partial_{y} f(a)\right)_{\infty}^{\delta}\right)
$$

is a pseudo-Jacobian of $f$ at $a$ (formerly $\bar{x}$ ). Now Proposition 3.1.9 yields

$$
B_{m} \subseteq k(M N)\left[B_{n} \cap(C-\bar{a})\right]
$$

for every $(M N) \in Q$. By this the same contradiction is obtained.
Another particular case of the convex interior mapping theorem is obtained when $C$ is the whole space.

## The Interior Mapping Theorem

Corollary 3.4.7 Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function. Assume that $f$ admits a pseudo-Jacobian map $\partial f$ which is upper semi-continuous at a. If every matrix of the set $\overline{\operatorname{co}}(\partial f(a)) \bigcup \operatorname{co}\left((\partial f(a))_{\infty} \backslash\{0\}\right)$ is surjective, then for every open set $U \subset \mathbb{R}^{n}$ containing $a$, one has $f(a) \in \operatorname{int}(f(U))$.

Proof. Concretize Theorem 3.4.2 to the case $C=\mathbb{R}^{n}$.

## The Scalar Interior Mapping Theorem

A stronger form of the interior mapping theorem follows from Proposition 3.1.12 in the case where $f$ is a real-valued function.

Theorem 3.4.8 Let $U$ be an open subset of $\mathbb{R}^{n}$ and $a \in U$. Let $f$ be $a$ continuous function from $\mathbb{R}^{n}$ into $\mathbb{R}$. Assume $f$ admits a pseudo-Jacobian $\partial f$ that is upper semicontinuous at a. If every matrix of the set $\tilde{\partial} f(a):=$ $\overline{\operatorname{co}}(\partial f(a)) \cup\left((\operatorname{co}(\partial f(a)))_{\infty} \backslash\{0\}\right)$ is surjective, then

$$
f(a) \in \operatorname{int}(f(U))
$$

Proof. The proof is similar to that of Theorem 3.4.2. The only difference is that we use Proposition 3.1.12 instead of Proposition 3.1.11 and by assuming $\bar{y}>f(x)$ for $x \in B_{\delta}(a)$, we define $\Phi(x)$ from $U$ into $\mathbb{R}$ by

$$
\Phi(x)=\bar{y}-f(x)+\frac{2}{\delta}|\bar{y}-f(a)||x-a| .
$$

Then one arrives at the formula

$$
0=-A+\frac{2}{\delta}|\bar{y}-f(a)| h,
$$

for some $A \in \overline{\operatorname{co}}(\partial f(\bar{x}))$ and some $h \in \mathbb{R}^{n}$ with $\|h\| \leq 1$. We then have

$$
0=-A(x-a)+\frac{2}{\delta}|\bar{y}-f(a)| h(x-a)
$$

for any $x \in \mathbb{R}^{n}$. Then the rest of the proof is essentially the same as that of Theorem 3.4.2.

It is worth observing that in the proof of Theorem 3.4.8, Proposition 3.1.12 is directly applied without using any chain rule. Moreover, the convex hull of the set $(\partial f(a))_{\infty} \backslash\{0\}$ contains the set $\operatorname{co}\left[(\partial f(a))_{\infty}\right] \backslash\{0\}$. They coincide whenever the convex hull of the recession cone $(\partial f(a))_{\infty}$ is a pointed cone.

## A Convex Interior Mapping Theorem Using Fréchet Pseudo-Jacobians

Let $\Omega: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ be a set-valued map that is a bounded fan and let $K \subseteq \mathbb{R}^{n}$ be a closed and convex cone. The Banach constant of $\Omega$ with respect to $K$ is given by

$$
c(\Omega, K):=-\sup _{\|\xi\|=1, \xi \in R^{m}} \inf _{x \in K \cap B_{n}} s(\xi, x),
$$

where

$$
s(\xi, x)=\sup _{y \in \Omega(x)}\langle\xi, y\rangle
$$

is the support function of the set $\Omega(x) \subseteq \mathbb{R}^{m}$. The next result is known as Ioffe's controllability theorem.

Lemma 3.4.9 Suppose that $C \subseteq \mathbb{R}^{n}$ is a nonempty and convex set and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuous with a prederivative $\Omega$ at $x_{0} \in \operatorname{cl}(C)$. If the Banach constant of $\Omega$ with respect to the tangent cone $T\left(C, x_{0}\right)$ to $C$ at $x_{0}$ is strictly positive, then for every $\delta>0$, one has

$$
f\left(x_{0}\right) \in \operatorname{int}\left(f\left(C \cap\left(x_{0}+\delta B_{n}\right)\right)\right)
$$

Proof. Without loss of generality we may assume that $x_{0}=0$ and $f\left(x_{0}\right)=$ 0 . We first prove the lemma for the case when $C=K$. It follows from the definition that there is some positive $c>0$ such that

$$
\sup _{\|\xi\|=1, \xi \in \mathbb{R}^{m}} \inf _{x \in K \cap B_{n}} s(\xi, x)<-c .
$$

Because $\Omega$ is a prederivative of $f$ at $x_{0}=0$, one has

$$
f(h)=f(h)-f(0) \in \Omega(h)+r(h)\|h\| B_{m},
$$

where $r(h) \rightarrow 0$ as $h \rightarrow 0$. Choose two small positive numbers $\varepsilon<c / 2$ and $\lambda<\delta$ so that $|r(h)|<\varepsilon$ whenever $\|h\|<\lambda$. Consider an enlarged fan of $\Omega$ defined by

$$
\Omega_{0}(h)=\Omega(h)+\varepsilon\|h\| B_{m} .
$$

It is clear that

$$
\begin{gathered}
\inf _{x \in K \cap B_{n}} s_{0}(\xi, x) \leq-\frac{c}{2} \text { for each } \xi \in \mathbb{R}^{m} \text { with }\|\xi\|=1 \\
f(h) \in \Omega_{0}(h) \quad \text { for every } h \in \mathbb{R}^{n}, \text { with }\|h\|<\lambda,
\end{gathered}
$$

where $s_{0}(\xi, x)$ is the support function of the set $\Omega_{0}(x) \subseteq \mathbb{R}^{m}$. As $\Omega_{0}(x)$ is a strictly convex and compact set, the support function $s_{0}(\xi, x)$ is strictly convex in $x$. Therefore, for every $\xi \in \mathbb{R}^{m}$ with $\|\xi\|=1$, there exists a unique element $\phi(\xi) \in K \cap B_{n}$ with $\|\phi(\xi)\|=1$ such that

$$
s_{0}(\xi, \phi(\xi))=\inf _{x \in K \cap B_{n}} s_{0}(\xi, x) \leq-\frac{c}{2}
$$

Moreover, the function $\xi \rightarrow \phi(\xi)$ is continuous on the unit sphere of $\mathbb{R}^{m}$ and so it can be extended to all $\mathbb{R}^{m}$ by

$$
\phi(\xi)=\left\{\begin{array}{lr}
0 & \text { if } \xi=0 \\
\|\xi\| \phi(\xi /\|\xi\|) & \text { otherwise }
\end{array}\right.
$$

We consider the function $p: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ defined by

$$
p(y)=f(\phi(y)) \quad \text { for } y \in \mathbb{R}^{m}
$$

and show that

$$
\begin{equation*}
0 \in \operatorname{int}\left(p\left(\lambda B_{m}\right)\right) . \tag{3.23}
\end{equation*}
$$

First observe that for each $y \in \mathbb{R}^{m}$,

$$
\begin{equation*}
\langle y, p(y)\rangle=\langle y, f(\phi(y))\rangle \leq s_{0}(y, \phi(y)) \leq-\frac{c}{2}\|y\|^{2} . \tag{3.24}
\end{equation*}
$$

We wish to find, for each $u \in(\lambda c / 2) B_{m}$, an element $v \in \lambda B_{m}$ such that $p(v)=u$, which will yield (3.23). To this end, for $u \in R^{m}$ consider the function $q_{u}: R^{m} \rightarrow R^{m}$ given by

Then $q_{u}$ is a continuous function from $\lambda B_{m}$ to itself. According to the Browder fixed point theorem (stating that every continuous function from a nonempty convex and compact set to itself possesses a fixed point), there is an element $v \in \lambda B_{m}$ such that $q_{u}(v)=v$.

If $r=\|v+p(v)-u\| \leq \lambda$, then by the definition of $q_{u}$, we obtain $p(v)=u$ as requested.

$$
\begin{aligned}
& \text { If } r>\lambda \text {, then }\|v\|=\left\|q_{u}(v)\right\|=\lambda \text { and } \\
& \qquad u_{u}(v)=\frac{\lambda}{r}(v+p(v)-u)=v .
\end{aligned}
$$

By multiplying by $v$, one derives

$$
(r-\lambda)\|v\|^{2}=\lambda\langle v, p(v)\rangle-\lambda\langle v, u\rangle
$$

which together with (3.24) yields

$$
\begin{aligned}
\left((r-\lambda)+\frac{\lambda c}{2}\right) & \leq(r-\lambda)\|v\|^{2}-\lambda\langle v, p(v)\rangle \\
& \leq-\lambda\langle v, u\rangle \\
& \leq \lambda\|v\| \cdot\|u\| \leq \lambda^{2}\|u\| .
\end{aligned}
$$

Hence $0<r-\lambda \leq\|u\|-(\lambda c / 2)$. This means that whenever $\|u\|<\lambda c / 2$ we must have $r \leq \lambda$ and consequently $p(v)=u$, establishing (3.23).

Furthermore, because $\phi\left(\lambda B_{m}\right) \subseteq K \cap\left(\lambda B_{n}\right)$, we have

$$
p\left(\lambda B_{m}\right)=f\left(\phi\left(\lambda B_{m}\right)\right) \subseteq f\left(K \cap\left(\lambda B_{n}\right)\right) \subseteq f\left(K \cap\left(\delta B_{n}\right)\right)
$$

and by $(3.23), 0 \in \operatorname{int}\left(f\left(K \cap\left(\delta B_{n}\right)\right)\right)$.
To finish the proof we take up the general case in which $C$ is not necessarily identical to $K$. For each $\varepsilon>0$, define a convex cone

$$
K_{\varepsilon}:=\left\{y: y+\varepsilon\|y\| B_{n} \subseteq K\right\} .
$$

It is obvious that $K_{\varepsilon}$ possesses the following properties:
(a) There is a positive $\delta^{\prime}<\delta$ such that

$$
K_{\varepsilon} \cap\left(\delta^{\prime} B_{n}\right) \subseteq C \cap \delta^{\prime} B_{n}
$$

(b) The Hausdorff distance $h\left(K_{\varepsilon} \cap B_{n}, K \cap B_{n}\right)$ between $K_{\varepsilon} \cap B_{n}$ and $K \cap B_{n}$ tends to 0 as $\varepsilon$ tends to 0 .

It follows from (b) that $c\left(\Omega, K_{\varepsilon}\right)$ tends to $c(\Omega, K)$ when $\varepsilon \rightarrow 0$. Thus, for $\varepsilon$ sufficiently small, $c\left(\Omega, K_{\varepsilon}\right)>0$. In virtue of the first part,

$$
0 \in \operatorname{int}\left(f\left(K_{\varepsilon} \cap\left(\delta^{\prime} B_{n}\right)\right)\right)
$$

which together with (a) produces

$$
0 \in \operatorname{int}\left(f\left(C \cap\left(\delta B_{n}\right)\right)\right)
$$

The proof is complete.

Corollary 3.4.10 Suppose that $C \subseteq \mathbb{R}^{n}$ is a nonempty and convex set, and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is continuous and admits $\partial f(x)$ as a bounded Fréchet pseudo-Jacobian at $x \in \operatorname{cl}(C)$. If elements of $\partial f(x)$ are surjective on $C$ at $x$, then for every positive $\delta>0$ one has

$$
f(x) \in \operatorname{int}\left(f\left(C \cap\left(x+\delta B_{n}\right)\right)\right)
$$

Proof. Let $\Omega$ be a fan defined by the set $\partial f(x)$. In view of Proposition 1.7.10, this fan is a prederivative of $f$ at $x$. The equi-surjectivity of $\partial f(x)$ on $C$ at $x$ implies that the Banach constant $c(\Omega, T(C, x))>0$. According to Ioffe's controllability theorem, we have $f(x) \in \operatorname{int}\left(f\left(C \cap\left(x+\delta B_{n}\right)\right)\right)$ as requested.

Corollary 3.4.11 Suppose that $C \subseteq \mathbb{R}^{n}$ is a nonempty and convex set and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is locally Lipschitz at $x \in \operatorname{cl}(C)$. If $\partial f(x)$ is a bounded pseudo-Jacobian of $f$ at $x$ such that $\operatorname{co}(\partial f(x))$ is equi-surjective on $C$ at $x$, then for each $\delta>0$ one has

$$
f(x) \in \operatorname{int}\left(f\left(C \cap\left(x+\delta B_{n}\right)\right)\right)
$$

Proof. Apply the previous corollary and Proposition 1.7.4.

### 3.5 Metric Regularity and Pseudo-Lipschitzian Property

The concepts of openness, metric regularity, and the pseudo-Lipschitzian property (or the Aubin property) are very closely to one another. A major development in the area of set-valued variational analysis in recent years has been the establishment of equivalences among these concepts and their characterizations by means of coderivatives [94, 107] or by slopes [45]. In this section, we see that pseudo-Jacobians provide us with a favorable apparatus to examine metric regularity and the pseudo-Lipschitzian property of a particular class of set-valued maps.

## Equi-Surjectivity with Respect to a Set

Let $C \subseteq \mathbb{R}^{n}$ be a nonempty set, $K \subseteq \mathbb{R}^{m}$ a nonempty closed set with $0 \in K$ and let $M$ be an $m \times n$-matrix. We say that $M$ is surjective on $C$ at $x \in \operatorname{cl}(C)$ with respect to $K$ (or $K$-surjective for short) if

$$
\begin{equation*}
M(x) \in \operatorname{int}(M(C)+K) \tag{3.25}
\end{equation*}
$$

Given a nonempty set $\Gamma \subseteq L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$, it is said to be equi-surjective on $C$ around $x \in \operatorname{cl}(C)$ with respect to $K$ (or equi- $K$-surjective for short) if there are positive numbers $\alpha$ and $\delta$ such that

$$
\begin{equation*}
\alpha B_{m} \subseteq M\left(C-x^{\prime}\right)+K \tag{3.26}
\end{equation*}
$$

for every $x^{\prime} \in \operatorname{cl}(C) \cap\left(x+\delta B_{n}\right)$ and for every $M \in \Gamma$.

We notice that when $K=\{0\}$ the above definition reduces to the one given in Section 3.1.

Proposition 3.5.1 If $C$ and $K$ are convex sets, then a matrix $M$ is $K$ surjective on $C$ at $x_{0} \in \operatorname{cl}(C)$ if and only if

$$
0 \in \operatorname{int}\left(M\left(T\left(C, x_{0}\right)\right)+K\right)
$$

Consequently, $M$ is $K$-surjective on $C$ at $x_{0} \in \operatorname{cl}(C)$ if and only if it is $K$-surjective on $C \cap\left(x_{0}+B_{n}\right)$ at $x_{0}$.

Proof. When $C$ is convex, one has $C-x_{0} \subseteq T\left(C, x_{0}\right)$. Hence (3.25) implies

$$
0 \in \operatorname{int}\left(M\left(C-x_{0}\right)+K\right) \subseteq \operatorname{int}\left(M\left(T\left(C, x_{0}\right)\right)+K\right)
$$

Conversely, assume $0 \notin \operatorname{int}\left(M\left(C-x_{0}\right)+K\right)$. Because the set $M\left(C-x_{0}\right)+K$ is convex, by the separation theorem, one can find some $\xi \in \mathbb{R}^{m} \backslash\{0\}$ such that

$$
0 \leq\left\langle\xi, M\left(x-x_{0}\right)+y\right\rangle \quad \text { for every } x \in C \text { and } y \in K
$$

As $0 \in K$, it follows from the latter inequality that $0 \leq\left\langle\xi, M\left(x-x_{0}\right)\right\rangle$ for every $x \in C$ and $0 \leq\langle\xi, y\rangle$ for every $y \in K$. Hence, for every $v \in T\left(x_{0}, C\right)$, one also has

$$
0 \leq\langle\xi, M(v)+y\rangle \text { for every } y \in K
$$

Consequently, $0 \notin \operatorname{int}\left(M\left(T\left(C, x_{0}\right)\right)+K\right)$. For the last assertion, it suffices to use the fact that $T\left(C, x_{0}\right)=T\left(C \cap\left(x_{0}+B_{n}\right), x_{0}\right)$.

When $C$ is closed and convex and $K$ is not convex, the conclusion of the previous proposition is no longer true. This is seen in the next example.

Example 3.5.2 Let $M$ be the identity $2 \times 2$-matrix, $K=\{(0,0),(0,-2)\}$ and

$$
C=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}:\left(x_{1}\right)^{2}+\left(x_{2}-1\right)^{2} \leq 1\right\}
$$

For $x_{0}=(0,0)$, we have

$$
\begin{aligned}
M\left(C-x_{0}\right)+K & =C \cup\{C+(0,-2)\} \\
M\left(T\left(C, x_{0}\right)\right)+K & =\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}: x_{2} \geq-2\right\}
\end{aligned}
$$

This shows that $0 \in \operatorname{int}\left(M\left(T\left(C, x_{0}\right)+K\right)\right)$, but $\left.0 \notin \operatorname{int}\left(M\left(C-x_{0}\right)+K\right)\right)$.

The next proposition is an extension of Proposition 3.1.8.
Proposition 3.5.3 Let $C \subset \mathbb{R}^{n}$ be a nonempty convex set with $0 \in \operatorname{cl}(C)$ and $K \subseteq \mathbb{R}^{m}$ a convex closed set with $0 \in K$. Let $F: \mathbb{R}^{n} \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ be a set-valued map with closed values that is upper semicontinuous at 0 . If every element of the set $\overline{\mathrm{co}}(F(0)) \cup \operatorname{co}\left((F(0))_{\infty} \backslash\{0\}\right)$ is $K$-surjective on $C$ at 0 , then there exists some $\delta>0$ such that the set

$$
\bigcup_{y \in \delta B_{n}} \overline{\mathrm{CO}}\left[F(y)+(F(y))_{\infty}^{\delta}\right]
$$

is equi- $K$-surjective on $C$ around 0 .
Proof. We follow the argument used in the proof of Proposition 3.1.8. Suppose to the contrary that the conclusion is not true. Thus, for each $k \geq 1$ and $\delta=1 / k$, there exist $x_{k} \in\left((1 / k) B_{n}\right) \cap \operatorname{cl}(C), v_{k} \in B_{m}$, and $M_{k} \in \bigcup_{y \in(1 / k) B_{n}} \overline{\mathrm{co}}\left[F(y)+(F(y))_{\infty}^{\delta}\right]$ such that

$$
\begin{equation*}
v_{k} \notin k\left(M_{k}\left(C-x_{k}\right)+K\right) . \tag{3.27}
\end{equation*}
$$

Without loss of generality we may assume, as in the proof of Proposition 3.1.8, that

$$
\lim _{k \rightarrow \infty} v_{k}=v_{0} \in B_{m}
$$

and either

$$
\begin{equation*}
\lim _{k \rightarrow \infty} M_{k}=M_{0} \in \overline{\operatorname{co}} F(0) \tag{3.28}
\end{equation*}
$$

or

$$
\begin{equation*}
\lim _{k \rightarrow \infty} t_{k} M_{k}=M_{*} \in \operatorname{co}\left[(F(0))_{\infty} \backslash\{0\}\right] \tag{3.29}
\end{equation*}
$$

where $\left\{t_{k}\right\}$ is some sequence of positive numbers converging to 0 .
Let us see that (3.28) and (3.29) lead to a contradiction. First assume that (3.28) holds. By hypothesis, $M_{0}$ is $K$-surjective on $C$ at 0 , which means that

$$
0 \in \operatorname{int}\left(M_{0}(C)+K\right)
$$

In view of Proposition 3.5.1, there exist some $\varepsilon>0$ and $k_{0} \geq 1$ such that

$$
\begin{equation*}
v_{0}+\varepsilon B_{m} \subseteq k_{0}\left(M_{0}\left(C \cap B_{n}\right)+K\right) \tag{3.30}
\end{equation*}
$$

For this $\varepsilon$, choose $k_{1} \geq k_{0}$ so that

$$
\begin{equation*}
\left\|M_{k}-M_{0}\right\|<\varepsilon / 4 \quad \text { for } k \geq k_{1} . \tag{3.31}
\end{equation*}
$$

We now show that there is $k_{2} \geq k_{1}$ such that

$$
\begin{equation*}
v_{0}+\frac{\varepsilon}{2} B_{m} \subseteq k_{0}\left(M_{0}\left(B_{n} \cap\left(C-x_{k}\right)\right)+K\right) \quad \text { for } k \geq k_{2} \tag{3.32}
\end{equation*}
$$

Indeed, if this is not the case, then one may assume that for each $x_{k}$ there is some $b_{k} \in(\varepsilon / 2) B_{m}$ satisfying

$$
v_{0}+b_{k} \notin k_{0}\left(M_{0}\left(B_{n} \cap\left(C-x_{k}\right)\right)+K\right) .
$$

Because the set on the right-hand side is convex, by the separation theorem, there exists some $\xi_{k} \in \mathbb{R}^{m}$ with $\left\|\xi_{k}\right\|=1$ such that

$$
\left\langle\xi_{k}, v_{0}+b_{k}\right\rangle \leq\left\langle\xi_{k}, k_{0}\left(M_{0}(x)+y\right)\right\rangle \quad \text { for all } \quad x \in B_{n} \cap\left(C-x_{k}\right), y \in K
$$

Using subsequences if needed, one may again assume that

$$
\begin{aligned}
\lim _{k \rightarrow \infty} b_{k} & =b_{0} \in \frac{\varepsilon}{2} B_{m} \\
\lim _{k \rightarrow \infty} \xi_{k} & =\xi_{0} \text { with }\left\|\xi_{0}\right\|=1
\end{aligned}
$$

It follows then

$$
\left\langle\xi_{0}, v_{0}+b_{0}\right\rangle \leq\left\langle\xi_{0}, k_{0}\left(M_{0}(x)+y\right\rangle \quad \text { for all } x \in B_{n} \cap C, y \in K\right.
$$

The point $v_{0}+b_{0}$ being an interior point of the set $v_{0}+\varepsilon B_{m}$, the obtained inequality contradicts (3.30). By this, (3.32) is true. It follows from(3.30), (3.31), and (3.32) for $k \geq k_{2}$ that

$$
\begin{aligned}
v_{0}+\frac{\varepsilon}{2} B_{m} & \subseteq k_{0}\left\{M_{0}\left[B_{n} \cap\left(C-x_{k}\right)\right]+K\right\} \\
& \subseteq k_{0}\left\{M_{k}\left[B_{n} \cap\left(C-x_{k}\right)\right]+\left(M_{0}-M_{k}\right)\left[B_{n} \cap\left(C-x_{k}\right)\right]+K\right\} \\
& \subseteq k_{0}\left\{M_{k}\left[B_{n} \cap\left(C-x_{k}\right)\right]+\frac{\varepsilon}{4} B_{m}+K\right\}
\end{aligned}
$$

Because the set $M_{k}\left(\left(C-x_{k}\right) \cap B_{n}\right)+K$ is convex, we deduce from the above inclusion that

$$
v_{0}+\frac{\varepsilon}{4} B_{m} \subseteq k_{0}\left(M_{k}\left(B_{n} \cap\left(C-x_{k}\right)\right)+K\right), \quad \text { for } k \geq k_{2}
$$

Now we choose $k \geq k_{2}$ so large that $v_{k} \in v_{0}+(\varepsilon / 4) B_{m}$ and obtain

$$
v_{k} \in k\left(M_{k}\left(B_{n} \cap\left(C-x_{k}\right)\right)+K\right)
$$

which contradicts (3.27). The case of (3.29) is proven by the same technique.

The next result is a generalization of Proposition 3.1.11.

Proposition 3.5.4 Assume that the hypotheses of Proposition 3.5.3 hold. Then there is a closed convex set $D$ containing 0 with $D \backslash\{0\} \subseteq C$ such that the set

$$
\bigcup_{y \in \delta B_{n}} \overline{\operatorname{co}}\left[F(y)+(F(y))_{\infty}^{\delta}\right]
$$

is equi- $K$-surjective on $D$ around 0 .
Proof. Let $\left\{D_{k}\right\}$ be an increasing sequence of closed convex sets that exists by Lemma 3.1.10; that is, $D_{k}$ satisfy

$$
0 \in D_{k} \subseteq C \cup\{0\} \quad \text { and } \quad C \subseteq \operatorname{cl}\left[\cup_{k=1}^{\infty} D_{k}\right]
$$

Our aim is to apply Proposition 3.5 .3 to the sets $D_{k}$. We show that for $k$ sufficiently large, every matrix of the set $\overline{\mathrm{co}}(F(0)) \cup \operatorname{co}\left[(F(0))_{\infty} \backslash\{0\}\right]$ is $K$-surjective on $D_{k}$ at 0 . Suppose to the contrary that for each $k=1,2, \ldots$ there is $M_{k} \in \overline{\mathrm{co}}(F(0)) \cup \operatorname{co}\left[(F(0))_{\infty} \backslash\{0\}\right]$ such that

$$
0 \notin \operatorname{int}\left(M_{k}\left(D_{k} \cap B_{n}\right)+K\right)
$$

Because the set on the right-hand side is convex, by using the separation theorem, we find $\xi_{k} \in \mathbb{R}^{m}$ with $\left\|\xi_{k}\right\|=1$ such that

$$
\begin{equation*}
0 \leq\left\langle\xi_{k}, M_{k}(x)+y\right\rangle \quad \text { for } x \in D_{k} \cap B_{n} \text { and } y \in K \tag{3.33}
\end{equation*}
$$

Without loss of generality we may assume that

$$
\lim _{k \rightarrow \infty} \xi_{k}=\xi_{0} \quad \text { with }\left\|\xi_{0}\right\|=1
$$

and either

$$
\lim _{k \rightarrow \infty} M_{k}=M_{0} \in \overline{\operatorname{co}}(F(0)) \cup \operatorname{co}\left[(F(0))_{\infty} \backslash\{0\}\right]
$$

or there is a positive sequence $\left\{t_{k}\right\}$ such that

$$
\lim _{k \rightarrow \infty} t_{k} M_{k}=M_{0} \in \operatorname{co}\left[(F(0))_{\infty} \backslash\{0\}\right]
$$

In both cases (3.33) yields

$$
0 \leq\left\langle\xi_{0}, M_{0}(x)+y\right\rangle \quad \text { for } x \in C \cap B_{n} \text { and } y \in K
$$

This contradicts the $K$-surjectivity of $M_{0}$ on $C$ at 0 . Thus, for $k$ sufficiently large, Proposition 3.5.3 is applicable to the set $D=D_{k}$ and produces the desired result.

## Generalized Inequality Systems

Let $f_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function. Let $C \subset \mathbb{R}^{n}$ be a nonempty convex set and $K \subset \mathbb{R}^{m}$ a nonempty closed convex set containing the origin of the space. We consider the following generalized inequality system

$$
\begin{equation*}
0 \in f_{0}(x)+K, x \in C \tag{3.34}
\end{equation*}
$$

Given a parameter set $P \subset \mathbb{R}^{r}$ and a perturbation function $f: \mathbb{R}^{n} \times P \rightarrow$ $\mathbb{R}^{m}$ with $f\left(x, p_{0}\right)=f_{0}(x)$, the parametric inequality system

$$
\begin{equation*}
0 \in f(x, p)+K, x \in C \tag{3.35}
\end{equation*}
$$

with $p \in P$ is called a perturbation of system (3.34). For each $p \in P$, the solution set

$$
G(p):=\{x \in C: 0 \in f(x, p)+K\}
$$

is sometimes called the implicit set-valued map defined by system (3.35).
In particular, when $K=\mathbb{R}_{+}^{s} \times\{0\}_{m-s}$ with $0 \leq s \leq m$, that is,

$$
K=\left\{y=\left(y_{1}, \ldots, y_{m}\right) \in \mathbb{R}^{m}: y_{1} \geq 0, \ldots, y_{s} \geq 0, y_{s+1}=\cdots=y_{m}=0\right\}
$$

system (3.34) becomes a system of $s$ inequalities and $m-s$ equalities on the set $C$,

$$
\begin{aligned}
f_{0 i}(x) & \leq 0, i=1, \ldots, s \\
f_{0 j}(x) & =0, j=s+1, \ldots, n \\
x & \in C
\end{aligned}
$$

Below we present some sufficient conditions that guarantee the stability (the lower semicontinuity) of the implicit set-valued map $G$. The following variational principle of Ekeland is used.

Lemma 3.5.5 (Ekeland's variational principle) Suppose that $A \subseteq \mathbb{R}^{n}$ is a nonempty and closed set, and $h: A \rightarrow \mathbb{R}$ is a lower semicontinuous function whose infimum $\inf _{A} h$ on the set $A$ is finite. Suppose further that $x_{0} \in A$ satisfies $h(x) \leq \inf _{A} f+\varepsilon$ for some positive $\varepsilon$. Then for each $\lambda$ there exists a point $\bar{x} \in A$ such that
(i) $\left\|\bar{x}-x_{0}\right\| \leq \lambda$.
(ii) $h(\bar{x}) \leq h\left(x_{0}\right)$.
(iii) $\bar{x}$ is the unique minimizer of the function $x \mapsto h(x)+(\varepsilon / \lambda)\|x-\bar{x}\|$ on $A$.

Proof. We consider the function

$$
g(x):=h(x)+\frac{\varepsilon}{\lambda}\left\|x-x_{0}\right\|
$$

for $x \in A$. It is lower semicontinuous and the level set $\{x \in A: g(x) \leq$ $\left.g\left(x_{0}\right)\right\}$ is nonempty (because it contains $x_{0}$ ) and closed. Moreover, as $\inf _{A} h$ is finite, that set is bounded, hence compact. Therefore, the set of minimizers of $g$, which is denoted $A_{0}$, is nonempty and compact. The function $h$ being lower semicontinuous, admits a minimizer, say $\bar{x}$, on the set $A_{0}$. We show that $\bar{x}$ satisfies our requirements. Indeed, for $x \in A_{0}$ and $x \neq \bar{x}$ one has

$$
h(\bar{x})=h(\bar{x})+\frac{\varepsilon}{\lambda}\|\bar{x}-\bar{x}\| \leq h(x)<h(x)+\frac{\varepsilon}{\lambda}\|x-\bar{x}\|
$$

and for $x \in A \backslash A_{0}$ one has $g(\bar{x})<g(x)$; that is,

$$
h(\bar{x})+\frac{\varepsilon}{\lambda}\left\|\bar{x}-x_{0}\right\|<h(x)+\frac{\varepsilon}{\lambda}\left\|x-x_{0}\right\|,
$$

which implies

$$
h(\bar{x})<h(x)+\frac{\varepsilon}{\lambda}\|x-\bar{x}\| .
$$

By this (iii) follows. Setting $x=x_{0}$ in the above inequalities, we derive

$$
h(\bar{x})+\frac{\varepsilon}{\lambda}\left\|\bar{x}-x_{0}\right\| \leq h\left(x_{0}\right) \leq \inf _{A} h+\varepsilon \leq h(\bar{x})+\varepsilon
$$

which yields (i) and (ii).

Theorem 3.5.6 Let $f_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous function, $f: \mathbb{R}^{n} \times P \rightarrow$ $\mathbb{R}^{m}$ a perturbation of $f_{0}$, and $x_{0}$ a solution of system (3.34). Let $\partial_{1} f$ be a pseudo-Jacobian map of $f$ with respect to the variable $x$. Assume that
(i) Each element of the set $\overline{\mathrm{Co}}\left(\partial_{1} f\left(x_{0}, p_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial_{1} f\left(x_{0}, p_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ is $\left(f_{0}\left(x_{0}\right)+K\right)$-surjective on $C$ at $x_{0}$.
(ii) $\partial_{1} f$ is upper semicontinuous in a neighborhood of $\left(x_{0}, p_{0}\right)$.

Then there exist neighborhoods $U$ of $p_{0}$ in $P$ and $V$ of $x_{0}$ in $\mathbb{R}^{n}$ such that

$$
G(p) \cap V \neq \emptyset \quad \text { for each } p \in U
$$

and the set-valued map $p \mapsto G(p) \cap V$ is lower semicontinuous on $U$.
Proof. Let us construct neighborhoods $U$ of $p_{0}$ and $V$ of $x_{0}$ such that $G(p) \cap V \neq \emptyset$ for each $p \in U$. By hypothesis we apply Proposition 3.5.1 and Proposition 3.5.3 to find two positives $\alpha$ and $\delta$ such that

$$
2 \alpha B_{m} \subset M(T(C, x))+f_{0}\left(x_{0}\right)+K
$$

for each $x \in\left(x_{0}+\delta B_{n}\right) \cap C$ and for each matrix

$$
M \in \Gamma:=\bigcup_{x \in\left(x_{0}+\delta B_{n}\right) \cap C, p \in\left(p_{0}+\delta B_{r}\right) \cap P} \overline{c o}\left(\partial_{1} f(x, p)+\left(\partial_{1} f(x, p)\right)_{\infty}^{\delta}\right) .
$$

Because $f(x, p)$ is continuous, we may assume that $f(x, p)-f_{0}\left(x_{0}\right) \in \alpha B_{m}$ for $x \in\left(x_{0}+\delta B_{n}\right) \cap C$ and $p \in\left(p_{0}+\delta B_{r}\right) \cap P$. Therefore, for these $x$ and $p$ and for $M \in \Gamma$, one still has

$$
\begin{equation*}
\alpha B_{m} \subset M\left(B_{n} \cap T(C, x)\right)+f(x, p)+K \tag{3.36}
\end{equation*}
$$

Observe that if $C$ is not closed, according to Proposition 3.5.4 we may assume that the latter inclusion remains true not only for $C$, but for some closed convex subset $C_{0} \subseteq C$ containing $x_{0}$ too. Denote by

$$
d(x, p)=\inf \{\|f(x, p)+v\|: v \in K\}
$$

the distance from the origin of the space to the set $f(x, p)+K$. Because $f$ is continuous, it is clear that this distance is a continuous function of $(x, p)$. Moreover, as $x_{0}$ is a solution of system (3.34), $d\left(x_{0}, p_{0}\right)=0$. Therefore, for the positives $\alpha$ and $\delta$ above, there is $\delta_{1} \in(0, \delta)$ such that

$$
d(x, p) \leq \alpha \delta / 4 \text { for all } x \in\left(x_{0}+\delta_{1} B_{n}\right) \cap C, p \in\left(p_{0}+\delta_{1} B_{r}\right) \cap P .
$$

We set

$$
\begin{aligned}
U & :=\left(p_{0}+\delta_{1} B_{r}\right) \cap P \\
V & :=\operatorname{int}\left(x_{0}+\delta B_{n}\right)
\end{aligned}
$$

and prove that these are the neighborhoods requested. We may also assume that $C$ is closed, otherwise $C_{0}$ is used instead of $C$ in the reasoning that follows. Let $p \in U$ be fixed and consider the function $d(., p)$ on the set $\left(x_{0}+\delta B_{n}\right) \cap C$. Because $d(x, p) \geq 0$ for every $x$ and $d\left(x_{0}, p\right) \leq \alpha \delta / 4$, in view of Ekeland's variational principle (Lemma 3.5.5), there exists $\bar{x} \in$ $\left(x_{0}+\delta B_{n}\right) \cap C$ such that

$$
\begin{aligned}
& d(\bar{x}, p) \leq d\left(x_{0}, p\right) \\
& \left\|\bar{x}-x_{0}\right\| \leq \delta / 2 \\
& d(\bar{x}, p) \leq d(x, p)+(\alpha / 2)\|x-\bar{x}\| \quad \text { for all } x \in\left(x_{0}+\delta B_{n}\right) \cap C .(3.37)
\end{aligned}
$$

It follows that $\bar{x} \in \operatorname{int}\left(x_{0}+\delta B_{n}\right)$. Now we prove that $d(\bar{x}, p)=0$ which means that $0 \in f(\bar{x}, p)+K$, and hence $G(p) \cap V \neq \emptyset$. Indeed, assume to the contrary that $d(\bar{x}, p) \neq 0$. Let $\bar{y} \in f(\bar{x}, p)+K$ realize the distance $d(\bar{x}, p)$; that is,

$$
\|\bar{y}\|=d(\bar{x}, p)=\inf \{\|f(\bar{x}, p)+y\|: y \in K\}
$$

This $\bar{y}$ exists and is unique because the set $f(\bar{x}, p)+K$ is a closed convex set. It is clear that the unit vector $-\bar{v}:=-\bar{y} /\|\bar{y}\|$ belongs to the normal cone to the set $f(\bar{x}, p)+K$ at $\bar{y}$ :

$$
-\bar{v} \in N(f(\bar{x}, p)+K, \bar{y}) .
$$

In particular, $\bar{v}$ belongs to the positive polar cone to the set $f(\bar{x}, p)+K$. Furthermore, set $\bar{w}=\bar{y}-f(\bar{x}, p) \in K$. Then

$$
d(x, p) \leq\|f(x, p)+\bar{w}\| \quad \text { for every } \quad x \in \mathbb{R}^{n}
$$

Define

$$
\varphi(x)=\|f(x, p)+\bar{w}\|+(\alpha / 2)\|x-\bar{x}\|
$$

for every $x \in \mathbb{R}^{n}$. It follows from (3.37) that

$$
\varphi(\bar{x}) \leq \varphi(x) \quad \text { for all } x \in\left(x_{0}+\delta B_{n}\right) \cap C
$$

This and the fact that $\bar{x} \in \operatorname{int}\left(x_{0}+\delta B_{n}\right)$ imply that $\bar{x}$ is a local minimum point of $\varphi$ on $C$. By Theorem 2.1.16, one has

$$
\begin{equation*}
\sup _{\xi \in \partial f(\bar{x})}\langle\xi, u\rangle \geq 0 \quad \text { for all } u \in T(C, \bar{x}) \tag{3.38}
\end{equation*}
$$

where $\partial \varphi(\bar{x})$ is any pseudo-differential of $\varphi$ at $\bar{x}$. Let us compute a pseudodifferential of $\varphi$. Because $\bar{y} \neq 0$, the function norm $y \mapsto\|y\|$ is continuously differentiable at $\bar{y}$ and its derivative is $\bar{v}$. By the chain rule stated in Corollary 2.4.5, for every $\varepsilon \in(0, \delta)$, the closure of the set

$$
\bar{v} \circ\left[\partial_{1} f(\bar{x}, p)+\left(\partial_{1} f(\bar{x}, p)\right)_{\infty}^{\varepsilon}\right]
$$

is a pseudo-differential of the function $x \mapsto\|f(x, p)+\bar{w}\|$ at $\bar{x}$. Moreover, the set $(\alpha / 2) B_{n}$ is also a pseudo-differential of the function $x \mapsto\|x-\bar{x}\|$ at $\bar{x}$. By the sum rule, Theorem 2.1.1, the closure of the set

$$
\bar{v} \circ\left[\partial_{1} f(\bar{x}, p)+\left(\partial_{1} f(\bar{x}, p)\right)_{\infty}^{\varepsilon}\right]+(\alpha / 2) B_{n}
$$

as well as the set

$$
\begin{equation*}
\partial \varphi(\bar{x}):=\operatorname{cl}\left\{\bar{v} \circ \operatorname{co}\left[\partial_{1} f(\bar{x}, p)+\left(\partial_{1} f(\bar{x}, p)\right)_{\infty}^{\varepsilon}\right]+(\alpha / 2) B_{n}\right\} \tag{3.39}
\end{equation*}
$$

is a pseudo-differential of $\varphi$ at $\bar{x}$. Denote by

$$
\begin{aligned}
Q & =\overline{\operatorname{co}}\left(\partial_{1} f(\bar{x}, p)+\left(\partial_{1} f(\bar{x}, p)\right)_{\infty}^{\varepsilon}\right), \\
D & =T(C, \bar{x}) \cap B_{n} .
\end{aligned}
$$

We now show that

$$
\begin{align*}
& \sup _{M \in Q} \inf _{v \in D}\langle\bar{v}, M(v)\rangle \leq-\alpha  \tag{3.40}\\
& \inf _{v \in D} \sup _{M \in Q}\langle\bar{v}, M(v)\rangle \geq-\alpha / 2 \tag{3.41}
\end{align*}
$$

If these inequalities are true, then, in view of the minimax theorem (Lemma 3.4.5), we arrive at a contradiction: $-\alpha / 2 \leq-\alpha$. By this $d(\bar{x}, p)=0$ and $G(p) \cap V \neq \emptyset$. Our aim at the moment is to prove (3.40) and (3.41). Indeed, because $Q \subseteq \Gamma$, for every $M \in Q$, in view of (3.36) there exist $v \in T(C, \bar{x}) \cap B_{n}$ and $w \in f(\bar{x}, p)+K \cap B_{m}$ such that

$$
-\alpha \bar{v}=M(v)+w
$$

Then

$$
-1=-\langle\bar{v}, \bar{v}\rangle=(1 / \alpha)\langle\bar{v}, M(v)+w\rangle
$$

Because $\bar{v}$ is positive on the set $f(\bar{x}, p)+K$, one has $\langle\bar{v}, w\rangle \geq 0$ and therefore

$$
\langle\bar{v}, M(v)\rangle \leq-\alpha
$$

This yields

$$
\inf _{v \in D}\langle\bar{v}, M(v)\rangle \leq-\alpha
$$

and (3.40) is obtained.

For relation (3.41), let $v \in D$ be arbitrarily given. It follows from (3.38) and (3.39) that for each $\varepsilon_{1}>0$, one can find $M \in Q$ and $\xi \in B_{n}$ such that

$$
\bar{v} \circ M(v)+(\alpha / 2)\langle\xi, v\rangle \geq-\varepsilon_{1} .
$$

Consequently,

$$
\langle\bar{v}, M(v)\rangle \geq-(\alpha / 2)\langle\xi, v\rangle-\varepsilon_{1} \geq-\alpha / 2-\varepsilon_{1}
$$

Hence

$$
\sup _{M \in Q}\langle\bar{v}, M(v)\rangle \geq-\alpha / 2-\varepsilon_{1}
$$

This being true for every $\varepsilon_{1}>0$, we deduce that

$$
\sup _{M \in Q}\langle\bar{v}, M(v)\rangle \geq-\alpha / 2
$$

which implies (3.41).

To complete the proof it remains to show that the set-valued map $p \mapsto$ $G(p) \cap V$ is lower semicontinuous on $U$. In fact, let $p \in U$ and $x \in G(p) \cap V$ be given. Let $\varepsilon>0$. Choose $\tau \in(0, \varepsilon)$ so that $\left(x+\tau B_{n}\right) \cap C \subset V$. Using the same technique as above with $(x, p)$ instead of $\left(x_{0}, p_{0}\right)$, we can find a neighborhood $U^{\prime}$ of $p$ in $P$ such that for every $p^{\prime} \in U^{\prime}$ there is some $x^{\prime} \in\left(x+\tau B_{n}\right) \cap C$ satisfying

$$
0 \in f\left(x^{\prime}, p^{\prime}\right)+K
$$

Thus, $x^{\prime} \in G\left(p^{\prime}\right) \cap\left(x+\tau B_{n}\right) \subset G\left(p^{\prime}\right) \cap V$. By this the lower semicontinuity is established.

Using the above theorem we can derive an open mapping theorem with respect to a given set.

Corollary 3.5.7 Let $C \subset \mathbb{R}^{n}$ be a nonempty convex set and $K \subset \mathbb{R}^{m}$ be a nonempty closed convex set. Let $f_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be continuous and $x_{0} \in \operatorname{cl}(C)$. Assume that $f_{0}$ admits a pseudo-Jacobian mapping $\partial f_{0}$ which is upper semicontinuous on a neighborhood of $x_{0}$, and each element of the set $\overline{\operatorname{co}}\left(\partial f_{0}\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial f_{0}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ is $\left(f_{0}\left(x_{0}\right)+K\right)$-surjective on $C$ at $x_{0}$. Then

$$
0 \in \operatorname{int}\left(f_{0}(C)+K\right)
$$

Proof. Let $P=\mathbb{R}^{m}, p_{0}=0$, and $f(x, p)=f_{0}(x)-p$ for $x \in \mathbb{R}^{n}$. It is clear that $x_{0}$ is a solution of the generalized inequality system (3.34) and $f(x, p)$ is a perturbation of $f_{0}$. It is easy to see that all the hypotheses of Theorem 3.5.6 are satisfied, by which there exist a neighborhood $U$ of $p_{0}=0$ and a neighborhood $V$ of $x_{0}$ such that $G(p):=\{x \in C: p \in f(x)+K\} \cap V$ is nonempty for all $p \in U$. This implies that $U \subset f(C \cap V)+K$, and completes the proof.

When $K$ reduces to the origin of the space, Corollary 3.5 .7 presents a convex interior mapping result (see Theorem 3.4.2).

## Metric Regularity

Let us consider the parametric inequality system (3.35) by assuming additionally that $C$ is closed. The implicit set-valued map

$$
p \mapsto G(p)=\{x \in C: 0 \in f(x, p)+K\}
$$

is said to be metrically regular at $\left(x_{0}, p_{0}\right)$ if there exist a positive $\mu$, a neighborhood $U_{1}$ of $p_{0}$ in $P$, and a neighborhood $V_{1}$ of $x_{0}$ such that

$$
\begin{equation*}
\rho(x, G(p)) \leq \mu \rho(0, f(x, p)+K) \quad \text { for every } p \in U_{1} \text { and } x \in V_{1} \cap C \tag{3.42}
\end{equation*}
$$

Here $\rho(\cdot, \cdot)$ denotes the distance. Below we give a sufficient condition for the metric regularity of the map $G$.

Theorem 3.5.8 Under the hypotheses of Theorem 3.5.6 the implicit setvalued map $G$ is metrically regular at $\left(x_{0}, p_{0}\right)$.

Proof. Let $\delta, \alpha, U$, and $V$ be defined as in the proof of Theorem 3.5.6. Because $0 \in f\left(x_{0}, p_{0}\right)+K$ and the function

$$
d(x, p):=\inf _{y \in f(x, p)+K}\|y\|
$$

is continuous, one can find a neighborhood $U_{1} \subseteq U$ of $p_{0}$ and a neighborhood $V_{1} \subseteq\left(x_{0}+(\delta / 2) B_{n}\right)$ of $x_{0}$ such that

$$
d(x, p)<\frac{\alpha \delta}{2} \quad \text { for every } x \in V_{1} \quad \text { and } \quad p \in U_{1}
$$

We wish to show that inequality (3.42) is satisfied for $\mu=1 / \alpha$. To this end, let $x \in V_{1} \cap C$ and $p \in U_{1}$ be given. We have

$$
\frac{2}{\delta} d(x, p)<\alpha
$$

Pick up two positives $\tau \in((2 / \delta) d(x, p), \alpha)$ and $\tau^{\prime} \in(\tau, \alpha)$. Then one obtains

$$
d(x, p)<\frac{\tau^{\prime}}{\tau} d(x, p)
$$

By applying Ekeland's variational principle to the function $d(\cdot, p)$, one can find $\bar{x} \in\left(x_{0}+\delta B_{n}\right) \cap C$ such that

$$
\begin{aligned}
& \|\bar{x}-x\| \leq d(x, p) / \tau \\
& d(\bar{x}, p) \leq d\left(x^{\prime}, p\right)+\tau\left\|x^{\prime}-\bar{x}\right\| \text { for each } x^{\prime} \in\left(x_{0}+\delta B_{n}\right) \cap C
\end{aligned}
$$

We deduce that

$$
\left\|\bar{x}-x_{0}\right\| \leq\|\bar{x}-x\|+\left\|x-x_{0}\right\|<d(x, p) / \tau+\delta / 2 \leq \delta
$$

Thus $\bar{x} \in \operatorname{int}\left(x_{0}+\delta B_{n}\right)$. The same argument as in the proof of Theorem 3.5.6 yields the equality $d(\bar{x}, p)=0$ or equivalently $0 \in f(\bar{x}, p)+K$. Consequently, $\bar{x} \in G(p)$ and

$$
\rho(x, G(p)) \leq\|x-\bar{x}\| \leq d(x, p) / \tau
$$

By letting $\tau$ tend to $\alpha$ in the above inequalities, we derive

$$
\rho(x, G(x)) \leq \frac{1}{\alpha} \rho(0, f(x, p)+K)
$$

for every $p \in U_{1}$ and $x \in V_{1} \cap C$. The proof is complete.

## Pseudo-Lipschitz Property

We still assume that $C$ is closed. The map $G$ is said to be pseudo-Lipschitz around $\left(x_{0}, p_{0}\right)$ with modulus $\ell>0$ if there exist neighborhoods $\bar{U}$ of $p_{0}$ in $P$ and $\bar{V}$ of $x_{0}$ such that

$$
\begin{equation*}
G(p) \cap \bar{V} \subseteq G\left(p^{\prime}\right)+\ell\left\|p^{\prime}-p\right\| B_{n} \tag{3.43}
\end{equation*}
$$

for any $p$ and $p^{\prime} \in \bar{U}$.

Theorem 3.5.9 Assume that in addition to the hypotheses of Theorem 3.5.6 there are a positive constant $\kappa$ and neighborhoods $U_{0}$ of $p_{0}$ in $P$ and $V_{0}$ of $x_{0}$ such that

$$
\left\|f\left(x, p^{\prime}\right)-f(x, p)\right\| \leq \kappa\left\|p^{\prime}-p\right\|
$$

for all $p, p^{\prime} \in U_{0}$ and $x \in V_{0}$. Then the implicit set-valued map $G$ is pseudoLipschitz around ( $x_{0}, p_{0}$ ).

Proof. Let $\delta, \alpha, U$, and $V$ be defined as in the proof of Theorem 3.5.6. Choose $\theta>0$ so small that

$$
\begin{aligned}
x_{0}+\theta \kappa B_{n} & \subseteq V \cap V_{0} \\
\left(p_{0}+\alpha \theta B_{r}\right) \cap P & \subseteq U \cap U_{0} .
\end{aligned}
$$

Set $\ell=2 \kappa / \alpha$ and

$$
\begin{aligned}
& \bar{U}=P \cap \operatorname{int}\left(p_{0}+(\alpha \theta / 8) B_{r}\right) \\
& \bar{V}=\operatorname{int}\left(x_{0}+(\theta \kappa / 2) B_{n}\right) .
\end{aligned}
$$

We claim that (3.43) holds true. It suffices to prove that given $p, p^{\prime} \in \bar{U}$ and $x \in G(p) \cap \bar{V}$, one has

$$
\begin{equation*}
\rho\left(x, G\left(p^{\prime}\right)\right) \leq \ell\left\|p-p^{\prime}\right\| \tag{3.44}
\end{equation*}
$$

Indeed, because $\left\|p-p^{\prime}\right\|<\alpha \theta / 4$ we can choose a positive $\varepsilon$ verifying

$$
\begin{equation*}
\frac{2}{\theta}\left\|p-p^{\prime}\right\|<\varepsilon<\frac{\alpha}{2} \tag{3.45}
\end{equation*}
$$

Consider the function $\phi$ on $\mathbb{R}^{n}$ defined by

$$
\phi\left(x^{\prime}\right)=d\left(x^{\prime}, p^{\prime}\right)+\varepsilon\left\|x^{\prime}-x\right\| .
$$

It follows from the hypothesis of the theorem that for $w \in K$ with $d(x, p)=$ $\|f(x, p)+w\|=0$, one has

$$
\begin{aligned}
\phi(x)=d\left(x, p^{\prime}\right) & =d\left(x, p^{\prime}\right)-d(x, p) \\
& \leq\left\|f\left(x, p^{\prime}\right)+w\right\|-\|f(x, p)+w\| \\
& \leq \kappa\left\|p-p^{\prime}\right\|
\end{aligned}
$$

In view of (3.45), we deduce

$$
\phi(x) \leq \varepsilon \kappa \theta / 2 .
$$

By applying Ekeland's variational principle to the function $\phi$ on the set $\left(x_{0}+\theta \kappa B_{n}\right) \cap C$, we can find some $\bar{x} \in\left(x_{0}+\theta \kappa B_{n}\right) \cap C$ such that

$$
\begin{aligned}
& \|\bar{x}-x\| \leq \theta \kappa / 2 \\
& \phi(\bar{x}) \leq \phi\left(x^{\prime}\right)+\varepsilon\left\|x^{\prime}-\bar{x}\right\|
\end{aligned}
$$

for each $x^{\prime} \in\left(x_{0}+\theta \kappa B_{n}\right) \cap C$. This yields

$$
\begin{align*}
& d\left(\bar{x}, p^{\prime}\right)+\varepsilon\|\bar{x}-x\| \leq d\left(x, p^{\prime}\right)  \tag{3.46}\\
& d\left(\bar{x}, p^{\prime}\right) \leq d\left(x^{\prime}, p^{\prime}\right)+2 \varepsilon\left\|x^{\prime}-\bar{x}\right\|
\end{align*}
$$

for each $x^{\prime} \in\left(x_{0}+\theta \kappa B_{n}\right) \cap C$. Because $x \in \operatorname{int}\left(x_{0}+(\theta \kappa / 2) B_{n}\right)$, it follows that $\bar{x}$ is an interior point of the set $x_{0}+\theta \kappa B_{n}$. Moreover, because $0<2 \varepsilon<\alpha$ the argument of the proof of Theorem 3.5.6 can be applied to show that $d\left(\bar{x}, p^{\prime}\right)=0$, or equivalently, $\bar{x} \in G\left(p^{\prime}\right)$. Inequality (3.46) yields

$$
\|\bar{x}-x\| \leq d\left(x, p^{\prime}\right) / \varepsilon \leq(\kappa / \varepsilon)\left\|p-p^{\prime}\right\| .
$$

Consequently,

$$
\rho\left(x, G\left(p^{\prime}\right)\right) \leq(\kappa / \varepsilon)\left\|p-p^{\prime}\right\| .
$$

By letting $\varepsilon$ tend to $\alpha / 2$ in the latter inequality, we deduce (3.44). This completes the proof.

Corollary 3.5.10 Let $C \subset \mathbb{R}^{n}$ be a nonempty convex set and $K \subset \mathbb{R}^{m}$ be a nonempty closed convex set. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be continuous and $x_{0} \in \bar{C}$. Assume that $f$ admits a pseudo-Jacobian mapping $\partial f$ which is upper semicontinuous on a neighborhood of $x_{0}$, and each element of the set $\overline{\operatorname{co}}\left(\partial f\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial f\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ is $\left(f\left(x_{0}\right)+K\right)$-surjective on $C$ at $x_{0}$. Then the implicit set-valued map

$$
p \mapsto G(p):=\{x \in C: p \in f(x)+K\}
$$

is pseudo-Lipschitz around ( $x_{0}, 0$ ), and there exist a positive $\mu$, a neighborhood of 0 in $\mathbb{R}^{m}$, and a neighborhood $V$ of $x_{0}$ such that

$$
\rho(x, G(p)) \leq \mu \rho(p, f(x)+K)
$$

for all $p \in U$ and $x \in V$.
Proof. Consider the system (3.35) with $P=\mathbb{R}^{m}, p_{0}=0, f_{0}(x)=f(x)$, and $f(x, p)=f(x)-p$ for $x \in \mathbb{R}^{n}, p \in \mathbb{R}^{m}$. Apply Theorem 3.5.8 and Theorem 3.5.9 to this system to obtain the result.

Let us now consider a simple example showing that, in general, the metric regularity of implicit set-valued maps does not imply the pseudoLipschitz property.

Example 3.5.11 Let $n=m=r=1, C=\mathbb{R}, K=\{0\}, f(x, p)=$ $x(p+1)-p^{1 / 3}$ for all $x, p \in \mathbb{R}$. Let $p_{0}=0$ and $x_{0}=0$. Then the map $p \mapsto G(p)$, where $G(p)=\{x \in C: 0 \in f(x, p)+K\}$, is metrically regular at $\left(p_{0}, x_{0}\right)$, but it is not pseudo-Lipschitz around this point. It is easily verified that the assumptions of Theorem 3.5.8 are satisfied, whereas the assumptions of Theorem 3.5.9 are not.

Here is another example showing that for implicit set-valued maps the pseudo-Lipschitz property does not imply the metric regularity.

Example 3.5.12 Let $n=m=r=1, C=\mathbb{R}, K=\{0\}, f(x, p)=x^{3}-p^{3}$, $p_{0}=0$, and $x_{0}=0$. Because $G(p)=\{x \in C: 0 \in f(x, p)+K\}=\{p\}$ for every $p, G(\cdot)$ is pseudo-Lipschitz at ( $p_{0}, x_{0}$ ). However, there does not exist any $\mu>0$ such that

$$
d(x, G(p)) \leq \mu d(0, f(x, p)+K)
$$

for all $(x, p)$ in a neighborhood of $\left(x_{0}, p_{0}\right)$. Indeed, because

$$
d(x, G(p))=|x-p| \quad \text { and } \quad d(0, f(x, p)+K)=\left|x^{3}-p^{3}\right|
$$

such a constant $\mu$ cannot exist.
We conclude this section with an example in which coderivatives cannot be used to obtain the pseudo-Lipschitz property of a map, whereas a suitably chosen pseudo-Jacobian may help to produce the desired result.

Example 3.5.13 Let $f_{0}(x)=x^{1 / 3}$ for every $x \in \mathbb{R}$ and $f(x, p)=(p+$ 1) $x^{1 / 3}-p$ for every $(x, p) \in \mathbb{R} \times \mathbb{R}$. Let $P=\mathbb{R}, C=\mathbb{R}, K=\{0\}, p_{0}=0$, and $x_{0}=0$. For every $p \in(-1,1)$, the solution set $G(p)$ of system (3.35) is given by the formula $G(p)=\left\{p^{3} /(p+1)^{3}\right\}$. It is clear that

$$
\partial_{1} f(x, p)= \begin{cases}{[\alpha,+\infty)} & \text { if } x=0 \\ \left\{\frac{1}{3}(p+1) x^{-2 / 3}\right\} & \text { if } x \neq 0\end{cases}
$$

where $\alpha>0$ is chosen arbitrarily, is a pseudo-Jacobian map of $f(\cdot, p)$. It can be seen that the hypotheses of Theorem 3.5.6 are satisfied. Hence there exist neighborhoods $U$ of $p_{0}$ and $V$ of $x_{0}$ such that $G(p) \cap V$ is nonempty for every $p \in U$, and the set-valued map $p \mapsto G(p) \cap V$ is lower semicontinuous on $U$. By Theorem 3.5.8, $G(\cdot)$ is metrically regular at $\left(p_{0}, x_{0}\right)$, that is, there exist constant $\mu>0$ and neighborhoods $U_{1}$ of $p_{0}$ and $V_{1}$ of $x_{0}$ such that (3.42) is valid. Because the condition of Theorem 3.5.9 is satisfied for $\kappa=2, U_{0}=\mathbb{R}$, and $V_{0}=(-1,1)$, the map $G(\cdot)$ is pseudo-Lipschitz around $\left(p_{0}, x_{0}\right)$. Notice that the coderivative of the function $f(\cdot, p)$ is empty at $x=0$, so it tells us nothing about the pseudo-Lipschitzian property of $G$. However, it should be noted that the coderivative of the inverse set-valued map $G^{-1}$ does yield the pseudo-Lipschitzian property of $G$. Moreover, it gives a precise estimate for the Lipschitz modulus [94].

## 4

## Nonsmooth Mathematical Programming Problems

In this chapter we present first- and second-order optimality conditions for nonsmooth mathematical programming problems. Conditions that are necessary or sufficient for optimality of various classes of mathematical programming problems are given. They cover composite programming problems as well as multiobjective programming problems.

### 4.1 First-Order Optimality Conditions

## Problems with Equality Constraints

Let $U$ be an open subset of $\mathbb{R}^{n}$; let $f, h_{1}, \ldots, h_{m}: U \rightarrow \mathbb{R}$ be real-valued functions. We consider the following mathematical programming problem with $m$ equality constraints,

$$
\begin{align*}
& \operatorname{minimize} f(x)  \tag{PE}\\
& \text { subject to } h_{i}(x)=0, i=1, \ldots, m
\end{align*}
$$

The vector function whose components are $h_{1}, \ldots, h_{m}$ is denoted $h$ and the feasible solution set, or the constraint set, is denoted $C$; that is

$$
C:=\left\{x \in \mathbb{R}^{n}: h_{i}(x)=0, \quad i=1,2, \ldots, m\right\} .
$$

We also use the notation

$$
\tilde{\partial} h(x):=\overline{\operatorname{co}}(\partial h(x)) \cup \operatorname{co}\left((\partial h(x))_{\infty} \backslash\{0\}\right)
$$

if $\partial h(x)$ is a pseudo-Jacobian of $h$ at $x$. The following theorem gives us a necessary condition for local optimal solutions of the problem (PE).

Theorem 4.1.1 For the problem (PE), assume that $f$ and $h$ are continuous on $U$. Assume also that $F=(f, h)$ admits a pseudo-Jacobian map $\partial F$
which is upper semicontinuous at $\bar{x} \in U$ and that $(P E)$ has a local optimal solution $\bar{x}$. Then there are numbers $\lambda_{0} \geq 0, \lambda_{1}, \ldots, \lambda_{m}$ not all zero such that

$$
0 \in \lambda \circ\left(\overline{c o}(\partial F(\bar{x})) \cup \operatorname{co}\left((\partial F(\bar{x}))_{\infty} \backslash\{0\}\right)\right)
$$

where $\lambda=\left(\lambda_{0}, \ldots, \lambda_{m}\right)$.
Proof. We first note that the set $\tilde{\partial} F(\bar{x})$ must contain an element from the space $L\left(\mathbb{R}^{n}, \mathbb{R}^{m+1}\right)$ which is not surjective. This is obvious in the case where $n<m+1$, because $m+1$ of $n$-dimensional vectors are linearly dependent. If each $A \in \tilde{\partial} F(\bar{x})$ is surjective, then $f(\bar{x})$ would lie in the interior of $F(U)$ by the interior mapping theorem (Corollary 3.4.7). This would ensure the existence of a positive $\epsilon>0$ and a point $y \in U$ such that

$$
F(y)=(f(\bar{x})-\epsilon, 0, \ldots, 0)
$$

contradicting the optimality of $\bar{x} \in C$. Let $M \in \tilde{\partial} F(\bar{x})$ not be surjective. Then $M$ can be written as $M=\left(M_{0}, \ldots, M_{m}\right)$, where $M_{0}, \ldots, M_{m}$ are linearly dependent. Thus,

$$
\lambda_{0} M_{0}+\cdots+\lambda_{m} M_{m}=0
$$

for some nonzero element $\left(\lambda_{0}, \ldots, \lambda_{m}\right)$ of $\mathbb{R}^{m+1}$. One may choose $\lambda_{0}$ to be nonnegative.

The inclusion stated in Theorem 4.1.1 is called a general Lagrange multiplier rule. When $F$ is continuously differentiable, the classical Jacobian matrix $\nabla F(\bar{x})$ can be used as a pseudo-Jacobian of $F$ at $\bar{x}$. The multiplier rule is then written in the form

$$
\lambda_{0} \nabla f(\bar{x})+\lambda_{1} \nabla h_{1}(\bar{x})+\cdots+\lambda_{m} \nabla h_{m}(\bar{x})=0
$$

and called the Fritz John optimality condition. If $\lambda_{0}$ is strictly positive, by dividing the above equality by $\lambda_{0}$, one obtains a multiplier rule, called the Kuhn-Tucker optimality condition, in which the coefficient corresponding to the objective function $f$ is equal to 1 .

Now assume that $f$ and each $h_{i}, i=1, \ldots, m$, admit pseudo-Jacobian maps $\partial f$ and $\partial h_{i}$ which are upper semicontinuous at $\bar{x}$. If $\bar{x}$ is a solution to (PE), then there are numbers $\lambda_{0} \geq 0, \lambda_{1}, \ldots, \lambda_{m}$ not all zero such that

$$
0 \in \lambda \circ G(\bar{x})
$$

where $\lambda=\left(\lambda_{0}, \ldots, \lambda_{m}\right)$, and the map $G$ is defined by

$$
\begin{aligned}
G(x):= & \overline{\operatorname{co}}(\partial f(x)) \times \overline{\operatorname{co}}\left(\partial h_{1}(x)\right) \times \cdots \times \overline{\mathrm{co}}\left(\partial h_{m}(x)\right) \cup \\
& \cup \operatorname{co}\left(\left((\partial f(x))_{\infty} \times\left(\partial h_{1}(x)\right)_{\infty} \times \cdots \times\left(\partial f_{m}(x)\right)_{\infty}\right) \backslash\{0\}\right) .
\end{aligned}
$$

To see this, define for each $x \in \mathbb{R}^{n}$,

$$
\partial F(x):=\partial f(x) \times \partial h_{1}(x) \times \cdots \times \partial h_{m}(x) .
$$

Then $\partial F$ is a pseudo-Jacobian of $F$ that is upper semicontinuous at $\bar{x}$, and

$$
\overline{\mathrm{co}}(\partial F(x)) \subseteq \overline{\mathrm{co}}(\partial f(x)) \times \overline{\mathrm{co}}\left(\partial h_{1}(x)\right) \times \cdots \times \overline{\mathrm{co}}\left(\partial h_{m}(x)\right)
$$

Moreover,

$$
(\partial F(x))_{\infty} \subseteq(\partial f(x))_{\infty} \times\left(\partial h_{1}(x)\right)_{\infty} \times \cdots \times\left(\partial h_{m}(x)\right)_{\infty}
$$

Hence

$$
\tilde{\partial} F(x)=\overline{\operatorname{co}} \partial F(x) \cup \operatorname{co}\left((\partial F(x))_{\infty} \backslash\{0\}\right) \subseteq G(x)
$$

It is worth noting that the set $G(x)$, in general, is distinct from the set
$\overline{\mathrm{Co}}(\partial f(x)) \times \cdots \times \overline{\mathrm{Co}}\left(\partial h_{m}(x)\right) \cup\left(\operatorname{co}\left((\partial f(x))_{\infty} \backslash\{0\}\right) \times \cdots \times \operatorname{co}\left(\left(\partial h_{m}(x)\right)_{\infty} \backslash\{0\}\right)\right)$.
See Example 4.1.4 for details.

Corollary 4.1.2 For the problem $(P E)$, let $F=(f, h)$ be locally Lipschitz at $\bar{x} \in U$. If $\bar{x}$ is a minimizer of (PE), then there are numbers $\lambda_{0} \geq$ $0, \lambda_{1}, \ldots, \lambda_{m}$ not all zero such that

$$
0 \in \partial^{C}(\lambda \circ F)(\bar{x})
$$

where $\lambda=\left(\lambda_{0}, \ldots, \lambda_{m}\right)$.
Proof. Because $\partial^{C} F$ is upper semicontinuous at $\bar{x}$ and bounded, the conclusion follows from Theorem 4.1.1 by noting that $\lambda \circ \partial^{C} F(\bar{x})=$ $\partial^{C}(\lambda \circ F)(\bar{x})$.

In Section 4.3, we present a Lagrange multiplier rule, which is fairly sharper than the condition in Corollary 4.1.2 for locally Lipschitz problems. A multiplier rule in which the first component $\lambda_{0}$ is zero has very little interest because it does not contain any information on the objective function $f$. Here is one of regularity conditions, called constraint qualification, which guarantees that $\lambda_{0} \neq 0$ :
$\left(C Q_{1}\right) \quad$ All matrices formed by the last $m$ rows of elements of the set $\overline{\mathrm{co}}(\partial F(x)) \cup \operatorname{co}\left((\partial F(x))_{\infty} \backslash\{0\}\right)$ are of maximal rank.

Corollary 4.1.3 Under the hypothesis of Theorem 4.1.1, if the constraint qualification $\left(C Q_{1}\right)$ holds, then there are numbers $\lambda_{1}, \ldots, \lambda_{m}$ such that $0 \in$ $\lambda \circ \tilde{\partial} F(\bar{x})$, where $\lambda=\left(1, \lambda_{1}, \ldots, \lambda_{m}\right)$.

Proof. It follows directly from Theorem 4.1.1 that there exist numbers $\lambda_{0} \geq 0, \lambda_{1}, \ldots, \lambda_{m}$ not all zero such that

$$
0 \in\left(\lambda_{0}, \ldots, \lambda_{m}\right) \circ \tilde{\partial} F(\bar{x})
$$

Let $a_{0}, a_{1}, \ldots, a_{m}$ be the rows of the matrix $M \in \tilde{\partial} F(\bar{x})$ for which $0=\left(\lambda_{0}, \ldots, \lambda_{m}\right) \circ M$. If $\lambda_{0}=0$, then $\lambda_{1} a_{1}+\cdots+\lambda_{m} a_{n}=0$ and the maximal rank condition would be violated. Thus $\lambda_{0} \neq 0$ and one may set it equal to 1 .

We provide a numerical example to illustrate the fact that the recession cone component in the Lagrange multiplier condition cannot, in general, be dropped for optimization problems involving (non-Lipschitz) continuous functions.

Example 4.1.4 Consider the following problem,

$$
\begin{array}{ll}
\operatorname{minimize} & x_{3}+x_{4}^{2} \\
\text { subject to } & 2 x_{1}^{2 / 3} \operatorname{sign}\left(x_{1}\right)+x_{2}^{4}-2 x_{3}=0 \\
& 2 x_{1}^{1 / 3}+x_{2}^{2}-\sqrt{2} x_{4}=0
\end{array}
$$

Let $F=\left(f, h_{1}, h_{2}\right)$ where

$$
\begin{aligned}
f\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =x_{3}+x_{4}^{2} \\
h_{1}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =2 x_{1}^{2 / 3} \operatorname{sign}\left(x_{1}\right)+x_{2}^{4}-2 x_{3} \\
h_{2}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =2 x_{1}^{1 / 3}+x_{2}^{2}-\sqrt{2} x_{4}
\end{aligned}
$$

We are interested in the point $x=0$, at which $F$ evidently is continuous but not Lipschitz. A pseudo-Jacobian of $F$ at 0 and its recession cone are given, respectively, by

$$
\begin{gathered}
\partial F(0)=\left\{\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
2 \alpha & 0 & -2 & 0 \\
2 \alpha^{2} & 0 & 0 & -\sqrt{2}
\end{array}\right): \alpha \geq 1\right\} \\
(\partial F(0))_{\infty}=\left\{\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\beta & 0 & 0 & 0
\end{array}\right): \beta \geq 0\right\}
\end{gathered}
$$

Hence

$$
\tilde{\partial} F(0)=\overline{\operatorname{co}}\left\{\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
2 \alpha & 0 & -2 & 0 \\
2 \alpha^{2} & 0 & 0 & -\sqrt{2}
\end{array}\right): \alpha \geq 1\right\} \cup\left\{\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\beta & 0 & 0 & 0
\end{array}\right): \beta>0\right\}
$$

Clearly, each $M \in \overline{\operatorname{co}}(\partial F(0))$ is of maximal rank. So, $\left(\lambda_{0}, \lambda_{1}, \lambda_{2}\right) \circ M \neq 0$ for any $\left(\lambda_{0}, \lambda_{1}, \lambda_{2}\right) \neq 0$. But for any matrix $N \in(\partial F(0))_{\infty},(1,1,0) \circ N=0$. Hence the conclusion of Theorem 4.1.1 holds. By this the point $x=0$ is susceptible to be a local optimal solution of the problem. Direct calculation confirms that it is.

## Problems with Mixed Constraints

In this section we study mathematical programming problems with mixed (equality and inequality) constraints. Let $f, g_{i}, h_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}, i=$ $1, \ldots, p, j=1, \ldots, q$ be real-valued functions. We consider the following problem,

$$
\begin{align*}
& \operatorname{minimize}  \tag{P}\\
& \text { subject to } g_{i}(x) \leq 0, \\
& h_{j}(x)=0, \\
& \quad j=1, \ldots, p \\
& \text { s }(x), \ldots, q
\end{align*}
$$

We denote by $g=\left(g_{1}, \ldots, g_{p}\right), h=\left(h_{1}, \ldots, h_{q}\right)$, and $F=(f, g, h)$. Below is a multiplier rule for the problem ( P ). The proof of this rule is based on the convex interior mapping theorem (Theorem 3.4.2).

Theorem 4.1.5 Assume that $F$ is continuous and admits a pseudo-Jacobian map $\partial F$ which is upper semicontinuous at $\bar{x} \in \mathbb{R}^{n}$. If $\bar{x}$ is a local optimal solution of $(P)$, then there exists a nonzero vector $(\alpha, \beta, \gamma) \in$ $\mathbb{R} \times \mathbb{R}^{p} \times \mathbb{R}^{q} \quad$ with $\quad \alpha \geq 0, \beta=\left(\beta_{1}, \ldots, \beta_{p}\right)$ with $\beta_{i} \geq 0$ such that

$$
\begin{gathered}
\beta_{i} g_{i}(\bar{x})=0, i=1, \ldots, p \\
0 \in(\alpha, \beta, \gamma) \circ\left(\overline{\mathrm{co}}(\partial F(\bar{x})) \cup \operatorname{co}\left[(\partial F(\bar{x}))_{\infty} \backslash\{0\}\right]\right) .
\end{gathered}
$$

Proof. Let $\varepsilon>0$ be given so that $f(x) \geq f(\bar{x})$ for every feasible $x \in$ $\bar{x}+\varepsilon B_{n}$. Without loss of generality we may assume $\bar{x}=0$ and $F(\bar{x})=0$. Let us denote

$$
\begin{aligned}
W & =\left\{(t, a, 0) \in \mathbb{R} \times \mathbb{R}^{p} \times \mathbb{R}^{q}: t<0, a_{i}<0, i=1, \ldots, p\right\} \\
C & =\left(\varepsilon B_{n}\right) \times W \subseteq \mathbb{R}^{n} \times \mathbb{R}^{1+p+q}
\end{aligned}
$$

Let us also define a vector function $\phi: \mathbb{R}^{n} \times \mathbb{R}^{1+p+q} \rightarrow \mathbb{R}^{1+p+q}$ by

$$
\phi(x, w)=F(x)-w .
$$

By denoting by $I$ the identity $(1+p+q) \times(1+p+q)$-matrix, we see that

$$
\begin{aligned}
& (x, w) \mapsto \partial_{x} \phi(x, w)=\partial F(x) \\
& (x, w) \mapsto \partial_{w} \phi(x, w)=\{I\}
\end{aligned}
$$

are partial pseudo-Jacobian maps of $\phi$ which are upper semicontinuous at $(0,0)$. Moreover,

$$
\left(\partial_{x} \phi(x, w)\right)_{\infty}=(\partial F(x))_{\infty},\left(\partial_{w} \phi(x, w)\right)_{\infty}=\{0\}
$$

Furthermore, we observe that

$$
\phi(0,0) \notin \phi\left(\left(\varepsilon B_{n}\right) \times W\right)
$$

otherwise we can find some $x \in \varepsilon B_{n}$ and $w \in W$ such that

$$
0=\phi(0,0)=F(x)-w
$$

which shows that $x$ is feasible for $(P)$ and $f(x)<f(\bar{x})$ and contradicts the hypothesis. It follows that

$$
\phi(0,0) \notin \operatorname{int}\left(\phi\left(\left(\varepsilon B_{n}\right) \times W\right)\right)
$$

In view of the convex interior mapping theorem (Theorem 3.4.2), there exists a matrix from the set

$$
\left(\overline{\operatorname{co}}(\partial F(0)) \cup \operatorname{co}\left[(\partial F(0))_{\infty} \backslash\{0\}\right],-I\right),
$$

of the form $(M,-I)$ such that

$$
(M,-I)(0,0) \notin \operatorname{int}\left((M,-I)\left(\left(\varepsilon B_{n}\right) \times W\right)\right)
$$

Because the set on the right-hand side is convex, we apply the separation theorem to find a nonzero vector $(\alpha, \beta, \gamma) \in \mathbb{R}^{1+p+q}$ such that

$$
\langle(\alpha, \beta, \gamma),(M,-I)(x, w)\rangle \geq 0 \quad \text { for all }(x, w) \in\left(\varepsilon B_{n}\right) \times W
$$

This is equivalent to

$$
\langle(\alpha, \beta, \gamma), M(x)\rangle \geq\langle(\alpha, \beta, \gamma), w\rangle \quad \text { for all } x \in \mathbb{R}^{n}, w \in W
$$

Because the scalar product is continuous, the latter inequality remains true for all $x \in \mathbb{R}^{n}$ and $w \in \operatorname{cl}(W)$. One deduces $\alpha \geq 0$ when setting $x=0, w=$ $(t, a, 0)$ with $t=-1, a=0$, and $\beta_{i} \geq 0$ when setting $x=0, t=0$, and $a_{i}=-1, a_{j}=0$ for $j \neq i$. The condition $\beta_{i} g_{i}(\bar{x})=0$ is evident because $g_{i}(\bar{x})=0$. Furthermore, with $w=0$, the above inequality yields

$$
\langle(\alpha, \beta, \gamma), M(x)\rangle \geq 0, \text { for all } x \in \mathbb{R}^{n}
$$

which implies $(\alpha, \beta, \gamma) \circ M=0$.
The condition $\beta_{i} g_{i}(\bar{x})=0, i=1, \ldots, p$ is called the complementarity condition. It says that if the constraint $g_{i}(x) \leq 0$ is not active at $\bar{x}$ (i.e., $\left.g_{i}(\bar{x})<0\right)$, then the corresponding multiplier $\beta_{i}$ must be zero.

When $f, g$, and $h$ are locally Lipschitz, Theorem 4.1.5 gives the classical multiplier rule for Lipschitz problems.

Corollary 4.1.6 Assume that $F$ is locally Lipschitz and $\bar{x}$ is a local optimal solution of $(P)$. Then there exists a nonzero vector $(\alpha, \beta, \gamma) \in \mathbb{R}^{1+p+q}$ with $\alpha \geq 0, \beta_{i} \geq 0$ such that

$$
\begin{gathered}
\beta_{i} g_{i}(\bar{x})=0, i=1, \ldots, p \\
0 \in(\alpha, \beta, \gamma) \circ \partial^{C} F(\bar{x})
\end{gathered}
$$

Proof. We use the Clarke generalized Jacobian $\partial^{C} F$ as an upper semicontinuous pseudo-Jacobian of $F$ and apply Theorem 4.1.5 to produce the desired result.

A Kuhn-Tucker condition for the problem (P) can be obtained similarly to the problem ( PE ). To this purpose we introduce a new constraint qualification:
$\left(C Q_{2}\right) \quad$ All matrices formed by the last $q$ rows of elements of the set $\overline{\mathrm{co}}(\partial F(x)) \cup \operatorname{co}\left((\partial F(x))_{\infty} \backslash\{0\}\right)$ are of maximal rank; and for each element $M$ whose rows are $M_{0}, M_{1}, \ldots, M_{p+q}$ of that set, there exists a vector $v \in \mathbb{R}^{n}$ such that

$$
\begin{gathered}
\left\langle M_{i}, v\right\rangle<0 \quad \text { if } g_{i}(\bar{x})=0, i \in\{1, \ldots, p\} \\
\left\langle M_{j}, v\right\rangle=0 \quad \text { for } j=p+1, \ldots, p+q
\end{gathered}
$$

Corollary 4.1.7 Assume that $F$ is continuous and $\bar{x}$ is a local optimal solution of $(P)$. Under the hypothesis of Theorem 4.1.5 and the constraint qualification $\left(C Q_{2}\right)$, there exists a vector $(\beta, \gamma) \in \mathbb{R}^{P} \times \mathbb{R}^{q}$, where $\beta=$ $\left(\beta_{1}, \ldots, \beta_{p}\right)$ with $\beta_{i} \geq 0$, such that $\beta_{i} g_{i}(\bar{x})=0, i=1, \ldots, p$, and

$$
0 \in(1, \beta, \gamma) \circ\left\{\overline{\operatorname{co}}(\partial F(\bar{x})) \cup \operatorname{co}\left[(\partial F(\bar{x}))_{\infty} \backslash\{0\}\right]\right\}
$$

Proof. By Theorem 4.1.5, we can find a nonzero vector $(\alpha, \beta, \gamma) \in \mathbb{R} \times$ $\mathbb{R}^{p} \times \mathbb{R}^{q}$ satisfying the conclusion of that theorem. Let $M$ be a $(1+p+q) \times n$ matrix of the set $\tilde{\partial} F(\bar{x})$ such that

$$
0=(\alpha, \beta, \gamma) \circ M
$$

Assume to the contrary that $\alpha=0$. By multiplying both sides of the above vector equality by the vector $v$ and by taking into account the complementarity condition, we obtain the sum

$$
\sum_{i \in\{1, \ldots, p\}, g_{i}(\bar{x})=0} \beta_{i}\left\langle M_{i}, v\right\rangle+\sum_{j=1}^{q} \gamma_{j}\left\langle M_{p+j}, v\right\rangle=0 .
$$

In view of (ii), we deduce $\beta_{i}=0$ for $i=1, \ldots, p$. The multiplier rule now becomes

$$
O=\left(0, O_{p}, \gamma\right) \circ M,
$$

where $O_{p}$ denotes the null vector of $\mathbb{R}^{p}$. This contradicts the hypothesis (i). Thus $\alpha \neq 0$ and one may set $\alpha=1$.

## Locally Lipschitz Programming

We now study a mathematical programming problem of the form:

$$
\begin{array}{ll}
\operatorname{minimize} & f(x)  \tag{PL}\\
\text { subject to } & g_{i}(x) \leq 0, i=1, \ldots, p, \\
& h_{j}(x)=0, j=1, \ldots, q, \\
& x \in Q,
\end{array}
$$

where $f, g_{i}, h_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}, i=1, \ldots, p, j=1, \ldots, q$ are (not necessarily differentiable) locally Lipschitz functions and $Q$ is a closed convex subset of $\mathbb{R}^{n}$. For this case, a multiplier rule can be established without upper semicontinuity of the pseudo-Jacobian map.

Theorem 4.1.8 Assume that $F=(f, g, h)$ is locally Lipschitz and that it admits a bounded pseudo-Jacobian $\partial F(\bar{x})$ at $\bar{x}$. If $\bar{x}$ is a local minimizer of (PL), then there exist Lagrange multipliers $\lambda_{0} \geq 0, \ldots, \lambda_{p} \geq$ $0, \lambda_{p+1}, \ldots, \lambda_{p+q}$, not all zero, such that

$$
\begin{aligned}
& \lambda_{i} g_{i}(\bar{x})=0, \quad i=1, \ldots, m \\
& 0 \in \lambda \circ \operatorname{co}(\partial F(\bar{x}))+N(Q, \bar{x}),
\end{aligned}
$$

where $\lambda=\left(\lambda_{0}, \ldots, \lambda_{m}\right)$.
Proof. Assume for simplicity that $f(\bar{x})=0$ and $g(\bar{x})=0$. We denote

$$
\begin{aligned}
& Z:=\mathbb{R}^{n} \times \mathbb{R}^{p+1} \\
& S:=Q \times \mathbb{R}_{+}^{p+1}=\left\{z=(x, a) \in Z: x \in Q, a_{i} \geq 0, i=0, \ldots, p\right\} .
\end{aligned}
$$

Clearly, $S$ is a closed convex set and the tangent cone to $S$ at $\bar{z}=(\bar{x}, 0)$ is given by

$$
T(S, \bar{z})=T(Q, \bar{x}) \times \mathbb{R}_{+}^{p+1},
$$

where $T(Q, \bar{x})$ is the tangent cone to $Q$ at $\bar{x}$ and $\mathbb{R}_{+}^{p+1}$ is the nonnegative octant of $\mathbb{R}^{p+1}$. Let $Y=\mathbb{R}^{p+q+1}$ and let $G: Z \rightarrow Y$ be a map defined as follows.

$$
(G(x, a))_{i}= \begin{cases}f(x)+a_{0} & i=0 \\ g_{i}(x)+a_{i} & i=1, \ldots, p \\ h_{i-p}(x) & i=p+1, \ldots, p+q\end{cases}
$$

Then $G$ is locally Lipschitz and the set

$$
\partial G(z)=\{(M, I): M \in \partial F(x)\}
$$

is a bounded pseudo-Jacobian of $G$ at $z$, where $I \in L\left(\mathbb{R}^{p+1}, \mathbb{R}^{p+q+1}\right)$ is defined by

$$
I=\left[e_{1}, \ldots, e_{p+1}\right]
$$

with $e_{i}=(0, \ldots, 0,1,0, \ldots, 0)^{t r}$.
Because $\bar{x}$ is a minimizer of (PE), $G(\bar{z})=(f(\bar{x}), g(\bar{x}), h(\bar{x}))$ cannot be in the interior of $G\left(S \cap\left(\bar{z}+\lambda B_{Z}\right)\right)$ for any $\lambda>0$. Otherwise, there would exist some point $y \in S \cap\left(\bar{z}+\lambda_{0} B_{Z}\right)$ for some $\lambda_{0}>0$ such that

$$
\begin{aligned}
& f(y)<f(\bar{x}) \\
& g_{i}(y)=g_{i}(\bar{x}), \quad i=1, \ldots, p \\
& h_{j}(y)=h_{j}(\bar{x}), \quad j=1, \ldots, q
\end{aligned}
$$

which implies that $y$ is a feasible point and hence contradicts the hypothesis that $\bar{x}$ is a minimizer. In view of Corollary 3.4.11, the set $\operatorname{co}(\partial G(\bar{z}))$ is not equi-surjective on $S$ at $\bar{z}$. Hence there exists an element $M \in \operatorname{co}(\partial F(\bar{x}))$ such that the matrix $(M, I)$ is not surjective on $S$ at $\bar{z}$; that is, $0 \notin \operatorname{int}((M, I)(S-\bar{z}))$. The separation theorem gives us the existence of a nonzero vector $\lambda=\left(\lambda_{0}, \ldots, \lambda_{p+q}\right) \in \mathbb{R}^{p+q+1}$ such that

$$
\langle\lambda,(M, I)(x-\bar{x}, a)\rangle \geq 0
$$

for every $(x, a) \in S$. By setting $x=\bar{x}$, we deduce that $\lambda_{i} \geq 0$ for $i=$ $0, \ldots, p$. By setting $a=0$, we have

$$
\langle\lambda, M(x-\bar{x})\rangle \geq 0
$$

for every $x \in Q$. Hence $\lambda \circ M \in N(Q, \bar{x})$, and so the conclusion follows.

Corollary 4.1.9 Let $\bar{x}$ be a local optimal solution to (PL). Assume that the functions $f, g$, and $h$ are locally Lipschitz and admit bounded pseudodifferentials $\partial f(\bar{x}), \partial g_{i}(\bar{x})$, and $\partial h_{j}(\bar{x})$ at $\bar{x}$. Then there exist Lagrange multipliers $\lambda_{0} \geq 0, \ldots, \lambda_{p} \geq 0, \lambda_{p+1}, \ldots, \lambda_{p+q}$, not all zero, such that

$$
\begin{gathered}
\lambda_{i} g_{i}(\bar{x})=0, \quad i=1, \ldots, p \\
0 \in \lambda_{0} \operatorname{co}(\partial f(\bar{x}))+\sum_{i=1}^{p} \lambda_{i} \operatorname{co}\left(\partial g_{i}(\bar{x})\right)+\sum_{j=1}^{q} \lambda_{j+p} \operatorname{co}\left(\partial h_{j}(\bar{x})\right)+N(Q, \bar{x})
\end{gathered}
$$

Proof. Because $\partial F(x)=\partial f_{0}(x) \times \cdots \times \partial f_{m}(x)$ is a bounded pseudoJacobian of $F$ at $x$, the conclusion follows from Theorem 4.1.8.

The standard form of the Lagrange multiplier rule for the Michel-Penot subdifferentials follows easily from Corollary 4.1.9.

Corollary 4.1.10 If $\bar{x}$ is a solution to (PL), then there exist multipliers $\lambda_{0} \geq 0, \ldots, \lambda_{p} \geq 0, \lambda_{p+1}, \ldots, \lambda_{p+q}$, not all zero, such that

$$
\begin{gathered}
\lambda_{i} g_{i}(\bar{x})=0, \quad i=1, \ldots, p \\
0 \in \lambda_{0} \partial^{M P} f(\bar{x})+\sum_{i=1}^{p} \lambda_{i} \partial^{M P} g_{i}(\bar{x})+\sum_{j=1}^{q} \lambda_{i+p} \partial^{M P} h_{j}(\bar{x})+N(Q, \bar{x})
\end{gathered}
$$

Proof. Choose the Michel-Penot subdifferential $\partial^{M P}$ as a pseudo-differential and apply Corollary 4.1.9.

A version of the Lagrange multiplier rule for the Clarke subdifferential follows from Theorem 4.1.8.

Corollary 4.1.11 For the problem ( $P L$ ), let $F=(f, g, h)$. If $\bar{x}$ is a solution to $(P L)$, then there exist multipliers $\lambda_{0} \geq 0, \ldots, \lambda_{p} \geq 0, \lambda_{p+1}, \ldots, \lambda_{p+q}$, not all zero, such that

$$
\begin{aligned}
& \lambda_{i} g_{i}(\bar{x})=0, \quad i=1, \ldots, p \\
& 0 \in \lambda \circ \partial^{C} F(\bar{x})+N(Q, \bar{x})
\end{aligned}
$$

where $\lambda=\left(\lambda_{0}, \ldots, \lambda_{m}\right)$.
Proof. Let $\partial F(x)=\partial^{C} F(x)$. Then the conclusion follows directly from Theorem 4.1.8.

The following example illustrates that the multiplier rule of Theorem 4.1.8 is sharper than the one given in Corollary 4.1.10.

Example 4.1.12 Consider the problem

$$
\begin{gathered}
\text { minimize } \quad\left(x_{1}+1\right)^{2}+x_{2}^{2} \\
\text { subject to } 2 x_{1}+\left|x_{1}\right|-\left|x_{2}\right|=0
\end{gathered}
$$

Clearly, $(0,0)$ is the minimum point of the above problem. Let $f_{0}$ denote the objective function $\left(x_{1}+1\right)^{2}+x_{2}^{2}$ and let $f_{1}$ denote the constraint function $2 x_{1}+\left|x_{1}\right|-\left|x_{2}\right|$. Then $f_{0}$ is continuously differentiable, and therefore we can take its gradient at $(0,0)$ as a pseudo-differential at this point. Thus,

$$
\overline{\mathrm{co}}\left(\partial f_{0}(0,0)\right)=\partial^{M P} f_{0}(0,0)=\partial^{C} f_{0}(0,0)=\{(2,1)\}
$$

The constraint function $f_{1}$ is not differentiable at $(0,0)$, but locally Lipschitz at this point. It is clear that its Michel-Penot subdifferential coincides with the Clarke subdifferential and is given by

$$
\partial^{M P} f_{1}(0,0)=\partial^{C} f_{1}(0,0)=\overline{\mathrm{co}}\{(3,-1) ;(1,1) ;(1,-1) ;(3,1)\}
$$

It is easy to see that the set

$$
\partial f_{1}(0,0)=\{(3,-1) ;(1,1)\}
$$

is a pseudo-differential of $f_{1}$ at $(0,0)$. Moreover, for $\lambda_{0}=1$ and $\lambda_{1}=-1$, one has

$$
(0,0) \in \lambda_{0} \overline{\operatorname{co}}\left(\partial f_{0}(0,0)\right)+\lambda_{1} \overline{\operatorname{co}}\left(\partial f_{1}(0,0)\right)
$$

The set in the right hand side of the latter inclusion is strictly contained in the Michel-Penot subdifferential of the function $\lambda_{0} f_{0}+\lambda_{1} f_{1}$ at $(0,0)$, which is given by

$$
\partial^{M P}\left(\lambda_{0} f_{1}+\lambda_{1} f_{1}\right)(0,0)=\overline{\operatorname{co}}\{(1,-1) ;(-1,1) ;(-1,-1) ;(1,1)\}
$$

A Kuhn-Tucker-type necessary optimality condition can be obtained under a constraint qualification. For instance, if we choose $\partial f(\bar{x})=$ $\partial^{M P} f(\bar{x})$ and $\partial F_{1}(\bar{x})=\partial^{M P} g_{1}(\bar{x}) \times \cdots \times \partial^{M P} h_{q}(\bar{x})$, then a constraint qualification for (PL) can be stated as
(i) For every element $M$ of the set $\left(\partial^{M P} h_{1}(\bar{x})^{t r}, \ldots, \partial^{M P} h_{q}(\bar{x})^{t r}\right)$ the system

$$
M^{t r}(u) \in N(Q, \bar{x}), \quad u \in \mathbb{R}^{q}
$$

has only one solution $u=0$.
(ii) There exists a vector $v$ from the tangent cone $T(Q, \bar{x})$ such that

$$
\begin{aligned}
& \left\langle\partial^{M P} g_{i}(\bar{x})^{t r}, v\right\rangle<0, \quad \text { if } g_{i}(\bar{x})=0, i \in\{1, \ldots, p\} \\
& \left\langle\partial^{M P} h_{i}(\bar{x})^{t r}, v\right\rangle=0, \quad i=p+1, \ldots, m
\end{aligned}
$$

We notice that when $\bar{x}$ is an interior point of $Q$, the normal cone $N(Q, \bar{x})$ collapses to $\{0\}$, and the first condition of the above constraint qualification is given in a familiar form: the matrices of the set

$$
\left(\partial^{M P} h_{1}(\bar{x})^{t r}, \ldots, \partial^{M P} h_{q}(\bar{x})^{t r}\right)
$$

have maximal rank.

Corollary 4.1.13 If $\bar{x} \in \mathbb{R}^{n}$ is a solution to (PL) and the above constraint qualification for problem (PL) is satisfied at $\bar{x}$, then there exist multipliers $\lambda_{1}, \ldots, \lambda_{m}$ such that

$$
\begin{gathered}
\lambda_{i} g_{i}(\bar{x})=0, i=1, \ldots, p \\
0 \in \partial^{M P} f(\bar{x})+\sum_{i=1}^{p} \lambda_{i} \partial^{M P} g_{i}(\bar{x})+\sum_{j=1}^{q} \lambda_{j+p} \partial^{M P} h_{j}(\bar{x})+N(Q, \bar{x}) .
\end{gathered}
$$

Proof. By applying Theorem 4.1.8 and using the Michel-Penot subdifferential, we can find numbers $\lambda_{0}, \ldots, \lambda_{p+q}$ with $\lambda_{i} \geq 0, i=0, \ldots, p$ such that

$$
0 \in \lambda_{0} \partial^{M P} f(\bar{x})+\sum_{i=1}^{p} \lambda_{i} \partial^{M P} g_{i}(\bar{x})+\sum_{j=1}^{q} \lambda_{j+p} \partial^{M P} h_{j}(\bar{x})+N(Q, \bar{x})
$$

Notice that in the second term on the right-hand side the multipliers $\lambda_{i}$ corresponding to $g_{i}(\bar{x}) \neq 0$ are all zero because of the complementarity condition. If $\lambda_{0}=0$, then multiplying both sides of the above inclusion by the vector $v \in T(Q, \bar{x})$ and using (ii) of the constraint qualification, we conclude that the multipliers $\lambda_{i}$ corresponding to $g_{i}(\bar{x})=0$ are equal to zero. Then the above inclusion becomes

$$
0 \in \sum_{j=1}^{q} \lambda_{j+p} \partial^{M P} h_{j}(\bar{x})+N(Q, \bar{x})
$$

But this contradicts the hypothesis (i) of the constraint qualification.

Example 4.1.14 Consider the following minimax problem,

$$
\begin{array}{ll}
\min _{x \in \mathbb{R}^{n}} \max _{1 \leq k \leq s} & f_{0}^{k}(x)  \tag{CP}\\
\text { subject to } & f_{i}(x) \leq 0, i=1, \ldots, p \\
& f_{i}(x)=0, i=p+1, \ldots, m \\
& x \in Q
\end{array}
$$

where $f_{0}^{1}, \ldots, f_{0}^{s}, f_{1}, \ldots, f_{m}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are locally Lipschitz functions and $Q$ is a closed convex subset of $\mathbb{R}^{n}$ containing $\bar{x}$. The function $f_{0}$, defined by

$$
f_{0}(x)=\max \left\{f_{0}^{k}: k=1, \ldots, s\right\}
$$

is easily seen to be Lipschitz near $\bar{x}$. For any $x, I(x)$ denotes the set of indices $j$ for which $f_{0}^{j}(x)=f_{0}(x)$.

In the following we deduce the optimality conditions for the above minimax problem.

Corollary 4.1.15 Assume that $f_{0}^{1}, \ldots, f_{0}^{s}, f_{1}, \ldots, f_{m}$ are locally Lipschitz. Suppose that $F_{1}=\left(f_{1}, \ldots, f_{m}\right)$ admits a bounded pseudo-Jacobian $\partial F_{1}(\bar{x})$ at $\bar{x}$. If $\bar{x} \in \mathbb{R}^{n}$ is a solution of (CP), then there exist multipliers $\lambda_{0} \geq$ $0, \ldots, \lambda_{p} \geq 0, \lambda_{p+1}, \ldots, \lambda_{m}$ not all zero such that

$$
\begin{gathered}
\lambda_{i} f_{i}(\bar{x})=0, \quad i=1, \ldots, m \\
0 \in \lambda_{0} \operatorname{co}\left(\bigcup_{j \in I(\bar{x})} \partial f_{0}^{j}(\bar{x})\right)+\lambda \circ \operatorname{co}\left(\partial F_{1}(\bar{x})\right)+N(Q, \bar{x})
\end{gathered}
$$

Proof. By Corollary 4.1.9 there exist multipliers $\lambda_{0} \geq 0, \ldots, \lambda_{p} \geq$ $0, \lambda_{p+1}, \ldots, \lambda_{m}$, not all zero, such that

$$
\begin{gathered}
\lambda_{i} f_{i}(\bar{x})=0, \quad i=1, \ldots, m \\
0 \in \lambda_{0} \operatorname{co}\left(\partial f_{0}(\bar{x})\right)+\lambda \circ \operatorname{co}\left(\partial F_{1}(\bar{x})\right)+N(Q, \bar{x})
\end{gathered}
$$

The direct calculation of $\partial f_{0}(\bar{x})$ shows that $\partial f_{0}(\bar{x}):=\bigcup_{j \in I(\bar{x})} \partial f_{0}^{j}(\bar{x})$ is a pseudo-differential of $f_{0}$ at $\bar{x}$ (see also Theorem 2.1.9). Indeed, for each $h \in \mathbb{R}^{n}$,

$$
f_{0}^{+}(\bar{x} ; h)=\max _{j \in I(\bar{x})}\left(f_{0}^{j}\right)^{+}(\bar{x} ; h) \leq \max _{j \in I(\bar{x})} \max _{\xi^{j} \in \partial f_{0}^{j}(\bar{x})}\left\langle\xi^{j}, h\right\rangle=\max _{\xi \in \bigcup_{j \in I(\bar{x})} \partial f_{0}^{j}(\bar{x})}\langle\xi, h\rangle
$$

and
$f_{0}^{-}(\bar{x} ; h) \geq \max _{j \in I(\bar{x})}\left(f_{0}^{j}\right)^{-}(\bar{x} ; h) \geq \max _{j \in I(\bar{x})} \min _{\xi^{j} \in \partial f_{0}^{j}(\bar{x})}\left\langle\xi^{j}, h\right\rangle \geq \min _{\xi \in \bigcup_{j \in I(\bar{x})} \partial f_{0}^{j}(\bar{x})}\langle\xi, h\rangle$.
Hence the condition holds.

We conclude by noting that in Corollary 4.1 .15 if we further assume that $f_{0}^{k}, k=1, \ldots, s$, are also Gâteaux differentiable at $\bar{x}$, then there exist multipliers $\lambda_{0} \geq 0, \ldots, \lambda_{p} \geq 0, \lambda_{p+1}, \ldots, \lambda_{m}$ not all zero such that

$$
\begin{gathered}
\lambda_{i} f_{i}(\bar{x})=0, \quad i=1, \ldots, m \\
0 \in \lambda_{0} \operatorname{co}\left(\bigcup_{j \in I(\bar{x})} \nabla f_{0}^{j}(\bar{x})\right)+\lambda \circ \operatorname{co}\left(\partial F_{1}(\bar{x})\right)+N(Q, \bar{x}) .
\end{gathered}
$$

Moreover, by imposing a constraint qualification similar to that for problem (PL) (Corollary 4.1.13) one can obtain the optimality condition in which the first multiplier $\lambda_{0}$ is equal to one.

### 4.2 Second-Order Conditions

## Necessary Conditions

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$, and $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{q}$ be continuous functions. We consider the constrained mathematical programming problem (P) again:

$$
\begin{align*}
\operatorname{minimize} & f(x)  \tag{P}\\
\text { subject to } g(x) & \leq 0 \\
h(x) & =0
\end{align*}
$$

We know from the previous section (Theorem 4.1.5) that if $f, g$, and $h$ are continuously differentiable and $x_{0}$ is a local solution of problem (P), then there exists a nonzero vector $\left(\lambda_{0}, \lambda, \mu\right) \in \mathbb{R} \times \mathbb{R}^{p} \times \mathbb{R}^{q}$ such that

$$
\begin{gathered}
\lambda_{0} \nabla f\left(x_{0}\right)+\left\langle\lambda, \nabla g\left(x_{0}\right)\right\rangle+\left\langle\mu, \nabla h\left(x_{0}\right)\right\rangle=0 \\
\lambda_{0} \geq 0, \lambda_{i} \geq 0 \text { and } \lambda_{i} g_{i}\left(x_{0}\right)=0, i=1, \ldots, p
\end{gathered}
$$

Similarly to the case of problems with equality constraints, we say that the Kuhn-Tucker condition is satisfied at $x_{0}$ if the above rule holds with $\lambda_{0}=1$. Now we develop second-order optimality conditions for problem $(\mathrm{P})$ by assuming that the data $f, g$, and $h$ are differentiable and that the Kuhn-Tucker condition with a multiplier $(\lambda, \mu) \in \mathbb{R}^{p} \times \mathbb{R}^{q}$ is satisfied. Denote
$L(x) \quad:=f(x)+\langle\lambda, g(x)\rangle+\langle\mu, h(x)\rangle$.
$X \quad:=\left\{x \in \mathbb{R}^{n}: g(x) \leq 0,\langle\lambda, g(x)\rangle=0\right.$ and $\left.h(x)=0\right\}$.
$T\left(X, x_{0}\right):=\left\{v \in \mathbb{R}^{n}: v=\lim t_{i}\left(x_{i}-x_{0}\right), x_{i} \in X, x_{i} \rightarrow x_{0}, t_{i}>0\right\}$.
$T_{0}\left(X, x_{0}\right):=\left\{v \in \mathbb{R}^{n}:\right.$ there is $\delta>0$ such that $x_{0}+t v \in X$ for $\left.t \in[0, \delta]\right\}$.
The function $L$ is the Lagrangian associated with the multiplier $(\lambda, \mu)$; the set $X$ is the set of feasible solutions $x$ satisfying $\lambda_{i} g_{i}(x)=0, i=1, \ldots, k$; the set $T\left(X, x_{0}\right)$ is the contingent cone of $X$ at $x_{0}$, which coincides with the tangent cone defined in Chapter 2 when the set is convex, and $T_{0}\left(X, x_{0}\right)$ is the set of feasible directions of $X$. We wish now to establish second-order optimality conditions for problem ( P ) where the data $f, g$, and $h$ are of class $C^{1}$. We express these conditions by using pseudo-Hessian matrices and recession matrices.

Theorem 4.2.1 Assume that the following conditions hold
(i) The functions $f, g$, and $h$ are continuously differentiable and $x_{0}$ is a local minimizer of the problem ( $P$ ).
(ii) The Kuhn-Tucker condition is satisfied at $x_{0}$, for some vector $(\lambda, \mu) \in$ $\mathbb{R}^{k} \times \mathbb{R}^{\ell}$.
(iii) $\partial^{2} L\left(x_{0}\right)$ is a pseudo-Hessian of $L$ at $x_{0}$.

Then for each $u \in T_{0}\left(X, x_{0}\right)$, there is $M \in \partial^{2} L\left(x_{0}\right) \cup\left(\left[\partial^{2} L\left(x_{0}\right)\right]_{\infty} \backslash\{0\}\right)$ such that

$$
\langle u, M(u)\rangle \geq 0
$$

If in addition, $L$ has a pseudo-Hessian map $\partial^{2} L$ that is upper semicontinuous at $x_{0}$, then the conclusion is true for each $u \in T\left(X, x_{0}\right)$.

Proof. Let $u \in T_{0}\left(X, x_{0}\right)$. There is $\delta>0$ such that $\left[x_{0}, x_{0}+\delta u\right] \subset X$. Because $x_{0}$ is a local solution, there is $i_{0} \geq 1$ such that $\delta>1 / i_{0}$ and

$$
L\left(x_{0}+u / i\right)-L\left(x_{0}\right)=f\left(x_{0}+u / i\right)-f\left(x_{0}\right) \geq 0, \text { for } i \geq i_{0}
$$

In view of the classic mean value theorem, there is $t_{i} \in(0, \delta)$ such that

$$
L\left(x_{0}+u / i\right)-L\left(x_{0}\right)=\nabla L\left(x_{0}+t_{i} u\right)(u / i), \quad \text { for } i \geq i_{0}
$$

Then

$$
\left\langle u, \nabla L\left(x_{0}+t_{i} u\right)\right\rangle \geq 0, \quad \text { for } i \geq i_{0}
$$

which together with (ii) implies

$$
\limsup _{t \downarrow 0} \frac{\left\langle u, \nabla L\left(x_{0}+t u\right)-\nabla L\left(x_{0}\right)\right\rangle}{t} \geq 0
$$

By the definition of pseudo-Hessian we derive

$$
0 \leq(u \circ \nabla L)^{+}\left(x_{0}, u\right) \leq \sup _{M \in \partial^{2} L\left(x_{0}\right)}\langle u, M(u)\rangle
$$

Then there exists a sequence of pseudo-Hessian matrices $\left\{M_{i}\right\} \subset \partial^{2} L\left(x_{0}\right)$ such that

$$
\lim _{i \rightarrow \infty}\left\langle u, M_{i}(u)\right\rangle \geq 0
$$

If the sequence $\left\{M_{i}\right\}$ is bounded, then we may assume that it converges to some $M \in \partial^{2} L\left(x_{0}\right)$ because the latter set is closed, and obtain

$$
\langle u, M(u)\rangle \geq 0 .
$$

If the sequence $\left\{M_{i}\right\}$ is unbounded, we may assume that

$$
\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty \quad \text { and } \quad \lim _{i \rightarrow \infty} \frac{M_{i}}{\left\|M_{i}\right\|}=M_{0} \in\left(\partial^{2} L\left(x_{0}\right)\right)_{\infty} \backslash\{0\}
$$

and obtain

$$
\left\langle u, M_{0}(u)\right\rangle \geq 0
$$

Suppose now that $\partial^{2} L$ is a pseudo-Hessian map of $L$ which is upper semicontinuous at $x_{0}$. Let $u \in T\left(X, x_{0}\right)$. Because the case $u=0$ is trivial, we may assume that there is a sequence $\left\{x_{i}\right\} \subset X$ converging to $x_{0}$ such that

$$
u=\lim _{i \rightarrow \infty} \frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}
$$

Furthermore, as $x_{0}$ is a local minimizer, there is some $i_{0} \geq 1$ such that

$$
L\left(x_{i}\right)-L\left(x_{0}\right)=f\left(x_{i}\right)-f\left(x_{0}\right) \geq 0, \quad \text { for } i \geq i_{0}
$$

In view of the Taylor expansion, we have

$$
L\left(x_{i}\right)-L\left(x_{0}\right)-\nabla L\left(x_{0}\right)\left(x_{i}-x_{0}\right) \in \frac{1}{2} \overline{\operatorname{co}}\left(\left\langle x_{i}-x_{0}, \partial^{2} L\left(y_{i}\right)\left(x_{i}-x_{0}\right)\right\rangle\right)
$$

for some $y_{i} \in\left(x_{0}, x_{i}\right)$. This and the Kuhn-Tucker condition yield the existence of a matrix $M_{i} \in \partial^{2} L\left(y_{i}\right)$ such that

$$
\left\langle x_{i}-x_{0}, M_{i}\left(x_{i}-x_{0}\right)\right\rangle \geq-\frac{\left\|x_{i}-x_{0}\right\|^{2}}{i}, \quad \text { for } i \geq i_{0} .
$$

As in the first part of the proof, if the sequence $\left\{M_{i}\right\}$ is bounded, then we may assume that it converges to some $M \in \partial^{2} L\left(x_{0}\right)$, due to the upper semicontinuity of the pseudo-Hessian map $\partial^{2} L$. The latter inequality implies

$$
\langle u, M(u)\rangle=\lim _{i \rightarrow \infty}\left\langle\frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}, M_{i}\left(\frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}\right)\right\rangle \geq \lim _{i \rightarrow \infty}\left(-\frac{1}{i}\right)=0 .
$$

If the sequence $\left\{M_{i}\right\}$ is unbounded, then due to the upper semicontinuity of the pseudo-Hessian map $\partial^{2} L$, we may assume that

$$
\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty \quad \text { and } \quad \lim _{i \rightarrow \infty} \frac{M_{i}}{\left\|M_{i}\right\|}=M_{0} \in\left(\partial^{2} L\left(x_{0}\right)\right)_{\infty} \backslash\{0\} .
$$

We deduce

$$
\left\langle u, M_{0}(u)\right\rangle=\lim _{i \rightarrow \infty}\left\langle\frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}, \frac{M_{i}}{\left\|M_{i}\right\|}\left(\frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}\right)\right\rangle \geq \lim _{i \rightarrow \infty}\left(-\frac{1}{i\left\|M_{i}\right\|}\right)=0 .
$$

This completes the proof.
The second part of Theorem 4.2.1 can be improved by requiring a certain regularity condition of $\partial^{2} L$ instead of upper semicontinuity when $\nabla L$ is locally Lipschitz. Let $S$ be a nonempty subset of $\mathbb{R}^{n}$; let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be $C^{1}$ and let $a \in S$. We say that the pseudo-Hessian set-valued map $\partial^{2} f: \mathbb{R}^{n} \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ is regular at $a$ with respect to $S$ if for each $u \in S$

$$
\begin{equation*}
\lim _{\substack{A^{\prime} \in \partial^{2} f\left(a+t u^{\prime}\right) \\ u^{\prime} \rightarrow u, t \backslash 0}}\left\langle A^{\prime}\left(u^{\prime}\right), u^{\prime}\right\rangle \leq \max _{A \in \partial^{2} f(a)}\langle A(u), u\rangle . \tag{4.1}
\end{equation*}
$$

This condition means that for each $u \in S$ and for each sequence $u_{k} \rightarrow$ $u, t_{k} \downarrow 0$, and $A_{k} \in \partial^{2} f\left(a+t_{k} u_{k}\right)$,

$$
\limsup _{k \rightarrow \infty}\left\langle A_{k}\left(u_{k}\right), u_{k}\right\rangle \leq \max _{A \in \partial^{2} f(a)}\langle A(u), u\rangle .
$$

It is easy to see from the definition that if the map $\partial^{2} f$ is locally bounded at $a$ then

$$
\limsup _{\substack{A^{\prime} \in \partial^{2} f\left(a+t u^{\prime}\right) \\ u^{\prime} \rightarrow u, u t 0}}\left\langle A^{\prime}\left(u^{\prime}\right), u^{\prime}\right\rangle
$$

is finite. We now see that upper semicontinuity of the map $\partial^{2} f$ at $a$ guarantees regularity at $a$.

Lemma 4.2.2 Let $f$ be a $C^{1}$-function; let $\partial^{2} f(x)$ be a pseudo-Hessian of $f$ for each $x \in \mathbb{R}^{n}$ and let $a \in S \subset \mathbb{R}^{n}$. If the set-valued map $\partial^{2} f$ is upper semicontinuous at $a$, then $\partial^{2} f$ is regular at a with respect to $S$.

Proof. Let $u \in S$ and let the sequences $u_{k} \rightarrow u, t_{k} \downarrow 0$, and $A_{k} \in$ $\partial^{2} f\left(a+t_{k} u_{k}\right)$. Because $\partial^{2} f$ is locally bounded,

$$
l:=\limsup _{\substack{A^{\prime} \in \partial^{2} f\left(a+t u^{\prime}\right) \\ u^{\prime} \rightarrow u, t \downarrow 0}}\left\langle A^{\prime}\left(u^{\prime}\right), u^{\prime}\right\rangle
$$

is finite. Suppose that

$$
l>\max _{A \in \partial^{2} f(a)}\langle A(u), u\rangle=\left\langle A_{o} u, u\right\rangle
$$

where $A_{0} \in \partial^{2} f(a)$. Define $\varepsilon=l-\left\langle A_{0}(u), u\right\rangle>0$. Then there exists a subsequence, again denoted by $\left\langle A_{k}\left(u_{k}\right), u_{k}\right\rangle$, such that

$$
\left\langle A_{0}(u), u\right\rangle=l-\varepsilon<\lim _{k \rightarrow \infty}\left\langle A_{k}\left(u_{k}\right), u_{k}\right\rangle
$$

Because $\partial^{2} f$ is upper semicontinuous at $a$, we can find a subsequence $A_{i_{k}} \in$ $\partial^{2} f\left(a+t_{i_{k}} u_{i_{k}}\right)$, such that $A_{i_{k}} \rightarrow \bar{A} \in \partial^{2} f(a)$ as $k \rightarrow \infty$. Hence

$$
\begin{aligned}
\left\langle A_{0}(u), u\right\rangle & <\lim _{k \rightarrow \infty}\left\langle A_{k}\left(u_{k}\right), u_{k}\right\rangle \\
& =\langle\bar{A} u, u\rangle \leq\left\langle A_{0}(u), u\right\rangle
\end{aligned}
$$

which is a contradiction and so

$$
l \leq \max _{A \in \partial^{2} f(a)}\langle A(u), u\rangle
$$

Clearly if $f$ is twice continuously differentiable then $\partial^{2} f(\cdot)=\left\{\nabla^{2} f(\cdot)\right\}$ is regular at $x$ with respect to each subset $S$ of $\mathbb{R}^{n}$. If $f$ is $C^{1,1}$ then $\partial^{2} f:=\partial_{H}^{2} f$ is regular at each point. In other words, condition (4.1) is satisfied for a $C^{1,1}$-function by $\partial^{2} f=\partial_{H}^{2} f$. The following example shows that a pseudo-Hessian set-valued map of a $C^{1,1}$-function, which is not upper semi-continuous, satisfies the regularity condition (4.1).

Example 4.2.3 Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be an odd function that is defined for $x \geq 0$ by

$$
h(x)= \begin{cases}2 x-1 & x \geq \frac{1}{2} \\ -x+\frac{1}{2^{2 n-1}} & x \in\left[\frac{1}{2^{2 n}}, \frac{1}{2^{2 n-1}}\right], n=1,2, \ldots \\ 2 x-\frac{1}{2^{2 n}} & x \in\left[\frac{1}{2^{2 n+1}}, \frac{1}{2^{2 n}}\right], n=1,2, \ldots \\ 0 & x=0\end{cases}
$$

Define $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
f\left(x_{1}, x_{2}\right)=\int_{0}^{\left|x_{1}\right|} h(t) d t+\frac{x_{2}^{2}}{2}
$$

Then $f$ is a $C^{1,1}$-function because $\nabla f\left(x_{1}, x_{2}\right)=\left(h\left(x_{1}\right), x_{2}\right)$ is a locally Lipschitz function. A pseudo-Hessian set-valued map $\partial^{2} f$ is given by

$$
\partial^{2} f\left(x_{1}, x_{2}\right)= \begin{cases}\left\{\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right)\right\} & x_{1}= \pm \frac{1}{2^{n}}, n=1,2, \ldots \\
\left\{\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right)\right\} & x_{1}=0 \\
\left\{\left(\begin{array}{cc}
h^{\prime}\left(x_{1}\right) & 0 \\
0 & 1
\end{array}\right)\right\} & \text { otherwise }\end{cases}
$$

It is easy to verify that $\partial^{2} f$ is regular at $(0,0)$ and locally bounded at $(0,0)$. However, it is not upper semicontinuous at $(0,0)$ because

$$
\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) \in \partial^{2} f\left(\left(\frac{1}{2^{n}}, 0\right)\right) \quad \text { but } \quad\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) \notin \partial^{2} f((0,0))
$$

It is also worth noting that

$$
\partial_{H}^{2} f((0,0))=\left\{\left.\left(\begin{array}{cc}
\alpha & 0 \\
0 & 1
\end{array}\right) \quad \right\rvert\, \alpha \in[-1,2]\right\}
$$

and that $\operatorname{co}\left(\partial^{2} f((0,0))\right) \subset \partial_{H}^{2} f((0,0))$.
Theorem 4.2.4 Assume that the problem $(P)$ has a local optimal solution $a$. Let the Kuhn-Tucker condition be satisfied at a by $(\lambda, \mu)$. Suppose that for each $x \in \mathbb{R}^{n}, \partial^{2} L(x)$ is a pseudo-Hessian of $L(\cdot)$ at $x$. If the set-valued map $\partial^{2} L(\cdot)$ is locally bounded at a and regular at a with respect to $T(X, a)$, then for every $u \in T(X, a)$ one can find some $M \in \partial^{2} L(a)$ such that

$$
\langle M(u), u\rangle \geq 0 .
$$

Proof. Let $u \in T(X, a)$. Then there exist sequences $t_{k} \downarrow 0$ and $u_{k} \rightarrow u$ as $k \rightarrow \infty$ such that, for every $k, a+t_{k} u_{k} \in X$. So,

$$
L\left(a+t_{k} u_{k}\right)=f\left(a+t_{k} u_{k}\right)
$$

Now it follows from the Taylor expansion (Theorem 2.2.20) that

$$
L\left(a+t_{k} u_{k}\right) \leq L(a, \lambda, \mu)+t_{k}\left\langle\nabla L(a), u_{k}\right\rangle+\frac{t_{k}^{2}}{2}\left\langle N_{k}\left(u_{k}\right), u_{k}\right\rangle
$$

where $N_{k} \in \partial^{2} L\left(a+\bar{t}_{k} u_{k}\right)$ and $0<\bar{t}_{k}<t_{k}$. Noting that $a$ is a local minimum of the problem $(P)$, we get

$$
\begin{aligned}
L(a) & =f(a), \\
\nabla L(a) & =0 \\
f\left(a+t_{k} u_{k}\right) & \geq f(a),
\end{aligned}
$$

for sufficiently large $k$. Thus, for sufficiently large $k$,

$$
\left\langle N_{k}\left(u_{k}\right), u_{k}\right\rangle \geq 0 .
$$

Because the set-valued map $\partial^{2} L$ is locally bounded at $a$, the sequence $\left\{N_{k}\right\}$ is bounded. Hence this sequence has a subsequence, again denoted $\left\{N_{k}\right\}$, which converges to a matrix $N$. As $k \rightarrow \infty$, the sequence $a+\bar{t}_{k} u_{k}$ converges to $a$. Then it follows that

$$
\langle N(u), u\rangle=\lim _{k \rightarrow \infty}\left\langle N_{k}\left(u_{k}\right), u_{k}\right\rangle \geq 0
$$

Hence

$$
\limsup _{\substack{A^{\prime} \in \partial^{2} f\left(a+t u^{\prime}\right) \\ u^{\prime} \rightarrow u, t \downarrow 0}}\left\langle A^{\prime}\left(u^{\prime}\right), u^{\prime}\right\rangle \geq\langle N(u), u\rangle \geq 0,
$$

and so, by the regularity assumption, we get that $\max _{A \in \partial^{2} f(a)}\langle A(u), u\rangle \geq 0$ as requested.

Corollary 4.2.5 Assume that functions $f, g_{i}$, and $h_{j}$, for each $i, j$ in problem $(P)$ are $C^{1,1}$ and that the problem $(P)$ has a local optimal solution a. If the constraint qualification $\left(C Q_{2}\right)$ holds at $a$, then there exist $\lambda_{i} \geq 0$ satisfying $\lambda_{i} g_{i}(a)=0$, for $i=1,2, \ldots, p$, and $\mu \in \mathbb{R}^{q}$ such that $\nabla L(a)=0$, and for every $u \in T(X, a)$ there exists some $M \in \partial_{H}^{2} L(a)$ satisfying

$$
\langle M(u), u\rangle \geq 0
$$

Proof. Choose $\partial_{H}^{2} L(a)$ as a pseudo-Hessian of $L(\cdot)$ at $a$. The result then follows from Theorem 4.2.4 because the map $\partial_{H}^{2} L(\cdot)$ is upper semicontinuous at $a$.

The following example shows that Theorem 4.2.4 provides sharper optimality conditions than the conditions of Corollary 4.2.5.

Example 4.2.6 Consider the problem

$$
\begin{aligned}
& \operatorname{minimize} \int_{0}^{\left|x_{1}\right|} h(t) d t+\frac{x_{2}^{2}}{2} \\
& \text { subject to } x_{1} \geq 0, \quad x_{2} \geq 0
\end{aligned}
$$

where $f\left(x_{1}, x_{2}\right)=\int_{0}^{\left|x_{1}\right|} h(t) d t+x_{2}^{2} / 2, g_{1}\left(x_{1}, x_{2}\right)=x_{1}, g_{2}\left(x_{1}, x_{2}\right)=x_{2}$, and $h$ is given as in Example 4.2.3. Then $f$ is a $C^{1,1}$ function. The point $(0,0)$ is
a solution of the problem. The Kuhn-Tucker condition is satisfied at $(0,0)$ by $\lambda=\left(\lambda_{1}, \lambda_{2}\right)=(0,0)$ and the condition of Theorem 4.2.4 is verified by the matrix

$$
\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) \in \partial^{2} L((0,0))=\partial^{2} f((0,0)) \subset \partial_{H}^{2} f((0,0))
$$

for each vector $\left(u_{1}, u_{2}\right)$ from the tangent cone to $X$ at $(0,0)$ which is given by

$$
T(X,(0,0))=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \mid x_{1} \geq 0, x_{2} \geq 0\right\}
$$

It can be seen that under certain conditions elements of the tangent cone $T(X, a)$ can be obtained explicitly in terms of the gradients of the functions $g_{i}$ and $h_{j}$. Namely, if the vectors $\nabla g_{i}(a), \quad i \in I(a), \quad \nabla h_{j}(a), \quad j=1,2, \ldots, q$ are linearly independent, where $I(a)$ is the set of active indices (i.e., $i \in I(a)$ if and only if $\left.g_{i}(a)=0\right)$, then $u \in T(X, a)$ if and only if $u$ is a solution to the linear system

$$
\begin{aligned}
& \left\langle\nabla g_{i}(a), u\right\rangle=0 \quad \text { for } i \text { such that } \lambda_{i}>0 \\
& \left\langle\nabla g_{i}(a), u\right\rangle \leq 0 \quad \text { for } i \text { such that } \lambda_{i}=0 \text { and } g_{i}(a)=0, \\
& \left\langle\nabla h_{j}(a), u\right\rangle=0 \quad \text { for } j=1,2, \ldots, q
\end{aligned}
$$

Here $I(a)$ is the active index set at $a$; that is, $i \in I(a)$ if and only if $g_{i}(a)=0$ 。

## Sufficient Conditions

In this section we derive second-order sufficient conditions for local solutions of problem (P). The feasible set of this problem is denoted $S$, and the contingent cone to $S$ at $x \in S$ is denoted $T(S, x)$.

Theorem 4.2.7 Assume that the following conditions hold
(i) The functions $f, g$, and $h$ are continuously differentiable.
(ii) The Kuhn-Tucker condition is satisfied at $x_{0}$, for some $(\lambda, \mu) \in \mathbb{R}^{p} \times$ $\mathbb{R}^{q}$.
(iii) There is a pseudo-Hessian map $\partial^{2} L$ of $L$ that is upper semicontinuous at $x_{0}$ such that for every $u \in T\left(S, x_{0}\right) \backslash\{0\}$ and $M \in \partial^{2} L\left(x_{0}\right) \cup$ $\left(\left[\partial^{2} L\left(x_{0}\right)\right]_{\infty} \backslash\{0\}\right)$, one has

$$
\langle u, M(u)\rangle>0 .
$$

Then $x_{0}$ is a locally unique solution of the problem $(P)$.

Proof. Suppose to the contrary that there is $x_{i} \in S$ such that $\lim _{i \rightarrow \infty} x_{i}=$ $x_{0}$ and $f\left(x_{i}\right) \leq f\left(x_{0}\right)$. We may assume that

$$
\lim _{i \rightarrow \infty} \frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}=u \in T\left(S, x_{0}\right)
$$

It follows that

$$
L\left(x_{i}\right)-L\left(x_{0}\right)=f\left(x_{i}\right)-f\left(x_{0}\right)+\left\langle\lambda, g\left(x_{i}\right)\right\rangle \leq 0
$$

Using the Taylor expansion (Theorem 2.2.20), we express

$$
L\left(x_{i}\right)-L\left(x_{0}\right)-\nabla L\left(x_{0}\right)\left(x_{i}-x_{0}\right) \in \frac{1}{2} \overline{\operatorname{co}}\left\langle x_{i}-x_{0}, \partial^{2} L\left(y_{i}\right)\left(x_{i}-x_{0}\right)\right\rangle,
$$

for some $y_{i} \in\left(x_{0}, x_{i}\right)$. This and the Kuhn-Tucker condition yield the existence of a matrix $M_{i} \in \partial^{2} L\left(y_{i}\right)$ such that

$$
\left\langle x_{i}-x_{0}, M_{i}\left(x_{i}-x_{0}\right)\right\rangle \leq \frac{\left\|x_{i}-x_{0}\right\|^{2}}{i}
$$

If the sequence $\left\{M_{i}\right\}$ is bounded, then we may assume that it converges to some $M \in \partial^{2} L\left(x_{0}\right)$, due to the upper semicontinuity of the pseudo-Hessian map $\partial^{2} L$. The latter inequality implies

$$
\langle u, M(u)\rangle=\lim _{i \rightarrow \infty}\left\langle\frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}, M_{i}\left(\frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}\right)\right\rangle \leq 0
$$

which contradicts the hypothesis. If the sequence $\left\{M_{i}\right\}$ is unbounded, then due to the upper semicontinuity of the pseudo-Hessian map $\partial^{2} L$, we may assume that

$$
\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty \quad \text { and } \quad \lim _{i \rightarrow \infty} \frac{M_{i}}{\left\|M_{i}\right\|}=M_{0} \in\left(\partial^{2} L\left(x_{0}\right)\right)_{\infty} \backslash\{0\}
$$

We deduce

$$
\left\langle u, M_{0}(u)\right\rangle=\lim _{i \rightarrow \infty}\left\langle\frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}, \frac{M_{i}}{\left\|M_{i}\right\|}\left(\frac{x_{i}-x_{0}}{\left\|x_{i}-x_{0}\right\|}\right)\right\rangle \leq 0
$$

which again contradicts the hypothesis. This completes the proof.

The upper semicontinuity of $\partial^{2} L$ is unnecessary when $\nabla L$ admits a Fréchet pseudo-Jacobian. We say then $\partial^{2} L$ is a Fréchet pseudo-Hessian of $L$.

Theorem 4.2.8 Assume that the following conditions hold
(i) The functions $f, g$, and $h$ are continuously differentiable.
(ii) The Kuhn-Tucker condition is satisfied at $x_{0}$, for some $(\lambda, \mu) \in \mathbb{R}^{p} \times$ $\mathbb{R}^{q}$.
(iii) There is a Fréchet pseudo-Hessian $\partial^{2} L$ of $L$ at $x_{0}$ such that for every $u \in T\left(S, x_{0}\right) \backslash\{0\}$ and $M \in \partial^{2} L\left(x_{0}\right) \cup\left(\left[\partial^{2} L\left(x_{0}\right)\right]_{\infty} \backslash\{0\}\right)$, one has

$$
\langle u, M(u)\rangle>0 .
$$

Then $x_{0}$ is a locally unique solution of the problem ( $P$ ).
Proof. We follow the proof of the previous theorem. The expression for $L\left(x_{i}\right)-L\left(x_{0}\right)-\nabla L\left(x_{0}\right)\left(x_{i}-x_{0}\right)$ can now be written as
$L\left(x_{i}\right)-L\left(x_{0}\right)-\nabla L\left(x_{0}\right)\left(x_{i}-x_{0}\right)=\left\langle M_{i}\left(t_{i}\left(x_{i}-x_{0}\right)\right)+o\left(t_{i}\left\|x_{i}-x_{0}\right\|\right), x_{i}-x_{0}\right\rangle$
for some $M_{i} \in \partial^{2} L\left(x_{0}\right)$ and some $t_{i} \in(0,1)$ with $o\left(t_{i}\left\|x_{i}-x_{0}\right\|\right) /\left\|t_{i}\left(x_{i}-x_{0}\right)\right\|$ tending to 0 as $i \rightarrow \infty$. The rest of the proof remains without change.

Next we give more sufficient conditions in the case when a pseudoHessian of $L$ in a neighborhood of $a$ is known. Let $J=\left\{i \in I(a): \lambda_{i}>0\right\}$. Define

$$
Y=\left\{y \in B_{n} \quad: \quad\left\langle y, \nabla g_{i}(a)\right\rangle=0, i \in J, \quad\left\langle y, \nabla h_{j}(a)\right\rangle=0, j=1,2, \ldots, q\right\}
$$

and for $\varepsilon>0$ and $\delta>0$ define

$$
\begin{aligned}
& Z(\varepsilon, \delta)=\left\{u \in B_{n}:\|u-y\|<\varepsilon, \text { for some } y \in Y,\right. \\
& \quad \text { and } a+\bar{\delta}(u) u \in C, \text { for some } 0<\bar{\delta}(u)<\delta\}
\end{aligned}
$$

Theorem 4.2.9 Let a be a feasible point for $(P)$. Suppose that the KuhnTucker condition is satisfied at a by $(\lambda, \mu) \in \mathbb{R}^{p} \times \mathbb{R}^{q}$. Assume that for each $x$ in a neighborhood of $a, \partial^{2} L(x)$ is a pseudo-Hessian of $L$ at a. If there exist $\varepsilon>0$ and $\delta>0$ such that for each $u \in Z(\varepsilon, \delta)$ and for each $0<\alpha<1$,

$$
\langle M(u), u\rangle \geq 0
$$

for every $M \in \partial^{2} L(a+\alpha u)$, then a is a local minimizer of the problem $(P)$.
Proof. If $a$ is not a local minimizer, then there exists a sequence $\left\{x_{k}\right\}$ such that $x_{k}$ is feasible for $(P), x_{k} \rightarrow a$ as $k \rightarrow+\infty$, and $f\left(x_{k}\right)<f(a)$ for each $k$.

Let $x_{k}=a+\delta_{k} u_{k}$, where $\left\|u_{k}\right\|=1, \delta_{k}>0, \delta_{k} \rightarrow 0$ as $k \rightarrow+\infty$. Because $\left\|u_{k}\right\|=1$, the sequence $\left\{u_{k}\right\}$ has a convergent subsequence. Without loss of generality, we assume that $u_{k} \rightarrow y$ as $k \rightarrow+\infty$, with $\|y\|=1$.

By the mean value theorem, we have

$$
\begin{gathered}
0>f\left(x_{k}\right)-f(a)=\delta_{k} u_{k} \nabla f\left(a+\eta_{0 k} \delta_{k} u_{k}\right), 0<\eta_{0 k}<1, \\
0 \geq g_{i}\left(x_{k}\right)-g_{i}(a)=\delta_{k} u_{k} \nabla g_{i}\left(a+\eta_{i k} \delta_{k} u_{k}\right), 0<\eta_{i k}<1, \forall i \in I(a), \\
0=h_{j}\left(x_{k}\right)-h_{j}(a)=\delta_{k} u_{k} \nabla h_{j}\left(a+\xi_{j k} \delta_{k} u_{k}\right), 0<\xi_{j k}<1, \forall j=1, \ldots, q .
\end{gathered}
$$

Dividing the above inequalities and the equality by $\delta_{k}$ and taking limits as $k \rightarrow+\infty$, we obtain

$$
\langle y, \nabla f(a)\rangle \leq 0,\left\langle y, \nabla g_{i}(a)\right\rangle \leq 0, \forall i \in I(a),\left\langle y, \nabla h_{j}(a)\right\rangle=0, \forall j
$$

Suppose that $\left\langle y, \nabla g_{i}(a)\right\rangle<0$ for at least one $i \in J$. Then we get

$$
0 \geq\langle y, \nabla f(a)\rangle=-\sum_{i \in J} \lambda_{i}\left\langle y, \nabla g_{i}(a)\right\rangle-\sum_{j=1}^{q} \mu_{j}\left\langle y, \nabla h_{j}(a)\right\rangle>0
$$

This is a contradiction. Thus $\left\langle y, \nabla g_{i}(a)\right\rangle=0$ for all $i \in J$ or $J=\phi$. Then $y \in Y$. Because the Kuhn-Tucker conditions are satisfied at $a$ by $\lambda_{i}, \mu_{j}$, we have

$$
\begin{gathered}
\lambda_{i} \geq 0, \lambda_{i} g_{i}(a)=0, i=1, \ldots, p, \\
\nabla L(a)=\nabla f(a)+\sum_{i \in I(a)} \lambda_{i} \nabla g_{i}(a)+\sum_{j=1}^{q} \mu_{j} \nabla h_{j}(a)=0 .
\end{gathered}
$$

Because $f(a)>f\left(x_{k}\right)$, it follows from the latter inequalities and from the Taylor expansion for $L(x)$ at $a$ (Theorem 2.2.20) that

$$
\begin{aligned}
& f(a)> f\left(x_{k}\right) \\
& \geq f\left(x_{k}\right)+\sum_{i \in I(a)} \lambda_{i} g_{i}\left(x_{k}\right)+\sum_{j=1}^{q} \mu_{j} h_{j}\left(x_{k}\right) \\
& \geq f(a)+\sum_{i \in I(a)} \lambda_{i} g_{i}(a)+\sum_{j=1}^{q} \mu_{j} h_{j}(a) \\
&+\delta_{k} u_{k}^{t r}\left(\nabla f(a)+\sum_{i \in I(a)} \lambda_{i} \nabla g_{i}(a)+\sum_{j=1}^{q} \mu_{j} \nabla h_{j}(a)\right) \\
&+\frac{1}{2} \min _{M_{k} \in \operatorname{co}\left(\partial^{2} L\left(a+\theta_{k} \delta_{k} u_{k}\right)\right)}\left\langle M_{k}\left(\delta_{k} u_{k}\right), \delta_{k} u_{k}\right\rangle \\
&= f(a)+\frac{1}{2} \delta_{k}^{2} \min _{M_{k} \in \partial^{2} L\left(a+\theta_{k} \delta_{k} u_{k}\right)}\left\langle M_{k}\left(u_{k}\right), u_{k}\right\rangle \\
&= f(a)+\frac{1}{2} \delta_{k}^{2}\left\langle M_{k}^{0}\left(u_{k}\right), u_{k}\right\rangle
\end{aligned}
$$

for some $M_{k}^{0} \in \partial^{2} L\left(a+\theta_{k} \delta_{k} u_{k}\right)$ and $0<\theta_{k}<1$. Hence for any $k$, one has

$$
\begin{equation*}
0>\left\langle M_{k}^{0} u_{k}, u_{k}\right\rangle . \tag{4.2}
\end{equation*}
$$

By construction, $\left\|u_{k}\right\|=1, u_{k} \rightarrow y \in Y, \delta_{k} \rightarrow 0$ as $k \rightarrow+\infty, 0<\theta_{k} \delta_{k}<1$ when $k$ is large, and $a+\delta_{k} u_{k}$ is feasible for every $k$. Hence for $k$ large, $u_{k} \in Z(\varepsilon, \delta)$ and by assumption

$$
\left\langle M_{k}^{0}\left(u_{k}\right), u_{k}\right\rangle \geq 0
$$

This is a contradiction with (4.2). Then $a$ is a local minimizer of $(P)$.

Theorem 4.2.10 Let $a$ be a feasible solution for $(P)$. Suppose that the Kuhn-Tucker condition is satisfied at a by $(\lambda, \mu) \in \mathbb{R}^{p} \times \mathbb{R}^{q}$. Assume that for each $x$ in a neighborhood of $a, \partial^{2} L(x)$ is a pseudo-Hessian of $L(\cdot)$ at a. If there exist $\varepsilon>0$ and $\delta>0$ such that for each $u \in Z(\varepsilon, \delta)$ and for each $0<\alpha<1$, one has

$$
\langle M(u), u\rangle>0 \quad \text { for all } M \in \partial^{2} L(a+\alpha u)
$$

then $a$ is a strict local minimizer of the problem $(P)$.
Proof. The proof is only a slight modification of that of Theorem 4.2.9 and so it is omitted.

Example 4.2.11 (Necessary condition) Consider the following problem:

$$
\begin{aligned}
& \text { minimize } x^{4 / 3}-y^{4} \\
& \text { subject to }-x^{2}+y^{4} \leq 0
\end{aligned}
$$

It is clear that $(0,0)$ is a local optimal solution of this problem. By setting $\lambda=1$, we see that the Kuhn-Tucker condition is verified at this solution. The Lagrangian function $L$ is given by

$$
L(x)=x^{4 / 3}-y^{4}-x^{2}+y^{4}=x^{4 / 3}-x^{2} .
$$

The gradient map of $L$ is given by

$$
\nabla L(x, y)=\left(\frac{4}{3} x^{1 / 3}-2 x, 0\right)
$$

Because this gradient map is not locally Lipschitz at ( 0,0 ), the Clarke generalized Hessian of $L$ does not exist. Let us define

$$
\partial^{2} L(x, y):=\left\{\left(\begin{array}{cr}
\frac{4}{9} x^{-2 / 3}-20 \\
0 & 0
\end{array}\right)\right\}, \text { for } x \neq 0
$$

and

$$
\partial^{2} L(0, y):=\left\{\left(\begin{array}{cc}
\alpha & 0 \\
0 & -1 / \alpha
\end{array}\right): \alpha \geq 2\right\}
$$

A simple calculation confirms that this is a pseudo-Hessian map of $L$ which is upper semicontinuous at $(0,0)$. In this example, the set $X$ mentioned before Theorem 4.2.1 is given by

$$
X:=\left\{(x, y) \in \mathbb{R}^{2}: x^{2}=y^{4}\right\}
$$

In particular, $u=(0,1) \in T(X,(0,0))$. For each $M \in \partial^{2} L(0,0)$, we have

$$
\langle u, M(u)\rangle=-\frac{1}{\alpha}<0
$$

as $\alpha \geq 2$. The recession cone of $\partial^{2} L(0,0)$ is given by

$$
\left(\partial^{2} L(0,0)\right)_{\infty}=\left\{\left(\begin{array}{cc}
\alpha & 0 \\
0 & 0
\end{array}\right): \alpha \geq 0\right\}
$$

By choosing

$$
M=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \in\left(\partial^{2} L(0,0)\right)_{\infty} \backslash\{0\}
$$

we do have $\langle u, M(u)\rangle \geq 0$, as desired.
Example 4.2.12 (Sufficient condition) Consider the following problem;

$$
\begin{array}{cc}
\min & -x^{4 / 3}-y^{4} \\
\text { subject to } y^{4}-x^{2}=0
\end{array}
$$

As in the previous example, by setting $\mu=1$ we see that the Kuhn-Tucker condition is satisfied at $(0,0)$. The Lagrangian function L is given by

$$
L(x, y)=-x^{4 / 3}-x^{2}
$$

and its gradient map is given by

$$
\nabla L(x, y)=\left(-\frac{4}{3} x^{1 / 3}-2 x, 0\right)
$$

This gradient map is not locally Lipschitz at ( 0,0 ). Let us define

$$
\partial^{2} L(x, y):=\left\{\left(\begin{array}{cr}
-\frac{4}{9} x^{-2 / 3}-2 & 0 \\
0 & 0
\end{array}\right)\right\}, \text { for } x \neq 0
$$

and

$$
\partial^{2} L(0, y):=\left\{\left(\begin{array}{cc}
-\alpha & 0 \\
0 & 1 / \alpha
\end{array}\right): \alpha \geq 2\right\} .
$$

It is not hard to see that this is a pseudo-Hessian map of $L$ which is upper semicontinuous at $(0,0)$. The feasible set $S$ of this problem coincides with
the set $X$ of Example 4.2.11, so the contingent cone to this set at $(0,0)$ is given by

$$
T(S,(0,0))=\left\{(0, \beta) \in \mathbb{R}^{2}: \beta \in R\right\}
$$

For each $u=(0, \beta)$ with $\beta \neq 0$ and for each $M \in \partial^{2} L(0,0)$, we have

$$
\langle u, M(u)\rangle=\frac{\beta^{2}}{\alpha}>0
$$

as $\alpha \geq 2$. Despite this, the point $(0,0)$ is not a local optimal solution of the problem. Let us look at the recession condition of Theorem 4.2.8. The recession cone of $\partial^{2} L(0,0)$ is given by

$$
\left(\partial^{2} L(0,0)\right)_{\infty}=\left\{\left(\begin{array}{cc}
-\alpha & 0 \\
0 & 0
\end{array}\right): \alpha \geq 0\right\} .
$$

By choosing

$$
M=\left(\begin{array}{cc}
-1 & 0 \\
0 & 0
\end{array}\right) \in\left(\partial^{2} L(0,0)\right)_{\infty} \backslash\{0\}
$$

we derive

$$
\langle u, M(u)\rangle=0
$$

and see that the sufficient condition on the recession Hessian matrices is violated.

### 4.3 Composite Programming

## Necessary Optimality Conditions

Consider the following convex composite minimization problem,

```
minimize ( }g\circF)(x
subject to }x\inC,\mp@subsup{f}{i}{}(x)\leq0,i=1,2,\ldots,m
```

where $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a continuous nonsmooth map, $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is a convex function, $C \subset \mathbb{R}^{n}$ is a closed convex set, and for each $i, f_{i}$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuous. These kinds of problems are found in engineering applications. For instance, the min-max model with max-min constraints

$$
\begin{aligned}
& \operatorname{minimize} \max _{i \in I} F_{i}(x) \\
& \text { subject to } \max _{1 \leq k \leq r} \min _{1 \leq j \leq q_{k}} f_{k}^{j}(x) \leq 0
\end{aligned}
$$

can equivalently be written as the following inequality constrained problem of the form $(C C P)$,

$$
\begin{array}{ll}
\min _{\left(x, \mu_{1}, \ldots, \mu_{r}\right)}(g \circ F)(x) \\
\text { subject to } & \sum_{j \in \mathbf{q}_{k}} \mu_{k}^{j}=1, \mu_{k}^{j} \geq 0 \\
& \sum_{j \in \mathbf{q}_{k}} \mu_{k}^{j} f_{k}^{j}(x) \leq 0, k \in \mathbf{r}, j \in \mathbf{q}_{k}
\end{array}
$$

where $I:=\{1,2, \ldots, m\}, \mathbf{r}:=\{1,2, \ldots, r\}, \mathbf{q}_{k}:=\left\{1,2, \ldots, q_{k}\right\}, g(x)=$ $\max _{i \in I} x_{i}$, and $F(x)=\left(F_{1}(x), \ldots, F_{m}(x)\right)$.

Models involving max-min constraints arise in the design of electronic circuits subject to manufacturing tolerances and postmanufacturing tuning, and in optimal steering of mobile robots in the presence of obstacles. The composite structure of the problem (CCP) is used in a variety of applications. For instance, to solve nonlinear equations $F_{i}(x)=0, i=$ $1,2, \ldots, m$, one minimizes the norm $\left\|\left(F_{1}(x), \ldots, F_{m}(x)\right)\right\|$ which is a composite function of the norm function and the vector function $\left(F_{1}, \ldots, F_{m}\right)$. Similar problems of finding a feasible point of a system of continuous nonlinear inequalities $F_{i}(x) \leq 0, i=1,2, \ldots, m$, can be approached by minimizing $\left\|F(x)^{+}\right\|$where $F_{i}^{+}=\max \left(F_{i}, 0\right)$. Composite functions $g \circ F$ also appear in the form of an exact penalty function when solving a nonlinear programming problem. All these examples can be cast within the structure of (CCP). A variant of the nonsmooth composite model function $g \circ F$, where $g$ is differentiable and $F$ is continuous, also comes to light in the optimization reformulation of complementarity problems which we deal with in the next chapter. Also, continuous composite functions play an important role in the study of spectral functions such as the spectral abscissa and spectral radius that are continuous but are not locally Lipschitz. Variational analysis of such composite functions is of great interest in control theory and related areas.

Theorem 4.3.1 For the problem $(C C P)$, let $x \in \mathbb{R}^{n}$. Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous map, $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ a convex function, and let $f_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous for each $i=1,2, \ldots, m$. Assume that $F$ admits a pseudoJacobian map $\partial F$ which is upper semicontinuous at $x$ and that $f_{i}$ admits a bounded pseudo-Jacobian $\partial f_{i}(x)$ at $x$, for each $i=1,2, \ldots, m$. If $x$ is a local minimizer of the problem $(C C P)$, then there exist nonnegative numbers $\lambda^{0}, \lambda^{1}, \ldots, \lambda^{m}$ with $\lambda^{0}+\cdots+\lambda^{m}=1$ such that $\lambda^{i} f_{i}(x)=0, i=1,2, \ldots, m$,

$$
\begin{aligned}
0 & \in\left(\lambda^{0} \overline{\operatorname{co}}(\partial g(F(x)) \circ \partial F(x))+\sum_{i=1}^{m} \lambda^{i} \partial f_{i}(x)\right. \\
& \cup \lambda^{0} \operatorname{co}\left\{\partial g(F(x)) \circ\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right\}-(C-x)^{*}
\end{aligned}
$$

Proof. Put $I(x):=\left\{i: f_{i}(x)=0\right\}$, the active index set at $x$. Consider the system

$$
\begin{equation*}
y \in(C-x),(g \circ F)^{+}(x ; y)<0, f_{i}^{+}(x ; y)<0, i \in I(x) \tag{4.3}
\end{equation*}
$$

We claim that this system has no solution. Otherwise, it follows from the definitions of the upper Dini derivative and the continuity of $f_{i}$ that we can find a real number $\alpha>0$ such that
$x+\alpha y \in C,(g \circ F)(x+\alpha y)<(g \circ F)(x), f_{i}(x+\alpha y)<0, i=1,2, \ldots, m$
which contradicts local minimality at $x$. For $\varepsilon>0$, define

$$
\begin{gathered}
A_{\varepsilon}:=\left[\partial g(F(x))+\varepsilon B_{m}\right]^{\operatorname{tr}} \partial F(x), \\
P_{\varepsilon}:=A_{\varepsilon} \cup\left(\bigcup_{i \in I(x)} \partial f_{i}(x)\right)
\end{gathered}
$$

Because (4.3) has no solution, by the definition of pseudo-Jacobian, the following system also has no solution;

$$
y \in(C-x), \sup _{v \in P_{\varepsilon}}\langle v, y\rangle<0
$$

So, the separation theorem yields

$$
0 \in \operatorname{cl}\left(\operatorname{co}\left(P_{\varepsilon}\right)-(C-x)^{*}\right)
$$

Take $\varepsilon=1 / k, k \geq 1$. Then, by Caratheodory's theorem, we can represent 0 as

$$
\begin{equation*}
0=\lambda_{k}^{0} \sum_{j=1}^{n+1} \mu_{k}^{j}\left(a_{j k}+\frac{1}{k} b_{j k}\right)^{t r} c_{j k}+\sum_{i \in I(x)} \lambda_{k}^{i} d_{i k}-e_{k}+\frac{1}{k} l_{k}^{\prime} \tag{4.4}
\end{equation*}
$$

where

$$
\begin{gathered}
\lambda_{k}^{0}, \lambda_{k}^{i} \geq 0, \lambda_{k}^{0}+\sum_{i \in I(x)} \lambda_{k}^{i}=1, \mu_{k}^{j} \geq 0, \sum_{j=1}^{n+1} \mu_{k}^{j}=1 \\
a_{j k} \in \partial g(F(x)), b_{j k} \in B_{m}, c_{j k} \in \partial F(x), j=1, \ldots, n+1 \\
d_{i k} \in \operatorname{co}\left(\partial l_{i}(x)\right), i \in I(x), e_{k} \in(C-x)^{*}, l_{k}^{\prime} \in B_{m}
\end{gathered}
$$

Let

$$
J:=\{1,2, \ldots, n+1\}, J_{1}:=\left\{j \in J:\left\{c_{j k}\right\}_{k \geq 1} \text { is bounded }\right\}
$$

and $J_{2}:=J \backslash J_{1}$. Then (4.4) can be rewritten as

$$
\begin{align*}
0= & \lambda_{k}^{0}\left(\sum_{j \in J_{1}} \mu_{k}^{j}\left(a_{j k}+\frac{1}{k} b_{j k}\right)^{t r} c_{j k}+\sum_{j \in J_{2}} \mu_{k}^{j}\left(a_{j k}+\frac{1}{k} b_{j k}\right)^{t r} c_{j k}\right) \\
& +\sum_{i \in I(x)} \lambda_{k}^{i} d_{i k}-e_{k}+\frac{1}{k} l_{k}^{\prime} . \tag{4.5}
\end{align*}
$$

We may now assume, without loss of generality, the following sequences converge when $k$ tends to $\infty$.

$$
\begin{aligned}
& \lambda_{k}^{0} \rightarrow \lambda^{0} \in[0,1], \lambda_{k}^{i} \rightarrow \lambda^{i} \in[0,1] \quad \text { and } \quad \lambda^{0}+\sum_{i \in I(x)} \lambda^{i}=1, \\
& \mu_{k}^{j} \rightarrow \mu^{j} \in[0,1] \quad \text { and } \quad \sum_{j=1}^{n+1} \mu^{j}=1, \\
& a_{j k} \rightarrow a_{j} \in \partial g(F(x)), b_{j k} \rightarrow b_{j} \in B(0,1), j=1, \ldots, n+1, \\
& c_{j k} \rightarrow c_{j} \in \partial F(x), j \in J_{1}, \\
& d_{i k} \rightarrow d_{i} \in \operatorname{co}\left(\partial l_{i}(x)\right), i \in I(x), \quad \text { and } \\
& l_{k} \rightarrow l^{\prime} \in B_{m} .
\end{aligned}
$$

Case 1: $J_{2}=\phi$. In this case, we may assume $e_{k} \rightarrow e$ for some $e \in$ $(C-x)^{*}$. Letting $k \rightarrow \infty$, (4.5) yields

$$
\begin{aligned}
0 & =\lambda^{0} \sum_{j=1}^{n+1} \mu^{j} a_{j}^{t r} c_{j}+\sum_{i \in I(x)} \lambda^{i} d_{i}-e \\
& \in \lambda^{0} \operatorname{co}\left(\partial g(F(x))^{t r} \partial F(x)\right)+\sum_{i \in I(x)} \lambda^{i} \operatorname{co}\left(\partial f_{i}(x)\right)-(C-x)^{*}
\end{aligned}
$$

Case 2: $J_{2} \neq \phi$. If $\left\{\mu_{k}^{j} c_{j k}\right\}_{k \geq 1}$ is bounded for every $j \in J_{2}$, then $\mu^{j}=0$ for all $j \in J_{2}$. Hence $\sum_{j \in J_{1}} \mu^{j}=1$. So, we may assume that

$$
\mu_{k}^{j} c_{j k} \rightarrow c_{j} \in(\partial F(x))_{\infty}, j \in J_{2} \quad \text { and } \quad e_{k} \rightarrow e \in(C-x)^{*}
$$

Passing (4.5) to the limit, we get

$$
\begin{aligned}
& 0 \in \lambda^{0}\left(\sum_{j \in J_{1}} \mu^{j} a_{j}^{t r} c_{j}+\sum_{j \in J_{2}} a_{j}^{t r} c_{j}\right)+\sum_{i \in I(x)} \lambda^{i} d_{i}-e \\
& \in \lambda^{0}\left(\operatorname{co}(\partial g(F(x)) \circ \partial F(x))+\operatorname{co}\left(\partial g(F(x)) \circ(\partial F(x))_{\infty}\right)\right)+ \\
& \quad+\sum_{i \in I(x)} \lambda^{i} \operatorname{co}\left(\partial f_{i}(x)\right)-(C-x)^{*} \\
& \subset \lambda^{0} \overline{\operatorname{co}}(\partial g(F(x)) \circ \partial F(x))+\sum_{i \in I(x)} \lambda^{i} \operatorname{co}\left(\partial f_{i}(x)\right)-(C-x)^{*}
\end{aligned}
$$

because $\operatorname{co}(\partial g(F(x)) \circ \partial F(x))+\operatorname{co}\left(\partial g(F(x)) \circ(\partial F(x))_{\infty}\right) \subset \overline{\operatorname{co}}(\partial g(F(x)) \circ$ $\partial F(x))$. This inclusion follows from the fact that
$\partial g(F(x)) \circ(\partial F(x))_{\infty} \subset(\partial g(F(x)) \circ \partial F(x))_{\infty} \subset(\operatorname{co}(\partial g(F(x))) \circ \partial F(x))_{\infty}$ and that

$$
\begin{gathered}
\operatorname{co}(\partial g(F(x))) \circ \partial F(x)+\operatorname{co}\left(\partial g(F(x)) \circ(\partial F(x))_{\infty}\right) \\
\subset \overline{\mathrm{co}}(\partial g(F(x))) \circ \partial F(x)+(\overline{\operatorname{co}}(\partial g(F(x))) \circ \partial F(x))_{\infty} \\
=\overline{\mathrm{Co}}(\partial g(F(x))) \circ \partial F(x)
\end{gathered}
$$

If there exists $j \in J_{2}$ such that $\left\{\mu_{k}^{j} c_{j k}\right\}_{k \geq 1}$ is unbounded, then by taking subsequences instead we may assume there exists $j_{0} \in J_{2}$ such that

$$
\left\|\mu_{k}^{j_{0}} c_{j k}\right\| \geq\left\|\mu_{k}^{j} c_{j k}\right\|, \forall j \in J_{2}, k \geq 1
$$

Then $\mu_{k}^{j} c_{j k} /\left\|\mu_{k}^{j_{0}} c_{j_{0} K}\right\| \rightarrow c_{j} \in(\partial F(x))_{\infty}, j \in J_{2}$, and from (4.5), we may assume $e_{k} /\left\|\mu_{k}^{j_{0}} c_{j_{0} k}\right\| \rightarrow e \in(C-x)^{*}$, because $(C-x)_{\infty}^{*} \subset(C-x)^{*}$. Put $J_{3}:=\left\{j \in J_{2}: c_{j} \neq 0\right\}$. Then $J_{3} \neq \phi$ because $j_{0} \in J_{3}$. Now, by dividing (4.5) by $\left\|\mu_{k}^{j_{0}} c_{j_{0} k}\right\|$ and passing to the limit with $k \rightarrow \infty$, we obtain

$$
0=\lambda^{0} \sum_{j \in J_{3}} a_{j}^{t r} c_{j}-e \in \lambda^{0} \operatorname{co}\left(\partial g(F(x)) \circ\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right)-(C-x)^{*}
$$

Thus

$$
\begin{aligned}
0 \in & \left(\lambda^{0} \overline{\operatorname{co}}(\partial g(F(x))) \circ \partial F(x)+\sum_{i \in I(x)} \lambda^{i} \operatorname{co}\left(\partial f_{i}(x)\right)\right) \cup \\
& \cup \lambda^{0} \operatorname{co}\left(\partial g(F(x)) \circ\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right)-(C-x)^{*}
\end{aligned}
$$

By choosing $\lambda^{i}=0$ whenever $f_{i}(x)=0$, we obtain the conclusion.
The conclusion of the preceding theorem does not ensure that the Lagrange multiplier $\lambda^{0} \neq 0$. A suitable constraint qualification will ensure that $\lambda^{0} \neq 0$ as we saw for a general constrained problem in the previous section.

Now consider the composite problem with max-min constraints

$$
\begin{align*}
& \operatorname{minimize} \min (g \circ F)(x)  \tag{P}\\
& \text { subject to } \max _{1 \leq k \leq r} \min _{1 \leq j \leq q_{k}} f_{k}^{j}(x) \leq 0
\end{align*}
$$

where $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $f_{k}^{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are continuous, and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is convex.

Given an integer $q$, let $\Delta_{q}$ denote the $q$-simplex; that is,

$$
\Delta_{q}:=\left\{\mu \in \mathbb{R}^{q} \mid \sum_{j=1}^{q} \mu^{j}=1, \mu^{j} \geq 0, j=1,2, \ldots, q\right\}
$$

Denote by $O_{l, s}$ the zero element of $L\left(\mathbb{R}^{l}, \mathbb{R}^{s}\right)$ and by $O_{l}$ the zero element of $\mathbb{R}^{l}$, for $l, s \in \mathbb{N}$. For the sets $A \subset L\left(\mathbb{R}^{l}, \mathbb{R}^{s}\right)$ and $B \subset L\left(\mathbb{R}^{q}, \mathbb{R}^{s}\right)$, the product set $A \times B$ is given by

$$
A \times B:=\left\{(a, b) \in L\left(\mathbb{R}^{l+q}, \mathbb{R}^{s}\right) \mid a \in A, b \in B\right\}
$$

Corollary 4.3.2 For the problem $(P)$, assume that $F$ admits a pseudoJacobian map $\partial F$ which is upper semicontinuous at $\bar{x}$ and $f_{k}^{j}$ admits a bounded pseudo-Jacobian $\partial f_{k}^{j}(\bar{x})$, for each $k$ and $j$. If $\bar{x}$ is a local minimizer
for the problem $(P)$, then there exist $\bar{\mu}_{0}:=\left(\bar{\mu}_{0}^{0}, \bar{\mu}_{0}^{1}, \ldots, \bar{\mu}_{0}^{r}\right) \in \Delta_{r+1}$, and $\bar{\mu}_{k}:=\left(\bar{\mu}_{k}^{1}, \ldots, \bar{\mu}_{k}^{q_{k}}\right) \in \Delta_{q_{k}}$, such that

$$
\begin{aligned}
& \sum_{j=1}^{q_{k}} \bar{\mu}_{0}^{k} \bar{\mu}_{k}^{j} f_{k}^{j}(\bar{x})=0, k=1,2, \ldots, r \\
0 \in & {\left[\bar{\mu}_{0}^{0} \overline{\operatorname{co}}(\partial g(F(\bar{x}))) \circ \partial F(\bar{x})+\sum_{k=1}^{r} \sum_{j=1}^{q_{k}} \bar{\mu}_{0}^{k} \bar{\mu}_{k}^{j} \operatorname{co}\left(\partial f_{k}^{j}(\bar{x})\right)\right] } \\
& \cup\left[\bar{\mu}_{0}^{0} \operatorname{co}(\partial g(F(\bar{x}))) \circ\left((\partial F(\bar{x}))_{\infty} \backslash\{0\}\right)\right]
\end{aligned}
$$

Proof. Observe first that if $\bar{x}$ is a local minimizer for the problem (P), then there exist $\bar{\mu}_{k} \in \Delta_{q_{k}}, k=1,2, \ldots, r$, such that $\left(\bar{x}, \bar{\mu}_{1}, \ldots, \bar{\mu}_{r}\right)$ is a local minimizer for the following problem, denoted $\left(P^{\prime}\right)$,

$$
\begin{aligned}
\operatorname{minimize}_{\left(x, \mu_{1}, \ldots, \mu_{r}\right)} & (g \circ F)(x) \\
\text { subject to } & (x, \mu) \in \mathbb{R}^{n} \times \prod_{k=1}^{r} \Delta_{q_{k}} \\
& \sum_{j=1}^{q_{k}} \mu_{k}^{j} f_{k}^{j}(x) \leq 0, k=1,2, \ldots, r
\end{aligned}
$$

where $\mu=\left(\mu_{1}, \ldots, \mu_{r}\right)$. Define $\tilde{F}: \mathbb{R}^{n} \times \prod_{k=1}^{r} \mathbb{R}^{q_{k}} \rightarrow \mathbb{R}^{m}$ by $\tilde{F}(x, \mu)=$ $F(x)$ and $f_{k}: \mathbb{R}^{n} \times \prod_{k=1}^{r} \mathbb{R}^{q_{k}} \rightarrow \mathbb{R}, k=1,2, \ldots, r$, by

$$
f_{k}(x, \mu)=\sum_{j=1}^{q_{k}} \mu_{k}^{j} f_{k}^{j}(x)
$$

Put $C=\mathbb{R}^{n} \times \prod_{k=1}^{r} \Delta_{q_{k}}$. Rewrite $\left(P^{\prime}\right)$ as $\left(P^{\prime \prime}\right)$ :

$$
\begin{array}{ll}
\operatorname{minimize}_{(x, \mu)} & (g \circ \tilde{F})(x, \mu) \\
\text { subject to } & (x, \mu) \in C \\
& f_{k}(x, \mu) \leq 0, k=1,2, \ldots, r
\end{array}
$$

It can be verified that the set

$$
\partial \tilde{F}(x, \mu):=\partial F(x) \times\left\{O_{\ell, m}\right\}
$$

is a pseudo-Jacobian of $\partial \tilde{F}$ at $(x, \mu)$, where $\ell=\sum_{k=1}^{r} q_{k}$. The upper semicontinuity of $\partial \tilde{F}$ at $(\bar{x}, \bar{\mu})$ follows from the upper semicontinuity of $\partial F$ at $\bar{x}$. Now the set

$$
\partial f_{k}(\bar{x}, \bar{\mu}):=\sum_{j=1}^{q_{k}} \bar{\mu}_{k}^{j} \partial f_{k}^{j}(\bar{x}) \times\left\{O_{\ell, 1}\right\}+\sum_{j=1}^{q_{k}} f_{k}^{j}(\bar{x}) e_{k}^{j}
$$

is a bounded pseudo-Jacobian of $f_{k}$ at $(\bar{x}, \bar{\mu})$, where

$$
e_{k}^{j}:=\left(O_{n}, O_{q_{1}}, \ldots, O_{q_{k-1}}, e_{j, k}, O_{q_{k+1}}, \ldots, O_{q_{r}}\right)
$$

and $e_{j, k}$ is the $j$ th unit vector of $\mathbb{R}^{q_{k}}$. By Theorem 4.3.1, there exists $\bar{\mu}_{0} \in \Delta_{r+1}$ such that

$$
\begin{equation*}
\bar{\mu}_{0}^{k} f_{k}(\bar{x}, \bar{\mu})=0, k=1,2, \ldots, r \tag{4.6}
\end{equation*}
$$

and

$$
\begin{gather*}
O_{n+\ell} \in\left[\bar{\mu}_{0}^{0} \overline{\operatorname{co}}(\partial g(F(\bar{x}))) \circ \partial \tilde{F}(\bar{x}, \bar{\mu})+\sum_{k=1}^{r} \bar{\mu}_{0}^{k} \operatorname{co}\left(\partial f_{k}(\bar{x}, \bar{\mu})\right)\right] \\
\cup\left[\bar{\mu}_{0}^{0} \operatorname{co} \partial g(F(\bar{x})) \circ\left((\partial \tilde{F}(\bar{x}, \bar{\mu}))_{\infty} \backslash\left\{0_{n+\ell, m}\right\}\right)\right]-(C-(\bar{x}, \bar{\mu}))^{*} . \tag{4.7}
\end{gather*}
$$

Now (4.6) can be rewritten as

$$
\sum_{j=1}^{q_{k}} \bar{\mu}_{0}^{k} \bar{\mu}_{k}^{j} f_{k}^{j}(\bar{x})=0, k=1,2, \ldots, r
$$

It can be verified that

$$
\begin{aligned}
& \overline{\operatorname{co}}(\partial g(F(x))) \circ \partial \tilde{F}(\bar{x}, \bar{\mu})=\overline{\operatorname{co}}(\partial g(F(x))) \circ \partial F(x) \times\left\{O_{\ell, m}\right\}, \\
& \overline{\operatorname{co}}\left(\partial f_{k}(\bar{x}, \bar{\mu})\right) \subset \sum_{j=1}^{q_{k}} \bar{\mu}_{k}^{j} \operatorname{co}\left(\partial f_{k}^{j}(\bar{x})\right) \times\left\{O_{\ell, 1}\right\}+\sum_{j=1}^{q_{k}} f_{k}^{j}(\bar{x}) e_{k}^{j}, \\
& \operatorname{co}(\partial g(F(\bar{x}))) \circ\left((\partial \tilde{F}(\bar{x}, \bar{\mu}))_{\infty} \backslash\{0\}\right)=\operatorname{co}(\partial g(F(x))) \circ\left((\partial F(x))_{\infty} \backslash\{O\}\right), \\
& (C-(\bar{x}, \bar{\mu}))^{*}=\left\{O_{n}\right\} \times\left(\left(\prod_{k=1}^{r} \Delta_{q_{k}}\right)-(\bar{\mu})\right)^{*} .
\end{aligned}
$$

¿From these relations and (4.7), we get

$$
\begin{aligned}
O_{n+\ell} \in & {\left[\bar{\mu}_{0}^{0} \overline{\operatorname{co}}(\partial g(F(\bar{x}))) \circ\left(\partial F(\bar{x}) \times\left\{O_{\ell, m}\right\}\right)\right.} \\
& \left.+\sum_{k=1}^{r} \sum_{j=1}^{q_{k}} \bar{\mu}_{0}^{k} \bar{\mu}_{k}^{j}\left(\operatorname{co}\left(\partial f_{k}^{j}(\bar{x})\right) \times\left\{O_{\ell, 1}\right\}\right)+\sum_{k=1}^{r} \sum_{j=1}^{q_{k}} \bar{\mu}_{0}^{k} f_{k}^{j}(\bar{x}) e_{k}^{j}\right] \\
& \bigcup \bar{\mu}_{0}^{0} \overline{\mathrm{co}}(\partial g(F(\bar{x}))) \circ\left(\left((\partial F(\bar{x}))_{\infty} \backslash\left\{O_{n, m}\right\}\right) \times\left\{O_{\ell, m}\right\}\right) \\
& -\left\{O_{n}\right\} \times\left(\left(\prod_{k=1}^{r} \Delta_{q_{k}}\right)-(\bar{\mu})\right)^{*} .
\end{aligned}
$$

This implies that

$$
\begin{gathered}
O_{n} \in\left[\bar{\mu}_{0}^{0} \overline{\cos }(\partial g(F(\bar{x}))) \circ \partial F(\bar{x})+\sum_{k=1}^{r} \sum_{j=1}^{q_{k}} \bar{\mu}_{0}^{k} \bar{\mu}_{k}^{j} \operatorname{co}\left(\partial f_{k}^{j}(\bar{x})\right)\right] \\
\cup \bar{\mu}_{0}^{0} \operatorname{co}(\partial g(F(\bar{x}))) \circ\left((\partial F(\bar{x}))_{\infty} \backslash\left\{O_{n, m}\right\}\right) .
\end{gathered}
$$

Corollary 4.3.3 Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous map, let $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a convex function, and let $C \subset \mathbb{R}^{m}$ be a closed convex set. Assume that $F$ admits a pseudo-Jacobian map $\partial F$ which is upper semicontinuous at $x \in C$. If $x$ is a local minimizer of the composite problem

$$
\begin{aligned}
& \text { minimize }(g \circ F)(x) \\
& \text { subject to } x \in C,
\end{aligned}
$$

then

$$
0 \in \overline{\overline{\mathrm{co}}}(\partial g(F(x))) \circ \partial F(x) \cup \operatorname{co}\left(\partial g(F(x)) \circ\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right)-(C-x)^{*}
$$

Proof. The conclusion follows from the preceding theorem by taking for each $i, f_{i}(x)=-1$, for all $x$. In this case, $\lambda^{i}=0$, for $i=1,2, \ldots, m$, and so $\lambda^{0}=1$.

The following example shows that the necessary condition in Corollary 4.3.3 is, in general, not valid without a recession cone condition.

Example 4.3.4 Let $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $g: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be defined by

$$
F(x, y)=\left(x^{2 / 3} \operatorname{sign}(x)+\frac{y^{4}}{2}, \sqrt{2} x^{1 / 3}+\frac{y^{2}}{\sqrt{2}}\right)
$$

$g(u, v)=u+v^{2}$, and $C=\left\{(x, y) \in \mathbb{R}^{2} \mid x \leq 0, y \leq 0\right\}$. Then $F$ is continuous, but not Lipschitz, $g$ is convex, and the composite function $g \circ F$ is given by

$$
(g \circ F)(x, y)=x^{2 / 3}(\operatorname{sign}(x)+2)+y^{4}+2 x^{1 / 3} y^{2}
$$

The function $g \circ F$ attains its local minimum at $(0,0)$. A pseudo-Jacobian of $F$ at $(0,0)$ and its recession cone are given, respectively, by

$$
\begin{aligned}
\partial F(0,0) & =\left\{\left(\begin{array}{cc}
\alpha & 0 \\
\alpha^{2} & 0
\end{array}\right): \alpha \geq 1\right\} \\
\partial F(0,0)_{\infty} & =\left\{\left(\begin{array}{ll}
0 & 0 \\
\beta & 0
\end{array}\right): \beta \geq 0\right\} .
\end{aligned}
$$

Clearly, $0 \notin \overline{\operatorname{co}}(\partial g(F(0,0))) \circ \partial F(0,0)-(C-(0,0))^{*}$. However,

$$
0 \in \operatorname{co}\left(\partial g(F(0,0)) \circ\left((\partial F(0,0))_{\infty} \backslash\{0\}\right)\right)-(C-(0,0))^{*}
$$

## Sufficient Conditions

We now establish conditions which ensure that a feasible point is a local or strict local minimizer of $g \circ F$ over a closed convex set $C$. The next result presents a test for local optimality of the continuous convex composite function $g \circ F$.

Theorem 4.3.5 Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous map; let $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a convex function; let $C$ be a closed convex subset of $\mathbb{R}^{m}$ and let $a \in C$. If there exists a neighborhood $U$ of a such that $F$ admits a pseudo-Jacobian map $\partial F$ which is upper semicontinuous on $U$ and if

$$
\langle w, x-a\rangle>0
$$

for each $x \in C \cap U \backslash\{a\}$ and for each

$$
w \in(\overline{\operatorname{co}}(\partial g(F(x))) \circ \partial F(x)) \cup \operatorname{co}\left\{\partial g(F(x)) \circ\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right\}
$$

then $a$ is a local minimizer of $g \circ F$ over $C$.
Proof. Suppose that $a$ is not a local minimizer of $g \circ F$ over $C$. Then there exists $y \in U \cap C$ such that $(g \circ F)(a)>(g \circ F)(y)$. By the continuity of $g \circ F$, we can find $b=y+\alpha(a-y)$ for some $\alpha \in(0,1)$ with

$$
(g \circ F)(b)>(g \circ F)(y)
$$

Let $\varepsilon>0$. Put $A_{\varepsilon}(x):=\left(\partial g(F(x))+\varepsilon B_{m}^{t r}\right) \circ \partial F(x)$. Corollary 2.3.4 gives us for each $\varepsilon>0, \operatorname{cl}\left(A_{\varepsilon}(x)\right)$ is a pseudo-Jacobian of $g \circ F$ at each $x \in U \cap C$. Take $\varepsilon=1 / k, k \in \mathbb{N}$. Because $(g \circ F)(b)-(g \circ F)(y)>0$, in view of the mean value theorem, there exist $z_{k}=y+\alpha_{k}(b-y)$, and $\alpha_{k} \in(0,1)$, such that $w_{k}^{t r}(b-y)>0$, for some $w_{k} \in \overline{\operatorname{co}}\left(A_{1 / k}\right)$. So, we can find $p_{k} \in \operatorname{co}\left(A_{1 / k}\left(z_{k}\right)\right)$ satisfying

$$
\left\langle p_{k},(b-y)\right\rangle>0
$$

By Caratheodory's theorem, $p_{k}$ can be represented as

$$
p_{k}=\sum_{i=1}^{n+1} \lambda_{i k}\left\langle u_{i k}+\frac{1}{k} a_{i k}, v_{i k}\right\rangle
$$

for some $u_{i k} \in \partial g\left(F\left(z_{k}\right)\right), a_{i k} \in B_{m}, v_{i k} \in \partial F\left(z_{k}\right), \lambda_{i k} \geq 0$ with $\sum_{i=1}^{n+1} \lambda_{i k}=$ 1. Now

$$
\begin{equation*}
\sum_{i=1}^{n+1} \lambda_{i k}\left\langle u_{i k}+\frac{1}{k} a_{i k}, v_{i k}(b-y)\right\rangle>0 \tag{4.8}
\end{equation*}
$$

Let
$I:=\{1,2, \ldots, n+1\}, I_{1}=\left\{i \in I:\left\{v_{i k}\right\}_{k \geq 1}\right.$ is bounded $\}$, and $I_{2}:=I \backslash I_{1}$.
Then we may assume, without loss of generality, that $\lambda_{i k} \rightarrow \lambda_{i}, \sum_{i=1}^{n+1} \lambda_{i}=$ $1, z_{k} \rightarrow z \in[b, y]$, Clearly, $z \neq a$. By the continuity of $F$ and the property of the subdifferential of convex functions, we may assume that $u_{i k} \rightarrow u_{i} \in$ $\partial g(F(z))$. We may also assume that for each $i \in I_{1}, v_{i k} \rightarrow v_{i}$ for some $v_{i}$. The upper semicontinuity of $\partial F$ at $z$ implies $v_{i} \in \partial(z)$. Represent (4.8) as

$$
\left\langle\sum_{i \in I_{1}} \lambda_{i k}\left(u_{i k}+\frac{1}{k} a_{i k}\right) \circ v_{i k}+\sum_{i \in I_{2}}\left(\lambda_{i k} u_{i k}+\frac{1}{k} a_{i k}\right) \circ v_{i k},(b-y)\right\rangle>0
$$

Employing the same method of proof as in the proof of Theorem 4.3.1, we find an element

$$
w \in \overline{\operatorname{co}} \partial g(F(z)) \circ \partial F(z) \cup \operatorname{co}\left(\partial g(F(z)) \circ\left((\partial F(z))_{\infty} \backslash\{0\}\right)\right)
$$

such that $\langle w,(b-y)\rangle \geq 0$. Because $z \in[b, y]$, there exists $\beta>0$ such that $z-a=\beta(y-b)$. Hence $\langle w, z-a\rangle \leq 0$, which contradicts the hypothesis and so the proof is completed.

Theorem 4.3.6 Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous map; let $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a convex function and let $C \subset \mathbb{R}^{n}$ be a closed convex set. Assume that $F$ admits a pseudo-Jacobian map $\partial F$ which is upper semicontinuous on a neighborhood of $a \in C$ and that

$$
\langle w, y\rangle>0
$$

for all $w \in(\overline{c o}(\partial g(F(a))) \circ \partial F(a)) \cup\left(\operatorname{co}(\partial g(F(a))) \circ\left((\partial F(a))_{\infty} \backslash\{0\}\right)\right)$, and for all $y \in T(C, a)$, where $T(C, a)$ is the contingent cone to $C$ at $a$. Then $a$ is a strict local minimizer of $g \circ F$ over $C$.

Proof. Suppose to the contrary that $a$ is not a strict local minimizer of $g \circ F$ over $C$. Then there is $a_{i} \rightarrow a, a_{i} \in C \backslash\{a\}$ such that $(g \circ F)\left(a_{i}\right)-$ $(g \circ F)(a) \leq 0$. We may assume that $a_{i}-a /\left\|a_{i}-a\right\| \rightarrow y \in T(C, a)$. We use the mean value theorem to infer that there exist some $c_{i} \in\left(a_{i}, a\right)$ and $\beta_{i} \in \overline{\mathrm{Co}}\left[\partial g\left(F\left(c_{i}\right)\right)+(1 / i) B_{m}^{t r} \partial F\left(c_{i}\right)\left(a_{i}-a\right)\right]$ such that

$$
\beta_{i}=(g \circ F)\left(a_{i}\right)-(g \circ F)(a) \leq 0 .
$$

Hence, for each $i$, we can find $p_{i} \in \operatorname{co}\left(\partial g\left(F\left(c_{i}\right)\right)+(1 / i) B_{m}\right) \circ \partial F\left(c_{i}\right)$ satisfying

$$
\begin{equation*}
\left\langle p_{i}, a_{i}-a\right\rangle-\frac{\left\|a-a_{i}\right\|}{i} \leq 0 \tag{4.9}
\end{equation*}
$$

By Caratheodory's theorem, we can represent $p_{i}$ as

$$
p_{i}=\sum_{j=1}^{n+1} \lambda_{j i}\left(u_{j i}+\frac{1}{i} b_{j i}\right) \circ v_{j i}
$$

where

$$
\lambda_{j i} \geq 0, \sum_{j=1}^{n+1} \lambda_{j i}=1, u_{j i} \in \partial g\left(F\left(c_{i}\right)\right), b_{j i} \in B_{m}, v_{j i} \in \partial F\left(c_{i}\right)
$$

Let $J:=\{1,2, \ldots, n+1\}, J_{1}:=\left\{j \in J:\left\{v_{j i}\right\}_{i \geq 1}\right.$ is bounded $\}$, and $J_{2}:=$ $J \backslash J_{1}$. Divide (4.9) by $\left\|a_{i}-a\right\|$ to get

$$
\begin{gathered}
\left\langle\sum_{j \in J_{1}} \lambda_{j i}\left(u_{j i}+\frac{1}{i} b_{j i}\right) \circ v_{j i}, \frac{\left(a_{i}-a\right)}{\left\|a_{i}-a\right\|}\right\rangle \\
+\left\langle\sum_{j \in J_{2}} \lambda_{j i}\left(u_{j i}+\frac{1}{i} b_{j i}\right) \circ v_{j i}, \frac{\left(a_{i}-a\right)}{\left\|a_{i}-a\right\|}\right\rangle-\frac{1}{i} \leq 0 .
\end{gathered}
$$

As in the proof of the preceding theorem, by passing to the limit in the latter inequality when $i$ tends to $\infty$, we can find

$$
w \in \overline{\mathrm{co}}(\partial g(F(a))) \circ \partial F(a) \cup \operatorname{co}\left(\partial g(F(a)) \circ\left((\partial F(a))_{\infty} \backslash\{0\}\right)\right)
$$

satisfying $\langle w, y\rangle \leq 0$, which contradicts the hypothesis and so the proof is completed.

## Second-Order Conditions

In this section, we prove second-order results for the following convex composite problem,
minimize $(g \circ F)(x)$
subject to $x \in C$,
where $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is convex and $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is Gâteaux differentiable. In order to introduce a new Lagrangian for this problem we define the conjugate (or the Fenchel transform) of the convex function $g$ by

$$
g^{*}(\xi):=\sup \left\{\langle\xi, x\rangle-g(x): x \in \mathbb{R}^{m}\right\}, \quad \text { for } \xi \in \mathbb{R}^{m}
$$

This function takes values in $\mathbb{R} \cup\{+\infty\}$. We state some of the properties of conjugate functions needed in the sequel. Recall that $\partial^{c a}$ denotes the subdifferential in the sense of convex analysis (see Section 1.4).

Lemma 4.3.7 Let $g$ be a convex function on $\mathbb{R}^{m}$. Then $g$ is a convex function and the following assertions are equivalent for every vector $x$ and $\xi$ of the effective domains of $g$ and $g^{*}$
(i) $g^{*}(\xi)+g(x)=\langle\xi, x\rangle$,
(ii) $\xi \in \partial^{c a} g(x)$.

Proof. Because for every fixed $x \in \mathbb{R}^{n}$, the function $\xi \mapsto\langle\xi, x\rangle-g(x)$ is affine, hence convex, the conjugate function being a supremum of convex functions is convex. For the equivalence of (i) and (ii), let $\xi \in \partial^{c a}(x)$. Then by definition one has

$$
\langle\xi, x\rangle-g(x) \geq\langle\xi, y\rangle-g(y)
$$

for every $y \in \mathbb{R}^{m}$, and so

$$
\langle\xi, x\rangle-g(x) \geq \sup \left\{\langle\xi, y\rangle-g(y): y \in \mathbb{R}^{m}\right\}=g^{*}(\xi)
$$

On the other hand, by the definition of conjugate functions,

$$
g^{*}(\xi) \geq\langle\xi, x\rangle-g(x)
$$

Therefore, equality (i) is obtained.
Conversely, equality in (i) shows that

$$
\sup _{y \in \mathbb{R}^{m}}(\langle\xi, y\rangle-g(y))=\langle\xi, x\rangle-g(x) .
$$

Therefore, for every $y \in \mathbb{R}^{m}$ one has

$$
\langle\xi, y\rangle-g(y) \leq\langle\xi, x\rangle-g(x),
$$

which implies

$$
g(y)-g(x) \geq\langle\xi, y-x\rangle .
$$

According to Proposition 1.4.3, $\xi$ is an element of $\partial^{c a} g(x)$.
Now we define the Lagrangian of the problem $(C P)$ by

$$
L\left(x, y^{*}\right)=\left\langle y^{*}, F(x)\right\rangle-g^{*}\left(y^{*}\right) \quad \text { for } x \in \mathbb{R}^{n}, y^{*} \in \mathbb{R}^{m}
$$

where $g^{*}$ is the conjugate function of $g$. We define the $\varepsilon$-subdifferential of $g$ at $y$ by

$$
\partial_{\varepsilon} g(y)=\left\{y^{*} \in \mathbb{R}^{m}: g(z) \geq g(y)+\left\langle y^{*}, z-y\right\rangle \text { for all } z \in \mathbb{R}^{m}\right\}
$$

Let $h: \mathbb{R}^{n} \rightarrow \mathbb{R}$. A real-valued function $\phi(x, u)$ defined on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ is said to be an LMO-approximation for $h$ at $z$ in the sense of Ioffe if $\phi(x, 0)=h(x)$ for any $x$ in a neighborhood of $z$, if the function $u \rightarrow \phi(x, u)$ is convex and continuous, and if

$$
\liminf _{y \rightarrow z, u \rightarrow 0}\|u\|^{-1}(\phi(y, u)-h(y+u)) \geq 0
$$

Lemma 4.3.8 Let $\varepsilon>0$ be given and let $\phi(x, u)$ be an LMO-approximation for a locally Lipschitz function $h$ at $z$. Then the function

$$
\phi_{\varepsilon}(x, u):=\sup \left\{\left\langle u^{*}, u\right\rangle-\phi\left(x, u^{*}\right): u^{*} \in \partial_{\varepsilon} \phi(x, 0)\right\}
$$

is an LMO-approximation for $h$ at $z$.

Proof. Let $k$ be a Lipschitz rank for $h$ and let $0<\eta<k$ be given. Choose a positive $\delta \leq \varepsilon /(2 k)$ such that

$$
\begin{equation*}
\phi(x, u)+\eta\|u\| \geq h(x+u) \quad \text { for } x \in z+\delta B_{n}, u \in \delta B_{n} \tag{4.10}
\end{equation*}
$$

We show that (4.10) remains valid when $\phi$ is replaced by $\phi_{\varepsilon}$ which will complete the proof. To this end, let us fix arbitrary elements $x$ and $u$ satisfying (4.10). It is clear that

$$
\phi_{\varepsilon}(x, u) \leq \phi(x, u)
$$

So, if equality holds, we are done. Hence we assume that $\phi_{\varepsilon}(x, u)<\phi(x, u)$. Denote by

$$
t_{0}:=\inf \left\{t>0: \phi_{\varepsilon}(x, t u)<\phi(x, t u)\right\} .
$$

Then $t_{0}<1$ and also $t_{0}>0$ because when $u^{\prime}$ is close to 0 , one has

$$
\begin{aligned}
\phi\left(x, u^{\prime}\right) & =\sup \left\{\left\langle x^{*}, u^{\prime}\right\rangle-\phi^{*}\left(x, u^{*}\right): u^{*} \in \partial_{\varepsilon} \phi(x, 0)\right\} \\
& =\phi_{\varepsilon}\left(x, u^{\prime}\right)
\end{aligned}
$$

First we wish to prove that there is $u^{*} \in \partial \phi\left(x, t_{0} u\right)$ such that

$$
\begin{equation*}
\phi(x, 0)+\phi^{*}\left(x, u^{*}\right)=\varepsilon \tag{4.11}
\end{equation*}
$$

Indeed, because $\phi_{\varepsilon} \leq \phi$ and equality holds at $t_{0} u$, we have the inclusion

$$
\partial \phi_{\varepsilon}\left(x, t_{0} u\right) \subseteq \partial \phi\left(x, t_{0} u\right)
$$

Furthermore, because $\phi(x, \cdot)$ is convex and continuous, the set $\partial \phi_{\varepsilon}\left(x, t_{0} u\right)$ is nonempty and by definition,

$$
\partial \phi_{\varepsilon}\left(x, t_{0} u\right) \subseteq \partial_{\varepsilon} \phi(x, 0)
$$

Hence there exists some element $u_{1}^{*}$ from $\partial \phi\left(x, t_{0} u\right) \cap \partial_{\varepsilon} \phi(x, 0)$. This yields

$$
\phi(x, 0)+\phi *\left(x, u_{1}^{*}\right) \leq \varepsilon .
$$

On the other hand, for $t>t_{0}$ if it is true that

$$
\phi(x, t u)>\phi_{\varepsilon}(x, t u)
$$

and $u^{*} \in \partial \phi(x, t u)$, then this $u^{*}$ does not belong to the set $\partial_{\varepsilon} \phi(x, 0)$ (otherwise one would have $\left.\phi(x, t u)=\phi_{\varepsilon}(x, t u)\right)$, which implies

$$
\phi(x, 0)+\phi^{*}\left(x, u^{*}\right) \geq \varepsilon .
$$

By taking a sequence $\left\{t_{k}\right\}$ such that $t_{k}>t_{0}$ and $t_{k} \rightarrow t_{0}$, one may find then an element $u_{2}^{*} \in \partial \phi\left(x, t_{0} u\right)$ such that

$$
\phi(x, 0)+\phi^{*}\left(x, u_{2}^{*}\right) \geq \varepsilon .
$$

A convex combination $u^{*}$ of $u_{1}^{*}$ and $u_{2}^{*}$ will satisfy (4.11). Now from (4.11) we deduce

$$
\varepsilon-\left\langle u^{*}, t_{0} u\right\rangle=\phi(x, 0)-\phi\left(x, t_{0} u\right)
$$

and by (4.10) one has

$$
\begin{aligned}
\left\langle u *, t_{0} u\right\rangle & \geq h\left(x+t_{0} u\right)-h(x)+\varepsilon-\eta t_{0}\|u\| \\
& \geq \varepsilon-(k+\eta) t_{0}\|u\| .
\end{aligned}
$$

Because $0<t_{0}<1$ and $\|u\| \leq \delta \leq \varepsilon /(2 k)$, the above inequality gives that

$$
\begin{aligned}
\frac{\left\langle u^{*}, t_{0} u\right\rangle}{\|u\|} & \geq \frac{\varepsilon}{t_{0}\|u\|}-(k+\eta) \\
& \geq \frac{\varepsilon}{\|u\|}-(k+\eta) \geq k-\eta
\end{aligned}
$$

Clearly, $u^{*}$ belongs to the set $\partial \phi(x, 0)$, as well as to the sets $\partial_{\varepsilon}\left(x, t_{0} u\right)$ and $\partial \phi\left(x, t_{0} u\right)$, therefore

$$
\begin{aligned}
\phi_{\varepsilon}(x, u)+\eta\|u\| & \geq \phi_{\varepsilon}\left(x, t_{0} u\right)+\eta\|u\|+\left(1-t_{0}\right)\left\langle u^{*}, u\right\rangle \\
& \geq \phi\left(x, t_{0} u\right)+\eta\|u\|+\left(1-t_{0}\right)(k-\eta)\|u\| \\
& \geq \phi\left(x, t_{0} u\right)+\eta\|u\| \geq f\left(x+t_{0} u\right) .
\end{aligned}
$$

By this the proof is complete.

Using LMO-approximations, we have the following characterizations of a local minimum of a locally Lipschitz function.

Lemma 4.3.9 Assume that $h$ is locally Lipschitz on $\mathbb{R}^{n}$ and $z \in \mathbb{R}^{n}$ and that $\phi(x, u)$ is an LMO-approximation of h at z.Let $\beta_{\xi}(x)=-\min \left\{\phi^{*}\left(x, u^{*}\right)\right.$ : $\left.\left\|u^{*}\right\| \leq \xi\right\}$ for any fixed $\xi>0$. Then the following conditions are equivalent
(i) $h$ attains a local minimum at $z$.
(ii) $0 \in \partial \phi(z, 0)$ and $\beta_{\xi}$ attains a local minimum at $z$ for any $\xi>0$.
(iii) $0 \in \partial \phi(z, 0)$ and $\beta_{\xi}$ attains a local minimum at $z$ for some $\xi>0$.

Proof. First note that by the definition of conjugate functions one has

$$
\phi^{*}\left(x, u^{*}\right)+\phi(x, 0) \geq 0 .
$$

Therefore,

$$
\begin{equation*}
h(x)=\phi(x, 0) \geq-\phi^{*}\left(x, u^{*}\right) \geq \beta_{\xi}(x) \tag{4.12}
\end{equation*}
$$

To obtain (i) from (iii), we notice that $-\phi^{*}(z, 0)=\phi(z, 0)$ whenever $0 \in$ $\partial \phi(z, 0)$. Consequently,

$$
\beta_{\xi}(z) \geq-\phi^{*}(z, 0)=\phi(z, 0)=h(z) .
$$

This shows that if $z$ is a local minimizer of $\beta_{\xi}$, then by (4.12),

$$
h(x) \geq \beta_{\xi}(x) \beta_{\xi}(z) h(z)
$$

as soon as $x$ is in a small neighborhood of $z$.
The implication (ii) $\rightarrow$ (iii) is evident. Now we show that (i) is obtained from (ii). In view of (i), for each $u \in \mathbb{R}^{n}$ with $\|u\|=1$, one has $h(z+$ $t u)-h(z) \geq 0$ for $t>0$ sufficiently small. According to the definition of LMO-approximations, one deduces

$$
\begin{aligned}
\liminf _{t \downarrow 0} \frac{\phi(z, t u)-\phi(z, 0)}{t} & =\liminf _{t \downarrow 0} \frac{\phi(z, t u)-h(z+t u)+h(z+t u)-h z)}{t} \\
\geq & \liminf _{t \downarrow 0} \frac{\phi(z, t u)-h(z+t u)}{t} \\
& +\liminf _{t \downarrow 0} \frac{h(z+t u)-h(z)}{t} \\
\geq & 0 .
\end{aligned}
$$

Thus the directional derivative $\phi^{\prime}((z, 0) ; u) \geq 0$ for every direction $u \in \mathbb{R}^{n}$ and hence $0 \in \partial \phi(z, 0)$. Furthermore, let $\xi>0$ be fixed. It follows from the definition of LMO-approximations that there exists some $\delta_{0}>0$ such that

$$
\phi(x, u)+(\xi / 2)\|u\| \geq h(x+u) \geq h(z)
$$

for $\|x-z\| \leq \delta_{0}$ and $\|u\| \leq \delta_{0}$. Then

$$
\begin{equation*}
p(x, u):=\phi(x, u)+\xi\|u\| \geq h(z)+(\xi / 2)\|u\| . \tag{4.13}
\end{equation*}
$$

Choose $0<\delta \leq \delta_{0}$ so small that

$$
h(x) \leq h(z)+(\xi / 2) \delta_{0} \quad \text { whenever } x \in z+\delta B-n .
$$

For $x$ as above,

$$
p(x, 0)=h(x) \leq h(z)+(\xi / 2) \delta_{0} .
$$

This inequality together with (4.13) applied to $u$ with $\|u\|=\delta_{0}$ and the convexity of $p(x, \cdot)$ produces

$$
\inf _{u \in \mathbb{R}^{n}} p(x, u)=\inf _{u \in \delta_{0} B_{n}} p(x, u) .
$$

Because $\beta_{\xi}(x)=\inf _{u \in \mathbb{R}^{n}} p(x, u)$, combining the above equality with (4.12) and (4.13) gives

$$
\beta_{\xi}(x) \geq h(z) \geq \beta_{\xi}(z)
$$

as requested.
If $g$ is convex and $F$ is continuous Gâteaux differentiable, then the composite function $f:=g \circ F$ is directionally differentiable. Its directional derivative at $x$ is given by

$$
f^{\prime}(x ; d)=g^{\prime}(F(x) ; \nabla F(x)(d))
$$

Let

$$
K(x):=\left\{u \in \mathbb{R}^{n}: g(F(x)+t \nabla F(x)(u)) \leq g(F(x)) \text { for some } t>0\right\}
$$

and let

$$
D(x):=\left\{u \in \mathbb{R}^{n}: g^{\prime}(F(x) ; \nabla F(x)(u)) \leq 0\right\}
$$

For $z \in \mathbb{R}^{n}$, define

$$
M_{0}(z)=\left\{y^{*} \in \mathbb{R}^{m}: y^{*} \in \partial^{C} g(F(z)), y^{*} \circ \nabla F(z)=0\right\}
$$

Then $M_{0}(z) \neq \emptyset$ provided $0 \in \partial^{C} g(F(z)) \circ \nabla F(z)$. Now we state the secondorder optimality conditions for the function $g \circ F$.

Theorem 4.3.10 Let $a \in \mathbb{R}^{n}$. Assume that $g$ is a convex function and $F$ is Gâteaux differentiable at a. Suppose that for each $y^{*} \in \mathbb{R}^{m}, \partial^{2} L\left(a, y^{*}\right)$ is a Gâteaux pseudo-Hessian of $L\left(\cdot, y^{*}\right)$ at a and that $\partial^{2} L(a, \cdot)$ is upper semicontinuous on $\mathbb{R}^{m}$. If $a$ is a local minimizer of $g \circ F$, then

$$
\sup \left\{\langle u, M(u)\rangle: M \in \partial^{2} L\left(a, y^{*}\right), y^{*} \in M_{0}(a)\right\} \geq 0, \forall u \in K(a)
$$

Proof. Let $u \in K(a)$. First, observe from Theorem 4.3.1 that

$$
0 \in \partial^{C} g(F(a)) \circ \nabla F(a)
$$

as $g \circ F$ attains a local minimum at $a$. This yields $M_{0}(a) \neq \emptyset$. Now let $\varepsilon>0$. Then it follows from Lemma 4.3.9 that the function

$$
\rho_{\varepsilon}(x ; u)=g_{\varepsilon}(\nabla F(a) u+F(x))
$$

is an LMO-approximation of $f$ at $a$, where

$$
g_{\varepsilon}(y)=\sup \left\{y^{* t r} y-g^{*}\left(y^{*}\right): y^{*} \in \partial_{\varepsilon} g(F(x))\right\}
$$

Let $\eta>0$, and define the function $\phi_{\eta \varepsilon}$ by

$$
\phi_{\eta \varepsilon}(x)=\max \left\{L\left(x, y^{*}\right): y^{*} \in M_{\eta \varepsilon}(x)\right\},
$$

where

$$
M_{\eta \varepsilon}(x)=\left\{y^{*} \in \mathbb{R}^{m}: y^{*} \in \partial_{\varepsilon} g(F(x)),\left\|y^{*} \circ \nabla F(z)\right\| \leq \eta\right\} .
$$

By applying the conjugate duality theory, we can get

$$
\phi_{\eta \varepsilon}(x)=-\min \left\{\rho_{\varepsilon}^{*}\left(x, u^{*}\right):\left\|u^{*}\right\| \leq \eta\right\},
$$

where $\rho_{\varepsilon}^{*}\left(x, u^{*}\right)=\sup \left\{\left\langle u^{*}, u\right\rangle-\rho_{\varepsilon}(x, u): u \in \mathbb{R}^{n}\right\}$ is the Fenchel conjugate of $\rho_{\varepsilon}(x, \cdot)$. Because $f$ is locally Lipschitz and $a$ is a local minimizer of $f$, we deduce from Lemma 4.3.7 that $\phi_{\eta \varepsilon}$ attains a local minimum at $a$, and hence $\phi_{\eta \varepsilon}(x) \geq \phi_{\eta \varepsilon}(a)=g(F(a))$ for any $x$ in a neighborhood of $a$. Then, from the classical mean value theorem and the definition of the Gâteaux pseudo-Hessian, we get that for $t$ sufficiently small and positive,

$$
\begin{aligned}
g(F(a)) \leq \phi_{\eta \varepsilon}(a+t u) & =\sup \left\{L\left(a+t u, y^{*}\right): y^{*} \in M_{\eta \varepsilon}(a)\right\} \\
& =\sup \left\{y^{* T} F(a+t u)-g^{*}\left(y^{*}\right): y^{*} \in M_{\eta \varepsilon}(a)\right\}
\end{aligned}
$$

Let us express

$$
\begin{aligned}
\left\langle y^{*}, F(a+t u)\right\rangle-g^{*}\left(y^{*}\right)= & \left\langle y^{*}, F(a)\right\rangle+\left\langle y^{*}, \nabla F(a+s u)(t u)\right\rangle-g^{*}\left(y^{*}\right) \\
= & \left\langle y^{*} F(a)\right\rangle+\left\langle y^{*}, \nabla F(a)(t u)\right\rangle \\
& +\langle s u, A(t u)\rangle+\mathrm{o}(s)(t u)-g^{*}\left(y^{*}\right)
\end{aligned}
$$

for some $s \in(0, t)$ and some $A \in \partial^{2} L\left(a, y^{*}\right)$. Because $u \in K(a)$ and $g$ is convex, there exists $t_{0}>0$ such that

$$
g(F(a)+t \nabla F(a) u) \leq g(F(a)) \forall t \in\left[0, t_{0}\right]
$$

The basic properties of the Fenchel conjugate function of $g$ give us
$\left\langle y^{*},(F(a)+t \nabla F(a) u)\right\rangle-g^{*}\left(y^{*}\right) \leq g(F(a)+t \nabla F(a) u) \leq g(F(a)), \forall t \in\left[0, t_{0}\right]$.
So, for sufficiently small $t>0$,

$$
\sup \left\{(s t)\langle u, A(u)\rangle+\mathrm{o}(s)(t u): y^{*} \in M_{\eta \varepsilon}(a), A \in \partial^{2} L\left(a, y^{*}\right)\right\} \geq 0
$$

Thus

$$
\sup \left\{\langle u, A(u)\rangle+\frac{\mathrm{o}(s) u}{s}: y^{*} \in M_{\eta \varepsilon}(a), A \in \partial^{2} L\left(a, y^{*}\right)\right\} \geq 0
$$

As $t \downarrow 0,(\mathrm{o}(s) / s) \rightarrow 0$ and so, we obtain

$$
\sup \left\{\langle u, A(u)\rangle: y^{*} \in M_{\eta \varepsilon}(a), A \in \partial^{2} L\left(a, y^{*}\right)\right\} \geq 0
$$

Because also

$$
\bigcap_{\eta>0, \varepsilon>0} M_{\eta \varepsilon}(a)=M_{0}(a)
$$

and $\partial^{2} L(a, \cdot)$ is upper semicontinuous, the conclusion follows.

Corollary 4.3.11 Let $a \in \mathbb{R}^{n}$. Assume that $g$ is a convex function and $F$ is Gâteaux differentiable at a. Suppose that for each $y^{*} \in \mathbb{R}^{m}, \partial^{2} L\left(a, y^{*}\right)$ is a bounded Gâteaux pseudo-Hessian of $L\left(., y^{*}\right)$ at a and that $\partial^{2} L(a,$.$) is$ upper semicontinuous on $\mathbb{R}^{m}$. If $a$ is a local minimizer of $g \circ F$, then

$$
\sup \left\{\langle u, M(u)\rangle: M \in \partial^{2} L\left(a, y^{*}\right), y^{*} \in M_{0}(a)\right\} \geq 0, \forall u \in \operatorname{cl}(K(a))
$$

Proof. We need only to notice that the conditions of the previous theorem are now true for any $u \in \operatorname{cl}(K(a))$ because $\partial^{2} L\left(a, y^{*}\right)$ is bounded for each $y^{*} \in M_{0}(a)$.

Recall that the point $a$ is a strict local minimum of order 2 for the function $g \circ F$ if there exists $\varepsilon>0$ and $r>0$ such that for each $x \in$ $B_{r}(a) \backslash\{0\}$,

$$
f(x) \geq f(a)+\varepsilon\|x-a\|^{2} .
$$

Theorem 4.3.12 Let $a \in \mathbb{R}^{n}$. Assume that $g$ is a convex function and $F$ is continuously Gâteaux differentiable. Suppose that for each $y^{*} \in \mathbb{R}^{m}$, $\partial^{2} L\left(\cdot, y^{*}\right)$ is a pseudo-Hessian of $L\left(\cdot, y^{*}\right)$. If $M_{0}(a) \neq \emptyset$ and if for each $u \in D(a) \backslash\{0\}$, there exist $\varepsilon>0$ and $\delta>0$ satisfying

$$
\inf _{v \in u+\delta B_{n}} \sup _{y^{*} \in M_{0}(a)} \inf _{M \in \operatorname{co}\left(\partial^{2} L\left(a+\varepsilon B_{n}, y^{*}\right)\right)}\langle v, M(v)\rangle>0
$$

then $a$ is a strict local minimum of order 2 for the function $g \circ F$.
Proof. Suppose to the contrary that $a$ is not a strict local minimum of order 2 for $g \circ F$. Then there exist $\left\{x_{k}\right\} \subseteq \mathbb{R}^{n}, x_{k} \rightarrow a$, and $\varepsilon_{k} \downarrow 0$ as $k \rightarrow+\infty$ such that for each $k$,

$$
f\left(x_{k}\right) \leq f(a)+\varepsilon_{k}\left\|x_{k}-a\right\|^{2}
$$

We may assume that $u_{k}:=\left(\left(x_{k}-a\right) /\left\|x_{k}-a\right\|\right) \rightarrow u \in D(a) \backslash\{0\}$ as $k \rightarrow+\infty$. It now follows from the definition of the conjugate function that

$$
\begin{aligned}
g\left(F\left(x_{k}\right)\right) & =\sup \left\{\left\langle y^{*}, F\left(x_{k}\right)\right\rangle-g^{*}\left(y^{*}\right): y^{*} \in \mathbb{R}^{n}\right\} \\
& \geq \sup \left\{\left\langle y^{*}, F\left(a+t_{k} u_{k}\right)\right\rangle-g^{*}\left(y^{*}\right): y^{*} \in M_{0}(a)\right\}
\end{aligned}
$$

where $t_{k}=\left\|x_{k}-a\right\| \rightarrow 0$ as $k \rightarrow \infty$. Now, by the Taylor expansion (see Theorem 2.2.20), there exist $s_{k}>0$ with $t_{k}>s_{k}$ and $A_{k} \in \operatorname{co\partial }^{2} L(a+$ $\left.s_{k} u_{k}, y^{*}\right)$ such that

$$
\begin{aligned}
\left\langle y^{*}, F\left(a+t_{k} u_{k}\right)\right\rangle-g^{*}\left(y^{*}\right)= & \left\langle y^{*}, F(a)\right\rangle-g^{*}\left(y^{*}\right)+\left\langle y^{*}, \nabla F(a)\left(t_{k} u_{k}\right)\right\rangle \\
& +\frac{1}{2}\left\langle t_{k} u_{k}, A_{k}\left(t_{k} u_{k}\right)\right\rangle+\mathrm{o}\left(t_{k}^{2} u_{k}\right)
\end{aligned}
$$

where $\mathrm{o}\left(t_{k}^{2} u_{k}\right) / t_{k}^{2} \rightarrow 0$ as $k \rightarrow \infty$. Using the fact that $g(F(a))=\left\langle y^{*}, F(a)\right\rangle-$ $g^{*}\left(y^{*}\right)$ and $\left\langle y^{*}, \nabla F(a)\right\rangle=0$, for $\mathrm{y}^{*} \in M_{0}(a)$, we obtain that

$$
\varepsilon_{k} \geq \sup _{y^{*} \in M_{0}(a)}\left\{\frac{1}{2}\left\langle u_{k}, A_{k}\left(u_{k}\right)\right\rangle+\frac{\mathrm{o}\left(t_{k}^{2} u_{k}\right)}{t_{k}^{2}}\right\}
$$

where $A_{k} \in \operatorname{co}\left(\partial^{2} L\left(a+s_{k} u_{k}, y^{*}\right)\right)$. Let $\alpha>0$ be a constant such that

$$
\sup _{y^{*} \in M_{0}(a)} \inf _{M \in \operatorname{co}\left(\partial^{2} L\left(a+\varepsilon B_{n}, y^{*}\right)\right)}\langle v, M(v)\rangle \geq \alpha>0, \forall v \in u+\delta B_{n} .
$$

Let $k_{0}$ be a sufficiently large integer such that $u_{k} \in u+\delta B_{n}$ and $A_{k} \in$ $\operatorname{co}\left(\partial^{2} L\left(a+\varepsilon B_{n}, y^{*}\right)\right)$, for $k \geq k_{0}$. Let $k_{1}$ be another integer such that

$$
\varepsilon_{k}-\frac{\mathrm{o}\left(t_{k}^{2} u_{k}\right)}{t_{k}^{2}} \leq \frac{\alpha}{4} \quad \text { for } k \geq k_{1}
$$

Hence we get

$$
\frac{\alpha}{4} \geq \sup _{y^{*} \in M_{0}(a)} \frac{1}{2}\left\langle u_{k}, A_{k}\left(u_{k}\right)\right\rangle \geq \frac{\alpha}{2}
$$

which contradicts the hypothesis and so the conclusion follows.

### 4.4 Multiobjective Programming Partial Orders and Efficient Points

Let $\mathcal{B}$ be a binary relation in $\mathbb{R}^{m}$ that can be identified with a subset $B$ of the product space $\mathbb{R}^{m} \times \mathbb{R}^{m}$ in the sense that for two points $y_{1}$ and $y_{2} \in \mathbb{R}^{m}, y_{1} \mathcal{B} y_{2}$ if and only if $\left(y_{1}, y_{2}\right) \in B$. A binary relation that satisfies the following properties is called a partial order.
(i) Transitivity: $y_{1} \mathcal{B} y_{2}$ and $y_{2} \mathcal{B} y_{3}$ imply $y_{1} \mathcal{B} y_{3}$.
(ii) Reflexivity: $y \mathcal{B} y$ for $y \in \mathbb{R}^{m}$.
(iii) Antisymmetry: $y_{1} \mathcal{B} y_{2}$ and $y_{2} \mathcal{B} y_{1}$ imply $y_{1}=y_{2}$.

A partial order $\mathcal{B}$ is said to be linear if in addition it satisfies
(iv) $y_{1} \mathcal{B} y_{2}$ and $t \geq 0$ imply $t y_{1} \mathcal{B} t y_{2}$.
(v) $y_{1} \mathcal{B} y_{2}$ and $y_{3} \mathcal{B} y_{4}$ imply $\left(y_{1}+y_{3}\right) \mathcal{B}\left(y_{2}+y_{4}\right)$.

Linear partial orders have quite simple geometric structure. The next result shows that they can be characterized by convex cones.

Proposition 4.4.1 Suppose that $\mathcal{B}$ is a linear partial order in $\mathbb{R}^{m}$. Then the set

$$
C_{0}:=\left\{y \in \mathbb{R}^{m}: y \mathcal{B} 0\right\}
$$

is a convex and pointed cone. Conversely, if $C \subseteq \mathbb{R}^{m}$ is a convex and pointed cone, then the relation $\mathcal{C}$ defined by
$y_{1} \mathcal{C} y_{2} \quad$ if and only if $y_{1}-y_{2} \in C$,
is a linear partial order in $\mathbb{R}^{m}$.
Proof. For the first part of the proposition, let $y_{1}$ and $y_{2}$ be two points of $C_{0}$ and let $t \geq 0$. In view of (iv) and (v), one has $t y_{1} \in C_{0}$ and $y_{1}+y_{2} \in C_{0}$. Hence $C_{0}$ is a convex cone. Furthermore, if $y \in C_{0} \cap\left(-C_{0}\right)$, then one has $y \mathcal{B}$ and $0 \mathcal{B} y$. The antisymmetry property gives that $y=0$, by which the cone $C_{0}$ is pointed.

The proof of the converse is straightforward by using (i)-(v).
¿From now on we consider partial orders generated by convex and pointed cones only. Given such a cone $C \subseteq \mathbb{R}^{m}$, we use the notation $y_{1} \geq_{C} y_{2}$ instead of $y_{1}-y_{2} \in C$. When $y_{1} \geq_{C} y_{2}$ and $y_{1} \neq y_{2}$, we write $y_{1}>_{C} y_{2}$, or equivalently $y_{1}-y_{2} \in C \backslash\{0\}$.

Let $A \subseteq \mathbb{R}^{m}$ be a nonempty set. A point $a \in A$ is said to be an efficient (minimal) point of $A$ with respect to the ordering cone $C$ if there is no $y \in A$ such that $a>_{C} y$ or equivalently

$$
(a-C) \cap A=\{a\}
$$

The set of all efficient points of $A$ with respect to $C$ is denoted by $\operatorname{Min}(A \mid C)$. When the interior of $C$ is nonempty, efficient points of $A$ with respect to the cone $\operatorname{int}(A) \cup\{0\}$ are traditionally called weakly efficient points of $A$ with respect to $C$, and the set of all weakly efficient points of $A$ is denoted WMin $(A \mid C)$. Thus

$$
a \in \operatorname{WMin}(A \mid C) \text { if and only if }(a-\operatorname{int}(C)) \cap A=\emptyset
$$

## First-Order Conditions

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$, and $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{q}$ be continuous functions. Let the spaces $\mathbb{R}^{m}$ and $\mathbb{R}^{k}$ be partially ordered, respectively, by convex, closed and pointed cones $C$ and $K$ with nonempty interiors. We consider the following constrained multiobjective programming problem,

$$
\begin{align*}
\text { WMin } & f(x)  \tag{VP}\\
\text { subject to } g(x) & \leq_{K} 0 \\
h(x) & =0
\end{align*}
$$

If we denote the feasible solution set by $X$, then our problem means finding a point $x_{0} \in X$ such that the value $f\left(x_{0}\right)$ is a weakly efficient point of the set $f(X)$ with respect to the cone $C$. A point $x_{0}$ is a local weakly efficient solution of (VP) if there is a neighborhood $U$ of $x_{0}$ such that $f\left(x_{0}\right)$ is a
weakly efficient point of the set $f(X \cap U)$.
Let us equip the product space $\mathbb{R}^{m} \times \mathbb{R}^{p} \times \mathbb{R}^{q}$ with the Euclidean norm: for $\xi \in \mathbb{R}^{m}, \theta \in \mathbb{R}^{p}$ and $\gamma \in \mathbb{R}^{q},\|(\xi, \theta, \gamma)\|=\sqrt{\|\xi\|^{2}+\|\theta\|^{2}+\|\gamma\|^{2}}$. And define $H:=(f, g, h)$. It is a continuous function from $\mathbb{R}^{n}$ to $\mathbb{R}^{m} \times \mathbb{R}^{p} \times \mathbb{R}^{q}$. We also denote by $T$ the set of all vectors $\lambda \in(C, K,\{0\})^{*}$ with $\|\lambda\|=1$. Here $(C, K,\{0\})^{*}$ is the positive polar cone of the cone $(C, K,\{0\})$ which consists of vectors $\lambda$ such that $\langle\lambda, w\rangle \geq 0$ for all vectors $w$ of the cone (C, $K,\{0\}$ ).

Lemma 4.4.2 Let $\omega_{0} \in \mathbb{R}^{m} \times \mathbb{R}^{k} \times \mathbb{R}^{l}$ be a nonzero vector with $\max _{\lambda \in T}\langle\lambda$, $\left.\omega_{0}\right\rangle>0$. Then there exists a unique point $\lambda_{0} \in T$ such that

$$
\left\langle\lambda_{0}, \omega_{0}\right\rangle=\max _{\lambda \in T}\left\langle\lambda, \omega_{0}\right\rangle .
$$

Moreover, for every $\varepsilon>0$, there is some $\delta>0$ such that

$$
\max _{\lambda \in T}\langle\lambda, \omega\rangle=\max _{\lambda \in T,\left\|\lambda-\lambda_{0}\right\| \leq \varepsilon}\langle\lambda, \omega\rangle
$$

for all $\omega$ with $\left\|\omega-\omega_{0}\right\| \leq \delta$.
Proof. That the function $\left\langle\lambda, \omega_{0}\right\rangle$ attains its maximum on $T$ is obvious because $T$ is compact. Suppose to the contrary that there are two distinct points $\lambda_{0}$ and $\lambda_{1}$ which maximize this function on $T$. It follows from the hypothesis that $\lambda_{1} \neq-\lambda_{0}$. Let $\lambda_{2}:=\left(\lambda_{0}+\lambda_{1}\right) /\left\|\lambda_{0}+\lambda_{1}\right\|$. Then $\lambda_{2} \in T$ and

$$
\left\langle\lambda_{2}, \omega_{0}\right\rangle=\frac{2}{\left\|\lambda_{0}+\lambda_{1}\right\|}\left\langle\lambda_{0}, \omega_{0}\right\rangle .
$$

Because the Euclidean norm is strictly convex, we have

$$
\left\|\lambda_{0}+\lambda_{1}\right\|<\left\|\lambda_{0}\right\|+\left\|\lambda_{1}\right\|=2
$$

which yields a contradiction

$$
\left\langle\lambda_{2}, \omega_{0}\right\rangle>\left\langle\lambda_{0}, \omega_{0}\right\rangle
$$

To prove the second part, suppose to the contrary that there is some $\varepsilon_{0}>0$ such that for each $\delta=1 / i, i \geq 1$, one can find a vector $\omega_{i}$ with $\left\|\omega_{i}-\omega_{0}\right\| \leq$ $1 / i$ satisfying

$$
\max _{\lambda \in T}\left\langle\lambda, \omega_{i}\right\rangle \neq \max _{\lambda \in T,\left\|\lambda-\lambda_{0}\right\| \leq \varepsilon_{0}}\left\langle\lambda, \omega_{i}\right\rangle .
$$

Let $\lambda_{i} \in T$ be a maximizing point of the function $\left\langle\lambda, \omega_{i}\right\rangle$ on $T$. Then $\left\|\lambda_{i}-\lambda_{0}\right\|>\varepsilon_{0}$. We may assume that the sequence $\left\{\lambda_{i}\right\}$ converges to some $\lambda_{*} \in T$. It follows that $\left\|\lambda_{*}-\lambda_{0}\right\| \geq \varepsilon_{0}$. On the other hand, as $T$ is compact, one has

$$
\left\langle\lambda_{*}, \omega_{0}\right\rangle=\lim _{i \rightarrow 0}\left\langle\lambda_{i}, \omega_{i}\right\rangle=\max _{\lambda \in T}\left\langle\lambda, \omega_{0}\right\rangle,
$$

which shows that $\lambda_{*}$ is a maximizing point of the function $\left\langle\lambda, \omega_{0}\right\rangle$ on $T$. This contradicts the uniqueness of $\lambda_{0}$ by the first part. The proof is complete.

Now we are able to prove a multiplier rule for local solutions of the problem (VP).

Theorem 4.4.3 Assume that $\partial H$ is a pseudo-Jacobian map of $H$ which is upper semicontinuous at $x_{0}$. If $x_{0}$ is a local weakly efficient solution of (VP), then there is a vector $\lambda_{0}=\left(\xi_{0}, \theta_{0}, \gamma_{0}\right) \in T$ such that

$$
\begin{gathered}
0 \in \lambda_{0}\left(\overline{c o}\left(\partial H\left(x_{0}\right)\right) \cup c o\left[\left(\partial H\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right]\right), \\
\theta_{0} g\left(x_{0}\right)=0 .
\end{gathered}
$$

Proof. Let us choose a vector $e \in \operatorname{int}(C)$ so that

$$
\max _{\xi \in C^{\prime},\|\xi\| \leq 1}\langle\xi, e\rangle=1
$$

For each $\varepsilon>0$, define functions $H_{\varepsilon}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m} \times \mathbb{R}^{p} \times \mathbb{R}^{q}$ and $P_{\varepsilon}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ as follows.

$$
\begin{aligned}
& H_{\varepsilon}(x):=\left(f(x)-f\left(x_{0}\right)+\varepsilon e, g(x), h(x)\right), \\
& P_{\varepsilon}(x):=\max _{\lambda \in T}\left\langle\lambda, H_{\varepsilon}(x)\right\rangle .
\end{aligned}
$$

It is clear that these functions are continuous. Let $U \subset \mathbb{R}^{n}$ be a neighborhood that exists by the definition of the local weakly efficient solution $x_{0}$. We claim that

$$
P_{\varepsilon}(x)>0 \text { for all } x \in U
$$

Indeed, suppose that there is $x \in U$ such that $P_{\varepsilon}(x) \leq 0$. Setting $\lambda=(0,0, \beta) \neq 0$, we obtain $\beta h(x) \leq 0$ for all $\beta \in \mathbb{R}^{l} \backslash\{0\}$ and hence $h(x)=0$. Taking $\lambda=(0, \gamma, 0), \gamma \in K^{\prime} \backslash\{0\}$, we obtain $\gamma(g(x)) \leq 0$ for all $\gamma \in K^{\prime} \backslash\{0\}$, which implies $g(x) \in-K$. By a similar argument, choosing $\lambda=(\xi, 0,0)$, we have $\xi\left(f(x)-f\left(x_{0}\right)+\varepsilon e\right) \leq 0$ for all $\xi \in C^{\prime} \backslash\{0\}$. Because $e \in \operatorname{int}(C)$, we derive $f(x)-f\left(x_{0}\right) \in \operatorname{int}(C)$. This contradicts the fact that $x_{0}$ is a local weakly efficient solution of (VP).

Furthermore, because $P_{\varepsilon}\left(x_{0}\right)=\varepsilon<\inf P_{\varepsilon}+\varepsilon$, by Ekeland's variational principle (Lemma 3.5.5), there is $x_{\varepsilon}$ such that $\left\|x_{0}-x_{\varepsilon}\right\|<\sqrt{\varepsilon}$, and

$$
P_{\varepsilon}\left(x_{\varepsilon}\right)<P_{\varepsilon}(x)+\sqrt{\varepsilon}\left\|x-x_{\varepsilon}\right\| \text { for all } x \neq x_{\varepsilon}
$$

In particular, the net $\left\{x_{\varepsilon}\right\}$ converges to $x_{0}$ as $\varepsilon$ tends to 0 , and $x_{\varepsilon}$ provides a minimum of the function

$$
Q_{\varepsilon}(x):=P_{\varepsilon}(x)+\sqrt{\varepsilon}\left\|x-x_{\varepsilon}\right\|
$$

According to the optimality condition (Theorem 2.1.13), if $\partial Q_{\varepsilon}\left(x_{\varepsilon}\right)$ is a pseudo-Jacobian of $Q_{\varepsilon}$ at $x_{\varepsilon}$, then

$$
\begin{equation*}
0 \in \overline{\overline{\mathrm{co}}}\left(\partial Q_{\varepsilon}\left(x_{\varepsilon}\right)\right) \tag{4.14}
\end{equation*}
$$

Our aim is to find a suitable pseudo-Jacobian of $Q_{\varepsilon}$. This can be done if we are able to find a suitable pseudo-Jacobian $\partial P_{\varepsilon}\left(x_{\varepsilon}\right)$ of $P_{\varepsilon}$ because the set $\sqrt{\varepsilon} B_{n}$ is a pseudo-Jacobian of the function $x \mapsto \sqrt{\varepsilon}\left\|x-x_{\varepsilon}\right\|$ at $x_{\varepsilon}$. By the sum rule (Theorem 2.1.1), the set $\partial P_{\varepsilon}\left(x_{\varepsilon}\right)+\sqrt{\varepsilon} B_{n}$ is a pseudo-Jacobian of $Q_{\varepsilon}$ at $x_{\varepsilon}$. Because the function $H_{\varepsilon}$ is the sum of $H$ and the constant function $x \mapsto\left(-f\left(x_{0}\right)+\varepsilon e, 0,0\right), \partial H\left(x_{\varepsilon}\right)$ is a pseudo-Jacobian of $H_{\varepsilon}$ at $x_{\varepsilon}$. Moreover, for $\varepsilon>0$, let $\lambda_{\varepsilon}$ be the unique vector that maximizes the function $\left\langle\lambda, H_{\varepsilon}\left(x_{\varepsilon}\right)\right\rangle$ on $T$ (by Lemma 4.4.2). We claim that for each integer $r \geq 1$, there is some $\varepsilon(r)>0$ such that for every $\varepsilon \in(0, \varepsilon(r)]$ the set

$$
L_{\varepsilon}:=\left\{\lambda\left(M+\frac{1}{r} N\right): \lambda \in T,\left\|\lambda-\lambda_{\varepsilon}\right\| \leq \varepsilon, M \in \partial H\left(x_{0}\right), N \in B\right\}
$$

where we abbreviate $B_{(m+k+l) \times n}$ by $B$ (we keep this shortened notation during this proof), is a pseudo-Jacobian of $P_{\varepsilon}$ at $x_{\varepsilon}$. Indeed, let $\delta>0$ be a positive number that exists by virtue of Lemma 4.4.2. Because $H_{\varepsilon}$ is continuous, there is some $t_{0}>0$ such that

$$
\left\|H_{\varepsilon}\left(x_{\varepsilon}\right)-H_{\varepsilon}(x)\right\|<\delta \quad \text { for all } x \in U \quad \text { with } \quad\left\|x-x_{\varepsilon}\right\| \leq t_{0}
$$

For every $u \in \mathbb{R}^{n}$, we deduce from Lemma 4.4.2 that

$$
\begin{aligned}
& P_{\varepsilon}\left(x_{\varepsilon}+t u\right)-P_{\varepsilon}\left(x_{\varepsilon}\right) \\
= & \max _{\lambda \in T}\left\langle\lambda, H_{\varepsilon}\left(x_{\varepsilon}+t u\right)\right\rangle-\max _{\lambda \in T}\left\langle\lambda, H_{\varepsilon}\left(x_{\varepsilon}\right)\right\rangle \\
= & \max _{\lambda \in T,\left\|\lambda-\lambda_{\varepsilon}\right\| \leq \varepsilon}\left\langle\lambda, H_{\varepsilon}\left(x_{\varepsilon}+t u\right)\right\rangle-\max _{\lambda \in T,\left\|\lambda-\lambda_{\varepsilon}\right\| \leq \varepsilon}\left\langle\lambda, H_{\varepsilon}\left(x_{\varepsilon}\right)\right\rangle \\
\leq & \max _{\lambda \in T,\left\|\lambda-\lambda_{\varepsilon}\right\| \leq \varepsilon}\left\langle\lambda, H_{\varepsilon}\left(x_{\varepsilon}+t u\right)-H_{\varepsilon}\left(x_{\varepsilon}\right)\right\rangle
\end{aligned}
$$

for every $t \geq 0$ with $\|t u\| \leq t_{0}$. Applying the mean value theorem (Theorem 2.2.2), we find for each such $t$, a matrix $M_{t} \in \overline{\operatorname{co}}\left(\partial H\left[x_{\varepsilon}, x_{\varepsilon}+t u\right]\right)+(1 / 2 r) B$ such that

$$
H_{\varepsilon}\left(x_{\varepsilon}+t u\right)-H_{\varepsilon}\left(x_{\varepsilon}\right)=M_{t}(t u)
$$

Because $\partial H$ is upper semicontinuous at $x_{0}$ and $\lim _{\varepsilon \rightarrow 0} x_{\varepsilon}=x_{0}$, for each $r \geq 1$, there is some $\varepsilon(r)>0$ such that for every $\varepsilon \in(0, \varepsilon(r)]$ one has

$$
\overline{\mathrm{co}}\left(\partial H\left[x_{\varepsilon}, x_{\varepsilon}+t u\right]\right) \subset \overline{\mathrm{co}}\left(\partial H\left(x_{0}\right)\right)+\frac{1}{2 r} B
$$

for $t$ sufficiently small. It follows that

$$
\begin{aligned}
P_{\varepsilon}^{+}\left(x_{\varepsilon}, u\right) & \leq \lim _{\sup _{t \downarrow 0}} \max _{\lambda \in T,\left\|\lambda-\lambda_{\varepsilon}\right\| \leq \varepsilon}\left\langle\lambda, M_{t}(u)\right\rangle \\
& \leq \sup _{M \in \overline{\operatorname{co}}\left(\partial H\left(x_{0}\right)\right), N \in B, \lambda \in T,\left\|\lambda-\lambda_{\varepsilon}\right\| \leq \varepsilon}\left\langle\lambda,\left(M+\frac{1}{r} N\right)(u)\right\rangle \\
& \leq \sup _{\xi \in L_{\varepsilon}}\langle\xi, u\rangle .
\end{aligned}
$$

Similarly,

$$
\left(-P_{\varepsilon}\right)^{+}\left(x_{\varepsilon}, u\right) \leq \sup _{\xi \in L_{\varepsilon}}(-\langle\xi, u\rangle)
$$

Consequently, $L_{\varepsilon}$ is a pseudo-Jacobian of $P_{\varepsilon}$ at $x_{\varepsilon}$. Summing up the above, we conclude that for each $r \geq 1$, there is $\varepsilon(r)>0$ such that for $0<\varepsilon \leq \varepsilon(r)$, the set

$$
\partial Q_{\varepsilon}\left(x_{\varepsilon}\right):=L_{\varepsilon}+\sqrt{\varepsilon} B_{n}
$$

is a pseudo-Jacobian of $Q_{\varepsilon}$ at $x_{\varepsilon}$. We may choose $\varepsilon(r) \downarrow 0$ as $r \rightarrow \infty$. Relation (4.14) becomes

$$
\begin{aligned}
0 & \in \overline{\operatorname{co}}\left(\partial Q_{\varepsilon}\left(x_{\varepsilon}\right)\right) \subset \overline{\operatorname{co}}\left(L_{\varepsilon}\right)+\sqrt{\varepsilon} B_{n} \\
& \subset \operatorname{co}\left\{\lambda M: \lambda \in T,\left\|\lambda-\lambda_{\varepsilon}\right\| \leq \varepsilon, M \in \partial H\left(x_{0}\right)\right\} \\
& +\operatorname{co}\left\{\frac{1}{r} \lambda N: \lambda \in T,\left\|\lambda-\lambda_{\varepsilon}\right\| \leq \varepsilon, N \in B\right\}+2 \sqrt{\varepsilon} B_{n} .
\end{aligned}
$$

Taking into account the fact that $B, B_{n}$, and $T$ are all compacts, there exist vectors

$$
\xi_{r} \in \operatorname{co}\left\{\lambda M: \lambda \in T,\left\|\lambda-\lambda_{\varepsilon}(r)\right\| \leq \varepsilon(r), M \in \partial H\left(x_{0}\right)\right\}
$$

such that

$$
\lim _{r \rightarrow \infty} \xi_{r}=0
$$

We apply Caratheodory's theorem to express the vectors $\xi_{r}$ as

$$
\xi_{r}=\sum_{j=1}^{n+1} a_{r j} \lambda_{r j} M_{r j}
$$

where $\sum_{j=1}^{n+1} a_{r j}=1, a_{r j} \geq 0, \lambda_{r j} \in T$ with $\left\|\lambda_{r j}-\lambda_{\varepsilon(r)}\right\| \leq \varepsilon(r)$, and $M_{r j} \in \partial H\left(x_{0}\right), j=1, \ldots, n+1$.

Because $T$ is compact, without loss of generality, we may assume that the sequence $\left\{\lambda_{\varepsilon(r)}\right\}$ converges to some $\lambda_{0} \in T$. Then

$$
\lim _{r \rightarrow \infty} \lambda_{r j}=\lambda_{0} \text { for all } j=1, \ldots, n+1
$$

Moreover, by taking a subsequence if necessary, we may also assume that the sequences $\left\{a_{r j}\right\}_{r}$ converge to $a_{0 j}, j=1, \ldots, n+1$, and that

$$
\xi_{r}=\sum_{j \in I_{1}} a_{r j} \lambda_{r j} M_{r j}+\sum_{j \in I_{2}} a_{r j} \lambda_{r j} M_{r j}+\sum_{j \in I_{3}} a_{r j} \lambda_{r j} M_{r j},
$$

where the above sums have the following properties.

1. For each $j \in I_{1}$, the sequence $\left\{M_{r j}\right\}_{r}$ is bounded and converges to some $M_{0 j} \in \partial H\left(x_{0}\right)$.
2. For each $j \in I_{2}$, the sequence $\left\{M_{r j}\right\}_{r}$ is unbounded, but the sequence $\left\{a_{r j} M_{r j}\right\}_{r}$ is bounded and converges to some $M_{* j}$.
3. For each $j \in I_{3}$, the sequence $\left\{a_{r j} M_{r j}\right\}_{r}$ is unbounded and there is some $j_{0} \in I_{3}$ such that the sequences $\left\{a_{r j} M_{r j} /\left\|a_{r j_{0}} M_{r j_{0}}\right\|\right\}_{r}$ converge to some $M_{\infty j}, j \in I_{3}$.

Let us first consider the case where $I_{3}$ is nonempty. By dividing $\xi_{r}$ by $\left\|a_{r j_{0}} M_{r j_{0}}\right\|$ and passing to the limit when $r$ tends to $\infty$, we obtain

$$
0=\lim _{r \rightarrow \infty} \frac{\xi_{r}}{\left\|a_{r j_{0}} M_{r j_{0}}\right\|}=\lim _{r \rightarrow \infty} \sum_{j \in I_{3}} \lambda_{r j} \frac{a_{r j} M_{r j}}{\left\|a_{r j_{0}} M_{r j_{0}}\right\|}=\lambda_{0} \sum_{j \in I_{3}} M_{\infty j}
$$

In the latter sum, we have $M_{\infty j} \in\left[\partial H\left(x_{0}\right)\right]_{\infty}$ and $M_{\infty j_{0}} \neq 0$. Hence

$$
\begin{equation*}
0 \in \lambda_{0} \operatorname{co}\left(\left[\partial H\left(x_{0}\right)\right]_{\infty} \backslash\{0\}\right) \tag{4.15}
\end{equation*}
$$

It remains to consider the case where $I_{3}$ is empty. For $j \in I_{2}$, one has $a_{0 j}=0$, which implies that $\sum_{j \in I_{1}} a_{0 j}=1$ and $M_{* j} \in\left[\partial H\left(x_{0}\right)\right]_{\infty}$. Thus

$$
\begin{aligned}
0=\lim _{r \rightarrow \infty} \xi_{r} & =\lambda_{0}\left(\sum_{i \in I_{1}} a_{0 j} M_{0 j}+\sum_{j \in I_{2}} M_{* j}\right) \\
& \in \lambda_{0}\left(\operatorname{co}\left[\partial H\left(x_{0}\right)\right]+\operatorname{co}\left[\left(\partial H\left(x_{0}\right)\right)_{\infty}\right]\right) \subset \lambda_{0} \overline{\operatorname{co}}\left(\partial H\left(x_{0}\right)\right)
\end{aligned}
$$

This and (4.15) establish the multiplier rule. As to the complementary slackness $\theta_{0} g\left(x_{0}\right)=0$, we observe that if $g_{i}\left(x_{0}\right)<0$, then the vector $\lambda_{\varepsilon}$ must have the corresponding component $\theta_{\varepsilon i}=0$, and when passing to the limit, we obtain $\theta_{0 i}=0$ as requested.

Next we present another proof of Theorem 4.4.3 which is based on the open mapping theorem (Corollary 3.5.7).

Second proof of Theorem 4.4.3. Consider the continuous function $\phi$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{k} \times \mathbb{R}^{m} \times \mathbb{R}^{l}$ defined by $\phi(x)=\left(f(x)-f\left(x_{0}\right), g(x), h(x)\right)$ for $x \in \mathbb{R}^{n}$. Because $x_{0}$ is a local weakly efficient solution, the origin of the product space $\mathbb{R}^{m} \times \mathbb{R}^{p} \times \mathbb{R}^{q}$ cannot be an interior point of the set $\phi\left(x_{0}+\right.$ $\left.\varepsilon B_{n}\right)+C \times K \times\left\{0_{l}\right\}$ for sufficiently small $\varepsilon>0$. Moreover, as $\partial H$ is also a pseudo-Jacobian map of $\phi$, in view of Corollary 3.5.7, there is at least one element $M$ of the set $\overline{\operatorname{co}}\left(\partial H\left(x_{0}\right)\right) \cup \operatorname{co}\left(\left(\partial H\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ that
is not $\left(\phi(0)+K \times\left\{0_{q}\right\}\right)$-surjective on $x_{0}+\varepsilon B_{n}$ at $x_{0}$. Because the set $M\left(C-x_{0}\right)+\phi\left(x_{0}\right)+C \times K \times\left\{0_{q}\right\}$ is convex, one can find a nonzero vector $(\alpha, \xi, \gamma) \in \mathbb{R}^{m} \times \mathbb{R}^{p} \times \mathbb{R}^{q}$ such that

$$
0 \leq\left\langle(\alpha, \xi, \gamma), M\left(x-x_{0}\right)+\phi(0)+(y, z, 0)\right\rangle
$$

for all $x \in \mathbb{R}^{n}, y \in C$ and $z \in K$. By setting $x=x_{0}$ and $z=0$ in the above inequality, we deduce $\alpha \in C^{*}$. Similarly, we obtain $\xi \in\left(g\left(x_{0}\right)+K\right)^{*}$ by setting $x=x_{0}$ and $y=0$, and $0=M^{t r}(\alpha, \xi, \gamma)$ by setting $y=0$ and $z=0$.

The following modified version of Theorem 4.4.3 is useful in the situations when some of the components of the data admit bounded pseudoJacobians.

Corollary 4.4.4 Assume that $H=\left(H_{1}, H_{2}\right)$ and $\partial H_{i}, i=1,2$ are pseudoJacobian maps of $H$ which are upper semicontinuous at $x_{0}$. If $x_{0}$ is a local weakly efficient solution of (VP), then there is a vector $\lambda_{0}=\left(\xi_{0}, \theta_{0}, \gamma_{0}\right) \in T$ such that $\theta_{0} g\left(x_{0}\right)=0$ and

$$
\begin{aligned}
& 0 \in \lambda_{0}\left(\overline{\operatorname{co}}\left(\partial H_{1}\left(x_{0}\right)\right) \cup \operatorname{co}\left[\left(\partial H_{1}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right],\right. \\
&\left.\overline{\operatorname{co}}\left(\partial H_{2}\left(x_{0}\right)\right) \cup \operatorname{co}\left[\left(\partial H_{2}\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right]\right) .
\end{aligned}
$$

Proof. Use the product rule (Theorem 2.1.5) and the proof of Theorem 4.4.3.

Example 4.4.5 Let us now apply Theorem 4.4.3 to a particular problem in which the data are Gâteaux differentiable but not necessarily locally Lipschitz. For this purpose, let us define for a Gâteaux differentiable function $\phi: R^{n} \rightarrow R^{m}$ the following sets,

$$
\begin{gathered}
\hat{\nabla} \phi(x)=\left\{\lim \nabla \phi\left(x_{i}\right): x_{i} \rightarrow x\right\} \\
\nabla^{\infty} \phi(x)=\left\{\lim t_{i} \nabla \phi\left(x_{i}\right): x_{i} \rightarrow x, t_{i} \downarrow 0\right\} .
\end{gathered}
$$

Actually $\hat{\nabla} \phi(x)$ is the upper limit of the set $\left\{\nabla \phi\left(x^{\prime}\right)\right\}$ when $x^{\prime} \rightarrow x$ in the sense of Kuratowski-Painleve, and $\nabla^{\infty} \phi(x)$ is the outer horizon limit of $\left\{\nabla \phi\left(x^{\prime}\right)\right\}$ when $x^{\prime} \rightarrow x$ as we have defined in Section 1.4. When $\phi$ has a locally bounded derivative around $x$, one has $\nabla^{\infty} \phi(x)=\{0\}$, and $\hat{\nabla} \phi(x)$ is a compact set. This is the case when $\phi$ is locally Lipschitz. When $m=1$ and $\phi$ is locally Lipschitz, the set $\hat{\nabla} \phi(x)$ is exactly the B-subdifferential of $\phi$ at $x$, and $\operatorname{co}(\hat{\nabla} \phi(x))$ is the Clarke generalized subdifferential.

Corollary 4.4.6 Assume that $x_{0}$ is a local weakly efficient solution of (VP) and the functions $f, g$, and $h$ are Gâteaux differentiable in a neighborhood of $x_{0}$. Then there exists a vector $\lambda_{0}=\left(\xi_{0}, \theta_{0}, \gamma_{0}\right) \in T$ such that $\theta_{0} g\left(x_{0}\right)=0$ and

$$
0 \in \lambda_{0}\left\{\overline{\operatorname{co}}\left(\tilde{\nabla} H\left(x_{0}\right)\right) \cup \operatorname{co}\left[\nabla^{\infty} H\left(x_{0}\right) \backslash\{0\}\right]\right\} .
$$

Proof. We may assume without loss of generality that $H=(f, g, h)$ is differentiable at every $x \in R^{n}$ with $\left\|x-x_{0}\right\| \leq 1$. For every $k \geq 1$, let us construct a pseudo-Jacobian of $H$ as follows

$$
\partial H(x)= \begin{cases}L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right) & \text { if }\left\|x-x_{0}\right\| \geq \frac{1}{k} \\ \{\nabla H(x)\} & \text { if } 0<\left\|x-x_{0}\right\|<\frac{1}{k} \\ \operatorname{cl}\left\{\nabla H\left(x^{\prime}\right):\left\|x^{\prime}-x_{0}\right\|<\frac{1}{k}\right\} & \text { if } x=x_{0}\end{cases}
$$

It is clear that the set-valued map $x \mapsto \partial H(x)$ is a pseudo-Jacobian map of $H$ which is upper semicontinuous at $x_{0}$. According to Theorem 4.4.3, there is a vector $\lambda_{k}=\left(\xi_{k}, \theta_{k}, \gamma_{k}\right) \in T$ such that

$$
\begin{gathered}
0 \in \lambda_{k}\left\{\overline{\operatorname{co}}\left(\partial H\left(x_{0}\right)\right) \cup \operatorname{co}\left[\left(\partial H\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right]\right\}, \\
\theta_{k} g\left(x_{0}\right)=0 .
\end{gathered}
$$

By taking a subsequence if necessary, we need only consider cases
(a) There exist $\alpha_{k j} \geq 0, x_{k j} \in \mathbb{R}^{n}, j=1, \ldots, m n+1$, and $m \times n$-matrices $b_{k}$ with

$$
\sum_{j=1}^{m n+1} \alpha_{k j}=1,\left\|x_{k j}-x_{0}\right\|<\frac{1}{k}, j=1, \ldots, m n+1,\left\|b_{k}\right\| \leq 1
$$

such that

$$
0=\lambda_{k}\left\{\sum_{j=1}^{m n+1} \alpha_{k j} \nabla H\left(x_{k j}\right)+\frac{1}{k} b_{k}\right\} .
$$

(b) There exist $\alpha_{k j} \geq 0, \beta_{k j} \geq 0, x_{k j} \in \mathbb{R}^{n}, j=1, \ldots, m n+1$ and $m \times n$ matrices $b_{k}$ with

$$
\sum_{j=1}^{m n+1} \alpha_{k j}=1,\left\|x_{k j}-x_{0}\right\|<\frac{1}{k},\left\|\nabla H\left(x_{k j}\right)\right\| \geq k, j=1, \ldots, m n+1,\left\|b_{k}\right\| \leq 1
$$

such that

$$
0=\lambda_{k}\left\{\sum \alpha_{k j} \beta_{k j} \nabla H\left(x_{k j}\right)+\frac{1}{k} b_{k}\right\} .
$$

We may assume that $\left\{\lambda_{k}\right\}$ converges to some $\lambda_{0} \in T$ because $T$ is compact. By using an argument similar to that in the proof of Theorem 4.4.3, we derive from (a) that either

$$
0 \in \lambda_{0} \overline{\operatorname{co}}\left(\tilde{\nabla} H\left(x_{0}\right)\right) \quad \text { or } \quad 0 \in \lambda_{0} \operatorname{co}\left[\nabla^{\infty} H(x) \backslash\{0\}\right] .
$$

and from (b) that

$$
0 \in \lambda_{0} \operatorname{co}\left[\nabla^{\infty} H(x) \backslash\{0\}\right] .
$$

This completes the proof.

Example 4.4.7 Consider the following biobjective problem in $\mathbb{R}^{5}$ :

$$
\begin{array}{rc}
\text { WMin } & \left(-x_{2}+x_{3}+\left(x_{5}\right)^{2}, x_{2}+\left(x_{4}\right)^{2}\right) \\
\text { subject to } & x_{5} \geq 0 \\
\left(x_{1}\right)^{2 / 3} \operatorname{sign}\left(x_{1}\right)+\left(x_{2}\right)^{4}-x_{3}=0 \\
\left(x_{1}\right)^{1 / 3}+\left(x_{2}\right)^{2}-x_{4}=0
\end{array}
$$

and the ordering cone of $\mathbb{R}^{2}$ is the positive octant $\mathbb{R}_{+}^{2}$. The function $H=$ $(f, g, h)$, where

$$
\begin{aligned}
& f(x):=\left(-x_{2}+x_{3}+\left(x_{5}\right)^{2}, x_{2}+\left(x_{4}\right)^{2}\right) \\
& g(x):=x_{5} \\
& h(x):=\left(\left(x_{1}\right)^{2 / 3} \operatorname{sign}\left(x_{1}\right)+\left(x_{2}\right)^{4}-x_{3},\left(x_{1}\right)^{1 / 3}+\left(x_{2}\right)^{2}-x_{4}\right)
\end{aligned}
$$

is not Lipschitz at $x=\left(x_{1}, \ldots, x_{5}\right)$ with $x_{1}=0$. It is not hard to see that the set

$$
\partial H(x):=\left\{\left(\begin{array}{ccccc}
0 & -1 & 1 & 0 & 2 x_{5} \\
0 & 1 & 0 & 2 x_{4} & 0 \\
0 & 0 & 0 & 0 & 1 \\
\frac{2}{3}\left(x_{1}\right)^{-1 / 3} \operatorname{sign}\left(x_{1}\right) & 4\left(x_{2}\right)^{3} & -1 & 0 & 0 \\
\frac{1}{3}\left(x_{1}\right)^{-2 / 3} & 2 x_{2} & 0 & -1 & 0
\end{array}\right)\right\}
$$

is a pseudo-Jacobian of $H$ at $x=\left(x_{1}, \ldots, x_{5}\right)$ with $x_{1} \neq 0$, and the set

$$
\partial H(x):=\left\{\left(\begin{array}{ccccc}
0 & -1 & 1 & 0 & 2 x_{5} \\
0 & 1 & 0 & 2 x_{4} & 0 \\
0 & 0 & 0 & 0 & 1 \\
\alpha & 4\left(x_{2}\right)^{3}-1 & 0 & 0 \\
\alpha^{2} & 2 x_{2} & 0 & -1 & 0
\end{array}\right): \alpha \geq 0\right\}
$$

is a pseudo-Jacobian of $H$ at $x$ with $x_{1}=0$. Moreover, the set-valued map $x \mapsto \partial H(x)$ is upper semicontinuous.

Let us first consider $x \in \mathbb{R}^{5}$ with $x_{1} \neq 0$. Observe that $H$ is continuously differentiable at $x$ with $\partial H(x)=\{\nabla H(x)\}$ and the multiplier rule is written as

$$
0=\lambda_{0} \nabla H(x)
$$

In particular, we derive the following equation that a local weakly efficient solution must satisfy,

$$
2\left(x_{1}\right)^{-1 / 3} \operatorname{sign}\left(x_{1}\right)\left(1-4 x_{2} x_{4}\right)+\left(x_{1}\right)^{-2 / 3}\left(1-4\left(x_{2}\right)^{3}\right)=0
$$

Because the problem is continuously differentiable in a small neighborhood of $x$, this result can easily be obtained by the classical necessary optimality condition.

Now we consider the case where $x \in \mathbb{R}^{5}$ has $x_{1}=0$. Set $H_{1}=(f, g)$ and $H_{2}=h$. The function $H_{1}$ is continuously differentiable and the map $x^{\prime} \mapsto\left\{\nabla H_{1}\left(x^{\prime}\right)\right\}$ is an upper semicontinuous pseudo-Jacobian map of $H_{1}$. The function $H_{2}$ is neither differentiable nor locally Lipschitz at $x$. Defining

$$
\partial H_{2}(x):=\left\{\left(\begin{array}{ccccc}
\alpha & 4\left(x_{2}\right)^{3}-1 & 0 & 0 \\
\alpha^{2} & 2 x_{2} & 0 & -1 & 0
\end{array}\right): \alpha \geq 1\right\}
$$

we see that the set-valued map $x^{\prime} \mapsto \nabla H_{2}\left(x^{\prime}\right)$ for $x^{\prime}$ having the first component nonzero and $x^{\prime} \mapsto \partial H_{2}\left(x^{\prime}\right)$ for the other $x^{\prime}$, is an upper semicontinuous pseudo-Jacobian map of $H_{2}$. The recession cone of $\partial H_{2}(x)$ is given by

$$
\left(\partial H_{2}(x)\right)_{\infty}=\left\{\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
\alpha & 0 & 0 & 0 & 0
\end{array}\right): \alpha \geq 0\right\}
$$

According to Theorem 4.4.3, a local weakly efficient solution must satisfy either of the following conditions
(i) $0=\left(\xi_{0}, \theta_{0}\right) \nabla H_{1}(x)$ and $0 \in \gamma_{0} \partial H_{2}(x)$.
(ii) $0=\left(\xi_{0}, \theta_{0}\right) \nabla H_{1}(x)$ and $0 \in \gamma_{0}\left[\left(\partial H_{2}(x)\right)_{\infty} \backslash\{0\}\right]$.

Let us look for instance at $x=0$. Condition (i) implies $\xi_{0}=(0,0), \theta_{0}=$ 0 , and $\gamma_{0}=(0,0)$. In other words at $x=0$ there is no multiplier $\lambda_{0} \in T$ that satisfies (i). However, the multiplier $\lambda_{0}$ with $\xi_{0}=(0,0), \theta_{0}=0$, and $\gamma_{0}=(1,0)$ satisfies (ii), which means that $x=0$ is susceptible to be a local weakly efficient solution. Using a scalarization method, we now show that the point $x=0$ is in fact a local solution of the biobjective problem. Let $\lambda=\left(\lambda_{1}, \lambda_{2}\right)$ be a nonzero vector of the positive octant $\mathbb{R}_{+}^{2}$. Consider the following mathematical programming problem (P),

$$
\begin{array}{ll}
\min & \lambda \circ f(x) \\
\text { subject to } & g(x) \geq 0 \\
& h(x)=0
\end{array}
$$

This problem is called a scalarized problem of the biobjective problem. It is plain that every local optimal solution of the problem $(\mathrm{P})$ is a local weakly efficient solution of the bi-objective problem. By taking $\lambda_{1}=\lambda_{2}=1$, the problem $(\mathrm{P})$ is equivalent to the problem $\left(P^{\prime}\right)$ :
$\min \quad\left(x_{1}\right)^{2 / 3}\left(\operatorname{sign}\left(x_{1}\right)+1\right)+\left(x_{2}\right)^{2}\left(1+2\left(x_{1}\right)^{1 / 3}\right)+\left(x_{2}\right)^{4}+\left(x_{5}\right)^{2}$
subject to $x_{5} \geq 0$.
When $\|x\|<1 / 8$, one has

$$
1+2\left(x_{1}\right)^{1 / 3} \geq 0
$$

Therefore, the local minimum of $\left(P^{\prime}\right)$ is attained at $x=0$. In other words $x=0$ is a local optimal solution of $\left(P^{\prime}\right)$, hence it is a local weakly efficient solution of the bi-objective problem.

## Second-Order Conditions

We study the following multiobjective problem,

$$
\begin{array}{ll}
\text { VMin } & f(x)  \tag{VP}\\
\text { subject to } & x \in S,
\end{array}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is of class $C^{1}$; that is, it is continuously differentiable, and $S$ is a nonempty subset of $\mathbb{R}^{n}$.
Some notations are in order. For $x_{0} \in S$, the first-order and the secondorder tangent cone to $S$ at $x_{0}$ are defined, respectively, by
$T_{1}\left(S, x_{0}\right):=\left\{u \in \mathbb{R}^{n}: \exists t_{i}>0, x_{i}=x_{0}+t_{i} u+o\left(t_{i}\right) \in S\right\}$,
$T_{2}\left(S, x_{0}\right):=\left\{(u, v) \in \mathbb{R}^{n} \times \mathbb{R}^{n}: \exists t_{i}>0, x_{i}=x_{0}+t_{i} u+\frac{1}{2} t_{i}^{2} v+o\left(t_{i}^{2}\right) \in S\right\}$.
We also set

$$
\Lambda:=\left\{\xi \in C^{*}:\|\xi\|=1\right\}
$$

and for $\delta>0$,

$$
S_{\delta}\left(x_{0}\right)=\left\{t\left(x-x_{0}\right): t \geq 0, x \in S \text { and }\left\|x-x_{0}\right\| \leq \delta\right\}
$$

Theorem 4.4.8 Assume that $f$ is a continuously differentiable function, $x_{0} \in S$ is a local weakly efficient solution of the problem $(V P)$, and $\partial^{2} f$ is a pseudo-Hessian map of $f$ which is upper semicontinuous at $x_{0}$. Then for each $(u, v) \in T_{2}\left(S, x_{0}\right)$, one has
(i) There is $\lambda \in \Lambda$ such that $\left\langle\lambda, \nabla f\left(x_{0}\right)(u)\right\rangle \geq 0$.
(ii) When $\nabla f\left(x_{0}\right)(u)=0$, There is $\lambda^{\prime} \in \Lambda$ such that either $\left\langle\lambda^{\prime}, \nabla f\left(x_{0}\right)(v)+M(u, u)\right\rangle \geq 0$ for some $M \in \overline{\operatorname{co}}\left(\partial^{2} f\left(x_{0}\right)\right)$

$$
\text { or }\left\langle\lambda^{\prime}, M_{*}(u, u)\right\rangle \geq 0 \text { for some } M_{*} \in\left(\operatorname{co}\left(\partial^{2} f\left(x_{0}\right)\right)\right)_{\infty} \backslash\{0\} .
$$

If, in addition, the cone $C$ is polyhedral, then (i) holds and when $\left\langle\lambda, \nabla f\left(x_{0}\right)(u)\right\rangle=0$, the inequalities of (ii) are true for $\lambda^{\prime}=\lambda$.

Proof. Let $(u, v) \in T_{2}\left(S, x_{0}\right)$, say

$$
\begin{equation*}
x_{i}=x_{0}=t_{i} u+\frac{1}{2} t_{i}^{2} v+o\left(t_{i}^{2}\right) \in S \tag{4.16}
\end{equation*}
$$

for some sequence $\left\{t_{i}\right\}$ of positive numbers converging to 0 . Because $x_{0}$ is a local weakly efficient solution, there is some $i_{0} \geq 1$ such that

$$
\begin{equation*}
f\left(x_{i}\right)-f\left(x_{0}\right) \in(-\operatorname{int}(C))^{c} \quad \text { for } i \geq i_{0} . \tag{4.17}
\end{equation*}
$$

Because $f$ is continuously differentiable, we derive

$$
f\left(x_{i}\right)-f\left(x_{0}\right)=\nabla f\left(x_{0}\right)\left(x_{i}-x_{0}\right)+o\left(x_{i}-x_{0}\right) .
$$

This and (4.17) imply that

$$
\nabla f\left(x_{0}\right)(u) \in(-\operatorname{int}(C))^{c}
$$

which is equivalent to $(i)$.
Now let $\nabla f\left(x_{0}\right)(u)=0$. First observe that by the upper semicontinuity of $\partial^{2} f$ at $x_{0}$, for every $\varepsilon>0$, there is $\delta>0$ such that

$$
\partial^{2} f(x) \subseteq \partial^{2} f\left(x_{0}\right)+\varepsilon B \quad \text { for each } x \text { with }\left\|x-x_{0}\right\|<\delta,
$$

where B is the closed unit ball in the space of matrices in which $\partial^{2} f$ takes its values. Consequently, there is $i_{1} \geq i_{0}$ such that

$$
\overline{\operatorname{co}}\left(\partial^{2} f\left[x_{0}, x_{i}\right]\right) \subseteq \operatorname{co}\left(\partial^{2} f\left(x_{0}\right)\right)+2 \varepsilon B \quad \text { for every } i \geq i_{1} .
$$

We apply the Taylor expansion to find $M_{i} \in \operatorname{co}\left(\partial^{2} f\left(x_{0}\right)\right)+2 \varepsilon B$ such that

$$
f\left(x_{i}\right)-f\left(x_{0}\right)=\nabla f\left(x_{0}\right)\left(x_{i}-x_{0}\right)+\frac{1}{2} M_{i}\left(x_{i}-x_{0}, x_{i}-x_{0}\right), i \geq i_{1} .
$$

Substituting (4.16) into this equality, we derive

$$
f\left(x_{i}\right)-f\left(x_{0}\right)=\frac{1}{2} t_{i}^{2}\left(\nabla f\left(x_{0}\right)(v)+M_{i}(u, v)\right)+\alpha_{i},
$$

where $\alpha_{i}=\frac{1}{2} M_{i}\left(\frac{1}{2} t_{i}^{2} v+o\left(t_{i}^{2}\right), t_{i} u+\frac{1}{2} t_{i}^{2} v+o\left(t_{i}^{2}\right)\right)+\nabla f\left(x_{0}\right)\left(o\left(t_{i}^{2}\right)\right)$. This and (4.17) show

$$
\begin{equation*}
\nabla f\left(x_{0}\right)(v)+M_{i}(u, v)+\alpha_{i} / t_{i}^{2} \in(-\operatorname{int}(C))^{c}, i \geq i_{1} . \tag{4.18}
\end{equation*}
$$

Consider the sequence $\left\{M_{i}\right\}$. If it is bounded, we may assume that it converges to some $M_{0} \in \overline{\operatorname{co}}\left(\partial^{2} f\left(x_{0}\right)\right)+2 \varepsilon B$. Then $\alpha_{i} / t_{i}^{2} \rightarrow 0$ as $i \rightarrow \infty$ and (4.18) gives

$$
\nabla f\left(x_{0}\right)(v)+M_{0}(u, u) \in(-\operatorname{int}(C))^{c}
$$

Because $\varepsilon$ is arbitrary, the latter inclusion yields the existence of $M \in$ $\overline{\mathrm{co}}\left(\partial^{2} f\left(x_{0}\right)\right)$ such that

$$
\nabla f\left(x_{0}\right)(v)+M(u, u) \in(-\operatorname{int}(C))^{c}
$$

which is equivalent to the first inequality in $(i i)$.
If $\left\{M_{i}\right\}$ is unbounded, say $\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty$, we may assume that

$$
\lim _{i \rightarrow \infty} \frac{M_{i}}{\left\|M_{i}\right\|}=M_{*} \in\left(\operatorname{co}\left(\partial^{2} f\left(x_{0}\right)\right)\right)_{\infty} \backslash\{0\}
$$

By dividing (4.18) by $\left\|M_{i}\right\|$ and passing to the limit when $i \rightarrow \infty$, we deduce

$$
M_{*}(u, u) \in(-\operatorname{int}(C))^{c}
$$

which is equivalent to the second inequality in (ii).

Now assume that $C$ is polyhedral. It follows from (4.17) that there is some $\lambda \in \Lambda$ such that

$$
\left\langle\lambda, f\left(x_{i}\right)-f\left(x_{0}\right)\right\rangle \geq 0
$$

for infinitely many $i$. By taking a subsequence instead if necessary, we may assume this for all $i=1,2, \ldots$ Because $f$ is continuously differentiable, we deduce

$$
\left\langle\lambda, \nabla f\left(x_{0}\right)(u)\right\rangle \geq 0
$$

Assume that $\left\langle\lambda, \nabla f\left(x_{0}\right)(u)\right\rangle=0$. Then using the same argument as in the first part, we can find $M_{i} \in \operatorname{co}\left(\partial^{2} f\left(x_{0}\right)\right)+2 \varepsilon B$ such that

$$
0 \leq\left\langle\lambda, f\left(x_{i}\right)-f\left(x_{0}\right)\right\rangle=\left\langle\lambda, \frac{1}{2} t_{i}^{2}\left(\nabla f\left(x_{0}\right)(v)+M_{i}(u, u)\right)+\alpha_{i}\right\rangle
$$

from which the two last inequalities of the theorem follow.
Now let us study the problem where $S$ is explicitly given by the following system,

$$
\begin{aligned}
g(x) & \leq 0 \\
h(x) & =0
\end{aligned}
$$

where $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ and $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{q}$ are given. In other words, we consider the constrained problem

$$
\begin{array}{ll}
\text { WMin } & f(x)  \tag{CP}\\
\text { subject to } & g(x) \leq 0 \\
& h(x)=0
\end{array}
$$

Let $\xi \in C^{\prime}, \beta \in \mathbb{R}^{p}$, and $\gamma \in \mathbb{R}^{q}$. Define the Lagrangian function $L$ by

$$
L(x, \xi, \beta, \gamma):=\langle\lambda, f(x)\rangle+\langle\beta, g(x)\rangle+\langle\gamma, h(x)\rangle
$$

and set

$$
S_{0}:=\left\{x \in \mathbb{R}^{n}: g_{i}(x)=0 \text { if } \beta_{i}>0, g_{i}(x) \leq 0 \text { if } \beta_{i}=0, \text { and } h(x)=0\right\}
$$

In the sequel, when $(\xi, \beta, \gamma)$ is fixed, we write $L(x)$ instead of $L(x, \xi, \beta, \gamma)$ and $\nabla L$ means the gradient of $L(x, \xi, \beta, \gamma)$ with respect to the variable $x$.

Theorem 4.4.9 Assume that $f, g$, and $h$ are continuously differentiable functions and $C$ is a polyhedral convex cone. If $x_{0} \in S$ is a local weakly efficient solution of the problem (CP), then there is a nonzero vector $\left(\xi_{0}, \beta, \gamma\right) \in C^{\prime} \times \mathbb{R}_{+}^{p} \times \mathbb{R}^{q}$ such that

$$
\nabla L\left(x_{0}, \xi_{0}, \beta, \gamma\right)=0
$$

and for each $(u, v) \in T_{2}\left(S_{0}, x_{0}\right)$, there is some $\xi \in \Lambda$ such that either

$$
\nabla L\left(x_{0}, \xi, \beta, \gamma\right)(u)>0
$$

or

$$
\nabla L\left(x_{0}, \xi, \beta, \gamma\right)(u)=0
$$

in which case either

$$
\nabla L\left(x_{0}, \xi, \beta, \gamma\right)(v)+M(u, u) \geq 0 \quad \text { for some } M \in \overline{\overline{\mathrm{Co}}}\left(\partial^{2} L\left(x_{0}, \xi, \beta, \gamma\right)\right)
$$

or

$$
M_{*}(u, u) \geq 0 \quad \text { for some } M_{*} \in\left(\operatorname{co}\left(\partial^{2} L\left(x_{0}, \xi, \beta, \gamma\right)\right)\right)_{\infty} \backslash\{0\}
$$

provided $\partial^{2} L$ is a pseudo-Hessian map of $L$ that is upper semicontinuous at $x_{0}$.

Proof. The first condition about the existence of $\left(\xi_{0}, \beta, \gamma\right)$ is already known from Theorem 4.4.3 and is true for any convex closed cone $C$ with a nonempty interior. Let now $(u, v) \in T_{2}\left(S_{0}, x_{0}\right)$. Let $x_{i}=x_{0}+t_{i} u+\frac{1}{2} t_{i}^{2} v+$ $o\left(t_{i}^{2}\right) \in S_{0}$ for some $t_{i}>0, t_{i} \rightarrow 0$ as $i \rightarrow \infty$. Because $x_{0}$ is a local weakly efficient solution of (CP), there is some $i_{0} \geq 1$ such that

$$
f\left(x_{i}\right)-f\left(x_{0}\right) \in(-\operatorname{int}(C))^{c}, \quad \text { for } i \geq i_{0}
$$

Moreover, as $C$ is polyhedral, there exists $\xi \in \Lambda$ such that

$$
\begin{equation*}
\left\langle\xi, f\left(x_{i}\right)-f\left(x_{0}\right)\right\rangle \geq 0 \tag{4.19}
\end{equation*}
$$

for infinitely many $i$. We may assume this for all $i \geq i_{0}$. Since $\partial^{2} L$ is upper semicontinuous at $x_{0}$, by applying the Taylor expansion to $L$ we can find

$$
M_{i} \in \operatorname{co}\left(\partial^{2} L\left(x_{0}\right)\right)+2 \varepsilon B
$$

where $\varepsilon$ is an arbitrarily fixed positive number, such that

$$
L\left(x_{i}\right)-L\left(x_{0}\right)=\nabla L\left(x_{0}\right)\left(x_{i}-x_{0}\right)+\frac{1}{2} M_{i}\left(x_{i}-x_{0}, x_{i}-x_{0}\right)
$$

for $i$ sufficiently large. Substituting the expression $x_{i}-x_{0}=t_{i} u+\frac{1}{2} t_{i}^{2} v+o\left(t_{i}^{2}\right)$ into the above equality and taking (4.19) into account, we derive

$$
0 \leq t_{i} \nabla L\left(x_{0}\right)(u)+\frac{t_{i}^{2}}{2}\left(\nabla L\left(x_{0}\right)(v)+M_{i}(u, u)\right)+\alpha_{i}
$$

where $\alpha_{i}=\frac{1}{2} M_{i}\left(\frac{1}{2} t_{i}^{2} v+o\left(t_{i}^{2}\right), t_{i} u+\frac{1}{2} t_{i}^{2} v+o\left(t_{i}^{2}\right)\right)+\nabla L\left(x_{0}\right)\left(o\left(t_{i}^{2}\right)\right)$. This, in particular, implies $\nabla L\left(x_{0}\right)(u) \geq 0$.

When $\nabla L\left(x_{0}\right)(u)=0$, we also derive

$$
0 \leq \nabla L\left(x_{0}\right)(v)+M_{i}(u, u)+\alpha_{i} / t_{i}^{2}
$$

which by the same reason as discussed in the proof of Theorem 4.4.8, yields the requested inequalities.

We notice that the second conclusion of Theorem 4.4.8 and the conclusion of Theorem 4.4.9 are no longer true if $C$ is not polyhedral. Here is a counterexample when the data are smooth.

Example 4.4.10 Define $f: \mathbb{R} \rightarrow \mathbb{R}^{3}$ by

$$
f(t):=-\left(t+t^{2} \cos t, t+t \cos t, t \sin t\right)
$$

We consider $\mathbb{R}^{3}$ partially ordered by the cone $C$,

$$
C:=\left\{(x, y, z) \in \mathbb{R}^{3}: x^{2} \geq y^{2}+z^{2}, x \geq 0\right\}
$$

We consider the following three-objective problem,

$$
\begin{gathered}
\text { WMin } \quad f(t) \\
\text { subject to } t \in[0, \infty)
\end{gathered}
$$

It is clear that $t=0$ is a local efficient solution of the problem. At this point, $\nabla f(0)=-(1,2,0)$ and $\nabla^{2} f(0)=-(2,0,2)$. A simple calculation confirms that equation

$$
\langle\lambda, \nabla f(0)\rangle=0, \lambda \in \Lambda
$$

holds for either $\lambda=\left(2,-1,3^{1 / 2}\right) / 8^{1 / 2}$ or $\lambda=\left(2,-1,-3^{1 / 2}\right) / 8^{1 / 2}$. For these values of $\lambda$ and for the vector $(u, v)=(1,0) \in T_{2}(S, 0)$, we have

$$
\left\langle\lambda, \nabla f(0)(v)+\nabla^{2} f(0)(u, u)\right\rangle<0,
$$

which shows that the conclusion of Theorem 4.4.8 (Theorem 4.4.9) does not hold.

In the following we provide some sufficient optimality conditions. First we consider the problem (VP) in which no explicit constraints are given.

Theorem 4.4.11 Assume that $f$ is a continuously differentiable function, and $\partial^{2} f$ is a pseudo-Jacobian map of $f$ which is upper semicontinuous at $x_{0} \in S$. Then each of the following conditions is sufficient for $x_{0}$ to be a locally unique efficient solution of the problem (VP)
(i) For each $u \in T_{1}\left(S, x_{0}\right) \backslash\{0\}$, there is some $\xi \in \Lambda$ such that

$$
\left\langle\xi, \nabla f\left(x_{0}\right)(u)\right\rangle>0 .
$$

(ii) There is $\delta>0$ such that for each $v \in S_{\delta}\left(x_{0}\right)$ and $u \in T_{1}\left(S, x_{0}\right)$, one has

$$
\left\langle\xi_{0}, \nabla f\left(x_{0}\right)(v)\right\rangle \geq 0 \quad \text { for some } \xi_{0} \in \Lambda
$$

and

$$
\langle\xi, M(u, u)\rangle>0
$$

for every $\xi \in \Lambda$ and for every $M \in \overline{\operatorname{co}}\left(\partial^{2} f\left(x_{0}\right)\right) \cup\left[\left(\operatorname{co}\left(\partial^{2} f\left(x_{0}\right)\right)\right)_{\infty} \backslash\{0\}\right]$.
Proof. Suppose to the contrary that $x_{0}$ is not a locally unique efficient solution of $(V P)$. There exists a sequence $\left\{x_{i}\right\}, x_{i} \in S$ such that $x_{i} \rightarrow x_{0}$ and

$$
\begin{equation*}
f\left(x_{i}\right)-f\left(x_{0}\right) \in-C . \tag{4.2}
\end{equation*}
$$

We may assume that $\left(x_{i}-x_{0}\right) /\left\|x_{i}-x_{0}\right\| \rightarrow u \in T_{1}\left(S, x_{0}\right)$ as $i \rightarrow \infty$. By dividing (4.20) by $\left\|x_{i}-x_{0}\right\|$ and passing to the limit, we deduce

$$
\nabla f\left(x_{0}\right)(u) \in-C
$$

This contradicts condition (i) and shows the sufficiency of this condition.
For the second condition, let us apply the Taylor expansion to find $M_{i} \in \operatorname{co}\left(\partial^{2} f\left(x_{0}\right)\right)+2 \varepsilon B$ for an arbitrarily fixed $\varepsilon>0$ such that

$$
\begin{equation*}
f\left(x_{i}\right)-f\left(x_{0}\right)=\nabla f\left(x_{0}\right)\left(x_{i}-x_{0}\right)+\frac{1}{2} M_{i}\left(x_{i}-x_{0}, x_{i}-x_{0}\right) . \tag{4.21}
\end{equation*}
$$

Observe that the first inequality of (ii) implies

$$
\nabla f\left(x_{0}\right)\left(x_{i}-x_{0}\right) \in(-\operatorname{int}(C))^{c}
$$

for $i$ sufficiently large. For such $i$, there is $\xi_{i} \in \Lambda$ such that

$$
\left\langle\xi_{i}, \nabla f\left(x_{0}\right)\left(x_{i}-x_{0}\right)\right\rangle \geq 0 .
$$

On the other hand, (4.20) shows that

$$
\left\langle\xi_{i}, f\left(x_{i}\right)-f\left(x_{0}\right)\right\rangle \leq 0
$$

This and (4.21) imply

$$
\left\langle\xi_{i}, M_{i}\left(x_{i}-x_{0}, x_{i}-x_{0}\right)\right\rangle \leq 0 \quad \text { for } i \text { sufficiently large. }
$$

Furthermore, because $\Lambda$ is compact, we may assume $\xi_{i} \rightarrow \xi \in \Lambda$. By considering separately the case when $\left\{M_{i}\right\}$ is bounded and the case when $\left\{M_{i}\right\}$ is unbounded (as in the proof of Theorem 4.4.8), we deduce

$$
\langle\xi, M(u, u)\rangle \leq 0 \quad \text { for some } M \in \overline{\operatorname{co}}\left(\partial^{2} f\left(x_{0}\right)\right) \cup\left[\left(\operatorname{co}\left(\partial^{2} f\left(x_{0}\right)\right)\right)_{\infty} \backslash\{0\}\right]
$$

which contradicts (ii). The proof is complete.

Theorem 4.4.12 Assume that $f$ is a continuously differentiable function and $\partial^{2} f$ is a pseudo-Hessian map of $f$. If there is some $\delta>0$ such that for every $v \in S_{\delta}\left(x_{0}\right)$ one has

$$
\left\langle\xi_{0}, \nabla f\left(x_{0}\right)(v)\right\rangle \geq 0 \quad \text { for some } \xi_{0} \in \Lambda
$$

and

$$
\langle\xi, M(u, v)\rangle \geq 0 \quad \text { for all } \xi \in \Lambda, M \in \partial^{2} f(x) \quad \text { with }\left\|x-x_{0}\right\| \leq \delta
$$

then $x_{0}$ is a local weakly efficient solution of the problem (VP).
Proof. Suppose to the contrary that $x_{0}$ is not a local weakly efficient solution of $(V P)$. There is $\bar{x} \in S$ with $\left\|\bar{x}-x_{0}\right\| \leq \delta$ such that

$$
\begin{equation*}
f(\bar{x})-f\left(x_{0}\right) \in-\operatorname{int}(C) \tag{4.22}
\end{equation*}
$$

Set $v=\bar{x}-x_{0}$. Then $v \in S_{\delta}\left(x_{0}\right)$. The first inequality of the hypothesis implies

$$
\nabla f\left(x_{0}\right)(v) \in(-\operatorname{int}(C))^{c}
$$

and the second one implies

$$
M(v, v) \in C \text { for every } M \in \partial^{2} f(x),\left\|x-x_{0}\right\| \leq \delta
$$

Because $C$ is convex and closed, the latter inclusion gives, in particular, that

$$
\overline{\mathrm{co}}\left(\partial^{2} f(x)\right) \subseteq C .
$$

Using the Taylor expansion, we derive

$$
\begin{aligned}
f(\bar{x})-f\left(x_{0}\right) & \in \nabla f\left(x_{0}\right)(v)+\frac{1}{2} \overline{\overline{c o}}\left\{\partial^{2} f\left[x_{0}, \bar{x}\right](v, v)\right\} \\
& \subseteq(-\operatorname{int}(C))^{c}+C \subseteq(-\operatorname{int}(C))^{c},
\end{aligned}
$$

which contradicts (4.22). The proof is complete.
Now we proceed to sufficient conditions for the problem (CP) in which explicit constraints are given in form of equality and inequality systems.

Theorem 4.4.13 Assume that $f, g$, and $h$ are continuously differentiable functions and for every $u \in T_{1}\left(S, x_{0}\right) \backslash\{0\}$ there is some $(\xi, \beta, \gamma) \in \Lambda \times$ $\mathbb{R}_{+}^{p} \times \mathbb{R}^{q}$ such that

$$
\nabla L\left(x_{0}, \xi, \beta, \gamma\right)=0, \beta g\left(x_{0}\right)=0,
$$

and

$$
M(u, u)>0 \quad \text { for each } M \in \overline{\operatorname{co}}\left(\partial^{2} L\left(x_{0}\right)\right) \cup\left(\left(\operatorname{co}\left(\partial^{2} L\left(x_{0}\right)\right)\right)_{\infty} \backslash\{0\}\right),
$$

where $\partial^{2} L$ is a pseudo-Jacobian map of $L$ which is upper semicontinuous at $x_{0}$. Then $x_{0}$ is a locally unique efficient solution of the problem (CP).

Proof. Suppose to the contrary that $x_{0}$ is not a locally unique solution of $(\mathrm{CP})$. Then there exists a sequence $\left\{x_{i}\right\}, x_{i} \in S$ such that $x_{i} \rightarrow x_{0}$ and $f\left(x_{i}\right)-f\left(x_{0}\right) \in-C$. We may assume $\left(x_{i}-x_{0}\right) /\left\|x_{i}-x_{0}\right\| \rightarrow u \in T_{1}\left(S, x_{0}\right)$. It follows that

$$
L\left(x_{i}\right)-L\left(x_{0}\right) \leq 0 \quad \text { for all } i \geq 1 .
$$

Applying the Taylor expansion to $L$ and by the upper semicontinuity of $\partial^{2} L$, we obtain

$$
\begin{aligned}
L\left(x_{i}\right)-L\left(x_{0}\right) & -\nabla L\left(x_{0}\right)\left(x_{i}-x_{0}\right) \in \frac{1}{2} \overline{\operatorname{co}}\left\{\partial^{2} L\left[x_{0}, x_{i}\right]\left(x_{i}-x_{0}, x_{i}-x_{0}\right)\right\} \\
& \subseteq \frac{1}{2}\left(\operatorname{co}\left(\partial^{2} L\left(x_{0}\right)\right)+\left\|x_{i}-x_{0}\right\| B\right)\left(x_{i}-x_{0}, x_{i}-x_{0}\right),
\end{aligned}
$$

for $i$ sufficiently large. Here and later on we use the notation $B$ for $B_{(m+k+l) \times n}$. These relations yield

$$
M_{i}\left(x_{i}-x_{0}, x_{i}-x_{0}\right) \leq 0
$$

for some $M_{i} \in \operatorname{co}\left(\partial^{2} L\left(x_{0}\right)\right)+\left\|x_{i}-x_{0}\right\| B$ with $i$ sufficiently large. By the same argument as in the proof of Theorem 4.4.3, we derive the existence of some matrix $M \in \overline{\operatorname{co}}\left(\partial^{2} L\left(x_{0}\right)\right) \cup\left(\left(\operatorname{co}\left(\partial^{2} L\left(x_{0}\right)\right)\right)_{\infty} \backslash\{0\}\right)$ such that

$$
M(u, u) \leq 0
$$

which contradicts the hypothesis.

Theorem 4.4.14 Assume that $f, g$, and $h$ are continuously differentiable functions and that there is $\delta>0$ such that for each $v \in S_{\delta}\left(x_{0}\right)$, one can find $a$ vector $(\xi, \beta, \gamma) \in \Lambda \times \mathbb{R}_{+}^{p} \times \mathbb{R}^{q}$ and a pseudo-Hessian map $\partial^{2} L(x, \xi, \beta, \gamma)$ of $L$ such that

$$
\nabla L\left(x_{0}, \xi, \beta, \gamma\right)=0, \beta g\left(x_{0}\right)=0
$$

and

$$
M(u, u) \geq 0 \quad \text { for every } M \in \partial^{2} L(x, \xi, \beta, \gamma) \quad \text { with }\left\|x-x_{0}\right\| \leq \delta
$$

Then $x_{0}$ is a local weakly efficient solution of the problem (CP).
Proof. The proof is similar to the proof of Theorem 4.1.

We now give an example which shows that the recession Hessian matrices in Theorem 4.4 .9 cannot be removed when the data of the problem are of class $\mathrm{C}^{1}$. Examples that show the importance of the recession Hessian matrices in the theorems of Section 4.4 on sufficient conditions can be constructed in a similar way.

Example 4.4.15 Let us consider the following two-objective problem,

$$
\begin{array}{r}
\text { WMin }\left(x, x^{4 / 3}-y^{4}\right) \\
\text { subject to }-x^{2}+y^{4} \leq 0
\end{array}
$$

The partial order of $\mathbb{R}^{2}$ is given by the positive octant $\mathbb{R}_{+}^{2}$. It is easy to see that $(0,0)$ is a local efficient solution of this problem. By taking $\xi_{0}=(0,1)$ and $\beta=1$, the Lagrangian function of the problem is

$$
L\left((x, y), \xi_{0}, \beta\right)=x^{4 / 3}-y^{4}-x^{2}+y^{4}=x^{4 / 3}-x^{2}
$$

and satisfies the necessary condition

$$
\nabla L\left((0,0), \xi_{0}, \beta\right)=(0,0)
$$

The set $S_{0}$ is given by

$$
S_{0}=\left\{(x, y) \in \mathbb{R}^{2}: x^{2}=y^{4}\right\}
$$

Let us take $u=(0,1)$ and $v=(-2,0)$. It is clear that $(u, v) \in T_{2}\left(S_{0},(0,0)\right)$. According to Theorem 4.4.9, there is some $\xi=\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}_{+}^{2}$ with $\|\xi\|=1$ such that $\nabla L((0,0), \xi, \beta)(u) \geq 0$. Actually we have

$$
\nabla L((0,0), \xi, \beta)=\left(\xi_{1}, 0\right)
$$

Hence $\nabla L\left((0,0), \xi_{o}, \beta\right)(u)=0$, and the second-order conditions of that theorem must hold. First observe that if $\xi_{2}=0$, then

$$
\partial^{2} L(x, y):=\left\{\left(\begin{array}{cc}
-2 & 0 \\
0 & 12 y^{2}
\end{array}\right)\right\}
$$

is a pseudo-Hessian map of $L$, which is upper semicontinuous at $(0,0)$. It is not hard to verify that the second-order condition of Theorem 4.4.9 does not hold for this $\xi$. Consequently, $\xi_{2}>0$. Let us define

$$
\partial^{2} L(x, y):=\left\{\left(\begin{array}{cc}
\frac{4}{9} \xi_{2} x^{-2 / 3}-2 & 0 \\
0 & 12\left(1-\xi_{2}\right) y^{2}
\end{array}\right)\right\}, \quad \text { for } x \neq 0
$$

and

$$
\partial^{2} L(0, y):=\left\{\left(\begin{array}{cc}
\frac{4}{9} \xi_{2} \alpha-2 & 0 \\
0 & 12\left(1-\xi_{2}\right) y^{2}-1 / \alpha
\end{array}\right): \alpha \geq \frac{9}{\xi_{2}}\right\}
$$

A direct calculation confirms that the set-valued map $(x, y) \rightarrow \partial^{2} L(x, y)$ is a pseudo-Hessian map of $L$ which is upper semicontinuous at $(0,0)$. Moreover, for each $M \in \overline{\overline{c o}}\left(\partial^{2} L(0,0)\right)$, one has

$$
\nabla L(0,0)(v)+M(u, u)=-2 \xi_{1}-\frac{1}{\alpha}<0
$$

which shows that the first inequality of the second-order condition of Theorem 4.4.9 is not true. The recession cone of $\partial^{2} L(0,0)$ is given by

$$
\left(\partial^{2} L(0,0)\right)_{\infty}=\left\{\left(\begin{array}{cc}
\alpha & 0 \\
0 & 0
\end{array}\right): \alpha \geq 0\right\} .
$$

By choosing

$$
M_{*}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \in\left(\operatorname{co}\left(\partial^{2} L(0,0)\right)\right)_{\infty} \backslash\{0\}
$$

we have $M_{*}(u, u) \geq 0$.

## 5

## Monotone Operators and Nonsmooth Variational Inequalities

In this chapter we present various characterizations of monotone and generalized monotone operators in terms of pseudo-Jacobians. We obtain conditions for the uniqueness of solutions of nonsmooth continuous variational inequalities problems. We provide finally a solution method for nonlinear nonsmooth complementarity problems.

### 5.1 Generalized Monotone Operators

The monotonicity of vector-valued maps plays a crucial role in the study of complementarity problems, variational inequality problems, and equilibrium problems just as the convexity of real-valued maps does in mathematical programming. In this section, we characterize the monotonicity of continuous maps in terms of pseudo-Jacobian matrices.

## Monotone Operators

Let $S$ be a nonempty, open and convex subset of $\mathbb{R}^{n}$ and let $F: S \rightrightarrows \mathbb{R}^{n}$ be a set-valued map. We say that $F$ is a monotone operator on $S$ if for every two points $x$ and $y$ in $S$, and for every element $\xi \in F(x)$ and $\zeta \in F(y)$ one has

$$
\langle\xi, y-x\rangle+\langle\zeta, x-y\rangle \leq 0
$$

or equivalently

$$
\sup _{\xi \in F(x), \zeta \in F(y)}\langle\xi-\zeta, x-y\rangle \geq 0
$$

If these inequalities are strict whenever $x$ and $y$ are distinct, the map $F$ is called strictly monotone.

A special case is when $n=1$ and $F$ is single-valued. Let $S=(a, b) \subseteq \mathbb{R}$ be an interval and $f$ a real-valued function on $S$. Then $f$ is a monotone operator on $S$ if and only if for each $x, y \in S$ with $x<y$ one has

$$
f(x)(y-x)+f(y)(x-y) \leq 0,
$$

or equivalently

$$
f(x) \leq f(y) .
$$

Thus, $f$ is monotone if and only if it is nondecreasing. Similarly, $f$ is strictly monotone if and only if it is increasing.

Here are some elementary properties of monotone operators. We make use of the notations $\overline{c o} F$ for the map whose value at every point $x \in S$ is the closed convex hull of $F(x)$. A set-valued map $F_{1}: S \rightrightarrows \mathbb{R}^{n}$ is said to be a submap (or suboperator) of $F$ if $F_{1}(x) \subseteq F(x)$ for every $x \in S$.

Proposition 5.1.1 Assume that $F$ and $G$ are monotone operators on a nonempty, open, and convex subset $S$ of $\mathbb{R}^{n}$. Then the following assertions are true.
(i) The operators $\lambda F$ with $\lambda \geq 0, \overline{c o} F, F \cup G$, and $F+G$ are monotone.
(ii) Every suboperator of $F$ is monotone.

Proof. These assertions are immediate from the definition. We take up, for instance, the sum $F+G$. Let $x$ and $y$ be two points of $S$ and $\xi \in$ $(F+G)(x), \zeta \in(F+G)(y)$. Then there are $\xi_{1} \in F(x), \xi_{2} \in G(x), \zeta_{1} \in F(y)$ and $\zeta_{2} \in G(y)$ such that $\xi=\xi_{1}+\xi_{2}$ and $\zeta=\zeta_{1}+\zeta_{2}$. Then, by the monotonicity of $F$ and $G$, one derives
$\langle\xi, y-x\rangle+\langle\zeta, x-y\rangle=\left\langle\xi_{1}, y-x\right\rangle+\left\langle\xi_{2}, x-y\right\rangle+\left\langle\zeta_{1}, x-y\right\rangle+\left\langle\zeta_{2}, x-y\right\rangle \leq 0$.
Hence $F+G$ is monotone.
Similar assertions are available for strictly monotone operators. Now we characterize single-valued monotone operators by means of pseudoJacobians. We say that a pseudo-Jacobian $\partial f$ of a vector function $f$ : $S \rightarrow \mathbb{R}^{m}$ is densely regular on $S$ if there exists a dense subset $S_{0} \subseteq S$ such that
(a) $\partial f(x)$ is regular at every $x \in S_{0}$,
(b) The pseudo-Jacobian $\partial f(x)$ of $f$ at every $x \notin S_{0}$ is contained in the set consisting of all $\operatorname{limits}^{\lim }{ }_{k \rightarrow \infty} M_{k}$, where $M_{k} \in \partial f\left(x_{k}\right)$ and $\left\{x_{k}\right\}$ is a sequence in $S_{0}$ converging to $x$.

An $n \times n$-matrix $M$ is said to be positive semidefinite (respectively, positive definite) if for all vector $v \in \mathbb{R}^{n} \backslash\{0\}$ one has

$$
\langle v, M(v)\rangle \geq 0 \quad \text { (respectively, } \quad\langle v, M(v)\rangle>0 \text {. }
$$

A necessary and sufficient condition for a matrix to be positive definite is that its principal minors be positive. When a matrix is not positive definite, it is positive semidefinite if and only if its determinant is zero and all the minors formed by deleting rows and columns of the same indices are nonnegative.

Theorem 5.1.2 Let $F: S \rightarrow \mathbb{R}^{n}$ be a continuous map that admits a pseudo-Jacobian $\partial F(x)$ for each $x \in S$. If for each $x \in S$, the matrices of $\partial F(x)$ are positive semidefinite, then $F$ is monotone.

Conversely, if $F$ is monotone and if the pseudo-Jacobian $\partial F$ is densely regular on $S$, then for each $x \in S$ the matrices of $\partial F(x)$ are positive semidefinite.

Proof. Let $x, y \in S$ be arbitrary; set $u=y-x$. By the mean value theorem (Theorem 2.2.2),

$$
F(x+u)-F(x) \in \overline{\operatorname{co}}(\partial F([x, x+u]) u),
$$

and so

$$
\langle F(x+u)-F(x), u\rangle \in\langle\overline{\operatorname{co}}(\partial F([x, x+u]) u), u\rangle .
$$

Thus there exists $z \in[x, x+u]$ and $N \in \overline{\mathrm{co}}(\partial F(z))$ such that

$$
\begin{aligned}
\langle F(x+u)-F(x), u\rangle & =\langle N(u), u\rangle \\
& \geq \inf _{M \in \overline{\operatorname{co}}(\partial F(z))}\langle M(u), u\rangle \\
& =\inf _{M \in \partial F(z)}\langle M(u), u\rangle \\
& \geq 0 .
\end{aligned}
$$

This shows that $F$ is monotone.
For the converse, suppose to the contrary that

$$
\left\langle M_{0}\left(u_{0}\right), u_{0}\right\rangle<0
$$

for some $x_{0}, u_{0} \in S$ and $M_{0} \in \partial F\left(x_{0}\right)$. If $x_{0} \in S_{0}$, then by regularity,

$$
\left(u_{0} F\right)^{-}\left(x_{0} ; u_{0}\right)=\inf _{M \in \partial F\left(x_{0}\right)}\left\langle M\left(u_{0}\right), u_{0}\right\rangle<0
$$

So, there exists $t$ sufficiently small and positive such that

$$
\left\langle u_{0}, F\left(x_{0}+t u_{0}\right)\right\rangle-\left\langle u_{0}, F\left(x_{0}\right)\right\rangle<0 .
$$

This contradicts the monotonicity of $F$.
If, on the other hand, $x_{0} \notin K$, then by hypothesis we can find a sequence $\left\{x_{n}\right\} \subset K, x_{n} \rightarrow x_{0}$ and $M_{n} \in \partial F\left(x_{n}\right)$ such that

$$
\lim _{n \rightarrow \infty} M_{n}=M_{0}
$$

So for $n_{0}$ sufficiently large, $M_{n_{0}} \in \partial F\left(x_{n_{0}}\right)$ and $\left\langle M_{n_{0}}\left(u_{0}\right), u_{0}\right\rangle<0$. Hence

$$
\left(u_{0} F\right)^{-}\left(x_{n_{0}}, u_{0}\right)=\inf _{M \in \partial F\left(x_{n_{0}}\right)}\left\langle M\left(u_{0}\right), u_{0}\right\rangle<0
$$

Then, for sufficiently small $t>0$,

$$
\left\langle u_{0}, F\left(x_{n_{0}}+t u_{0}\right)\right\rangle-\left\langle u_{0}, F\left(x_{n_{0}}\right)\right\rangle<0 .
$$

This again contradicts the monotonicity of $F$, and so the proof is complete.

It is worth noting that the conclusion of the above theorem is no longer true without the regularity condition. This can be seen by choosing $L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ as a pseudo-Jacobian at each point. A similar result for strictly monotone operators can be developed.

Theorem 5.1.3 Assume that $F: S \rightarrow \mathbb{R}^{n}$ is a continuous map and $\partial F$ is a pseudo-Jacobian map of $F$ such that for every $x \in S$, the set $\overline{\operatorname{co}}(\partial F(x)) \cup$ $\left((\operatorname{co}(\partial F(x)))_{\infty} \backslash\{0\}\right)$ consists of positive definite matrices only. Then $F$ is strictly monotone on $S$.

Proof. Suppose to the contrary that $F$ is not strictly monotone, that is, there are $x_{0}$ and $y_{0} \in S$ such that

$$
\begin{equation*}
\left\langle F\left(x_{0}\right)-F\left(y_{0}\right), x_{0}-y_{0}\right\rangle \leq 0 . \tag{5.1}
\end{equation*}
$$

We consider the scalar function $x \longmapsto\left\langle F(x), x_{0}-y_{0}\right\rangle$. It follows that the closure of the set

$$
Q(x):=\left\{M\left(x_{0}-y_{0}\right): M \in \partial F(x)\right\}
$$

is a pseudo-Jacobian of $\left\langle F(\cdot), x_{0}-y_{0}\right\rangle$ at $x$. We apply the mean value theorem to this function on the interval $\left[x_{0}, y_{0}\right]$. There exists $c \in\left(x_{0}, y_{0}\right)$ and $\xi_{i} \in \operatorname{co}(Q(c))$ such that

$$
\begin{equation*}
\left\langle F\left(x_{0}\right)-F\left(y_{0}\right), x_{0}-y_{0}\right\rangle=\lim _{i \rightarrow \infty}\left\langle\xi_{i}, x_{0}-y_{0}\right\rangle . \tag{5.2}
\end{equation*}
$$

Because $\operatorname{co}(Q(c))=[\operatorname{co}(\partial F(c))]\left(x_{0}-y_{0}\right)$, there is $M_{i} \in \operatorname{co}(\partial F(c))$ such that

$$
\xi_{i}=M_{i}\left(x_{0}-y_{0}\right) .
$$

If the sequence $\left\{M_{i}\right\}$ is bounded, we may assume that it converges to some $M_{0} \in \overline{\operatorname{co}}(\partial F(c))$. Then by (5.2), inequality (5.1) becomes

$$
\left\langle F\left(x_{0}\right)-F\left(y_{0}\right), x_{0}-y_{0}\right\rangle=\left\langle M_{0}\left(x_{0}-y_{0}\right), x_{0}-y_{0}\right\rangle \leq 0 .
$$

This contradicts the hypothesis that $M_{0}$ is positive definite.
Now suppose that $\left\{M_{i}\right\}$ is unbounded. We may assume that

$$
\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty \text { and } \lim _{i \rightarrow \infty} M_{i} /\left\|M_{i}\right\|=M_{*} \in(\overline{\mathrm{co}}(\partial F(c)))_{\infty} \backslash\{0\}
$$

It follows from (5.2) that

$$
\left\langle M_{*}\left(x_{0}-y_{0}\right), x_{0}-y_{0}\right\rangle=\lim _{i \rightarrow \infty}\left\langle\frac{M_{i}}{\left\|M_{i}\right\|}\left(x_{0}-y_{0}\right), x_{0}-y_{0}\right\rangle=0
$$

which contradicts the hypothesis. The proof is complete.

The converse of Theorem 5.1.3 is no longer true. For instance, let $F: \mathbb{R} \rightarrow \mathbb{R}$ be defined by $F(x)=x^{3}$. Then $F$ is strictly monotone on $\mathbb{R}$. Nevertheless, the gradient $\nabla F$, which is a regular pseudo-Jacobian of $F$, has no positive definite elements at $x=0$. As a special case of Theorem 5.1.3 we see that if $F$ is locally Lipschitz, then monotonicity of $F$ is characterized by positive semidefiniteness of the Jacobian matrices.

Corollary 5.1.4 Let $F: S \rightarrow \mathbb{R}^{n}$ be a locally Lipschitz map. Then $F$ is monotone if and only if for each $x \in S$ the matrices $M \in \partial^{C} F(x)$ are positive semidefinite. Moreover, if for every $x \in S$, the Clarke generalized Jacobian $\partial^{C} F(x)$ consists of positive definite matrices only, then $F$ is strictly monotone on $S$.

Proof. Let $x \in S$ be arbitrary. Because $F$ is locally Lipschitz by Rademacher's Theorem there exists a dense subset $K$ of $S$ on which $\nabla F$ exists. Define

$$
\partial F(x)=\left\{\begin{array}{lr}
\{\nabla F(x)\} & x \in K \\
\left\{\lim _{k \rightarrow \infty} \nabla F\left(x_{k}\right): x_{n} \rightarrow x,\left\{x_{k}\right\} \subset K\right\} & x \notin K
\end{array}\right.
$$

Then $\partial F(x)$ is a pseudo-Jacobian of $F$ at $x$. If $F$ is monotone, then the hypotheses of Theorem 5.1.2 are satisfied, and so the matrices $M \in \partial F(x)$ are positive semidefinite. Hence, the matrices $M \in \operatorname{co}(\partial F(x))=\partial^{C} F(x)$ are positive semidefinite too.

Conversely, if for each $x \in S$ the matrices $M \in \partial^{C} F(x)$ are positive semidefinite, then the monotonicity of $F$ follows from Theorem 5.1.2 Because $\partial^{C} F(x)$ is a pseudo-Jacobian of $F$ at $x$. The last assertion is immediate from Theorem 5.1.3.

## Comonotonicity

In order to develop methods for solving complementarity problems, we need some more notions related to the monotonicity behavior of maps. We say that a set-valued map $F: S \rightrightarrows \mathbb{R}^{n}$ is strongly monotone with modulus $\alpha>0$ on $S$ if for each $x, y \in S$,

$$
\langle\xi-\zeta, y-x\rangle \geq \alpha\|y-x\|^{2} \text { for all } \xi \in F(x), \zeta \in F(y)
$$

It is clear that strongly monotone maps are strictly monotone and that the converse is not true in general (see Example 5.1.6 below). Similarly to the case of monotone operators, one can easily prove that if $F$ is strongly monotone, then the operators $\lambda F$ with $\lambda>0, \overline{\mathrm{co}} F$ and every suboperator of $F$ are strongly monotone. Moreover, if $F$ is strongly monotone and $G$ is monotone, then their sum $F+G$ is strongly monotone. Let us now characterize strongly monotone single-valued operators.

Proposition 5.1.5 Assume that $F: S \rightarrow \mathbb{R}^{n}$ is a continuous operator, where $S$ is a nonempty open and convex subset of $\mathbb{R}^{n}$. If $F$ admits a pseudoJacobian $\partial F$ such that

$$
\alpha:=\inf _{\|u\|=1, M \in\{\partial F(x): x \in S\}}\langle M(u), u\rangle>0
$$

then $F$ is strongly monotone with modulus $\alpha$ on $S$.
Conversely, if $F$ is strongly monotone with modulus $\beta$ on $S$, then every pseudo-Jacobian $\partial F$ of $F$ satisfies

$$
\inf _{\|u\|=1} \sup _{M \in\{\partial F(x): x \in S\}}\langle M(u), u\rangle \geq \beta
$$

In particular, when $F$ is Gâteaux differentiable, it is strongly monotone on $S$ if and only if its Jacobian is uniformly positive definite in the sense that $\inf _{\|u\|=1, x \in S}\langle\nabla F(x)(u), u\rangle>0$.

Proof. We wish to prove that $F$ is strongly monotone with modulus $\alpha$. Suppose to the contrary that there exist two points $x$ and $y$ of $S$ such that

$$
\langle F(x)-F(y), x-y\rangle<\alpha\|x-y\|^{2} .
$$

According to the mean value theorem, one can find some positive numbers $\lambda_{1}, \ldots, \lambda_{k}$ whose sum equals 1 and matrices $M_{1}, \ldots, M_{k} \in \partial F([x, y])$ such that

$$
\left\langle\sum_{i=1}^{k} \lambda_{i} M_{i}(x-y), x-y\right\rangle<\alpha\|x-y\|^{2}
$$

There exists at least one index $i$ such that

$$
\left\langle M_{i}(x-y), x-y\right\rangle<\alpha\|x-y\|^{2}
$$

This contradicts the assumptions.
Conversely, let $u \in \mathbb{R}^{n}$ with $\|u\|=1$ and let $x \in S$. By strong monotonicity, one has that

$$
\langle F(x+t u)-F(x), t u\rangle \geq \beta t^{2} \text { for every } t \in(0,1)
$$

We deduce that

$$
\sup _{M \in \partial F(x)}\langle M(u), u\rangle \geq(u \circ F)^{+}(x, u)=\limsup _{t \downarrow 0} \frac{\langle F(x+t u)-F(x), u\rangle}{t} \geq \beta
$$

and the proof is complete.

Example 5.1.6 Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a monotone function. This means that, for any $(x, u) \in \mathbb{R} \times \mathbb{R}$, and for all $t \geq 0$,

$$
\begin{equation*}
(f(x+t u)-f(x)) u \geq 0 \tag{5.3}
\end{equation*}
$$

If $u \in \mathbb{R}$ and

$$
\begin{equation*}
\liminf _{t \downarrow 0} \frac{|f(x+t u)-f(x)|}{t}>0 \tag{5.4}
\end{equation*}
$$

then the monotonicity of $f$ yields the existence of some $\alpha>0$ such that

$$
\begin{equation*}
(f(x+t u)-f(x)) u=|u||f(x+t u)-f(x)| \geq \alpha|u| t \tag{5.5}
\end{equation*}
$$

for all $t \geq 0$ sufficiently small. Obviously, this is a much stronger property than (5.3). For example, consider the function $f$, defined by

$$
f(x):= \begin{cases}x^{1 / k} & \text { if } x \geq 0 \\ 0 & \text { otherwise }\end{cases}
$$

for some $k>1$. This function is not locally Lipschitz at $x=0$ and (5.4) is satisfied for $(x, u):=(0,1)$, where the left-hand side of (5.4) attains $+\infty$. Moreover, $f$ is monotone but not strongly monotone on $\mathbb{R}$. On the other hand, on $[0,1]$ we have for $u:=1$,

$$
f(0+t)-f(0)=t^{1 / k} \geq t \quad \forall t \in[0,1]
$$

Thus the function $f$ is strongly monotone on $[0,1]$ and, in addition, has the property $(5.5)$ for $(x, u):=(0,1)$ for all $t \in[0,1]$.

Our observation in this one-dimensional example leads us to the following notion that characterizes a corresponding behavior of directional monotonicity in the multi-dimensional case.

A map $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is called comonotone at $x \in \mathbb{R}^{n}$ in the direction $u \in \mathbb{R}^{n}$ if there exists some $\gamma_{(x, u)}>0$ so that

$$
\langle F(x+t u)-F(x), u\rangle \geq \gamma_{(x, u)}\|F(x+t u)-F(x)\|
$$

holds for all $t \geq 0$ sufficiently small.
Later we show that the comonotonicity of the monotone map $F$ is particularly important in those directions in which

$$
\begin{equation*}
\limsup _{t \downarrow 0} \frac{\|F(x+t u)-F(x)\|}{t}=+\infty \tag{5.6}
\end{equation*}
$$

We now investigate how the notion of comonotonicity of $F$ relates to the known monotonicity properties of $F$ and how it can be characterized by means of pseudo-Jacobians of $F$. For this purpose, let us introduce the concept of cocoercivity. A map $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is called cocoercive on $\mathbb{R}^{n}$ if there exists $\alpha>0$ such that

$$
\langle F(y)-F(x), y-x\rangle \geq \alpha\|F(y)-F(x)\|^{2} \quad \forall x, y \in \mathbb{R}^{n}
$$

The map $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is called cocoercive at $x \in \mathbb{R}^{n}$ in the direction $u \in \mathbb{R}^{n}$ if there exist some $\alpha_{(x, u)}>0$ so that

$$
\langle F(x+t u)-F(x), t u\rangle \geq \alpha_{(x, u)}\|F(x+t u)-F(x)\|^{2}
$$

for all $t \geq 0$ sufficiently small.
Given a point $x \in \mathbb{R}^{n}$ and a direction $u \in \mathbb{R}^{n}$, the following theorem illustrates the general relationship between comonotonicity and cocoercivity.

Theorem 5.1.7 If $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is cocoercive at $x \in \mathbb{R}^{n}$ in the direction $u \in \mathbb{R}^{n}$ and if

$$
\begin{equation*}
\liminf _{t \downarrow 0} \frac{\|F(x+t u)-F(x)\|}{t}>0 \tag{5.7}
\end{equation*}
$$

then $F$ is comonotone at $x$ in the direction $u$.
If $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is comonotone at $x \in \mathbb{R}^{n}$ in the direction $u \in \mathbb{R}^{n}$ and if

$$
\begin{equation*}
\limsup _{t \downarrow 0} \frac{\|F(x+t u)-F(x)\|}{t}<+\infty \tag{5.8}
\end{equation*}
$$

then $F$ is cocoercive at $x$ in the direction $u$.
Proof. The cocoercivity of $F$ at $x$ in the direction $u$ implies that there is some $\alpha_{(x, u)}>0$ so that

$$
\langle F(x+t u)-F(x), u\rangle \geq \alpha_{(x, u)} \frac{\|F(x+t u)-F(x)\|}{t}\|F(x+t u)-F(x)\|
$$

for all $t>0$ sufficiently small. Using (5.7) we see that $F$ must be comonotone at $x$ in the direction $u$. Conversely, let us consider the case where $F$ is comonotone at $x$ in the direction $u$. Set

$$
h_{*}:=\limsup _{t \downarrow 0} \frac{\|F(x+t u)-F(x)\|}{t} .
$$

Then, by (5.8), $0 \leq h_{*}<\infty$. If $h_{*}=0$, we easily get, for some $\gamma_{(x, u)}>0$, $\langle F(x+t u)-F(x), t u\rangle \geq \gamma_{(x, u)} t\|F(x+t u)-F(x)\| \geq \gamma_{(x, u)}\|F(x+t u)-F(x)\|^{2}$ for all $t>0$ sufficiently small. If $0<h_{*}<\infty$, then it follows that, for some $\gamma_{(x, u)}>0$,

$$
\begin{aligned}
\langle F(x+t u)-F(x), t u\rangle & \geq \gamma_{(x, u)} h_{*}^{-1} h_{*} t\|F(x+t u)-F(x)\| \\
& \geq \frac{1}{2} \gamma_{(x, u)} h_{*}^{-1}\|F(x+t u)-F(x)\|^{2}
\end{aligned}
$$

for all $t>0$ sufficiently small. Thus $F$ is cocoercive at $x$ in the direction $u$.

Note that the left-hand side in (5.7) may be equal to $+\infty$. It can be seen from (5.4) and (5.6) that this case is of particular importance for the analysis in Section 5.4.

Theorem 5.1.8 Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuous map. Assume that $F$ admits a pseudo-Jacobian map $\partial F$. Let $(x, u) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$ with $u \neq 0$. If there exist numbers $\alpha_{(x, u)}>0$ and $t_{(x, u)}>0$ such that

$$
\begin{equation*}
\langle u, M(u)\rangle \geq \alpha_{(x, u)}\|u\|\|M(u)\| \text { for all } M \in \overline{c o}\left(\partial F\left[x, x+t_{(x, u)} u\right]\right) \tag{5.9}
\end{equation*}
$$

then $F$ is comonotone at $x$ in the direction $u$.
Proof. Let $t \in\left[0, t_{(x, u)}\right]$ be arbitrary but fixed. Then it follows from the mean value theorem (Theorem 2.2.2) that $N \in \overline{\mathrm{co}}(\partial F[x, x+t u])$ exists with

$$
\begin{equation*}
F(x+t u)-F(x)=t N(u) \tag{5.10}
\end{equation*}
$$

This together with (5.9) yields

$$
\langle F(x+t u)-F(x), u\rangle=\langle u, t N(u)\rangle \geq \alpha_{(x, u)}\|u\|\|t N(u)\| .
$$

Now, using (5.10) again, we get

$$
\langle F(x+t u)-F(x), u\rangle \geq \gamma_{(x, u)}\|F(x+t u)-F(x)\|
$$

with $\gamma_{(x, u)}:=\alpha_{(x, u)}\|u\|$.

## Quasimonotone Operators

Let $S$ be a nonempty, open, and convex subset of $\mathbb{R}^{n}$. We say that a setvalued map $F: S \rightrightarrows \mathbb{R}^{n}$ is quasimonotone on $S$ if for each $x, y \in S$ and for each $\xi \in F(x), \zeta \in F(y)$, one has

$$
\min \{\langle\xi, y-x\rangle,\langle\zeta, x-y\rangle\} \leq 0
$$

or equivalently

$$
\sup _{\xi \in F(x), \zeta \in F(y)} \min \{\langle\xi, y-x\rangle,\langle\zeta, x-y\rangle\} \leq 0
$$

Because the variables $\xi$ and $\zeta$ are independent in the expressions under min and sup, we may interchange sup and min to obtain another equivalent form of quasimonotonicity

$$
\min \left\{\sup _{\xi \in F(x)}\langle\xi, y-x\rangle, \sup _{\zeta \in F(y)}\langle\zeta, x-y\rangle\right\} \leq 0
$$

When $n=1$ quasimonotone single-valued operators have quite simple structure. Indeed, let $S=(a, b) \subseteq \mathbb{R}$ with $a<b$, and let $f: S \rightarrow \mathbb{R}$ be continuous. Set $c:=\inf \{t \in(a, b): f(t)>0\}$. Then it is easy to verify that $f$ is quasimonotone on $S$ if and only if it takes nonpositive values on $(a, c)$ and nonnegative values on $(c, b)$. Note that $a$ can be $-\infty, b$ can be $+\infty$, and $c$ can be $\pm \infty$.

Some elementary properties of quasimonotone operators are given next.

Proposition 5.1.9 Assume that $F$ is an operator on a nonempty, open, and convex subset $S$ of $\mathbb{R}^{n}$. Then the following assertions are true.
(i) If $F$ is monotone, then it is quasimonotone.
(ii) If $F$ is quasimonotone, then the operators $\lambda F$ with $\lambda \geq 0, \overline{c o} F$, and every suboperator of $F$ is quasimonotone.

Proof. This is immediate from the definitions of monotone and quasimonotone operators.

We notice that a quasimonotone operator is not necessarily monotone; the sum and the union of two quasimonotone operators are not necessarily quasimonotone either.

Example 5.1.10 Define two single-valued operators $F$ and $G$ on $\mathbb{R}$ by

$$
F(x)=\left\{\begin{array}{ll}
-2 x & \text { if } x \leq 0 \\
x & \text { else, }
\end{array} \quad \text { and } \quad G(x)= \begin{cases}x & \text { if } x \leq 0 \\
-2 x & \text { else }\end{cases}\right.
$$

Direct verification shows that these operators are quasimonotone, but not monotone on $\mathbb{R}$. Their sum and union are given by

$$
\begin{aligned}
& (F+G)(x)=-x \\
& (F \cup G)(x)=\{x,-2 x\} .
\end{aligned}
$$

By taking $x=-1$ and $y=1$, we have

$$
\begin{aligned}
& \min \{\langle(F+G)(x), y-x\rangle,\langle(F+G)(y), x-y\rangle\}=2>0 \\
& \min \left\{\sup _{\xi \in(F \cup G)(x)}\langle\xi, y-x\rangle, \sup _{\zeta \in(F \cup G)(y)}\langle\xi, x-y\rangle\right\}=4>0,
\end{aligned}
$$

and therefore these operators are not quasimonotone.
Here are some characterizations of single-valued quasimonotone operators.

Theorem 5.1.11 Assume that $F: S \rightarrow \mathbb{R}^{n}$ is continuous and admits a pseudo-Jacobian $\partial F(x)$ at each $x \in S$. If $F$ is quasimonotone, then
(i) $\langle F(x), u\rangle=0$ implies $\sup _{M \in \partial F(x)}\langle M(u), u\rangle \geq 0$,
(ii) $\langle F(x), u\rangle=0$ and $\left\langle F\left(x+t^{\prime} u\right), u\right\rangle>0$ for some $t_{1}<0$ imply the existence of $t_{2}>0$ such that $\langle F(x+t u), u\rangle \geq 0$ for all $t \in\left[0, t_{2}\right]$.

Proof. Suppose (i) does not hold. Then there exist $x, u \in S$ such that

$$
\langle F(x), u\rangle=0 \quad \text { and } \quad \sup _{M \in \partial F(x)}\langle M(u), u\rangle<0 .
$$

Thus from the definition of pseudo-Jacobian we get

$$
(u F)^{+}(x, u) \leq \sup _{M \in \partial F(x)}\langle M(u), u\rangle<0
$$

and

$$
(-u F)^{+}(x,-u) \leq \sup _{M \in \partial F(x)}\langle M(u), u\rangle<0 .
$$

Hence, for sufficiently small $t>0$,

$$
\langle u, F(x+t u)-F(x)\rangle<0
$$

and

$$
\langle-u, F(x+t(-u))-F(x)\rangle<0 .
$$

These give us that

$$
\langle u, F(x+t u)\rangle<0 \quad \text { and } \quad\langle u, F(x-t u)\rangle>0
$$

Thus

$$
\langle F(x+t u),(x-t u)-(x+t u)\rangle>0
$$

and

$$
\langle F(x-t u),(x+t u)-(x-t u)\rangle>0
$$

This contradicts the quasi-monotonicity of $F$, and so (i) holds.
Furthermore, if (ii) does not hold, then there exists $t_{0}>0$ such that $\langle F(x), u\rangle=0,\left\langle F\left(x+t^{\prime} u\right), u\right\rangle>0$ for some $t^{\prime}<0$ and $\left\langle F\left(x+t_{0} u\right), u\right\rangle<0$. Let $x_{0}=x+t^{\prime} u$ and let $y_{0}=x+t_{0} u$. Then we have

$$
\begin{aligned}
\left\langle F\left(y_{0}\right), x_{0}-y_{0}\right\rangle & =\left\langle F\left(x+t_{0} u\right),\left(t^{\prime}-t_{0}\right) u\right\rangle>0 \\
\left\langle F\left(x_{0}\right), y_{0}-x_{0}\right\rangle & =\left\langle F\left(x+t^{\prime} u\right),\left(t_{0}-t^{\prime}\right) u\right\rangle>0
\end{aligned}
$$

These inequalities contradict the quasimonotonicity of $F$.
In general, it is not true that quasimonotonicity of $F$ implies

$$
\inf _{M \in \partial F(x)}\langle M(u), u\rangle \geq 0
$$

for each $x, u \in S$ as in the differentiable case. Moreover, the conditions (i) and (ii) may not be sufficient without certain restrictions on the pseudoJacobian. This can be seen by taking $\partial F(x)=L\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)$ for each $x \in S$. We now obtain sufficient conditions under the additional hypotheses that pseudo-Jacobians are bounded and densely regular.

Theorem 5.1.12 Let $F: S \rightarrow \mathbb{R}^{n}$ be a continuous map that admits a bounded and densely regular pseudo-Jacobian $\partial F$ on $S$. Assume that the following conditions hold for every $x, u \in \mathbb{R}^{n}$.
(i) $\langle F(x), u\rangle=0$ implies $\max _{M \in \partial F(x)}\langle M(u), u\rangle \geq 0$.
(ii) $\langle F(x), u\rangle=0,0 \in\{\langle u, M(u)\rangle: M \in \partial F(x)\}$ and $\left\langle F\left(x+t^{\prime} u\right), u\right\rangle>0$ for some $t^{\prime}<0$ imply the existence of $t_{0}>0$ such that $\langle F(x+t u), u\rangle \geq 0$ for all $t \in\left[0, t_{0}\right]$.

Then $F$ is quasimonotone.
Proof. Suppose there exist $x, y \in S$ such that

$$
\langle F(x), y-x\rangle>0 \text { and }\langle F(y), x-y\rangle>0 .
$$

Let $u=y-x$ and let $g(t)=\langle F(x+t u), u\rangle$. Then $g$ is continuous, $g(0)>0$ and $g(1)<0$. So, there exists $t_{1} \in(0,1)$ such that

$$
g\left(t_{1}\right)=0 \text { and } g(t)<0 \text { for all } t \in\left(t_{1}, 1\right)
$$

Define $x_{1}=x+t_{1} u$. Then, $g\left(t_{1}\right)=\left\langle F\left(x_{1}\right), u\right\rangle=0$ and $(u F)^{-}\left(x_{1}, u\right) \leq 0$. Now we claim that

$$
0 \in\left\{\langle u, M(u)\rangle: M \in \partial F\left(x_{1}\right)\right\}
$$

To see this, first consider the case where $x_{1} \in S_{0}$. If $\langle u, M(u)\rangle>0$ for each $M \in \partial F\left(x_{1}\right)$, then by regularity of $\partial F\left(x_{1}\right)$ we get a contradiction because

$$
0<\min _{M \in \partial F\left(x_{1}\right)}\langle M(u), u\rangle=\inf _{M \in \partial F\left(x_{1}\right)}\langle M(u), u\rangle=(u F)^{-}\left(x_{1}, u\right) \leq 0
$$

If $\langle u, M(u)\rangle<0$ for each $M \in \partial F\left(x_{1}\right)$, then by (i) we get a contradiction because

$$
0>\max _{M \in \partial F\left(x_{1}\right)}\langle M(u), u\rangle \geq 0
$$

Now consider the case where $x_{1} \notin S_{0}$. Then for each $M \in \partial F\left(x_{1}\right)$ we can find a sequence $\left\{y_{k}\right\} \subset S_{0}, y_{k} \rightarrow x_{1}, M_{k} \in \partial F\left(y_{k}\right)$ such that $\lim _{k \rightarrow \infty} M_{k}=$ $M$. As in the above case, the claim holds by applying the arguments in the two subcases to $M_{k_{0}} \in \partial F\left(y_{k_{0}}\right), y_{k_{0}} \in S_{0}$, for sufficiently large $k_{0}$. By continuity of $g$, there exists $t^{\prime}<0$ such that

$$
g\left(t_{1}+t^{\prime}\right)=\left\langle F\left(x_{1}+t^{\prime} u\right), u\right\rangle>0
$$

Condition (ii) gives us that there exists $t_{0}>0$ such that

$$
g\left(t_{1}+t\right)=\left\langle F\left(x_{1}+t u\right), u\right\rangle \geq 0 \text { for all } t \in\left[0, t_{0}\right] .
$$

This contradicts the condition that $g(t)<0$ for all $t \in\left(t_{1}, 1\right)$. Hence $F$ is quasimonotone.

As a special case, we obtain a characterization of quasimonotone locally Lipschitz maps.

Corollary 5.1.13 Assume $F: S \rightarrow \mathbb{R}^{n}$ is locally Lipschitz on $S$. Then $F$ is quasimonotone if and only if the following conditions hold for each $x, u \in S$.
(i) $\langle F(x), u\rangle=0$ implies $\max _{M \in \partial^{C} F(x)}\langle M(u), u\rangle \geq 0$.
(ii) $\langle F(x), u\rangle=0,0 \in\left\{\langle u, A u\rangle: A \in \partial^{C} F(x)\right\}$ and $\left\langle F\left(x+t^{\prime} u\right), u\right\rangle>0$ for some $t^{\prime}<0$ imply the existence of $t_{0}>0$ such that $\langle F(x+t u), u\rangle \geq 0$ for all $t \in\left[0, t_{0}\right]$.

Proof. The conclusion follows from Theorem 5.1.11 and Theorem 5.1.12 by noting that

$$
\partial F(x)= \begin{cases}\{\nabla F(x)\} & x \in K \\ \left\{\lim _{n \rightarrow \infty} \nabla F\left(x_{n}\right): x_{n} \rightarrow x,\left\{x_{n}\right\} \subset K\right\} & x \notin K\end{cases}
$$

where $K$ is a dense subset of $S$ on which $F$ is differentiable, is a pseudoJacobian of $F$ at $x$ that satisfies the hypotheses of the previous theorem and observing that $\partial^{C} F(x)=\operatorname{co}(\partial F(x))$.

Corollary 5.1.14 Assume $F: S \rightarrow \mathbb{R}^{n}$ is differentiable on $S$. Then $F$ is quasimonotone if and only if the following conditions hold for each $x, u \in$ $\mathbb{R}^{n}$.
(i) $\langle F(x), u\rangle=0$ implies $\langle u, \nabla F(x) u\rangle \geq 0$.
(ii) $\langle F(x), u\rangle=\langle u, \nabla F(x) u\rangle=0$ and $\left\langle F\left(x+t^{\prime} u\right), u\right\rangle>0$ for some $t^{\prime}<0$ imply the existence of $t_{0}>0$ such that $\langle F(x+t u), u\rangle \geq 0$ for all $t \in$ $\left[0, t_{0}\right]$.

Proof. Because $F$ is differentiable, $\{\nabla F(x)\}$ is a regular and bounded pseudo-Jacobian for each $x \in S$. So, the conclusion follows from Theorems 5.1.11 and 5.1.12.

## Pseudomonotone Operators

Let $F: S \rightarrow \mathbb{R}^{n}$ be a set-valued map, where as before $S$ is a nonempty, open and convex subset of $\mathbb{R}^{n}$. It is said to be pseudomonotone on $S$ if for each $x, y \in S$ and $\xi \in F(x), \zeta \in F(y)$, one has

$$
\begin{equation*}
\langle\xi, y-x\rangle>0 \text { implies }\langle\zeta, y-x\rangle>0 \tag{5.11}
\end{equation*}
$$

or equivalently

$$
\min \{\langle\xi, y-x\rangle,\langle\zeta, x-y\rangle\}<0
$$

whenever one of the terms under min is nonzero.
It can be seen that in the definition above, the strict inequalities of (5.11) can be replaced by inequalities

$$
\langle\xi, y-x\rangle \geq 0 \text { implies }\langle\zeta, y-x\rangle \geq 0
$$

Here are some elementary properties of pseudomonotone operators.

Proposition 5.1.15 Assume that $F$ is an operator on a nonempty, open, and convex subset $S$ of $\mathbb{R}^{n}$. Then the following assertions are true.
(i) If $F$ is monotone, then it is pseudomonotone.
(ii) If $F$ is pseudomonotone, then it is quasimonotone.
(ii) If $F$ is pseudomonotone, then the operators $\lambda F$ with $\lambda \geq 0, \overline{c o} F$, and every suboperator of $F$ are pseudomonotone.

Proof. This follows from the definitions of pseudomonotone and quasimonotone operators.

The operator $F$ given in Example 5.1.10 is quasimonotone, but not pseudomonotone. Indeed, with $x=-1, y=0$ one has $\langle F(x), y-x\rangle=$
$2>0$ and $\langle F(y), x-y\rangle=0$. The operator $G$ of the same example is pseudomonotone, but it is not nondecreasing (hence not monotone).

For the case $n=1$ and $F$ is single-valued, one can easily prove that $F$ is pseudomonotone on an open interval $(a, b)$ if and only if there is a point $c \in[a, b]$ such that $F$ is nonpositive on $(a, c)$ and strictly positive on $(c, b)$. Here we understand that $(a, c)=\emptyset$ if $a=c$. When $n$ is arbitrary and $F$ is single-valued, some characterizations of pseudomonotonicity can be obtained by using pseudo-Jacobians.

Theorem 5.1.16 Assume $F: S \rightarrow \mathbb{R}^{n}$ is a continuous map and admits a pseudo-Jacobian $\partial F(x)$ at each $x \in S$. If $F$ is pseudomonotone, then $\langle F(x), u\rangle=0$ implies that
(i) $\sup _{M \in \partial F(x)}\langle M(u), u\rangle \geq 0$.
(ii) There exists $t_{0}>0$, such that $\langle F(x+t u), u\rangle \geq 0$, for all $t \in\left[0, t_{0}\right]$.

Proof. Pseudomonotonicity implies quasimonotonicity therefore (i) follows from Theorem 5.1.11. If (ii) does not hold, then there exist $x \in S$, and $t^{\prime}>0$ such that $\langle F(x), u\rangle=0$ and $\left\langle F\left(x+t^{\prime} u\right), u\right\rangle<0$. Define $y=x+t^{\prime} u$. Then

$$
\begin{equation*}
\langle F(x), y-x\rangle=\left\langle F(x), t^{\prime} u\right\rangle=0 \tag{5.12}
\end{equation*}
$$

On the other hand,

$$
\langle F(y), x-y\rangle=\left\langle F\left(x+t^{\prime} u\right),-t^{\prime} u\right\rangle>0 .
$$

Now it follows from pseudomonotonicity that $\langle F(x), y-x\rangle>0$. This contradicts (5.12).

Theorem 5.1.17 Let $F: S \rightarrow \mathbb{R}^{n}$ be a continuous map that admits a bounded and densely regular pseudo-Jacobian $\partial F$ on $S$. Assume that the following conditions hold for every $x, u \in \mathbb{R}^{n}$.
(i) $\langle F(x), u\rangle=0$ implies $\max _{M \in \partial F(x)}\langle M(u), u\rangle \geq 0$.
(ii) $\langle F(x), u\rangle=0$ and $0 \in\{\langle u, M(u)\rangle: M \in \partial F(x)\}$ imply the existence of $t_{0}>0$ such that $\langle F(x+t u), u\rangle \geq 0$ for all $t \in\left[0, t_{0}\right]$.

Then $F$ is pseudomonotone.
Proof. Suppose $F$ is not pseudomonotone. Then there exist $x, y \in S$ such that

$$
\langle F(x), y-x\rangle \geq 0 \text { and }\langle F(y), x-y\rangle>0 .
$$

Let $u=y-x$ and $g(t)=\langle F(x+t u)$, $u\rangle$. Then $g$ is continuous, $g(0) \geq 0$ and $g(1)<0$. So, there exists $t_{1} \in[0,1]$ such that

$$
\begin{equation*}
g\left(t_{1}\right)=0 \text { and } g(t)<0 \text { for all } t \in\left(t_{1}, 1\right] . \tag{5.13}
\end{equation*}
$$

Define $x_{1}=x+t_{1} u$. As in the proof of Theorem 5.1.12, $\left\langle F\left(x_{1}\right), u\right\rangle=0$, $(u F)^{-}\left(x_{1}, u\right) \leq 0$ and

$$
0 \in\left\{\langle u, M(u)\rangle: M \in \partial F\left(x_{1}\right)\right\}
$$

Now it follows from (ii) that there exists $t_{0}>0$ such that

$$
\left\langle F\left(x_{1}+t u\right), u\right\rangle \geq 0, \forall t \in\left[0, t_{0}\right] .
$$

Thus $g\left(t_{1}+t\right)=\left\langle F\left(x_{1}+t u\right), u\right\rangle \geq 0$ for sufficiently small $t$ close to $t_{0}$. This is a contradiction to (5.13), and hence $F$ is pseudomonotone.

Corollary 5.1.18 Assume $F: S \rightarrow \mathbb{R}^{n}$ is locally Lipschitz on $S$. Then $F$ is pseudomonotone if and only if the following conditions hold for each $x, u \in S$.
(i) $\langle F(x), u\rangle=0$ implies $\max _{M \in \partial_{C} F(x)}\langle M(u), u\rangle \geq 0$.
(ii) $\langle F(x), u\rangle=0$ and $0 \in\left\{\langle u, M(u)\rangle: M \in \partial_{C} F(x)\right\}$ imply the existence of $t_{0}>0$ such that $\langle F(x+t u), u\rangle \geq 0$ for all $t \in\left[0, t_{0}\right]$.

Proof. The proof follows along the same line of arguments as in Corollary 5.1.13, and so the details are left to the reader.

Corollary 5.1.19 Assume $F: S \rightarrow \mathbb{R}^{n}$ is differentiable on $S$. Then $F$ is pseudomonotone if and only if the following conditions hold for each $x, u \in \mathbb{R}^{n}$.
(i) $\langle F(x), u\rangle=0$ implies $\langle u, \nabla F(x) u\rangle \geq 0$.
(ii) $\langle F(x), u\rangle=\langle u, \nabla F(x) u\rangle=0$ implies the existence of $t_{0}>0$ such that $\langle F(x+t u), u\rangle \geq 0$ for all $t \in\left[0, t_{0}\right]$.

Proof. Because $F$ is differentiable, $\{\nabla F(x)\}$ is a bounded regular pseudoJacobian for each $x \in S$. So the conclusion follows from Theorem 5.1.16 and Theorem 5.1.17.

### 5.2 Generalized Convex Functions

Let $S \subseteq \mathbb{R}^{n}$ be a nonempty, open, and convex set and let $\phi: S \rightarrow \mathbb{R}$ be a continuous function. Recall that $\phi$ is convex on $S$ if for each pair of distinct points $x$ and $y$ in $S$ and for every number $t \in(0,1)$, one has

$$
\phi(t x+(1-t) y) \leq t \phi(x)+(1-t) \phi(y)
$$

If this inequality is strict, one says that $\phi$ is strictly convex. As we have seen in the first chapter, convex functions are locally Lipschitz around and directionally differentiable at any interior point of the effective domain. Another important feature of convex functions is that for them any local minimum point is also global. When a function is strictly convex, it attains its minimum at most at one point. Now we wish to characterize convexity of $\phi$ by means of pseudo-differentials and pseudo-Hessians of $\phi$.

Proposition 5.2.1 Assume that $\partial \phi: S \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is a pseudo-differential of $\phi$ on S. If $\partial \phi$ is monotone, then the function $\phi$ is convex.

Conversely, if $\phi$ is convex and $\partial \phi$ is a densely regular pseudo-differential of $\phi$ on $S$, then $\partial \phi$ is monotone.

Proof. Assume that $\partial \phi$ is a monotone pseudo-differential of $\phi$ on $S$. Suppose to the contrary that $\phi$ is not convex; that is, there are some points $a, b \in S$ and $c=(1-\lambda) a+\lambda b$ for some $\lambda \in(a, b)$ such that

$$
\phi(c)>(1-\lambda) \phi(a)+\lambda(b)
$$

Choose a number $\alpha$ such that

$$
\phi(c)-\phi(a)>\alpha>\lambda(\phi(b)-\phi(a)) .
$$

In view of Corollary 2.2.6, there exist some $x \in(a, c), y \in(c, b)$, and $\xi \in$ $\operatorname{co}(\partial \phi(x)), \zeta \in \operatorname{co}(\partial \phi(y))$ such that

$$
\begin{aligned}
& \langle\xi, c-a\rangle>\alpha \\
& \langle\zeta, b-a\rangle<\frac{\alpha}{\lambda}
\end{aligned}
$$

Expressing $c-a=\lambda(b-a)$ and summing up the latter inequalities give

$$
\langle\xi, c-a\rangle+\langle\zeta, a-c\rangle>0
$$

Because $c-a=t(y-x)$ for some positive $t$, this inequality implies

$$
\langle\xi, y-x\rangle+\langle\zeta, x-y\rangle>0
$$

which contradicts the monotonicity of $\partial \phi$.
Conversely, assume that $\phi$ is convex and $\partial \phi$ is a densely regular pseudodifferential of $\phi$ on $S$. Let $x, y \in S$ and $\xi \in \partial \phi(x), \zeta \in \partial \phi(y)$. Then there exist two sequences $\left\{x_{k}\right\},\left\{y_{k}\right\}$ (both in $S_{0}$ ) converging to $x$ and $y$, and sequences $\xi_{k} \in \partial \phi\left(x_{k}\right), \zeta_{k} \in \partial \phi\left(y_{k}\right)$ converging to $\xi$ and $\zeta$ respectively. (Here, if $x$ is a point at which $\partial \phi$ is regular, one takes $x_{k}=x$ and $\xi_{k}=\xi$; and similarly for $y$ and $\zeta$.) Because at $x_{k}$ and $y_{k}$ the pseudo-Jacobian of $\phi$ is regular, one has that

$$
\begin{aligned}
& \left\langle\xi_{k}, y_{k}-x_{k}\right\rangle \leq \phi^{+}\left(x_{k}, y_{k}-x_{k}\right) \\
& \left\langle\zeta_{k}, x_{k}-y_{k}\right\rangle \leq \phi^{+}\left(y_{k}, x_{k}-y_{k}\right)
\end{aligned}
$$

Because $\phi$ is convex, in view of Lemma 1.4.2 we have

$$
\begin{aligned}
\phi^{\prime}\left(x_{k} ; y_{k}-x_{k}\right) & \leq \phi\left(y_{k}\right)-\phi\left(x_{k}\right) \\
\phi^{\prime}\left(y_{k}, x_{k}-y_{k}\right) & \leq \phi\left(x_{k}\right)-\phi\left(y_{k}\right)
\end{aligned}
$$

We deduce that

$$
\left\langle\xi_{k}, y_{k}-x_{k}\right\rangle+\left\langle\zeta_{k}, x_{k}-y_{k}\right\rangle \leq 0
$$

When $k$ tends to $\infty$, this inequality gives

$$
\langle\xi, y-x\rangle+\langle\zeta, x-y\rangle \leq 0
$$

by which $\partial \phi$ is monotone.

Corollary 5.2.2 A continuous function $\phi$ on a nonempty open and convex set $S$ is convex if and only if it is locally Lipschitz and its Clarke subdifferential is a monotone operator on $S$.

Proof. If $\phi$ is convex, then by Lemma 1.4.2 it is locally Lipschitz on $S$. Moreover, in view of Proposition 1.4.7, its Clarke subdifferential $\partial^{C} f$ coincides with the convex subdifferential $\partial^{c a} f$, which is a regular pseudodifferential. Hence, by Proposition 5.1.1, $\partial^{C} f$ is monotone on $S$. The converse is immediate from the said proposition because the Clarke subdifferential is a pseudo-Jacobian.

A second-order characterization of convex functions can be obtained from the first-order characterization of monotone operators given in the previous section.

Corollary 5.2.3 Let $\phi: S \rightarrow \mathbb{R}$ be a $C^{1}$-function that admits a pseudoHessian $\partial^{2} \phi(x)$ at each $x \in \mathbb{R}^{n}$. If the matrices of $\partial^{2} \phi(x)$ are positive semidefinite, then $\phi$ is convex on $S$.

Conversely, if $\phi$ is convex and the pseudo-Hessian $\partial^{2} \phi$ is a densely pseudo-Jacobian of $\nabla f$ on $S$, then for each $x \in S$ the matrices $M \in \partial^{2} \phi(x)$ are positive semidefinite.

Proof. Apply Theorem 5.1.2 and Proposition 5.2.1.

Corollary 5.2.4 Let $\phi: S \rightarrow \mathbb{R}$ be $C^{1,1}$. Then $\phi$ is convex if and only if for each $x \in S$ the matrices $M \in \partial_{H}^{2} f(x)$ are positive semidefinite.

Proof. The conclusion follows from Corollaries 5.1.4 and 5.2.2.

For strictly convex functions we have the following characterizations.

Proposition 5.2.5 Let $\phi: S \rightarrow \mathbb{R}$ be a continuous function. Then each of the conditions below is sufficient for $\phi$ to be strictly convex.
(i) $\phi$ admits a bounded pseudo-differential that is strictly monotone on $S$.
(ii) $\phi$ is of class $C^{1,1}$ and admits a pseudo-Hessian $\partial^{2} \phi$ for which all elements of the sets $\overline{\operatorname{co}}\left(\partial^{2} \phi(x)\right) \cup\left(\left(\operatorname{co}\left(\partial^{2} \phi(x)\right)\right)_{\infty} \backslash\{0\}\right), x \in S$ are positive definite matrices.

Conversely, if $\phi$ is strictly convex and if $\partial \phi$ is a regular pseudodifferential of $\phi$ on $S$, then $\partial \phi$ is strictly monotone.

Proof. We need only to prove the strict convexity of $\phi$ under the first condition because, in view of Theorem 5.1.3, the second condition implies the first one. Let $x$ and $y$ be two distinct points in $S$ and let $t \in[0,1]$. In view of the mean value theorem (Corollary 2.2.6) and as the pseudodifferential is bounded, one can find two points $a \in[x, t x+(1-t) y], b \in$ $[t x+(1-t) y, y]$ and two elements $\xi \in \partial \phi(a), \zeta \in \partial \phi(b)$ such that

$$
\begin{aligned}
\phi(x)-\phi(t x+(1-t) y) & =\langle\xi,(1-t)(y-x)\rangle \\
\phi(y)-\phi(t x+(1-t) y) & =\langle\zeta, t(x-y)\rangle
\end{aligned}
$$

Multiplying the first inequality by $t$ and the second by $(1-t)$ and summing them up gives

$$
t \phi(x)+(1-t) \phi(y)-\phi(t x+(1-t) y)=t(1-t)\langle\xi-\zeta, x-y\rangle
$$

Because $\partial \phi$ is strictly monotone, the expression on the right-hand side of the above equality is strictly positive. This shows that $\phi$ is strictly convex.

For the second part of the proposition, let $x$ and $y$ be two distinct points in $S$. It follows from the strict convexity of $\phi$ that

$$
\begin{aligned}
& \phi^{+}(x ; y-x)<\phi(y)-\phi(x) \\
& \phi^{+}(y ; x-y)<\phi(x)-\phi(y) .
\end{aligned}
$$

Because $\partial \phi$ is regular, by summing up the latter inequalities, we obtain

$$
\sup _{\xi \in \partial \phi(x)}\langle\xi, y-x\rangle+\sup _{\zeta \in \partial \phi(y)}\langle\zeta, x-y\rangle=\phi^{+}(x ; y-x)+\phi^{+}(y ; x-y)<0
$$

By this, $\partial \phi$ is strictly monotone.

Note that the second condition stated in the previous proposition is not necessary for $\phi$ to be strictly convex even when the pseudo-Hessian is regular. The function $\phi(x)=x^{4}$ is strictly convex on $\mathbb{R}$, its second derivative is a regular pseudo-Hessian that takes the value zero at $x=0$.

## Quasiconvex Functions

Let $S$ be a nonempty, open, and convex subset of $\mathbb{R}^{n}$. Let $\phi: S \rightarrow \mathbb{R}$ be a continuous function. We say that $\phi$ is quasiconvex on $S$ if for every points $x$ and $y$ of $S$ and for every $\lambda \in[0,1]$ one has

$$
\phi(\lambda x+(1-\lambda) y) \leq \max \{\phi(x) ; \phi(y)\} .
$$

It is plain that convex functions are quasiconvex and that the converse is not true. Quasiconvex functions can be characterized by convexity of lower level sets. Namely, $\phi$ is quasiconvex if and only if its lower level sets

$$
\{x \in S: \phi(x) \leq t\}, \quad t \in \mathbb{R},
$$

are convex sets. Other characterizations of quasiconvexity are expressed in terms of pseudo-Jacobians.

Proposition 5.2.6 Assume that $\partial \phi: S \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is a pseudo-differential of $\phi$ on $S$. If $\partial \phi$ is quasimonotone, then the function $\phi$ is quasiconvex.

Conversely, if $\phi$ is quasiconvex and $\partial \phi$ is a densely regular pseudodifferential of $\phi$ on $S$, then $\partial \phi$ is quasimonotone.

Proof. Suppose that $\partial \phi$ is a quasimonotone pseudo-differential of $\phi$ on $S$ and that $\phi$ is not quasiconvex. There exist three points $a, b$, and $c$ in $S$ with $c=(1-\lambda) a+\lambda b$ for some $\lambda \in(0,1)$ such that

$$
\phi(c)>\max \{\phi(a), \phi(b)\} .
$$

By using the mean value theorem (Corollary 2.2.6), one can find points $x \in(a, c), y \in(c, b)$, and $\xi \in \partial \phi(x), \zeta \in \partial \phi(y)$ such that

$$
\begin{aligned}
\langle\xi, c-a\rangle & >\frac{1}{2}(\phi(c)-\phi(a))>0 \\
\langle\zeta, c-b\rangle & >\frac{1}{2}(\phi(c)-\phi(b))>0 .
\end{aligned}
$$

There exist two positive numbers $t_{1}$ and $t_{2}$ satisfying $c-a=t_{1}(y-x)$ and $c-b=t_{2}(x-y)$. Substituting these expressions into the two latter inequalities gives

$$
\begin{aligned}
& \langle\xi, y-x\rangle>0 \\
& \langle\zeta, x-y\rangle>0
\end{aligned}
$$

This contradicts the quasimonotonicity of $\partial \phi$.
Conversely, let $\partial \phi$ be a densely regular pseudo-differential of the quasiconvex function $\phi$ on $S$. Let $x$ and $y$ be two arbitrary distinct points of $S$ and let $\xi \in \partial \phi(x)$ and $\zeta \in \partial \phi(y)$. First consider the case when $\partial \phi$ is regular at $x$ and $y$. We may assume $\phi(x) \geq \phi(y)$. Then for every $t \in(0,1)$, one has

$$
\phi(x+t(y-x)) \leq \phi(x)
$$

This and the regularity of $\partial \phi$ imply

$$
\begin{aligned}
\langle\xi, y-x\rangle & =\phi^{+}(x ; y-x) \\
& =\limsup _{t \downarrow 0} \frac{\phi(x+t(y-x))-\phi(x)}{t} \\
& \leq 0
\end{aligned}
$$

Hence

$$
\begin{equation*}
\min \{\langle\xi, y-x\rangle,\langle\zeta, x-y\rangle\} \leq 0 \tag{5.14}
\end{equation*}
$$

Now we take up the case where $\partial \phi$ is not regular at $x$ and at $y$. Then there exist sequences $\left\{x_{k}\right\},\left\{y_{k}\right\}$ in $S_{0}$ converging to $x$ and $y$, and sequences $\xi_{k} \in \partial \phi\left(y_{k}\right), \zeta_{k} \in \partial \phi\left(x_{k}\right)$ converging to $\xi$ and $\zeta$. According to the proof above, we obtain

$$
\min \left\{\left\langle\xi_{k}, y_{k}-x_{k}\right\rangle ;\left\langle\zeta_{k}, x_{k}-y_{k}\right\rangle\right\} \leq 0
$$

Passing to the limit when $k$ tends to $\infty$ in this inequality gives us (5.14). Hence $\partial \phi$ is quasimonotone.

Corollary 5.2.7 Let $f: S \rightarrow \mathbb{R}$ be a $C^{1}$-function that admits a pseudoHessian $\partial^{2} f(x)$ at each $x \in \mathbb{R}^{n}$. If $f$ is quasiconvex, then for each $x, u \in S$ with $\langle\nabla f(x), u\rangle=0$,

$$
\sup _{M \in \partial^{2} f(x)}\langle M(u), u\rangle \geq 0
$$

Proof. The conclusion follows from Theorem 5.1 .11 by replacing $F$ by $\nabla f$ and noting that $f$ is quasiconvex if and only if $\nabla f$ is quasimonotone.

## Pseudoconvex Functions

Let $\phi: S \rightarrow \mathbb{R}$ be a continuous function, where $S$ is a nonempty open and convex subset of $\mathbb{R}^{n}$. We say that $\phi$ is pseudoconvex on $S$ if for any two points $x$ and $y$ of $S$ with $\phi(y)>\phi(x)$, there exist two positive numbers $\beta$ and $\delta \in(0,1]$ such that

$$
\phi(y) \geq \phi(\lambda x+(1-\lambda) y)+\lambda \beta, \text { for all } \lambda \in(0, \delta)
$$

Notice that convex functions are pseudoconvex and pseudoconvex functions are quasiconvex. The converse is not true in general. For instance, the function $\phi: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
\phi(x)= \begin{cases}2 x & \text { if } x \leq 0 \\ x & \text { else }\end{cases}
$$

is pseudoconvex, but not convex, whereas the function $\psi(x)=x^{3}$ is quasiconvex, but not pseudoconvex.

Proposition 5.2.8 Assume that $\partial \phi: S \rightrightarrows L\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is a pseudo differential of $\phi$ on $S$. If $\partial \phi$ is bounded and pseudomonotone, then the function $\phi$ is pseudoconvex.

Conversely, if $\phi$ is pseudoconvex and $\partial \phi$ is a regular pseudo-differential of $\phi$ on $S$, then $\partial \phi$ is pseudomonotone.

Proof. Let $\partial \phi$ be a pseudomonotone differential of $\phi$ on $S$. Suppose to the contrary that $\phi$ is not pseudoconvex. Then there exist two points $x$ and $y$ of $S$ with $\phi(y)>\phi(x)$ such that for each $k=1,2, \ldots$, one can find some $\lambda_{k} \in(0,1 / k)$ satisfying

$$
\phi(y)<\phi\left(y+\lambda_{k}(x-y)\right)+\frac{\lambda_{k}}{k} .
$$

This implies that

$$
\phi^{+}(y ; x-y) \geq \limsup _{k \rightarrow \infty} \frac{\phi\left(y+\lambda_{k}(x-y)\right)-\phi(y)}{\lambda_{k}} \geq 0
$$

By the definition of pseudo-differential, we deduce that

$$
\sup _{\xi \in \partial \phi(y)}\langle\xi, x-y\rangle \geq 0
$$

Because $\partial \phi(y)$ is bounded, there exists some $\xi \in \partial \phi(y)$ such that

$$
\begin{equation*}
\langle\xi, x-y\rangle \geq 0 \tag{5.15}
\end{equation*}
$$

On the other hand, as $\phi(y)>\phi(x)$, in virtue of the mean value theorem, there are some $z \in(x, y)$ and $\zeta \in \partial \phi(z)$ such that

$$
\langle\zeta, y-x\rangle>0
$$

This and (5.15) contradict the pseudomonotonicity hypothesis.
Conversely, assume $\partial \phi$ is a regular pseudo-differential of the pseudoconvex function $\phi$. Let $x$ and $y$ be arbitrary points of $S$. If $\langle\xi, y-x\rangle \leq 0$ for all $\xi \in \partial \phi(x)$, there is nothing to prove. So, assume that

$$
\left\langle\xi_{0}, y-x\right\rangle>0 \quad \text { for some } \quad \xi_{0} \in \partial \phi(x)
$$

Then

$$
\phi^{+}(x ; y-x)=\sup _{\xi \in \partial \phi(x)}\langle\xi, y-x\rangle>0
$$

Thus there is some $t \in(0,1)$ such that

$$
\phi(x+t(y-x))>\phi(x) .
$$

As pseudoconvex functions are quasiconvex, one derives

$$
\phi(y) \geq \phi(x+t(y-x))>\phi(x) .
$$

Then there are some positive numbers $\beta$ and $\delta \in(0,1)$ such that

$$
\phi(y+t(x-y))-\phi(y) \leq-t \beta \text { for } t \in(0, \delta)
$$

which implies that

$$
\phi^{+}(y ; x-y) \leq \beta<0 .
$$

The regularity hypothesis shows that

$$
\langle\xi, x-y\rangle \leq-\beta<0 \text { for all } \xi \in \partial \phi(y)
$$

Thus $\partial \phi$ is pseudomonotone and the proof is complete.

It is interesting to notice that in contrast to the case of convex and quasiconvex functions, the conclusion of Theorem 5.1.17 is not true when regularity is substituted by dense regularity. To see this, let us define a function $\phi: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\phi(x)= \begin{cases}-x & \text { if } x \leq 0 \\ x & \text { if } 0<x \leq 1 \\ (x-1)^{2}+1 & \text { else }\end{cases}
$$

This function is pseudoconvex and locally Lipschitz on $\mathbb{R}$. Its Clarke subdifferential $\partial^{C} \phi$ is a regular pseudo-differential at any point $x \in \mathbb{R} \backslash\{1\}$, hence densely regular on $\mathbb{R}$. Despite this, $\partial^{C} \phi$ is not pseudomonotone because for $x=0$ and $y=1$, by taking $\xi=1 \in \partial^{C} \phi(x)$ and $\zeta=0 \in \partial^{C} \phi(y)$, one has $\langle\xi, y-x\rangle>0$, but $\langle\zeta, x-y\rangle=0$.

### 5.3 Variational Inequalities

Let $K$ be a nonempty closed convex set in the $n$-dimensional Euclidean space $\mathbb{R}^{n}$ and let $f$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be nonlinear continuous operators. The general variational inequality problem that is associated with $f, g$, and $K$, denoted $V(f, g, K)$, consists of finding $x_{0} \in R^{n}$ with $g\left(x_{0}\right) \in K$ such that

$$
\left\langle f\left(x_{0}\right), g(x)-g\left(x_{0}\right)\right\rangle \geq 0 \text { for every } x \in \mathbb{R}^{n} \text { with } g(x) \in K
$$

A particular case of $V(f, g, K)$ is when $g$ is the identity operator that is known as the Hartman-Stampacchia variational inequality. It is, in fact, an extension of an optimality condition in nonlinear programming. Let us consider the following constrained minimization problem.

$$
\begin{align*}
& \operatorname{minimize} \quad \phi(x)  \tag{P}\\
& \text { subject to } x \in K,
\end{align*}
$$

where $\phi$ is a real-valued differentiable function on $\mathbb{R}^{n}$. According to Theorem 2.1.16, if $x_{0} \in K$ is a local minimizer of $\phi$ on $K$, then

$$
\left\langle\nabla \phi\left(x_{0}\right), x-x_{0}\right\rangle \geq 0 \text { for all } x \in K .
$$

This is the Hartman-Stampacchia variational inequality in which the gradient $\nabla \phi$ is used in the role of $f$. Of course, not every vector function $f$ can be expressed as a gradient map, so it is not always possible to express the Hartman-Stampacchia problem in the form of optimality conditions.

A counterpart of the Hartman-Stampacchia inequality is the so-called Minty variational inequality which consists of finding a point $x_{0}$ of $K$ such that

$$
\left\langle f(x), x-x_{0}\right\rangle \geq 0 \text { for all } x \in K
$$

In general, the solution set of the Hartman-Stampacchia problem and the one of the Minty problem are distinct. However, they coincide under a certain monotonicity assumption.

Proposition 5.3.1 Let $K \subseteq \mathbb{R}^{n}$ be a nonempty closed and convex set, and let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a continuous map that is pseudomonotone on $K$. Then every solution to the Hartman-Stampacchia variational inequality is a solution to the Minty variational inequality and vice versa.

Proof. If $x_{0} \in K$ is not a solution to the Minty variational inequality, then one can find a point $x$ of $K$ such that

$$
\left\langle f(x), x_{0}-x\right\rangle>0
$$

Because $f$ is pseudomonotone, we deduce

$$
\left\langle f\left(x_{0}\right), x-x_{0}\right\rangle<0,
$$

which shows that $x_{0}$ is not a solution to the Hartman-Stampacchia variational inequality. Conversely, if $x_{0} \in K$ is not a solution to the HartmanStampacchia problem, then the latter inequality holds for some $x \in K$. The continuity of $f$ implies the existence of a positive $\epsilon$ such that

$$
\left\langle f\left(x^{\prime}\right), x-x_{0}\right\rangle<0 \text { for all } x^{\prime} \in K \cap\left(x_{0}+\epsilon B_{n}\right) .
$$

Choose a positive $t$ less than $\min \left\{1, \epsilon /\left\|x-x_{0}\right\|\right\}$ and $x^{\prime}=x_{0}+t\left(x-x_{0}\right)$. Then $x^{\prime}$ belongs to $K \cap\left(x_{0}+\epsilon B_{n}\right)$. Consequently,

$$
\left\langle f\left(x^{\prime}\right), x^{\prime}-x_{0}\right\rangle=t\left\langle f\left(x^{\prime}\right), x-x_{0}\right\rangle<0 .
$$

By this, $x_{0}$ cannot be a solution to the Minty variational inequality problem.

By defining a set-valued map $G: K \rightrightarrows K$ by

$$
G(x):=\{y \in K:\langle f(x), x-y\rangle \geq 0\},
$$

we easily prove that the Minty variational inequality is equivalent to the following intersection problem.

$$
\text { Find } x_{0} \in K \text { such that } x_{0} \in \bigcap_{x \in K} G(x) \text {. }
$$

Likewise the variational inequality problem $V(f, g, K)$ is equivalent to the intersection problem.

$$
\text { Find } x_{0} \in K \text { such that } x_{0} \in \bigcap_{x \in K} F(x) \text {, }
$$

where $F: K \rightrightarrows K$ is given by

$$
F(x):=\{y \in K:\langle f(y), g(x)-g(y)\rangle \geq 0\} .
$$

Thus the existence of solutions to variational inequalities is exactly the existence of intersection points for a suitably defined set-valued map from $K$ to itself. It is clear that if $g$ is the identity map and if $f$ is pseudomonotone, then $F$ is a submap of $G$. Hence any solution of the Hartman-Stampacchia problem is also a solution of the Minty problem. Conversely, with $g$ being the identity map, if $-f$ is pseudomonotone, then $G$ is a submap of $F$, and hence any solution of the Minty problem is a solution of the HartmanStampacchia problem. Without pseudomonotonicity the two problems have distinct solution sets. Now we focus our efforts on the question of the uniqueness of solutions to the problem $V(f, g, K)$ by using pseudo-Jacobian matrices.

## Critical Cones

Given a point $x \in \mathbb{R}^{n}$ with $g(x) \in K$, one defines the critical cone of $(f, g)$ at $x$ as the set

$$
C_{(f, g)}(K, x):=\{v \in T(K, g(x)):\langle f(x), v\rangle=0\} .
$$

In other words, the critical cone is the intersection of the tangent cone to $K$ at $g(x)$ and the orthogonal subspace of the vector $f(x)$. We write $C_{f}(K, x)$ for the critical cone when $g$ is the identity map. The positive polar cone of the critical cone is the set

$$
\left[C_{(f, g)}(K, x)\right]^{*}:=\left\{\xi \in \mathbb{R}^{n}:\langle\xi, v\rangle \geq 0 \text { for all } v \in C_{(f, g)}(K, x)\right\}
$$

Under certain assumptions, the critical cone and its positive polar cone can be computed by solving a system of linear equations and inequalities. Let us consider the case where $K$ is explicitly represented by constraints

$$
\begin{aligned}
g_{i}(x) & \leq 0, i=1, \ldots, p \\
h_{j}(x) & =0, j=1, \ldots, q
\end{aligned}
$$

The active index set at a point $x$ is denoted by $I(x)$. It consists of the indices $i \in\{1, \ldots, p\}$ satisfying $g_{i}(x)=0$. We know that if $g_{i}$ and $h_{j}$ are differentiable and if the gradient vectors $\nabla g_{i}(x), i \in I(x)$ and $\nabla h_{j}(x), j=$ $1, \ldots, q$ are linearly independent, then the tangent cone to $K$ at $x \in K$ is the solution set to the system

$$
\begin{aligned}
\left\langle\nabla g_{i}(x), v\right\rangle & \leq 0, i \in I(x) \\
\left\langle\nabla h_{j}(x), v\right\rangle & =0, j=1, \ldots, q
\end{aligned}
$$

Then the critical cone of $(f, g)$ at $x_{0}$ with $y_{0}:=g\left(x_{0}\right) \in K$ is given by the system

$$
\begin{aligned}
\left\langle f\left(x_{0}\right), v\right\rangle & =0 \\
\left\langle\nabla g_{i}\left(y_{0}\right), v\right\rangle & \leq 0, i \in I(x) \\
\left\langle\nabla h_{j}\left(y_{0}\right), v\right\rangle & =0, j=1, \ldots, q .
\end{aligned}
$$

It is now easy to compute the positive polar cone of the critical cone. Namely, a vector $\xi$ belongs to the cone $\left[C_{(f, g)}(K, x)\right]^{*}$ if and only if there exist some numbers $\lambda_{i} \geq 0, i \in I\left(y_{0}\right)$, and $\mu_{1}, \ldots, \mu_{q}, \mu$ such that

$$
-\xi=\sum_{i \in I\left(y_{0}\right)} \lambda_{i} \nabla g_{i}\left(y_{0}\right)+\sum_{j=1}^{q} \mu_{j} \nabla h_{j}\left(y_{0}\right)+\mu f\left(x_{0}\right) .
$$

The "if" part is clear. The "only if" part easily follows from the separation theorem. Further observe that if $x_{0}$ is a solution to the problem $V(f, g, K)$
and if $K$ is contained in the image of $g$, then the first equality $\left\langle f\left(x_{0}\right), v\right\rangle=0$ in the system determining the critical cone can be relaxed to the inequality

$$
\left\langle f\left(x_{0}\right), v\right\rangle \leq 0 .
$$

This is because when $x_{0}$ solves the problem $V(f, g, K)$, one has

$$
\left\langle f\left(x_{0}\right), x-y_{0}\right\rangle \geq 0 \text { for all } x \in K
$$

which, in view of convexity of $K$, implies the converse inequality

$$
\left\langle f\left(x_{0}\right), v\right\rangle \geq 0 \text { for all } v \in T\left(K, g\left(x_{0}\right)\right) .
$$

In this case, the coefficient $\mu$ corresponding to $f\left(x_{0}\right)$ in the expression of the vector $\xi$ may take nonnegative values only.

## Local Uniqueness of Solutions

We say that a solution $x_{0}$ of $V(f, g, K)$ is locally unique if there is a neighborhood of $x_{0}$ such that no other solutions of the problem are inside this neighborhood. A nonempty subset $A$ of $\mathbb{R}^{n}$ is said to be polyhedral if it is the intersection of a finite number of closed half-spaces. In other words, $A$ is polyhedral when there exist a finite number of vectors $a_{1}, \ldots, a_{k}$ of $\mathbb{R}^{n}$ and numbers $\alpha_{1}$, cdots, $\alpha_{k}$ such that $A$ is the solution set of the system of inequalities

$$
\left\langle a_{i}, x\right\rangle \geq \alpha_{i}, i=1, \ldots, k
$$

The following properties of a polyhedral set $A \subseteq \mathbb{R}^{n}$ are of use.
(a) $T(A, x)=\operatorname{cone}(A-x)$ for every $x \in A$.
(b) For each $x_{0} \in A$, there is a neighborhood $U$ of $x_{0}$ such that cone $(A-$ $\left.x_{0}\right) \subseteq$ cone $(A-x)$ for all $x \in U \cap A$.

We keep the notation $\tilde{\partial} f\left(x_{0}\right)=\partial f\left(x_{0}\right) \cup\left(\left(\partial f\left(x_{0}\right)\right)_{\infty} \backslash\{0\}\right)$ where $\partial f\left(x_{0}\right)$ is a subset of $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$.

Theorem 5.3.2 Let $K \subseteq \mathbb{R}^{n}$ be a nonempty closed convex set, let $f, g$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be continuous with $g$ being onto $K$, and let $\partial f\left(x_{0}\right)$ and $\partial g\left(x_{0}\right)$ be Fréchet pseudo-Jacobians of $f$ and $g$ at $x_{0}$, respectively. If $x_{0}$ is a solution of $V(f, g, K)$, then each of the following conditions is sufficient for $x_{0}$ to be locally unique.
(i) $K$ is polyhedral and for every $M \in \tilde{\partial} f\left(x_{0}\right)$ and $N \in \tilde{\partial} g\left(x_{0}\right)$, one has

$$
\langle M(v), N(v)\rangle>0
$$

for all $v \in \mathbb{R}^{n} \backslash\{0\}$ with $N(v) \in C_{(f, g)}\left(K, x_{0}\right), M(v) \in\left[C_{(f, g)}\left(K, x_{0}\right)\right]^{*}$.
(ii) $K$ is polyhedral and for every $M \in \tilde{\partial} f\left(x_{0}\right)$ and $N \in \tilde{\partial} g\left(x_{0}\right)$, one has

$$
\langle M(v), N(v)\rangle>0
$$

for all $v \in \mathbb{R}^{n} \backslash\{0\}$ with $N(v) \in C_{(f, g)}\left(K, x_{0}\right)$ and $f\left(x_{0}\right)+M(v) \in$ $\left[T\left(K, g\left(x_{0}\right)\right)\right]^{*}$.
(iii) For every $M \in \tilde{\partial} f\left(x_{0}\right)$ and $N \in \tilde{\partial} g\left(x_{0}\right)$, one has

$$
\langle M(v), N(v)\rangle>0
$$

for all $v \in \mathbb{R}^{n} \backslash\{0\}$ with $N(v) \in C_{(f, g)}\left(K, x_{0}\right)$.
Proof. We first show that (i) implies (ii). Indeed, let $v \in \mathbb{R}^{n} \backslash\{0\}, M \in$ $\tilde{\partial} f\left(x_{0}\right)$, and $N \in \tilde{\partial} g\left(x_{0}\right)$ satisfy $N(v) \in C_{(f, g)}\left(K, x_{0}\right)$ and $f\left(x_{0}\right)+M(v) \in$ $\left[T\left(K, g\left(x_{0}\right)\right)\right]^{*}$. It suffices to prove that $M(v) \in\left[C_{(f, g)}\left(K, x_{0}\right)\right]^{*}$. For, let $u \in C_{(f, g)}\left(K, x_{0}\right)$, which means that $u \in T\left(K, g\left(x_{0}\right)\right)$ and $\left\langle f\left(x_{0}\right), u\right\rangle=0$. Then

$$
0 \leq\left\langle f\left(x_{0}\right)+M(v), u\right\rangle=\langle M(v), u\rangle
$$

by which $M(v) \in\left[C_{(f, g)}\left(K, x_{0}\right)\right]^{*}$.
Now assume (ii). Suppose to the contrary that $x_{0}$ is not a locally unique solution. One can find a sequence $\left\{x_{i}\right\}$ of solutions of $V(f, g, K)$ that converges to $x_{0}$. By considering a subsequence if necessary, one may assume that $\left\{\left(x_{i}-x_{0}\right) /\left\|x_{i}-x_{0}\right\|\right\}$ converges to some $v \neq 0$. Because $x_{i}$ and $x_{0}$ are solutions of $V(f, g, K)$, the following relations hold true.

$$
\begin{align*}
& f\left(x_{0}\right) \in\left[T\left(K, g\left(x_{0}\right)\right)\right]^{*}, \quad f\left(x_{i}\right) \in\left[T\left(K, g\left(x_{i}\right)\right)\right]^{*}  \tag{5.16}\\
& \left\langle f\left(x_{0}\right), g\left(x_{i}\right)-g\left(x_{0}\right)\right\rangle \geq 0,\left\langle f\left(x_{i}\right), g\left(x_{i}\right)-g\left(x_{0}\right)\right\rangle \geq 0 . \tag{5.17}
\end{align*}
$$

By property (b) of polyhedral sets, there is $i_{0} \geq 1$ such that

$$
\left[T\left(K, g\left(x_{i}\right)\right)\right]^{*} \subseteq\left[T\left(K, g\left(x_{0}\right)\right)\right]^{*}
$$

and hence

$$
\begin{equation*}
f\left(x_{i}\right)-f\left(x_{0}\right) \in\left[T\left(K, g\left(x_{0}\right)\right)\right]^{*}-f\left(x_{0}\right) \text { for } i \geq i_{0} \tag{5.18}
\end{equation*}
$$

Furthermore, because $\partial f\left(x_{0}\right)$ and $\partial g\left(x_{0}\right)$ are Fréchet pseudo-Jacobians of $f$ and $g$ at $x_{0}$, one can find $M_{i} \in \partial f\left(x_{0}\right)$ and $N_{i} \in \partial g\left(x_{0}\right)$ such that

$$
\begin{aligned}
& f\left(x_{i}\right)-f\left(x_{0}\right)=M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right) \\
& g\left(x_{i}\right)-g\left(x_{0}\right)=N_{i}\left(x_{i}-x_{0}\right)+r_{2}\left(x_{i}-x_{0}\right)
\end{aligned}
$$

where $r_{1}\left(x_{i}-x_{0}\right) /\left\|x_{i}-x_{0}\right\| \rightarrow 0$ and $r_{2}\left(x_{i}-x_{0}\right) /\left\|x_{i}-x_{0}\right\| \rightarrow 0$ as $i \rightarrow \infty$. Substituting these expressions into (5.2) and (5.18) we obtain

$$
\begin{gather*}
M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right) \in\left[T\left(K, g\left(x_{0}\right)\right)\right]^{*}-f\left(x_{0}\right),  \tag{5.19}\\
\left\langle f\left(x_{0}\right), N_{i}\left(x_{i}-x_{0}\right)+r_{2}\left(x_{i}-x_{0}\right)\right\rangle \geq 0,  \tag{5.20}\\
\left\langle f\left(x_{i}\right), N_{i}\left(x_{i}-x_{0}\right)+r_{2}\left(x_{i}-x_{0}\right)\right\rangle \leq 0 \tag{5.21}
\end{gather*}
$$

for $i \geq i_{0}$. If $\left\{M_{i}\right\}$ is bounded, then we may assume that it converges to some $M \in \partial f\left(x_{0}\right)$. Dividing (5.19) by $\left\|x_{i}-x_{0}\right\|$ and passing to the limit when $i \rightarrow \infty$, we deduce

$$
M(v) \in \operatorname{cone}\left(\left[T\left(K, g\left(x_{0}\right)\right)\right]^{*}-f\left(x_{0}\right)\right) .
$$

Consequently, there is some $t>0$ such that

$$
\begin{equation*}
f\left(x_{0}\right)+M(t v) \in\left[T\left(K, g\left(x_{0}\right)\right)\right]^{*} \tag{5.22}
\end{equation*}
$$

If $\left\{M_{i}\right\}$ is unbounded, then we may assume that $\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty$ and $\left\{M_{i} /\left\|M_{i}\right\|\right\}$ converges to some $M \in\left(\partial f\left(x_{0}\right)\right)_{\infty} \backslash\{0\}$. Upon dividing (5.19) by $\left\|M_{i}\right\| \cdot\left\|x_{i}-x_{0}\right\|$ and letting $i \rightarrow \infty$, we deduce relation (5.22) too. Further consider the sequence $\left\{N_{i}\right\}$. If it is bounded, we may assume that it converges to some $N \in \partial g\left(x_{0}\right)$. Dividing (5.20) by $\left\|x_{i}-x_{0}\right\|$ and taking the limit as $i \rightarrow \infty$, we have

$$
\left\langle f\left(x_{0}\right), N(v)\right\rangle \geq 0
$$

Similarly (5.21) implies the inverse inequality, and hence

$$
\begin{equation*}
\left\langle f\left(x_{0}\right), N(v)\right\rangle=0 \tag{5.23}
\end{equation*}
$$

Moreover, (5.20) and (5.21) give

$$
\begin{equation*}
\left\langle f\left(x_{i}\right)-f\left(x_{0}\right), g\left(x_{i}\right)-g\left(x_{0}\right)\right\rangle \leq 0, \tag{5.24}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\langle M(v), N(v)\rangle \leq 0 . \tag{5.25}
\end{equation*}
$$

Relations (5.22), (5.23), and (5.25) contradict the hypothesis of (ii). Now, if $\left\{N_{i}\right\}$ is unbounded, then we may assume that $\lim _{i \rightarrow \infty}\left\|N_{i}\right\|=\infty$ and $\left\{N_{i} /\left\|N_{i}\right\|\right\}$ converges to some $N \in\left(\partial g\left(x_{0}\right)\right)_{\infty} \backslash\{0\}$. Dividing (5.20) and (5.21) by $\left\|N_{i}\right\| \cdot\left\|x_{i}-x_{0}\right\|$ and by either $\left\|N_{i}\right\| \cdot\left\|x_{i}-x_{0}\right\|^{2}$ when $\left\{M_{i}\right\}$ is bounded, or $\left\|M_{i}\right\|\left\|N_{i}\right\|\left\|x_{i}-x_{0}\right\|^{2}$ when $\left\{M_{i}\right\}$ is unbounded and taking the limit as $i \rightarrow \infty$, we can obtain (5.23) and (5.25) as well, which together with (5.22) contradict the hypothesis of (ii).

Finally, let (iii) hold. If $x_{0}$ is not a locally unique solution, then there is a sequence $\left\{x_{i}\right\}$ of solutions converging to $x_{0}$ such that (5.16) and (5.17) are satisfied. These imply (5.20) and (5.21), which give (5.23) and (5.25) by the same argument as above. Relations (5.23) and (5.24) contradict the hypothesis of (iii).

We notice that for the Hartman-Stampacchia variational inequality, the conditions of Theorem 5.3.2 are written in the following form.
$\left(i^{\prime}\right) \quad K$ is polyhedral and for each $v \in C_{f}\left(K, x_{0}\right)$ and $M \in\left[C_{f}\left(K, x_{0}\right)\right]^{*}$, the relation $\langle M(v), v\rangle=0$ implies $v=0$.
( $i i^{\prime}$ ) $K$ is polyhedral and for every $M \in \tilde{\partial} f\left(x_{0}\right)$ and $v \in C_{f}\left(K, x_{0}\right) \backslash\{0\}$ the relation $f\left(x_{0}\right)+M(v) \in\left[T\left(K, x_{0}\right)\right]^{*}$ implies $\langle M(v), v\rangle>0$.
( $i i^{\prime} i^{\prime}$ ) Every matrix $M \in \tilde{\partial} f\left(x_{0}\right)$ is strictly positive on $C_{f}\left(K, x_{0}\right)$, i.e., $\langle M(v), v\rangle>0$ for all $v \in C_{f}\left(K, x_{0}\right) \backslash\{0\}$.

When $f$ and $g$ are locally Lipschitz, Clarke's generalized Jacobian can be used as a Fréchet pseudo-Jacobian and in this case the recession cones $\left(\partial^{C} f\left(x_{0}\right)\right)_{\infty}$ and $\left(\partial^{C} g\left(x_{0}\right)\right)_{\infty}$ are trivial, and they do not play any role in the conclusion of the theorem.

## Linearized Problems

Let $M$ and $N$ be $n \times n$-matrices and let $x_{0} \in \mathbb{R}^{n}$ with $g\left(x_{0}\right) \in K$. We define $f_{M}$ and $g_{N}: R^{n} \longrightarrow \mathbb{R}^{n}$ by

$$
\begin{aligned}
f_{M}(x) & :=f\left(x_{0}\right)+M\left(x-x_{0}\right) \\
g_{N}(x) & :=g\left(x_{0}\right)+N\left(x-x_{0}\right)
\end{aligned}
$$

The general variational inequality problem $V\left(f_{M}, g_{N}, K\right)$ is called a linearized problem of $V(f, g, K)$ at $x_{0}$.

Theorem 5.3.3 Let $K$ be a polyhedral cone, let $f$ and $g: \mathbb{R}^{n} \longrightarrow$ $\mathbb{R}^{n}$ be continuous with $g$ being onto $K$, and let $\partial f\left(x_{0}\right)$ and $\partial g\left(x_{0}\right)$ be Fréchet pseudo-Jacobians of $f$ and $g$ at $x_{0}$ with $g_{N}$ being onto $K$ for each $N \in \tilde{\partial} g\left(x_{0}\right)$. If $x_{0}$ is a locally unique solution of the linearized problem $V\left(f_{M}, g_{N}, K\right)$ for every $M \in \tilde{\partial} f\left(x_{0}\right)$ and $N \in \tilde{\partial} g\left(x_{0}\right)$, then it is a locally unique solution of $V(f, g, K)$.

Proof. First we easily notice that because $K$ is a polyhedral cone, a point $x_{*} \in \mathbb{R}^{n}$ is a solution of $V(f, g, K)$ if and only if

$$
\begin{equation*}
g\left(x_{*}\right) \in K, f\left(x_{*}\right) \in K^{*}, \text { and }\left\langle f\left(x_{*}\right), g\left(x_{*}\right)\right\rangle=0 \tag{5.26}
\end{equation*}
$$

Suppose to the contrary that $x_{0}$ is not a locally unique solution of $V(f, g, K)$. There exists a sequence $\left\{x_{i}\right\}$ of solutions of $V(f, g, K)$ that converges to $x_{0}$. We may assume that $\lim _{i \rightarrow \infty}\left(x_{i}-x_{0}\right) /\left\|x_{i}-x_{0}\right\|=v$. The following relations are immediate.

$$
\begin{array}{r}
\left\langle f\left(x_{0}\right), g\left(x_{i}\right)-g\left(x_{0}\right)\right\rangle, \geq 0\left\langle f\left(x_{i}\right), g\left(x_{0}\right)-g\left(x_{i}\right)\right\rangle \geq 0 \\
\left\langle f\left(x_{i}\right)-f\left(x_{0}\right), g\left(x_{i}\right)-g\left(x_{0}\right)\right\rangle \leq 0 \tag{5.28}
\end{array}
$$

It follows from the definition that there exist $M_{i} \in \partial f\left(x_{0}\right)$ and $N_{i} \in \partial g\left(x_{0}\right)$ such that

$$
\begin{aligned}
f\left(x_{i}\right)-f\left(x_{0}\right) & =M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right) \\
g\left(x_{i}\right)-g\left(x_{0}\right) & =N_{i}\left(x_{i}-x_{0}\right)+r_{2}\left(x_{i}-x_{0}\right)
\end{aligned}
$$

where $r_{1}\left(x_{i}-x_{0}\right) /\left\|x_{i}-x_{0}\right\| \rightarrow 0$ and $r_{2}\left(x_{i}-x_{0}\right) /\left\|x_{i}-x_{0}\right\| \rightarrow 0$ as $i \rightarrow \infty$.
First consider the case when $\left\{M_{i}\right\}$ and $\left\{N_{i}\right\}$ are bounded. We may assume that they converge to $M \in \partial f\left(x_{0}\right)$ and $N \in \partial g\left(x_{0}\right)$, respectively. We wish to prove that there is some $\delta_{0}>0$ such that

$$
\begin{align*}
g_{N}\left(x_{0}+\delta v\right) & \in K  \tag{5.29}\\
f_{M}\left(x_{0}+\delta v\right) & \in K^{*}  \tag{5.30}\\
\left\langle f_{M}\left(x_{0}+\delta v\right), g_{N}\left(x_{0}+\delta v\right)\right\rangle & =0 \text { for } 0 \leq \delta<\delta_{0} \tag{5.31}
\end{align*}
$$

According to (5.26), these relations show that for each $\delta \in\left(0, \delta_{0}\right)$, the point $x_{0}+\delta v$ is a solution of the linearized problem $V\left(f_{M}, g_{N}, K\right)$, which contradicts the hypothesis of the theorem. Thus our aim is to establish (5.29), (5.30) and (5.31). For (5.29), observe that $g\left(x_{i}\right) \in K$ and therefore

$$
\begin{equation*}
N_{i}\left(x_{i}-x_{0}\right)+r_{2}\left(x_{i}-x_{0}\right) \in K-g\left(x_{0}\right) \tag{5.32}
\end{equation*}
$$

Dividing both sides of (5.32) by $\left\|x_{i}-x_{0}\right\|$ and passing to the limit when $i \rightarrow \infty$, we derive

$$
N(v) \in \operatorname{cone}\left(K-g\left(x_{0}\right)\right)
$$

As $K$ is a polyhedral set, there is some $\delta_{1}>0$ such that

$$
N(\delta v) \in K-g\left(x_{0}\right) \quad \text { for } \delta \in\left[0, \delta_{1}\right],
$$

which means that (5.29) holds for all $\delta \in\left[0, \delta_{1}\right)$. For (5.30) we apply (5.26) to $x_{i}$ to obtain

$$
\begin{equation*}
M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right) \in K^{*}-f\left(x_{0}\right) . \tag{5.33}
\end{equation*}
$$

Dividing both sides of (5.33) by $\left\|x_{i}-x_{0}\right\|$, and passing to the limit when $i \rightarrow \infty$, and using the fact that $K^{*}$ is polyhedral, we derive

$$
M(v) \in T\left(K^{*}, f\left(x_{0}\right)\right)
$$

Again, because $K^{*}$ is polyhedral, there is some $\delta_{0} \in\left(0, \delta_{1}\right)$ such that

$$
f\left(x_{0}\right)+M(\delta v) \in K^{*} \quad \text { for all } \quad \delta \in\left[0, \delta_{0}\right)
$$

which means that (5.30) holds for all $\delta \in\left[0, \delta_{0}\right.$ ). Finally, for (5.31) we deduce from (5.27) and (5.28) that

$$
\begin{align*}
\left\langle f\left(x_{0}\right), N\left(x_{0}\right)\right\rangle & =0  \tag{5.34}\\
\langle M(v), N(v)\rangle & \leq 0 . \tag{5.35}
\end{align*}
$$

Applying (5.26) to $x_{i}$ and $x_{0}$ yields

$$
\begin{aligned}
0 & =\left\langle f\left(x_{i}\right), g\left(x_{i}\right)\right\rangle \\
& =\left\langle f\left(x_{0}\right)+M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right), g\left(x_{i}\right)\right\rangle \\
& =\left\langle f\left(x_{0}\right), g\left(x_{i}\right)\right\rangle+\left\langle M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right), g\left(x_{i}\right)\right\rangle \\
& =\left\langle f\left(x_{0}\right), g\left(x_{i}\right)-g\left(x_{0}\right)\right\rangle+\left\langle M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right), g\left(x_{i}\right)\right\rangle .
\end{aligned}
$$

Dividing this by $\left\|x_{i}-x_{0}\right\|$, passing to the limit as $i \rightarrow \infty$, and using (5.34), we obtain

$$
\begin{equation*}
\left\langle M(v), g\left(x_{0}\right)\right\rangle=0 . \tag{5.36}
\end{equation*}
$$

Furthermore, because $g$ is onto $K$ and $x_{i}$ is a solution of the problem $V(f, g, K)$, one has

$$
\begin{aligned}
0 & \leq\left\langle f\left(x_{i}\right), g\left(x_{0}\right)+N(\delta v)-g\left(x_{i}\right)\right\rangle \\
& \leq\left\langle f\left(x_{0}\right)+M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right), g\left(x_{0}\right)-g\left(x_{i}\right)\right\rangle \\
& +\left\langle f\left(x_{0}\right), N(\delta v)\right\rangle+\left\langle M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right), N(\delta v)\right\rangle .
\end{aligned}
$$

This and (5.34) yield

$$
\begin{aligned}
0 \leq & \left\langle f\left(x_{0}\right)+M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right), g\left(x_{0}\right)-g\left(x_{i}\right)\right\rangle \\
& +\left\langle M_{i}\left(x_{i}-x_{0}\right)+r_{1}\left(x_{i}-x_{0}\right), N(\delta v)\right\rangle .
\end{aligned}
$$

By dividing both sides of the latter inequality by $\left\|x_{i}-x_{0}\right\|$, passing to the limit when $i \rightarrow \infty$, and using (5.34), we derive

$$
\langle M(v), N(\delta v)\rangle \geq 0
$$

This together with (5.35) gives

$$
\langle M(v), N(v)\rangle=0 .
$$

Combining (5.26), (5.34), and (5.36) with the above equality, we obtain (5.31). Hence contradiction.

Consider now the case when $\left\{M_{i}\right\}$ is bounded and $\left\{N_{i}\right\}$ is unbounded. We may assume that $\lim _{i \rightarrow \infty}\left\|N_{i}\right\|=\infty$ and $\left\{N_{i} /\left\|N_{i}\right\|\right\}$ converges to some $N \in\left(\partial g\left(x_{0}\right)\right)_{\infty} \backslash\{0\}$. By dividing both sides of (5.32) by $\left\|N_{i}\right\|\left\|x_{i}-x_{0}\right\|$ one derives (5.29) by the same argument. Similarly, (5.34) and (5.35) are obtained for this $N$, and (5.31) follows. The case when $\left\{M_{i}\right\}$ is unbounded, or both $\left\{M_{i}\right\}$ and $\left\{N_{i}\right\}$ are unbounded, is treated in the same way.

We remark that if $f$ and $g$ are $H$-differentiable with $H$-differentials $\partial f\left(x_{0}\right)$ and $\partial g\left(x_{0}\right)$ at $x_{0}$, respectively, then one may assume that there are two matrices $M \in \partial f\left(x_{0}\right)$ and $N \in \partial g\left(x_{0}\right)$ such that all the terms of the sequences $\left\{M_{i}\right\}$ and $\left\{N_{i}\right\}$ in the proof of Theorem 5.3.3 (and Theorem
5.3.2 too) coincide with $M$ and $N$, respectively. Consequently, in these theorems, the sets $\partial f\left(x_{0}\right)$ and $\partial g\left(x_{0}\right)$ can be used instead of $\tilde{\partial}\left(x_{0}\right)$ and $\tilde{\partial} g\left(x_{0}\right)$.

## Global Uniqueness of Solutions

Let us denote by $K_{0}$ the convex hull of the inverse image of $K$ under $g$; that is,

$$
K_{0}=\operatorname{co}\left(\left\{x \in \mathbb{R}^{n}: g(x) \in K\right\}\right)
$$

When $g$ is the identity operator, one has $K_{0}=K$.

Theorem 5.3.4 Assume that $f$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ are continuous with $g$ being onto $K$, and $\partial f$ and $\partial g$ are pseudo-Jacobian maps of $f$ and $g$, respectively. Further assume that for each

$$
\begin{aligned}
& M \in \bigcup_{x \in K_{0}} \overline{\operatorname{co}}(\partial f(x)) \cup\left((\operatorname{co}(\partial f(x)))_{\infty} \backslash\{0\}\right), \\
& N \in \bigcup_{x \in K_{0}} \overline{\operatorname{co}}(\partial g(x)) \cup\left((\operatorname{co}(\partial g(x)))_{\infty} \backslash\{0\}\right),
\end{aligned}
$$

the matrix $N \circ M$ is positive definite. Then problem $V(f, g, K)$ has at most one solution.

Proof. Suppose to the contrary that the problem has two distinct solutions $x_{0}$ and $y_{0}$. Then $\left[x_{0}, y_{0}\right] \subseteq K_{0}$ and

$$
\begin{equation*}
\left\langle f\left(x_{0}\right)-f\left(y_{0}\right), g\left(x_{0}\right)-g\left(y_{0}\right)\right\rangle \leq 0 . \tag{5.37}
\end{equation*}
$$

We consider the scalar function $x \mapsto\left\langle f(x), g\left(x_{0}\right)-g\left(y_{0}\right)\right\rangle$. It is evident that the closure of the set

$$
F(x):=\left\{M\left(g\left(x_{0}\right)-g\left(y_{0}\right)\right): M \in \partial f(x)\right\}
$$

is a pseudo-Jacobian of $\left\langle f(\cdot), g\left(x_{0}\right)-g\left(y_{0}\right)\right\rangle$ at $x$. Let us apply the mean value theorem to this scalar function on $\left[x_{0}, y_{0}\right]$. There exists $c \in\left(x_{0}, y_{0}\right)$ and $\xi_{i} \in \operatorname{co}(F(c))$ such that

$$
\begin{equation*}
\left\langle f\left(x_{0}\right)-f\left(y_{0}\right), g\left(x_{0}\right)-g\left(y_{0}\right)\right\rangle=\lim _{i \rightarrow \infty}\left\langle\xi_{i}, g\left(x_{0}\right)-g\left(x_{0}\right)\right\rangle \tag{5.38}
\end{equation*}
$$

Because $\operatorname{co}(F(c))=[\operatorname{co}(\partial f(c))]\left(x_{0}-y_{0}\right)$, we can find $M_{i} \in \operatorname{co}(\partial f(c))$ such that

$$
\xi_{i}=M_{i}\left(x_{0}-y_{0}\right)
$$

If $\left\{M_{i}\right\}$ is bounded, we may assume that it converges to some $M_{0} \in$ $\overline{\mathrm{Co}}(\partial f(c))$. Then (5.37) and (5.38) imply

$$
\begin{equation*}
\left\langle f\left(x_{0}\right)-f\left(y_{0}\right), g\left(y_{0}\right)\right\rangle=\left\langle M_{0}\left(x_{0}-y_{0}\right), g\left(x_{0}\right)-g\left(y_{0}\right)\right\rangle \leq 0 . \tag{5.39}
\end{equation*}
$$

If $\left\{M_{i}\right\}$ is unbounded, then we may assume that

$$
\lim _{i \rightarrow \infty}\left\|M_{i}\right\|=\infty \quad \text { and } \quad \lim _{i \rightarrow \infty} M_{i} /\left\|M_{i}\right\|=M_{0} \in(\operatorname{co}(\partial f(c)))_{\infty} \backslash\{0\} .
$$

Equality (5.38) gives

$$
\begin{equation*}
\left\langle M_{0}\left(x_{0}-y_{0}\right), g\left(x_{0}\right)-g\left(y_{0}\right)\right\rangle=\lim _{i \rightarrow \infty}\left\langle\frac{M_{i}}{\left\|M_{i}\right\|}\left(x_{0}-y_{0}\right), g\left(x_{0}\right)-g\left(x_{0}\right)\right\rangle \leq 0 . \tag{5.40}
\end{equation*}
$$

Let us now consider the scalar function $x \mapsto\left\langle M_{0}\left(x_{0}-y_{0}\right), g(x)\right\rangle$ where $M_{0}$ is the matrix obtained above from $\overline{\operatorname{co}}(\partial f(c)) \cup(\operatorname{co}(\partial f(c)))_{\infty} \backslash\{0\}$. Arguing in the same way as in the case for the function $x \longmapsto\left\langle f(x), g\left(x_{0}\right)-\right.$ $\left.g\left(y_{0}\right)\right\rangle$, we find $d \in\left(x_{0}, y_{0}\right)$ and $N_{i} \in \operatorname{co}(\partial g(d))$ such that

$$
\left\langle M_{0}\left(x_{0}-y_{0}\right), g\left(x_{0}\right)-g\left(y_{0}\right)\right\rangle=\lim _{i \rightarrow \infty}\left\langle M_{0}\left(x_{0}-y_{0}\right), N_{i}\left(x_{0}-y_{0}\right)\right\rangle .
$$

This together with (5.39) and (5.40) yield the existence of some $N_{0} \in$ $\overline{\mathrm{co}}(\partial g(d)) \cup\left((\operatorname{co}(\partial g(d)))_{\infty} \backslash\{0\}\right)$ such that

$$
\left\langle M_{0}\left(x_{0}-y_{0}\right), N_{0}\left(x_{0}-y_{0}\right)\right\rangle \leq 0 .
$$

This contradicts the positive definiteness of the matrix $N_{0} \circ M_{0}$ by the hypothesis of the theorem. The proof is complete.

The relation (5.37) tells us that for the Hartman-Stampacchia variational inequality the global uniqueness is guaranteed when $f$ is strictly monotone. Under the hypothesis of Theorem 5.3.4 with $g$ being the identity map, the map $f$ is strictly monotone and the uniqueness also follows.

## A Particular Case

A particular situation that deserves attention is when $g$ is invertible with the inverse $g^{-1}$. The general problem can be replaced by the HartmanStampacchia problem whose cost operator is $f \circ g^{-1}$. In fact, these two problems are equivalent in the sense that $x_{0} \in \mathbb{R}^{n}$ is a solution (respectively, a locally unique solution) of the problem $V(f, g, K)$ if and only if $g\left(x_{0}\right)$ is a solution (respectively, a locally unique solution) of the HartmanStampacchia one. We now show that under a reasonable hypothesis on $g$, the conditions of Theorem 5.3.2 can be given in a simpler form.

Proposition 5.3.5 Assume that the following conditions hold.
(a) $g$ admits an inverse $g^{-1}$ that is locally Lipschitz at $y_{0}=g\left(x_{0}\right) \in K$.
(b) $\partial f\left(x_{0}\right)$ and $\partial g\left(x_{0}\right)$ are bounded Fréchet pseudo-Jacobians of $f$ and $g$ at $x_{0}$, respectively.
(c) $\partial g\left(x_{0}\right)$ consists of nonsingular matrices only.

Then the set $Q:=\left\{M N^{-1}: M \in \partial f\left(x_{0}\right), N \in \partial g\left(x_{0}\right)\right\}$ is a Fréchet pseudo-Jacobian of $f \circ g^{-1}$ at $y_{0}$ and
(i) Elements of $Q$ are positive definite if and only if the matrices of the form $N^{t r} M$ with $M \in \partial f\left(x_{0}\right)$ and $N \in \partial g\left(x_{0}\right)$ are positive definite.
(ii) Each of the conditions of Theorem 5.3.2 is equivalent to the corresponding condition of ( $i^{\prime}$ )-(iii') (described after the proof of that theorem) in which the Fréchet pseudo-Jacobian $Q$ of the function $f \circ g^{-1}$ at $y_{0}$ is used.

Proof. The fact that $Q$ is a Fréchet pseudo-Jacobian of $f \circ g^{-1}$ is obtained from Proposition 2.2.15 and Proposition 2.5.6. Furthermore, given two $n \times$ $n$-matrices $M$ and $N$ with $N$ invertible, it is plain that $M N^{-1}$ is positive definite if and only if $N^{T} M$ is positive definite. It remains only to prove the last assertion of the proposition. We observe first that the cone $C_{(f, g)}(K, x)$ is exactly the cone $C_{f \circ g^{-1}}(K, g(x))$ given by:

$$
C_{f \circ g^{-1}}(K, g(x))=\left\{v \in T(K, g(x)):\left\langle f \circ g^{-1}(g(x)), v\right\rangle=0\right\}
$$

Let us consider the condition (i) of Theorem 5.3.2. Let $v \in \mathbb{R}^{n} \backslash\{0\}$. Then

$$
N(v) \in C_{(f, g)}\left(K, x_{0}\right) \text { and } M(v) \in\left[C_{(f, g)}\left(K, x_{0}\right)\right]^{*}
$$

if and only if

$$
N(v) \in T\left(K, y_{0}\right),\left\langle f\left(y_{0}\right), N(v)\right\rangle=0 \text { and } M(v) \in\left[C_{(f, g)}\left(K, x_{0}\right)\right]^{*}
$$

By denoting $\bar{v}=N(v)$, the above is equivalent to

$$
\bar{v} \in T\left(K, y_{0}\right) \backslash\{0\}, \bar{v} \in C_{f \circ g^{-1}}\left(K, y_{0}\right) \text { and } M N^{-1}(\bar{v}) \in\left[C_{f \circ g^{-1}}\left(K, y_{0}\right)\right]^{*}
$$

This and the equality

$$
\left\langle\bar{v}, M N^{-1}(\bar{v})\right\rangle=\langle M(v), N(v)\rangle
$$

show the equivalence between the condition (i) of Theorem 5.3.2 and ( $i^{\prime}$ ). For the other conditions, the proof is similar.

## Examples

We now provide some examples to illustrate the uniqueness criteria developed in this section. The first example shows that, in general, the problem $V(f, g, K)$ cannot be reduced to the Hartman-Stampacchia model with $g=$
id (the identity map), and the use of the Clarke generalized Jacobian does not permit us to obtain a satisfactory result. The second example shows a typical situation when the operator $f$ is not locally Lipschitz, so that a suitable pseudo-Jacobian must be chosen when applying Theorem 5.3.2. The last example shows that when dealing with non-Lipschitz problems, recession pseudo-Jacobian matrices cannot be neglected.

Example 5.3.6 Let $K=[0,1] \times[0,1] \subseteq \mathbb{R}^{2}$ and let us define $f$ and $g: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ by

$$
f(x, y)=(h(x), y) \text { and } g(x, y)=(x, h(y)) \text { for }(x, y) \in \mathbb{R}^{2}
$$

where $h(x)$ is given by

$$
h(x)= \begin{cases}1 & \text { if } x \geq 1 \\ 2 x-1 / 3^{k} & \text { if } x \in\left[2 / 3^{k+1}, 1 / 3^{k}\right], k=0,1, \ldots \\ 1 / 3^{k+1} & \text { if } x \in\left[1 / 3^{k+1}, 2 / 3^{k+1}\right], k=0,1, \ldots \\ 0 & \text { if } x=0\end{cases}
$$

and $h(x)=-h(-x)$ for $x<0$.
The point $(0,0)$ is a solution of the general variational inequality problem $V(f, g, K)$. At this solution the critical cone $C_{(f, g)}(K,(0,0))$ coincides with the positive quadrant $\mathbb{R}_{+}^{2}$. Define

$$
\begin{aligned}
& \partial f(0,0)=\left\{\left(\begin{array}{ll}
\alpha & 0 \\
0 & 1
\end{array}\right): \alpha \in\left[\frac{1}{2}, 1\right]\right\} \\
& \partial g(0,0)=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & \alpha
\end{array}\right): \alpha \in\left[\frac{1}{2}, 1\right]\right\}
\end{aligned}
$$

A simple calculation confirms that $\partial f(0,0)$ and $\partial g(0,0)$ are Fréchet pseudoJacobians of $f$ and $g$ at $(0,0)$, respectively. Clearly, with these Fréchet pseudo-Jacobians, the condition (iii) of Theorem 5.3.2 is verified, by which $(0,0)$ is a locally unique solution as expected. We observe that the function $g$ is not invertible, so the method of converting the general problem to the classical one that we describe above does not work. Moreover, Clarke's generalized Jacobians of $f$ and $g$ at $(0,0)$ are given by

$$
\begin{aligned}
& \partial_{C} f(0,0)=\left\{\left(\begin{array}{ll}
\alpha & 0 \\
0 & 1
\end{array}\right): \alpha \in[0,2]\right\} \\
& \partial_{C} g(0,0)=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & \alpha
\end{array}\right): \alpha \in[0,2]\right\} .
\end{aligned}
$$

It is evident that the condition (iii) of Theorem 5.3.2 does not hold when these Jacobians are used as Fréchet pseudo-Jacobians.

Example 5.3.7 In this example we consider the Hartman-Stampacchia problem $V(f$, id, $K)$ with $K=[0,1] \subseteq \mathbb{R}$ and $f(x)=x^{1 / 3}$. The function $f$ is not locally Lipschitz at $x=0$. We set

$$
\partial f(0)=\{\alpha \in R: \alpha \geq 1\}
$$

It is easy to see that $\partial f(0)$ is a Fréchet pseudo-Jacobian of $f$ at $x=0$. The recession cone of this set is given by

$$
(\partial f(0))_{\infty}=\{\alpha \in \mathbb{R}: \alpha \geq 0\}
$$

The critical cone $C_{f}(K, 0)$ coincides with $\mathbb{R}_{+}$. Moreover, every element of the set

$$
\partial f(0) \cup\left[(\partial f(0))_{\infty} \backslash\{0\}\right]
$$

is strictly positive on $C_{f}(K, 0) \backslash\{0\}$. Therefore, by Theorem 5.3.2, we conclude that $x=0$ is a locally unique solution of $V(f, K)$.

Example 5.3.8 Let $K=\mathbb{R}_{+}^{2}$ and let $f: K \rightarrow \mathbb{R}^{2}$ be defined by

$$
f(x, y)=\left(-x+y^{1 / 3},-x^{3}+y\right)
$$

Problem $V(f, \mathrm{id}, K)$ has $(0,0)$ as a solution that is not locally unique. At this solution the critical cone $C_{f}(K,(0,0))$ coincides with the positive quadrant $\mathbb{R}_{+}^{2}$. Define

$$
\partial f(0,0)=\left\{\left(\begin{array}{cc}
-1 & \alpha \\
0 & 1
\end{array}\right): \alpha \geq 1\right\}
$$

A direct calculation shows that $\partial f(0,0)$ is a Fréchet pseudo-Jacobian of $f$ at $(0,0)$ and that condition (ii) of Theorem 5.3.2 is verified for all matrices of $\partial f(0,0)$. However, that condition is violated on the recession part. In fact, let

$$
M=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \in(\partial f(0,0))_{\infty} \backslash\{0\}
$$

For $v=(1,0) \in C_{f}(K,(0,0))$, one has $f\left(x_{0}\right)+M(v) \in\left[T\left(K, x_{0}\right)\right]^{*}$, but $\langle v, M(v)\rangle=0$.

### 5.4 Complementarity Problems

Let $F$ be a vector-valued function from $\mathbb{R}^{n}$ into itself. The nonlinear complementarity problem associated with $F$ is commonly given in the form (CP):

$$
\begin{gathered}
\text { Find } x \in \mathbb{R}^{n} \text { satisfying } \\
x \geq 0, F(x) \geq 0 \quad \text { and } \quad\langle F(x), x\rangle=0 .
\end{gathered}
$$

This is a particular case of the variational problem $V(f, g, K)$ that we have studied in the previous section and in which the set $K$ is the positive octant of $\mathbb{R}^{n}$; the function $g$ is the identity map and $f=F$.

The complementarity problem is often used as a general model for studying important problems that arise in economic equilibrium, engineering mechanics, and optimization. The aim of this section is to present a solution point analysis and a global convergence analysis of a descent algorithm for the complementarity problem $(\mathrm{CP})$ in the case where $F$ is a continuous nonsmooth function.

## Nonsmooth Merit Functions

As we have seen, under certain conditions, a local solution to a programming problem satisfies the Kuhn-Tucker condition. This rule can in its turn be expressed as a complementarity problem. To see this, let us consider the following minimization problem ( P ),

$$
\begin{aligned}
& \operatorname{minimize} \\
& \text { subject to } A(y) \geq b \\
& \\
& y \geq 0
\end{aligned}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a differentiable function, and $A$ is an $m \times n$ matrix, whose rows are $a_{1}, \ldots, a_{m}$ and $b=\left(b_{1}, \ldots, b_{m}\right)$ is a vector of $\mathbb{R}^{m}$. If $y_{0}$ is a local solution of this problem and the matrix $A$ is of maximal rank, then there exist nonnegative numbers $\lambda_{1}, \ldots, \lambda_{m}$ and $\mu_{1}, \ldots, \mu_{n}$ satisfying:

$$
\begin{aligned}
\nabla f\left(y_{0}\right)-\sum_{i=1}^{m} \lambda_{i} a_{i}-\sum_{i=1}^{n} \mu_{i} & =0 \\
\lambda_{i}\left(\left\langle a_{i}, x_{0}\right\rangle-b_{i}\right) & =0 \\
\mu_{i} x_{i} & =0
\end{aligned}
$$

By defining the new variable $x=(y, \lambda) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ and the function $F$ : $\mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{m}$ by $F(x)=\left(\nabla f(y)-A^{t r}(\lambda), A(y)-b\right)$, one deduces that the system above is equivalent to the complementarity problem (CP).

It turns out that the converse is also true, that is, the complementarity problem can be formulated as a minimization problem by means of the so-called merit functions. Generally, a nonnegative function $\theta: K \rightarrow \mathbb{R}_{+}$ is called a merit function for the problem ( CP ) provided that a point $x_{0}$ is a solution to the problem $(\mathrm{CP})$ if and only if the value of $\theta$ at this point is zero, or equivalently $x_{0}$ is a global solution to the problem

$$
\begin{aligned}
& \text { minimize } \theta(x) \\
& \text { subject to } x \in K
\end{aligned}
$$

whose optimal value is zero.

There exist several merit functions for a given complementarity problem. Here is a quite simple one, for instance,

$$
\theta(x):=\sum_{i=1}^{n}\left(\min \left\{x_{i}, f_{i}(x)\right\}\right)^{2}
$$

Another merit function that we use is based on the Fischer-Burmeister function $\phi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ which is defined by

$$
\phi(a, b):=\sqrt{a^{2}+b^{2}}-a-b
$$

The associated merit function $\Psi: \mathbb{R}^{n} \rightarrow[0, \infty)$ is given by

$$
\Psi(x):=\frac{1}{2} \sum_{i=1}^{n} \phi\left(x_{i}, F_{i}(x)\right)^{2} .
$$

To see that, in fact, it is a merit function for the problem (CP), we observe that if $x \in \mathbb{R}^{n}$ is a solution of the problem (CP), then $\Psi(x)=0$ which means that $x$ is a global minimizer of the function $\Psi$ on $\mathbb{R}^{n}$. Conversely, if $x$ is a global minimizer of the function $\Psi$, then because this function is separable, each component $x_{i}$ of $x$ is a global minimizer of the function $\phi\left(x_{i}, F_{i}(x)\right)$ on $\mathbb{R}^{n}$. Consequently, $x_{i} \geq 0, F_{i}(x) \geq 0$, and $x_{i} F_{i}(x)=0$. By this $x$ is a solution of the complementarity problem (CP).

Let us now obtain a composite expression for the merit function $\Psi$. Define $\varphi: \mathbb{R}^{2} \rightarrow[0, \infty)$ and $g: \mathbb{R}^{2 n} \rightarrow[0, \infty)$ by

$$
\begin{gather*}
\varphi(a, b):=\frac{1}{2} \phi(a, b)^{2} \\
g(x, y):=\frac{1}{2} \sum_{i=1}^{n} \phi\left(x_{i}, y_{i}\right)^{2}=\sum_{i=1}^{n} \varphi\left(x_{i}, y_{i}\right) . \tag{5.41}
\end{gather*}
$$

For $\mathbf{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{2 n}$ given by

$$
\begin{equation*}
\mathbf{F}(x):=\binom{x}{F(x)} \tag{5.42}
\end{equation*}
$$

the merit function $\Psi: \mathbb{R}^{n} \rightarrow[0, \infty)$ can now be written as $\Psi=g \circ \mathbf{F}$ or

$$
\begin{equation*}
\Psi(x)=g(x, F(x))=\frac{1}{2} \sum_{i=1}^{n} \phi\left(x_{i}, F_{i}(x)\right)^{2} \tag{5.43}
\end{equation*}
$$

Here are some basic properties of the functions $\varphi$ and $g$ defined in (5.41).
The notations $\nabla_{1} \varphi$ and $\nabla_{2} \varphi$ stand for the partial derivatives of $\varphi$ with respect to the first and to the second variables.

Lemma 5.4.1 The functions $\varphi$ and $g$ are continuously differentiable on $\mathbb{R}^{n}$. Moreover, the following properties are valid for all $a, b \in \mathbb{R}$.
(i) $\nabla_{1} \varphi(a, b)=\nabla_{2} \varphi(a, b)=0$ if and only if $\varphi(a, b)=0$.
(ii) $\nabla_{1} \varphi(a, b)=\nabla_{2} \varphi(a, b)=0$ if and only if $\nabla_{1} \varphi(a, b) \nabla_{2} \varphi(a, b)=0$.
(iii) $\nabla_{1} \varphi(a, b) \nabla_{2} \varphi(a, b) \geq 0$.

Proof. The first part of the lemma is evident. For the second part, let us compute the partial derivatives of the function $\varphi$ :

$$
\begin{aligned}
& \nabla_{1} \varphi(a, b)=\varphi(a, b)\left(\frac{a}{\sqrt{a^{2}+b^{2}}}-1\right) \\
& \nabla_{2} \varphi(a, b)=\varphi(a, b)\left(\frac{b}{\sqrt{a^{2}+b^{2}}}-1\right)
\end{aligned}
$$

It follows that if $\varphi(a, b)=0$, then $\nabla_{1} \varphi(a, b)=\nabla_{2} \varphi(a, b)=0$. If $\frac{a}{\sqrt{a^{2}+b^{2}}}-1=0$ and $\frac{b}{\sqrt{a^{2}+b^{2}}}-1=0$, then both $a$ and $b$ are zero, which imply that $\varphi(a, b)=0$. Thus (i) holds. The second assertion is deduced from the first one. For the last assertion, it suffices to notice that $a \leq \sqrt{a^{2}+b^{2}}$ and $b \leq \sqrt{a^{2}+b^{2}}$ so that the product $\left(\frac{a}{\sqrt{a^{2}+b^{2}}}-1\right)\left(\frac{b}{\sqrt{a^{2}+b^{2}}}-1\right)$ is nonnegative.

The merit function $\Psi$ is a composite function, therefore we need the following optimality condition for composite functions.

Lemma 5.4.2 Let $x \in \mathbb{R}^{n}$, let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a continuous map, and let $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a continuously differentiable function. Assume that $F$ admits a pseudo-Jacobian map $\partial F$ which is upper semicontinuous at $x$. If $x \in \mathbb{R}^{n}$ is a local minimum of $g \circ F$, then

$$
0 \in \nabla g(F(x)) \circ\left[\overline{\operatorname{co}}(\partial F(x)) \cup \operatorname{co}\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right]
$$

Proof. Because $x$ is a local minimizer, it follows from the chain rule (Corollary 2.3.4) and the optimality condition (Theorem 2.1.13) that for every $\epsilon>0$

$$
0 \in \overline{\overline{\mathrm{co}}}\left[\left(\nabla g(F(x))+\epsilon B_{n}\right) \circ \partial F(x)\right] .
$$

Take $\epsilon=1 / k, k=1,2, \ldots$ Then there exist $a_{j k} \in B_{n}, b_{j k} \in \partial F(x)$, $c_{k} \in B_{n}, \lambda_{j k} \in[0,1], j=1,2, \ldots, n+1$ with $\sum_{j=1}^{n+1} \lambda_{j k}=1$ such that

$$
0=\sum_{j=1}^{n+1} \lambda_{j k}\left(\nabla g(F(x))+\frac{1}{k} a_{j k}\right) \circ b_{j k}+\frac{1}{k} c_{k}
$$

Define

$$
\begin{aligned}
J_{1} & :=\left\{j \mid\left\{b_{j k}\right\}_{k}\right. \\
J_{2} & \text { is bounded }\} \\
J_{j k} & \text { is unbounded }\} .
\end{aligned}
$$

Then the above sum can be rewritten as
$0=\sum_{j \in J_{1}} \lambda_{j k}\left(\nabla g(F(x))+\frac{1}{k} a_{j k}\right) \circ b_{j k}+\sum_{j \in J_{2}} \lambda_{j k}\left(\nabla g(F(x))+\frac{1}{k} a_{j k}\right) \circ b_{j k}+\frac{1}{k} c_{k}$.
Now we may assume, without loss of generality, that $\lambda_{j k} \rightarrow \lambda_{j}$ for some $\lambda_{j} \in[0,1], j=1, \ldots, n+1$ with $\sum_{j=1}^{n+1} \lambda_{j}=1$. Then one of the following two cases holds.

Case (i). $J_{2}=\emptyset$. In this case we may assume that $b_{j k} \rightarrow b_{j}$ for some $b_{j} \in \partial F(x)$, for $j=1,2, \ldots, n+1$. As $k \rightarrow \infty$, the previous sum gives us

$$
0=\nabla g(F(x)) \circ \sum_{j=1}^{n+1} \lambda_{j} b_{j} \in \nabla g(F(x)) \circ \operatorname{co}(\partial F(x))
$$

Case(ii). $J_{2} \neq \emptyset$. If $\left\{\lambda_{j k} b_{j k}\right\}_{k}$ is bounded for each $j \in J_{2}$, then $\lambda_{j}=0$ for each $j \in J_{2}$ and so $\sum_{j \in J_{1}} \lambda_{j}=1$. We may now assume that $\lambda_{j k} b_{j k} \rightarrow b_{j}^{\infty}$ $\in(\partial F(x))_{\infty}$, for $j \in J_{2}$, and $b_{j k} \rightarrow b_{j} \in \partial F(x)$, for $j \in J_{1}$. By passing to the limit, we get

$$
\begin{aligned}
0 & =\nabla g(F(x)) \circ\left(\sum_{j \in J_{1}} \lambda_{j} b_{j}+\sum_{j \in J_{2}} b_{j}^{\infty}\right) \\
& \in \nabla g(F(x)) \circ\left(\operatorname{co}(\partial F(x))+\operatorname{co}\left((\partial F(x))_{\infty}\right)\right) \\
& \subset \nabla g(F(x)) \circ \overline{\operatorname{co}}(\partial F(x)) .
\end{aligned}
$$

This follows from the fact that $\operatorname{co}\left((\partial F(x))_{\infty}\right) \subset(\operatorname{co}(\partial F(x)))_{\infty}$ because $\partial F(x) \subset \operatorname{co}(\partial F(x))$ and $(\operatorname{co}(\partial F(x)))_{\infty}$ is a closed convex cone, and that

$$
\begin{aligned}
\operatorname{co}(\partial F(x))+\operatorname{co}\left((\partial F(x))_{\infty}\right) & \subset \operatorname{co}(\partial F(x))+(\operatorname{co}(\partial F(x)))_{\infty} \\
& \subset \overline{\operatorname{co}}(\partial F(x))+(\overline{\operatorname{co}}(\partial F(x)))_{\infty} \\
& =\overline{\operatorname{co}}(\partial F(x))
\end{aligned}
$$

If there exists $l \in J_{2}$ such that $\left\{\lambda_{l k} b_{l k}\right\}_{k}$ is unbounded, then, by taking subsequences instead, we may assume that there exists $l_{0} \in J_{2}$ such that

$$
\left\|\lambda_{l_{0} k} b_{l_{0} k}\right\| \geq\left\|\lambda_{j k} b_{j k}\right\|, \forall j \in J_{2}, \forall k \in N
$$

So,

$$
\frac{\lambda_{j k} b_{j k}}{\left\|\lambda_{l_{0} k} b_{l_{0} k}\right\|} \rightarrow b_{j}^{\infty} \in(\partial F(x))_{\infty}, j \in J_{2}
$$

Let $J_{3}:=\left\{j \in J_{2} \mid \quad b_{j} \neq 0\right\}$. Then $J_{3} \neq \emptyset$ as $b_{l_{0}}^{\infty} \neq 0$. Dividing the sum by $\left\|\lambda_{l_{0} k} b_{l_{0} k}\right\|$ and passing to the limit with $k$, we get

$$
0=\nabla g(F(x)) \circ \sum_{j \in J_{3}} b_{j}^{\infty} \in \nabla g(F(x)) \circ \operatorname{co}\left((\partial F(x))_{\infty} \backslash\{0\}\right)
$$

Thus

$$
0 \in \nabla g(F(x)) \circ\left[\overline{\operatorname{co}}(\partial F(x)) \cup \operatorname{co}\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right]
$$

and the conclusion holds.

The following example shows that the necessary condition in the lemma above is, in general, not valid without a recession cone condition.

Example 5.4.3 Let $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $g: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be defined by

$$
\begin{aligned}
F(x, y) & =\left(x^{2 / 3} \operatorname{sign}(x)+\frac{y^{4}}{2}, \sqrt{2} x^{1 / 3}+\frac{y^{2}}{\sqrt{2}}\right) \\
g(u, v) & =u+v^{2}
\end{aligned}
$$

Then $F$ is continuous, but not Lipschitz, $g$ is continuously differentiable, and the composite function $g \circ F$ is given by

$$
(g \circ F)(x, y)=x^{2 / 3}(\operatorname{sign}(x)+2)+y^{4}+2 x^{1 / 3} y^{2}
$$

The function $g \circ F$ attains its local minimum at $(0,0)$. A pseudo-Jacobian of $F$ at $(0,0)$ and its recession cone are given, respectively, by

$$
\begin{aligned}
\partial F(0,0) & =\left\{\left(\begin{array}{cc}
\alpha & 0 \\
\alpha^{2} & 0
\end{array}\right): \alpha \geq 1\right\} \\
\partial F(0,0)_{\infty} & =\left\{\left(\begin{array}{cc}
0 & 0 \\
\beta & 0
\end{array}\right): \beta \geq 0\right\}
\end{aligned}
$$

Clearly, $0 \notin \nabla g(F(0,0)) \circ \overline{\mathrm{co}}(\partial F(0,0))$. However,

$$
0 \in \nabla g(F(0,0)) \circ \operatorname{co}\left((\partial F(0,0))_{\infty} \backslash\{0\}\right)
$$

We now see how Lemma 5.4.2 can be used for characterizing optimality of the merit function in terms of pseudo-Jacobian matrices.

We say that an $n \times n$-matrix $M$ is a $P_{0}$-matrix if for each $x \neq 0$ there exists an index $i \in\{1,2, \ldots, n\}$ such that $x_{i} \neq 0$ and $x_{i}(M x)_{i} \geq 0$. A useful characterization of $P_{0}$-matrices is that a matrix is $P_{0}$ if and only if its principal minors are all nonnegative. In particular, positive semidefinite matrices are $P_{0}$-matrices, but the converse is not true in general.

Theorem 5.4.4 Let $F$ be a continuous map on $\mathbb{R}^{n}$. Suppose that $F$ admits a pseudo-Jacobian map $\partial F$ which is upper semicontinuous at $x \in \mathbb{R}^{n}$. If all elements of $\operatorname{co}(\partial F(x))$ are $P_{0}$-matrices, then the following assertions are equivalent:

$$
\begin{equation*}
\Psi(x)=0 \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
0 \in \nabla_{1} g(x, F(x))+\nabla_{2} g(x, F(x)) \circ\left[\overline{\operatorname{co}}(\partial F(x)) \cup \operatorname{co}\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right] \tag{ii}
\end{equation*}
$$

Proof. For $\mathbf{F}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{2 n}$ as defined by (5.42),

$$
\partial \mathbf{F}(x):=\binom{I}{\partial F(x)}
$$

is a pseudo-Jacobian of $\mathbf{F}$ at $x$, where $I \in \mathbb{R}^{n \times n}$ denotes the identity matrix. If $\Psi(x)=0$, then $x$ is a local minimum of $\Psi=g \circ \mathbf{F}$ and so,

$$
0 \in \nabla_{1} g(x, F(x))+\nabla_{2} g(x, F(x)) \circ\left[\overline{\operatorname{co}}(\partial F(x)) \cup \operatorname{co}\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right]
$$

follows from Lemma 5.4.2.
Conversely, if we assume the latter, we deduce the existence of $D \in$ $\left[\overline{\operatorname{co}}(\partial F(x)) \cup \operatorname{co}\left((\partial F(x))_{\infty} \backslash\{0\}\right)\right]$ such that

$$
\begin{equation*}
0=\nabla_{1} g(x, F(x))+\nabla_{2} g(x, F(x)) \circ D \tag{5.44}
\end{equation*}
$$

If all the matrices in $\operatorname{co}(\partial F(x))$ are $P_{0}$-matrices, then all the matrices in $\overline{\mathrm{co}}(\partial F(x))$ and in $\operatorname{co}\left((\partial F(x))_{\infty}\right)$ are also $P_{0}$-matrices. The latter follows from the fact that $a \in(\partial F(x))_{\infty}$ if and only if there exist sequences $\left\{a_{j}\right\} \subset$ $\partial F(x)$ and $\left\{t_{j}\right\} \subset(0, \infty)$ with $\lim _{j \rightarrow \infty} t_{j}=0$ so that $a=\lim _{j \rightarrow \infty} t_{j} a_{j}$. Because $a_{j}$ is $P_{0}$-matrix $t_{j} a_{j}$ is also a $P_{0}$-matrix as $t_{j}>0$. Hence $D$ is a $P_{0}$-matrix.

By Lemma 5.4.1 (ii) and (iii), it is known that for each $i$ and all $x \in \mathbb{R}^{n}$,

$$
\begin{gathered}
\nabla_{1} \varphi\left(x_{i}, F_{i}(x)\right) \nabla_{2} \varphi\left(x_{i}, F_{i}(x)\right) \geq 0, \nabla_{1} \varphi\left(x_{i}, F_{i}(x)\right) \nabla_{2} \varphi\left(x_{i}, F_{i}(x)\right)=0 \\
\Rightarrow \quad \nabla_{1} \varphi\left(x_{i}, F_{i}(x)\right)=\nabla_{2} \varphi\left(x_{i}, F_{i}(x)\right)=0
\end{gathered}
$$

Therefore, (5.44) together with the fact that $D$ is a $P_{0}$-matrix yields

$$
\nabla_{1} \varphi\left(x_{i}, F_{i}(x)\right)=\nabla_{2} \varphi\left(x_{i}, F_{i}(x)\right)=0
$$

for each $i$. This together with Lemma 5.4 .1 (i) gives $\varphi\left(x_{i}, F_{i}(x)\right)=0$ for each $i$. Thus $g(x, F(x))=\Psi(x)=0$ follows.

When the function $F$ is locally Lipschitz and the Clarke generalized Jacobian is used, condition (ii) of Theorem 5.4.4 is simplified as follows.

Corollary 5.4.5 Let $F$ be Lipschitz continuous. If all elements of $\partial^{C} F(x)$ are $P_{0}$-matrices, then the following are equivalent.
(i) $\Psi(x)=0$.
(ii) $0 \in \nabla_{1} g(x, F(x))+\nabla_{2} g(x, F(x)) \circ \partial^{C} F(x)$.

Proof. This follows from the previous theorem by choosing $\partial^{C} F(x)$ as a pseudo-Jacobian of $F$ at $x$. In this case co $\left(\left(\partial^{C} F(x)\right)_{\infty} \backslash\{0\}\right)=\emptyset$.

## A Derivative-Free Descent Method

In this part we present conditions under which a line search method possesses global convergence properties. This method has the particularity that it works with the values of $F$ instead of additionally using derivate information.

Now to formulate the derivative-free line search algorithm let $g, \mathbf{F}$, and $\Psi$ be given as in (5.41), (5.42), and (5.43). We make use of the search direction

$$
s(x):=-\nabla_{2} g(x, F(x))
$$

for all $x \in \mathbb{R}^{n}$. Then we define the function $\theta: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by

$$
\theta(x)=\nabla_{1} g(x, F(x)) \circ \nabla_{2} g(x, F(x))
$$

By Lemma 5.4.2 the function $\theta(x)$ is always nonnegative and it is 0 if and only if $\Psi(x)=0$ (i.e., if and only if $x$ solves (CP)). The next lemma shows that $s(x)$ is a descent direction for $\Psi$ at $x$ and that the local descent can be measured by means of $\theta(x)$.
Lemma 5.4.6 Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a monotone continuous map. Assume that $F$ is comonotone at each $x \in \mathbb{R}^{n}$ in each direction $u \in \mathbb{R}^{n}$ for which

$$
\limsup _{t \downarrow 0} \frac{\|F(x+t u)-F(x)\|}{t}=+\infty
$$

is satisfied. Moreover, let $\bar{\sigma} \in(0,1)$ be given. If $\Psi(x)>0$, then there exists a number $t(x)>0$ such that

$$
\begin{equation*}
\Psi(x+t s(x)) \leq \Psi(x)-\bar{\sigma} t \theta(x) \forall t \in[0, t(x)] \tag{5.45}
\end{equation*}
$$

Proof. Let $x, y \in \mathbb{R}^{n}$ and $\bar{\sigma} \in(0,1)$ be arbitrary but fixed. Because $g$ is continuously differentiable, there is some function $\varepsilon:(0, \infty) \rightarrow \mathbb{R}$ so that, for all $p, q \in \mathbb{R}^{n}$,

$$
g(x+p, y+q)-g(x, y) \leq \nabla g(x, y) \circ\binom{p}{q}+\varepsilon(\|p\|+\|q\|)
$$

and

$$
\begin{equation*}
\lim _{\tau \downarrow 0} \frac{\varepsilon(\tau)}{\tau}=0 \tag{5.46}
\end{equation*}
$$

Letting

$$
y:=F(x), \quad p:=p(t):=t s(x), \quad q:=q(t):=F(x+t s(x))-F(x)
$$

and

$$
\tau(t):=\|p(t)\|+\|q(t)\|
$$

we obtain

$$
\begin{aligned}
\Psi(x+t s(x))-\Psi(x)= & g(x+t s(x), F(x+t s(x)))-g(x, F(x)) \\
\leq & t \nabla_{1} g(x, F(x)) \circ s(x) \\
& +\nabla_{2} g(x, F(x)) \circ q(t)+\varepsilon(\tau(t)) .
\end{aligned}
$$

Thus, using the definitions of $\theta(x), s(x), \tau(t)$, and $p(t)$, it follows that

$$
\begin{equation*}
\Psi(x+t s(x))-\Psi(x) \leq-t \theta(x)-q(t) \circ s(x)+\varepsilon(\tau(t)) \tag{5.47}
\end{equation*}
$$

and

$$
\begin{align*}
\Psi(x+t s(x))-\Psi(x) \leq & -t \theta(x)-q(t) \circ s(x) \\
& +(\|t s(x)\|+\|q(t)\|) \frac{\varepsilon(\tau(t))}{\tau(t)} . \tag{5.48}
\end{align*}
$$

We now distinguish two cases, namely whether (5.6) is satisfied for the direction $u:=s(x)$.
(a) If

$$
\begin{equation*}
\limsup _{t \downarrow 0} \frac{\|q(t)\|}{t}=\limsup _{t \downarrow 0} \frac{\|F(x+t s(x))-F(x)\|}{t}=+\infty \tag{5.49}
\end{equation*}
$$

then the comonotonicity assumption on $F$ yields

$$
-q(t) \circ s(x)=-(F(x+t s(x))-F(x)) \circ s(x) \leq-\gamma(x, s(x))\|q(t)\|
$$

for all $t>0$ sufficiently small. Hence we obtain from (5.48) that

$$
\begin{aligned}
\Psi(x+t s(x))-\Psi(x) \leq & -t\left\{\theta(x)+\frac{\|q(t)\|}{t}\left(\gamma(x, s(x))-\frac{\varepsilon(\tau(t))}{\tau(t)}\right)\right. \\
& \left.-\|s(x)\| \frac{\varepsilon(\tau(t))}{\tau(t)}\right\}
\end{aligned}
$$

Therefore, the desired inequality (5.45) follows for all $t>0$ sufficiently small.
(b) If, otherwise,

$$
\begin{equation*}
\limsup _{t \downarrow 0} \frac{\|q(t)\|}{t}=\limsup _{t \downarrow 0} \frac{\|F(x+t s(x))-F(x)\|}{t}<+\infty \tag{5.50}
\end{equation*}
$$

we first note that the monotonicity of $F$ implies that, for all $t \in[0, \infty)$,

$$
-q(t) \circ s(x)=-(F(x+t s(x))-F(x)) \circ s(x) \leq 0 .
$$

This and (5.47) yield

$$
\Psi(x+t s(x))-\Psi(x) \leq-t\left\{\theta(x)-\frac{\tau(t)}{t} \frac{\varepsilon(\tau(t))}{\tau(t)}\right\}
$$

and furthermore,

$$
\Psi(x+t s(x))-\Psi(x) \leq-t\left\{\theta(x)-\left(\|s(x)\|+\frac{\|q(t)\|}{t}\right) \frac{\varepsilon(\tau(t))}{\tau(t)}\right\}
$$

Taking into account (5.50) and (5.46), we see that (5.45) is satisfied for all $t>0$ sufficiently small. Thus a positive number $t(x)$ exists so that (5.45) is satisfied.

Based on (5.45) the descent direction $s(x)$ is now exploited by means of the following standard line search algorithm. Moreover, note that in Lemma 5.1 and in the subsequent theorem the comonotonicity of $F$ at $x$ is required only for those directions $u$ which satisfy condition (5.6). Therefore, no comonotonicity assumption is necessary for locally Lipschitz or directionally differentiable maps.

## The Algorithm

Let us describe an algorithm for solving the complementarity problem:
Given $x^{0} \in \mathbb{R}^{n}, \rho, \sigma \in(0,1)$, for $k=0,1,2, \ldots$, repeat the following steps:
(i) Calculate $\Psi\left(x^{k}\right)$. If $\Psi\left(x^{k}\right)=0$, stop.
(ii) If $\Psi\left(x^{k}\right) \neq 0$, set $s^{k}=s\left(x^{k}\right)$ and choose $t_{k} \in\left\{\rho^{j} \mid j \in \mathbb{N}\right\}$ as large as possible such that

$$
\Psi\left(x^{k}+t_{k} s^{k}\right) \leq \Psi\left(x^{k}\right)-\sigma t_{k} \theta\left(x^{k}\right)
$$

(iii) Set $x^{k+1}=x^{k}+t_{k} s^{k}$. Set $k=k+1$ and go to (i).

The convergence of the algorithm is seen in the next result.

Theorem 5.4.7 Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a monotone continuous map. If $F$ is comonotone at each $x \in \mathbb{R}^{n}$ in each direction $u \in \mathbb{R}^{n}$ for which

$$
\limsup _{t \downarrow 0} \frac{\|F(x+t u)-F(x)\|}{t}=+\infty
$$

is satisfied, then the algorithm is well defined and any accumulation point of the sequence $\left\{x^{k}\right\}$ generated by the algorithm solves the complementarity problem (CP).

Proof. First note that $s(x)$ and $\theta(x)$ are well defined for all $x \in \mathbb{R}^{n}$. Furthermore, for any $x^{k}$ generated by the algorithm, Lemma 5.4.2 ensures $t_{k}>0$. Thus the algorithm is well defined. Because $\left\{\Psi\left(x^{k}\right)\right\}$ is monotone, decreasing and bounded below, the limit

$$
\bar{\Psi}:=\lim _{k \rightarrow \infty} \Psi\left(x^{k}\right)
$$

exists. Suppose that $\bar{\Psi}>0$. Furthermore, let $\bar{x}$ denote an accumulation point of the sequence $\left\{x^{k}\right\}$. Then, there is an infinite set $N \subseteq \mathbb{N}$ such that $\lim _{k \in N} x^{k}=\bar{x}$. For $\bar{\sigma}:=(\sigma+1) / 2$, Lemma 5.4 .2 provides $t(\bar{x})>0$. Due to the fact that $\theta(\bar{x})>0$ (as explained at the beginning of this section) and due to the continuity of $F, g, \nabla g, \Psi, s$, and $\theta$, a number $\delta>0$ exists so that, for all $x \in \bar{x}+\delta B(0,1)$,

$$
\begin{equation*}
|\theta(x)-\theta(\bar{x})| \leq \frac{1}{4}(1-\sigma) \theta(\bar{x}) \tag{5.51}
\end{equation*}
$$

and, for all $x \in \bar{x}+\delta B(0,1)$ and all $t \in[0, t(\bar{x})]$,

$$
\begin{equation*}
|\Delta \Psi(x, t)| \leq \frac{1}{4} \rho t(\bar{x})(1-\sigma) \theta(\bar{x}) \tag{5.52}
\end{equation*}
$$

where

$$
\Delta \Psi(x, t):=\Psi(x+t s(x))-\Psi(\bar{x}+t s(\bar{x}))+\Psi(\bar{x})-\Psi(x) .
$$

Taking into account (5.52) and the fact that (5.45) holds for $x:=\bar{x}$ and all $t \in[0, t(\bar{x})]$, we get

$$
\begin{aligned}
\Psi(x+t s(x))-\Psi(x) & =\Psi(\bar{x}+t s(\bar{x}))-\Psi(\bar{x})+\Delta \Psi(x, t) \\
& \leq-t \bar{\sigma} \theta(\bar{x})+|\Delta \Psi(x, t)| \\
& \leq-t \sigma \theta(\bar{x})-\frac{1}{2} t(1-\sigma) \theta(\bar{x})+\frac{1}{4} \rho t(\bar{x})(1-\sigma) \theta(\bar{x})
\end{aligned}
$$

for all $x \in \bar{x}+\delta B_{n}$ and all $t \in[0, t(\bar{x})]$. If we now consider $t \in[\rho t(\bar{x}), t(\bar{x})]$, we have $\rho t(\bar{x}) \leq t$. Thus, using (5.51), it follows that

$$
\begin{aligned}
\Psi(x+t s(x))-\Psi(x) & \leq-t \sigma \theta(\bar{x})-\frac{1}{4} t(1-\sigma) \theta(\bar{x}) \\
& \leq-t \sigma \theta(x)+t \sigma(\theta(x)-\theta(\bar{x}))-\frac{1}{4} t(1-\sigma) \theta(\bar{x}) \\
& \leq-t \sigma \theta(x)+\frac{1}{4} t \sigma(1-\sigma) \theta(\bar{x})-\frac{1}{4} t(1-\sigma) \theta(\bar{x}) \\
& \leq-t \sigma \theta(x)
\end{aligned}
$$

is valid for all $x \in \bar{x}+\delta B_{n}$ and all $t \in[\rho t(\bar{x}), t(\bar{x})]$. Therefore, because $x^{k} \in \bar{x}+\delta B(0,1)$ for all $k \in N$ large enough, the step length procedure used in the algorithm provides $t_{k} \geq \rho t(\bar{x})$ and, thus,

$$
\Psi\left(x^{k+1}\right) \leq \Psi\left(x^{k}\right)-\sigma t_{k} \theta\left(x^{k}\right) \leq \Psi\left(x^{k}\right)-\sigma \rho t(\bar{x}) \theta\left(x^{k}\right)
$$

for all $k \in N$ sufficiently large. Using (5.51), we obtain

$$
\Psi\left(x^{k+1}\right) \leq \Psi\left(x^{k}\right)-\frac{3}{4} \sigma \rho t(\bar{x}) \theta(\bar{x})
$$

for infinitely many $k \in N$. Moreover $\Psi\left(x^{k+1}\right)<\Psi\left(x^{k}\right)$ is valid for all $k \in \mathbb{N}$. Thus, because $\theta(\bar{x})>0$, we have $\lim _{k \rightarrow \infty} \Psi\left(x^{k}\right)=-\infty$. This contradicts $\bar{\Psi}>0$. Hence, by the continuity of $\Psi, 0=\bar{\Psi}=\Psi(\bar{x})$ must be valid.

We complete this section by observing that the boundedness of the level set

$$
\Omega:=\left\{x \in \mathbb{R}^{n} \mid \Psi(x) \leq \Psi\left(x^{0}\right)\right\}
$$

obviously guarantees the existence of an accumulation point of the sequence $\left\{x^{k}\right\}$ generated by the algorithm.
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The open mapping theorem and implicit function theorem for continuously differentiable functions are well known and can be found in any advanced calculus books. The first extension of the open mapping theorem to locally Lipschitz functions is due to Clarke [11]. Related extensions using setvalued derivatives can be found in $[6,19,25,33,34,65,67,69,102,103]$. A complete characterization of openness and metric regularity of set-valued maps was given in Mordukovich [92] by means of coderivatives (see also [45] for the case of general metric spaces). Several sufficient conditions in terms of pseudo-Jacobians for openness of nonsmooth continuous maps were given in $[52,53,61]$. Inverse and implicit function theorems for locally Lipschitz functions can be found in [11, 67]. These theorems for nonsmooth functions using quasidifferentials and derivative containers were, respectively, given in [17] and $[117,118]$. Interior mapping as well as implicit function theorems using pseudo-Jacobians were given in [53]. The convex interior mapping theorem using Fréchet pseudo-Jacobians is new.

Following the work of Robinson [105], various conditions for stability, metric regularity, and the pseudo-Lipschitz property of the solution maps of parametric inequality systems involving nonsmooth functions and sets
can be found in $[3,64,92,99,107]$. These results for (not necessarily locally Lipschitz) continuous systems using pseudo-Jacobian maps were given in [61], [82]. The proof of Ekeland's variational principle [21] is taken from [4]. Proposition 3.5.1 is a consequence of Robinson-Ursescu's theorem on metric regularity given in [107].

## Chapter 4

First-order necessary optimality conditions for constrained nonsmooth optimization problems involving locally Lipschitz functions using Clarke generalized subdifferentials can be found in [11]. Improved forms of such optimality conditions were given in $[5,14,37,95,104]$. Sharp optimality conditions for locally Lipschitz optimization problems using pseudo-differentials were given in [116]. Optimality conditions for locally Lipschitz optimization problems using other generalized subdifferentials can be found in [44, 115]. First order necessary optimality conditions for problems involving nonsmooth continuous functions were given in [53, 61], whereas for problems involving composite functions were given in [46, 47, 54, 55]. First-order optimality conditions for cone-constrained continuous problems were given in [61].

Second-order optimality conditions for optimization problems involving continuously differentiable functions were given in [50, 58, 80]. Second-order conditions for $C^{1,1}$-optimization problems can be found in [12, 40]. Secondorder conditions for composite optimization problems involving continuously differentiable functions were given in [55].

First-order optimality conditions for multiobjective programming problems with (not necessarily locally Lipschitz) functions were given in [70, 78]. Second-order conditions for such problems were given in [29, 30, 31], see also [20] and [26]. Second-order conditions for multiobjective convex composite problems can be found in [60, 120].

Further applications of pseudo-Jacobians in dynamic optimization were recently developed in [15] and not included in this book.

## Chapter 5

Characterizations of (strong) monotone and generalized monotone operators in terms of pseudo-Jacobians were given in [56]. Similar characterizations by means of Clarke generalized Jacobians can be found in [86]. Characterizations of generalized convexity in terms of pseudodifferentials are new. Comonotonicity was introduced in [24]. For more on generalized convex functions and generalized monotone maps, see $[13,32,62,63,71,73,74,75,83,86,87,88,89,98,101]$. Basic results on variational inequalities and complementarity problems with applications
can be found in $[23,27,35,36,66,68,110,112]$. Conditions for existence and uniqueness of solutions of variational inequalities by way of pseudoJacobians were given in [77, 79, 84]. Solution point characterizations of complementarity problems involving nonsmooth continuous maps were examined in [24] by means of a nonsmooth merit function. A derivative-free descent method for complementarity problems was developed in [24].
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## Notations

$\mathbb{N}$ : the natural numbers
$\mathbb{R}$ : the real numbers
$\mathbb{R}^{n}$ : Euclidean $n$-dimensional space
$L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ : space of $m \times n$ matrices
$B_{n}$ : closed unit ball in $\mathbb{R}^{n}$
$B_{m \times n}$ : closed unit ball in $L\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$
$\|x\|$ : Euclidean norm
$\langle x, y\rangle$ : canonical scalar product
$\mathcal{O}_{n}$ : origin of $\mathbb{R}^{n}$
$\operatorname{cl}(A), \bar{A}$ : closure
$\operatorname{int}(A)$ : interior
$\operatorname{co}(A)$ : convex hull
$\overline{\mathrm{co}}(A)$ : closed convex hull
cone $(A)$ : conic hull
$K^{*}$ : positive polar cone
$K^{\delta}$ : conic $\delta$-neighborhood
$A_{\infty}$ : recession/asymptotic cone
$N(A, x)$ : normal cone
$T(A, x)$ : Bouligant contingent cone
$T_{0}(A, x)$ : cone of feasible directions
$T_{1}(S, x)$ : first-order tangent cone
$T_{2}(S, x)$ : second-order tangent cone $C_{(f, g)}(K, x)$ : critical cone
$\leq_{K}$ : partial order generated by $K$
$\operatorname{dom}(f)$ : effective domain
epi $(f)$ : epigraph
$d(x, C)$ : distance function
$\sigma_{C}$ : support function
$\phi^{+}(x ; u)$ : upper Dini directional derivative
$\phi^{-}(x ; u)$ : lower Dini directional derivative
$\phi^{\prime}(x ; u)$ : directional derivative
$\nabla f(x)$ : Jacobian matrix
$\partial f(x)$ : pseudo-Jacobian
$\partial_{x} f(x, y)$ : partial pseudo-Jacobian
$\phi^{0}(x ; u)$ : Clarke's directional derivative
$\partial^{C} f(x)$ : Clarke's subdifferential
$D^{M} f(x)$ : Mordukhovich's coderivative
$\partial^{M} f(x)$ : basic subdifferential
$\partial^{c a} f(x)$ : convex analysis subdifferential
$\partial_{\epsilon} f(x): \epsilon$-subdifferential
$\phi^{\uparrow}(x ; u)$ : Clarke-Rockafellar's directional derivative
$\partial^{C R} f(x)$ : Clarke-Rockafellar's subdifferential
$\partial^{B} f(x)$ : B-subdifferential
$\partial^{I A} f(x)$ : Ioffe's approximate subdifferential
$\partial^{M P} f(x)$ : Michel-Penot's subdifferential $\partial^{l} f(x)$ : Treiman's linear generalized gradient
$\partial^{2} f(x)$ : pseudo-Hessian
$\partial_{H}^{2} f(x)$ : Hiriart-Urruty, Strodiot, and Hien's generalized Hessian
$\partial^{00} f(x)$ : Cominetti and Correa's generalized Hessian
$\hat{F}(x)$ : Kuratowski-Painleve's upper limit
$F^{\infty}(x)$ : recession (upper horizon) limit

## Index

$B$-subdifferential, 15
$H$-differential, 53
$P_{0}$-matrix, 248
$\varepsilon$-subdifferential, 179

Michel-Penot subdifferential, 151

Banach constant, 124
binary relation, 186
Caratheodory's theorem, 3
chain rules, 82
for Gâteaux and Fréchet pseudoJacobians, 93
for upper semicontinuous pseudoJacobians, 84
fuzzy, 82
using recession pseudo-Jacobian, 85

## Clarke

directional derivative, 14
generalized Jacobian, 15
Rockafellar subdifferential, 24
subdifferential, 14
cocoercive in a direction, 214
cocoercivity, 214
complementarity condition, 156
cone, 156
contingent cone, 156
critical, 232
first-order tangent, 197
normal, 153
positive polar , 232
second-order tangent, 197
tangent, 197
cone of feasible directions, 65
conjugate function, 178
constraint qualification, $145,149,153$
convex function, 25
convex hull, 2
convex interior mapping theorem, 122, 123
using Fréchet pseudo-Jacobians, 124
convex set, 2
Demyanov and Rubinov quasidifferential, 32
derivative
directional derivative, 4
Fréchet derivative, 9
Gâteaux derivative, 9
lower Dini directional derivative, 4
strict (Hadamard) derivative, 9
upper Dini directional derivative, 4
derivative-free line search, 250
directionally differentiable function, 4
efficient point, 187
Ekeland variational principle, 132
equi- $K$-surjectivity, 128
equi-invertibility, 99
equi-surjectivity, 103
fan, 20
feasible direction, 156
Fenchel transform, 178
Fritz John condition, 144
function, 222
convex, 222
Fischer-Burmeister, 245
merit, 244
pseudoconvex, 227
quasiconvex, 226
strictly convex, 223
generalized Hessian, 34
generalized inequality system, 132
global uniqueness of solutions, 240

H-differential, 22
implicit function theorem, 115
inf-function, 77
injective matrix, 87
inverse function theorem, 115
Ioffe
approximate subdifferential, 30
controllability theorem, 125
prederivative, 20, 54
Jacobian matrix, 8
Kuhn-Tucker condition, 144

Lagrangian, 156
limit
outer horizon, 41
recession upper, 41
cosmic upper, 41
Kuratowsk-Painlevé upper , 41
limiting normal cone, 17
Lipschitz constant, 7
Lipschitz function, 7
Lipschitz modulus, 71
LMO-approximation, 179
local minimizer, 64
local unique solution, 233
locally bounded set-valued map, 43, 70
locally Lipschitz function, 14
max-function, 62
mean value theorem, 67
asymptotic, 69
metric regularity, 137
Michel-Penot subdifferential, 30
min-function, 62
minimax theorem, 118
Mordukhovich
basic subdifferential, 29
coderivative, 17
second order subdifferential, 35
singular subdifferential, 29
multiobjective problem, 187
multiplier rule, 144,189
open mapping theorem, 110
operator, 207
comonotone, 213
monotone, 207
pseudomonotone, 220
quasimonotone, 215
strictly monotone, 207
strongly monotone, 212
optimality condition, 64
Fritz John, 144
necessary, 143
second-order, 156, 183
sufficient, 162
partial order, 186
partial pseudo-Jacobian, 39
polyhedral set, 233
positive definite matrix, 208
positive semidefinite matrix, 208
prederivative, 21
problem
complementarity, 243
convex composite, 168
equality constraints, 143
intersection, 231
linearized, 236
locally Lipschitz, 150
minimax, 154
mixed constraints, 147
multiobjective, 186
pseudo-differential, 23
pseudo-Hessian, 33, 162
Fréchet, 163
pseudo-Jacobian, 10
strict pseudo-Jacobian, 55
densely regular, 208
Fréchet pseudo-Jacobian, 49
Gâteaux pseudo-Jacobian, 49
partial, 72
pseudo-Jacobian matrix, 10
regular pseudo-Jacobian, 10
pseudo-Jacobian map, 46
pseudo-Lipschitz property, 139
recession cone, 35
relative interior, 3
separation theorem, 4,66
strict local minimum of order 2,185
strict prederivative, 21
submap, 208
suboperator, 208
sup-function, 72,77
support function, 20
surjective matrix, 87
tangent cone, 65
Taylor's expansion, 80
Treiman linear generalized gradient, 32
upper semicontinuity, 40
upper semicontinuous hull, 44
variational inequality, 230

Hartman-Stampacchia, 230

Minty, 230

Warga's unbounded derivative container, 19, 54
weakly efficient point, 187
Zagrodny's mean value theorem, 24

