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Preface

The Seventh International Workshop on Meshfree Methods for Partial Differential
Equations was held from September 9 to September 11, 2013 in Bonn, Germany.
This workshop series was installed in 2001 to bring together European, American
and Asian researchers working in this exciting field of interdisciplinary research on
a regular basis.

To this end Ivo Babuška, Ted Belytschko, Jiun-Shyan Chen, Michael Griebel,
Wing Kam Liu, Marc Alexander Schweitzer and Harry Yserentant invited scientists
from all over the world to Bonn to strengthen the mathematical understanding and
analysis of meshfree discretizations but also to promote the exchange of ideas on
their implementation and application.

The workshop was again hosted by the Institut für Numerische Simulation at
the Rheinische Friedrich-Wilhelms-Universität Bonn with the financial support of
the Sonderforschungsbereich 1060 The Mathematics of Emergent Effects and the
Hausdorff Center for Mathematics.

This volume of LNCSE now comprises selected contributions of attendees of
the workshop. Their content ranges from applied mathematics to physics and
engineering and even industrial applications, which clearly indicates the maturity
meshfree methods have reached in recent years. They are becoming more and
more mainstream in many areas of applications due to their flexibility and wide
applicability.

Bonn, Germany Michael Griebel
June 2014 Marc Alexander Schweitzer
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A Galerkin Radial Basis Function Method
for Nonlocal Diffusion

Stephen D. Bond, Richard B. Lehoucq, and Stephen T. Rowe

Abstract We introduce a meshfree Galerkin method for solving nonlocal diffusion
problems. Radial basis functions are used to construct an approximation scheme that
requires only scattered nodes with no triangulation. A quadrature scheme specific
to radial basis functions is implemented to produce a Galerkin radial basis function
method that yields fast assembly of a sparse stiffness matrix. We provide numerical
evidence for convergence rates using one and two dimensional nonlocal problems.

Keywords Radial basis functions • Meshless method • Galerkin method •
Nonlocal diffusion • Integral operator

1 Introduction

Classical diffusion models are formulated as partial differential equations that rely
on Fick’s first law. However, it has been observed in cases such as diffusion through
heterogeneous material that the classical model is not an adequate description of
diffusion [15]. Various models have been proposed for these cases of anomalous
diffusion, which include models based on integral operators and fractional deriva-
tives. The nonlocal operator has applications in a variety of fields besides anomalous
diffusion. Examples include image analyses, nonlocal heat conduction, machine
learning, and peridynamic mechanics. The nonlocal model allows for discontinuous
solutions and also includes the fractional Laplacian as a special case; see [1, 5] for
further discussion. In this paper, we introduce a numerical method for solving a
model for nonlocal diffusion.
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2 S.D. Bond et al.

Let � � R
n denote a bounded, open domain. For u W � [�I ! R, we define

Lu.x/ WD 2

Z
�[�I

�
u.y/� u.x/

�
�.x; y/ dy 8x 2 � � R

n ; (1)

where � W �[�I ��[�I ! R is a nonnegative symmetric map, i.e., �.x; y/ D
�.y; x/ � 0. The operator L is nonlocal because the pointwise value of Lu.x/
depends on points y ¤ x. In contrast, �u.x/, requires only information about u at
x. We refer to�I as the interaction domain and � as the kernel. As discussed below,
the interaction domain is the nonlocal analogue of the boundary and is necessary in
order to impose the nonlocal analogue of boundary conditions, what we refer to as
volume constraints.

Our goal is to solve the steady-state nonlocal diffusion equation. Given a source
function f W � ! R and Dirichlet constraint function g W �I ! R, the problem is
to find u W � [�I ! R such that

(
Lu.x/ D f .x/ x 2 �

u.x/ D g.x/ x 2 �I :
(2)

For comparison, the classical steady-state form of the diffusion problem is

( r � .Cru/.x/ D f .x/ x 2 �
u.x/ D g.x/ x 2 @� ;

(3)

where C is the diffusion tensor. Comparing (2) and (3), we see at least two
differences. The first difference is that the nonlocal problem replaces a differential
operator with an integral operator. The second difference is that the boundary
condition on @� is replaced by a volume constraint on �I . Imposing the volume
constraint guarantees that the nonlocal problem is well-posed [5]. When g � 0, then
the solution u (2) is the probability density for the exit-time problem; see [2,4,6] for
further details and information.

In this note, we propose a Galerkin radial basis function (RBF) method to
numerically solve (2). We also exploit a recently developed Lagrange function
quadrature scheme [7] for the necessary integrations. Consequently, our proposed
method requires only information at the radial basis function nodes and also yields a
straight forward assembly of a sparse stiffness matrix. A conforming discontinuous
Galerkin method for a nonlocal diffusion problem was introduced in [5] where the
basis functions are given by discontinuous piecewise polynomials. Assembly of this
stiffness matrix results in a challenging problem in quadrature for two reasons.
The first is that there are 2n iterated integrals, and the second is that the regions
of integration involve partial element volumes. In contrast, the primary advantage
of the Galerkin RBF method is that entries in the stiffness matrix only require
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a pointwise evaluation of the kernel and multiplication by quadrature weights—
complications arising from overlapping partial element volumes are irrelevant. A
disadvantage of the use of radial basis functions relative to discontinuous piecewise
polynomials includes a “Gibbs phenomenon” at any discontinuities of the solution
u for (2).

For a fixed x 2 �, the horizon of � at x is the radius of support of �.x; y/. It
is possible for � to have multiple horizons that depend on x. The integrability of
the kernel determines the smoothing action of the inversion of L. We consider only
integrable � with no singularities, which implies that the inversion process does
not smooth the data. In particular, discontinuous solutions are to be expected for
discontinuous source functions. This should be contrasted with the case of a second
order elliptic differential operator, where the solution is two orders smoother than
the data.

The meshfree Galerkin method we introduce uses radial basis functions (RBFs).
Radial basis functions have been extensively studied for meshfree interpolation and
approximation. Radial basis functions have also been applied in a variety of areas
besides interpolation of scattered data on subsets of Rn. They have seen notable suc-
cess in collocation methods for elliptic, parabolic, and hyperbolic partial differential
equations and a variety of other PDEs, including stochastic differential equations.
In particular, RBF collocation methods are well suited for high dimensional, high
smoothness PDEs. RBF Galerkin methods have been investigated, but previously
had difficulty with quadrature. In the setting of certain Riemannian manifolds such
as the n-sphere S

n, RBF methods can be extended and yield interpolation methods
as well as collocation and Galerkin methods for solving partial differential equations
on spheres [3, 8, 9, 12, 13, 16].

In Sect. 2, we discuss radial basis functions and interpolation. We motivate
their use by considering the question of scattered data interpolation in arbitrary
dimensions, followed by a discussion of positive definite and conditionally positive
definite functions. We discuss a specific choice of basis, the Lagrange basis, along
with a quadrature method that is used in the Galerkin radial basis function method
we introduce. In Sect. 3, we consider a variational formulation of (2). Combining the
variational form with radial basis functions and the quadrature technique described
in Sect. 2, we propose a meshfree Galerkin RBF method. We then present numerical
experiments in both one and two dimensions and discuss the results from the
experiments in Sect. 4.

2 Radial Basis Functions

We now provide a brief review of radial basis function methods needed to discretize
the nonlocal diffusion problem; the reader is referred to [17] for a comprehensive
introduction and further information.
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Let � � R
n. We say that ˆ W � ! R is radial if there exists ' W R

C ! R

such that ˆ.x/ D '.kxk/. Given a set of scattered centers fx1; : : : ; xN g D X and a
radial functionˆ, we construct a collection of radial basis functions �j by defining
�j .x/ D ˆ.x � xj / D '.kx � xj k/. To interpolate a function f W � ! R on the
centers X , we construct an interpolant by enforcing

f .xj / D
NX
kD1

ck'.kxk � xj k/ j D 1; : : : ; N ;

which yields a linear system Tc D f of N equations in N unknowns, with Tjk D
'.kxk � xj k/ and fj D f .xj /. Note that we assume there no repeated points in
the collection of centers. For the interpolation problem to have a unique solution,
the interpolation matrix T must be invertible. The set of functions that generate an
invertible matrix for any collection of centers is unknown, but the restriction to the
set of functions which generate positive definite matrices for arbitrary sets of centers
has been studied. These functions are positive definite functions and they uniquely
solve the interpolation problem for any set of centers.

A popular choice of RBFs on R
n are the thin plate splines

'.r/ D
(
r2`�n n is even

r2`�n log r n is odd;
(4)

for ` > n
2
. The approximation and interpolation properties of the thin plate splines

have been studied extensively, but the thin plate splines are only conditionally
positive definite functions. For example, let 2` � n D 2 and given centers X ,
define P jX D spanf�1; : : : ; �nC1g, where .�k/j D pk.xj /, and fp1; : : : ; pnC1g
is a basis for the space of degree 1 polynomials. We say that the thin plate spline
is conditionally positive definite if and only if for any collection of scattered sites
fx1; : : : ; xN g, the quadratic form �T T � is positive for all nonzero � orthogonal to
P jX , with Tj;k D '.kxj � xkk/. To ensure that interpolation with the conditionally
positive definite thin plate spline is well defined, a linear polynomial must be
included in the interpolant. This has the advantage of interpolating scattered data
and reproducing constants and linear polynomials. The interpolant is of the form

s.x/ D
NX
jD1

�j '.kx � xjk/C
nC1X
kD1

�kpk.x/ ;

where n is the space dimension. The interpolation linear system is

�
T P

PT 0

��
�

�

�
D
�
f

0

�
(5)

where Tj;k D '.kxj � xkk/ is symmetric, Pk;l D pl.xk/, and fj D f .xj /.
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Fig. 1 The geometric
interpretation of the mesh
norm is the largest ball in �
that does not contain any
centers

The error between a function and its RBF interpolant can be shown to decrease
as the density of the centers increases. To quantify the density of the centers X , we
define the mesh norm (or fill distance)

h D sup
x2�

min
xj2X kx � xj k I (6)

see Fig. 1. The convergence rate of the interpolant to the function depends on
the smoothness of both the function and the RBF, with smoother functions being
approximated at faster rates. For an example of an error estimate for a thin plate
spline RBF in W m

2 .�/, the Sobolev space of orderm, we have

Theorem 1. Given certain restrictions on� and for the thin plate spline inW m
2 .�/

and function f 2 W ˇ
2 .�/ for n

2
< ˇ 	 m,

kf � IXf kW 	
2 .�/

	 Chˇ�	kf k
W
ˇ
2 .�/

0 	 	 < ˇ ; (7)

where IXf denotes the RBF interpolant of f on centers in X [14].

The restriction 2ˇ > n guarantees that f is a continuous function, by the Sobolev
embedding theorem. Faster convergence rates are known when the function f is
smoother than the RBF.

The thin plate spline was chosen over other RBFs due to its approximation
properties and because the corresponding Lagrange basis functions enjoy an
exponential decay. Recent results have noted the Lagrange function of the thin plate
spline decays exponentially away from its center, which is not known for other RBFs
[10, 11]. There is evidence that the Lagrange functions for the thin plate splines
can be replaced with local Lagrange functions, which are cheaper to construct than
the Lagrange functions. The local property has been recently proven for spheres,
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and current work investigates these methods for domains in R
n [7, 8, 10]. The local

property is due to results on both the decay of the Lagrange functions away from
their centers and the decay of the coefficients of the Lagrange functions. Numerical
evidence suggests these results can be extended to domains in R

n for Lagrange
functions away from the boundary.

2.1 Lagrange Basis Functions and Quadrature

In this section, we discuss an alternate basis for RBF interpolation and a quadrature
method unique to the basis. Given a thin plate spline and a set of centers fxj gNjD1,
we can construct a Lagrange basis of RBFs, f
j gNjD1 that satisfy 
j .xk/ D ıj;k and
are given by


j .x/ D
NX
kD1

�k'.kx � xkk/C
nC1X
lD1

�lpl .x/ :

Figures 2–5 display a thin plate spline and Lagrange basis function. Figure 6
demonstrates that the Lagrange basis function is essentially of compact support due
to the associated exponential decay. The Lagrange function 
j is constructed by
solving the linear system (5) with fk D ıj;k . Therefore, the interpolant IXf of a
function f is given by

0.45 0.5 0.55 0.6 0.65 0.7
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Fig. 2 A 1D Lagrange function constructed from 67 uniformly spaced points is displayed
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.2

−0.18

−0.16

−0.14

−0.12

−0.1

−0.08

−0.06

−0.04

−0.02

0

Fig. 3 A 1D thin plate spline centered at 0.57 is displayed

0 0.2 0.4 0.6 0.8 100.51

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Fig. 4 A 2D Lagrange function constructed from 169 uniformly spaced points is displayed

IXf .x/ D
NX
jD1

f .xj /
j .x/:

A quadrature scheme can be constructed by using Lagrange functions. Given F W
� ! R and centers fxj gNjD1, we approximate the integral of F over S � � by

Z
S

F.x/ dx 

X
xj2S

F.xj /wj ; wj D
Z
�


j .x/ dx : (8)
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.5

1

−0.2

−0.18

−0.16

−0.14

−0.12

−0.1

−0.08

−0.06

−0.04

−0.02

0

Fig. 5 A thin plate spline basis function centered at .0:54; 0:54/ is displayed

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
10

−16

10
−14

10
−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

Fig. 6 The exponential decay of a Lagrange function away from its center is displayed. The
Lagrange function was constructed using 1;681 centers and evaluated on 14;400 points

When S D �, we can derive the following quadrature error estimate:

Lemma 1. Let � � R
n and X D fxj gNjD1, fwj gNjD1 be the quadrature weights

in (8), and F.x/ 2 W
ˇ
2 .�/ for n

2
< ˇ 	 2. Then, the quadrature error is bounded

by
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ˇ̌
ˇ̌ Z

�

F.x/ dx �
NX
jD1

F.xj /wj

ˇ̌
ˇ̌ 	 ChˇkF k

W
ˇ
2 .�/

:

Proof. This follows by an application of Theorem 1, (8), and the Cauchy-Schwarz
inequality.

ˇ̌
ˇ̌
Z
�

F.x/ dx �
NX
jD1

F.xj /wj

ˇ̌
ˇ̌ D

ˇ̌
ˇ̌
Z
�

F.x/ �
NX
jD1

F.xj /
j .x/ dx

ˇ̌
ˇ̌

	
p
	.�/jjF � IXF jjL2.�/

	 C
p
	.�/hˇjjF jj

W
ˇ
2 .�/

where 	.�/ is the measure of �, which we absorb into the constant C to achieve
the result. ut

The restriction on ˇ ensures that F is continuous and we assume necessary
geometric regularity on the domain ˝ . Our use of the above Lemma will be
consistent with these assumptions. A scheme for directly computing the quadrature
weights without computing the 
j is described in Sect. 3.1.

3 Variational Formulation

In this section, we derive a variational formulation of (2), which then can be solved
using a Galerkin method. We define the bilinear form a.u; v/ by

a.u; v/ D
Z

�[�I

Z

�[�I

�
u.x/� u.y/

��
v.x/ � v.y/

�
�.x; y/ dy dx:

We define the energy functional E by

E.u/ D 1

2
a.u; u/�

Z
�

uf dx

subject to u D g over�I :
(9)

In [5], the problem of finding the minimum of the energy functional was shown to
be well-posed for u in an energy constrained space L2c.� [ �I/. In contrast, we
minimize the functional by the method of Lagrange multipliers because the RBF
basis is not contained in the energy constrained space. The Lagrangian is defined as
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L.u; �/ D E.u/C
Z
�I
�.y/

�
u.y/� g.y/

�
dy;

where � 2 L2.�I/ is the Lagrange multiplier. Then, for every v 2 L2.�[�I/ and
w 2 L2.�I/, we minimize the Lagrangian by

d

dt
L.u C tv; �/

ˇ̌
tD0 D d

dt
E.u C tv/

ˇ̌
tD0 C

Z
�I
�.y/v.y/ dy D 0

d

dt
L.u; �C tw/

ˇ̌
tD0 D

Z
�I

w.y/
�
u.y/� g.y/

�
dy:

Computing these derivatives, the variational form of the problem is to find u 2
L2.� [�I/ such that for each v 2 L2.� [�I/ and each w 2 L2.�I/,

8̂
ˆ̂̂̂
<
ˆ̂̂̂
:̂

a.u; v/C
Z

�I

�.y/v.y/ dy D
Z

�

v.x/f .x/ dx

Z

�I

w.y/u.y/ dy D
Z

�I

w.y/g.y/ dy:

(10)

We discretize this system by choosing finite dimensional subspaces Uh �
L2.� [ �I/ and �h � L2.�I/. Let Uh D spanf�igNiD1 and �h D spanf kgNIkD1.
Then, we express the discrete solution and Lagrange multipliers in these bases as

uh D
NX
iD1

˛i�i �h D
NIX
kD1

ˇk k:

To construct the linear system to solve for the coefficients of uh and �h, we insert uh
and �h into (10), and we choose v 2 Uh and w 2 �h. The resulting linear system is

�
A B

BT 0

��
˛

ˇ

�
D
�
b

c

�
; (11)

where the entries in the matrices are given by

Ai;j D
Z
�[�I

Z
�[�I

�
�j .x/ � �j .y/

��
�i .x/ � �i.y/

�
�.x; y/ dy dx (12a)

bi D
Z
�

�i f dy; Bi;k D
Z
�I
 k �i dy; ck D

Z
�I
 k g dy: (12b)
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3.1 Galerkin Radial Basis Function Method

We propose a Galerkin RBF method for two reasons. First, the Galerkin RBF
method leads to a sparse stiffness matrix by exploiting a Lagrange function
quadrature rule. Otherwise, since the basis functions are globally supported, the
stiffness matrix is dense. The second reason to consider this method is the ease
of assembly of the stiffness matrix. In contrast with a finite element method
using discontinuous piecewise polynomials, assembly of the Galerkin RBF stiffness
matrix only requires pointwise evaluations of the kernel and multiplication by
quadrature weights. However, we must overcome the difficulty of computing the
quadrature weights, which we discuss Sect. 4.3 and in the remainder of this section.

We construct a Galerkin RBF method by using Lagrange function quadrature (8)
on each of the entries in the matrices and vectors in (12a) and (12b). Choose the
approximation space Uh D spanf
i gNiD1, where 
i are the Lagrange functions of
the RBF '.r/ D r2 log r over some collection of centers X � � [�I . Let �h D
spanf
j.k/gNIkD1, where the function j W f1; : : : ; NI g ! f1; : : : ; N g selects each
index in f1; : : : ; N g such that 
j.k/ is centered at a point in �I .

A practical quadrature method is realized by a slight modification of a recent
scheme proposed by Fuselier, Hangelbroek, Narcowich, Ward, and Wright [7]. The
necessary quadrature weights wj , see (8), can be constructed by solving the linear
system

�
T P

PT 0

��
w
d

�
D
�


�

�
(13)

where k D R
� '.kx � xkk/dx and �l D R

� pl.x/dx; see the paper [7] for further
details. This choice of quadrature scheme has important practical considerations;
see Sect. 4.3.

In (12), we substitute �i.x/ D 
i .x/ and k.x/ D 
j.k/.x/. We approximate the
integrals by using the Lagrange function quadrature. Using this quadrature rule, the
entries in Ai;j are approximated by

Ai;j 
 2ıi;jwi

Z
�[�I

�.x; xi / dx � 2wiwj �.xi ; xj /: (14)

We apply the quadrature scheme to the other values in (12) and compute

bi 
 f .xi /wi 1�.xi /; Bi;k 
 ıi;j.k/wi 1�I.xi /; ck 
 g.xk/wk1�I .xk/;

where 1S is the indicator function for a set S defined by

1S.x/ D
(
1 x 2 S
0 x … S:
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The sparsity of the Galerkin RBF matrix (14) depends on the mesh norm h and
the horizon � of the kernel, for centers such that kxi � xj k � �, Aij D 0. If the
number of centers is increased, then the number of centers such that kxi � xj k < �
can increase, which increases the number of nonzero entries per row. If the Lagrange
function quadrature is not used, then a dense stiffness matrix is generated due to the
global support of the Lagrange functions.

4 Numerical Results

We present results from numerical experiments in both one and two dimensions.
We present numerical convergence rates in terms of the mesh norm h given by (6).
The source functions are generated by applying the integral operator to solutions u
with prescribed behavior. These choices allow us to access the effect of quadrature
error upon kernel choice, and convergence rate when the solution u contains a jump
discontinuity. Since there is currently no approximation theory for the Galerkin RBF
method, we also present interpolation error rates on uniformly spaced centers as
a comparison, and compare with the theoretical estimates established in [5] for a
finite element discretization of the nonlocal diffusion equation using a piecewise
discontinuous polynomial basis.

For all tests, we assume zero Dirichlet volume constraints (i.e., g.x/ D 0 in (2)).
In both one and two dimensions, we consider an infinitely smooth kernel and a
continuous, but not everywhere differentiable, triangular kernel

�.x; y/ D
(

exp.� 1
1���2kx�yk2 /1fkx�yk<�g.x; y/ Smooth kernel

.1 � 1
�
kx � yk/1fkx�yk<�g.x; y/ Triangular kernel

(15)

where 1fkx�yk<�g is the indicator function for the set f.x; y/ W kx � yk < �g;
see Figs. 7 and 8. We consider kernel functions of varying smoothness to observe

Fig. 7 The smooth kernel
�.x; y/ with y D .0:5; 0:5/

and � D 1
4
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Fig. 8 A 1D thin plate spline centered at 0.57 is displayed

how the smoothness of the kernel affects the convergence rate of the RBF solution.
The smoothness of the kernel affects the quadrature error induced by the Lagrange
function quadrature method when assembling the stiffness matrix, so we expect
lower convergence rates for lower smoothness kernel functions.

4.1 1D Experiments

Let � D .0; 1/ and �I D Œ� 1
4
; 0� [ Œ1; 5

4
�, and we set � D 1

4
. We choose the thin

plate spline '.r/ D r2, which corresponds to the case ` D 1 and d D 1 in (4).
We choose two solutions and we manufacture the corresponding source function for
each. We consider continuously differentiable and discontinuous solutions u1 and
u2, respectively

u1.x/ D �
1 � cos.2�x/

�
1�.x/ ; and u2.x/ D 1f0�x� 1

2 g.x/:

For both u1 and u2, we solve the Galerkin RBF problem for both the smooth and
triangular kernels, respectively. We tested using uniformly spaced centers with
mesh norm h D 0:005; 0:0025; 0:00125; and 0:0005. For a second set of tests,
we used the same sets of uniformly spaced centers, but the interior points were
perturbed by a random number bounded in magnitude by h

5
. Figures 9–12 display

convergence rate plots for the non-uniformly spaced centers experiment. Table 1
displays convergence rates for the uniformly spaced experiments and the scattered
experiments. For comparison, we display the convergence rate for interpolation
using the uniformly spaced centers. As can be seen in Table 2, the condition number
of the stiffness matrix is not increasing as the mesh norm decreases. In comparison,
the paper [5] establishes that the condition number of the stiffness matrix does
not increase as the mesh size decreases for a finite element discretization using a
piecewise discontinuous polynomial basis.
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Fig. 9 The log of h versus the log of the L2 error for the continuous solution u1 with the smooth
kernel functions using non-uniformly spaced centers is displayed
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O( h1.9003)

Fig. 10 The log of h versus the log of the L2 error for the continuous solution u1 with the
triangular kernel functions using non-uniformly spaced centers is displayed

4.2 2D Experiments

Let � D .0; 1/� .0; 1/ and �I D .Œ� 1
4
; 5
4
� � Œ� 1

4
; 5
4
�/n�. We choose the thin plate

spline '.r/ D r2 log r , which corresponds to the case ` D 2 and d D 2 in (4). We
consider two solutions and we manufacture the corresponding source function for
each. We consider the continuous function w1 and the discontinuous function w2
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Fig. 11 The log of h versus the log of the L2 error for the discontinuous solution u2 with the
smooth kernel functions using non-uniformly spaced centers is displayed
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Fig. 12 The log of h versus the log of the L2 error for the discontinuous solution u2 with the
triangular kernel functions using non-uniformly spaced centers is displayed

Table 1 Convergence rates for 1D experiments are displayed. The interpolation rates use the
uniformly spaced centers

Uniformly spaced Non-uniformly spaced

Smooth Triangular Smooth Triangular Interpolation

u1 2.0 1.8 2.0 1.9 2.0

u2 0.52 0.52 0.50 0.52 0.51
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Table 2 For 1D experiments, the mesh norm h, number of rows n of the stiffness matrix (11), and
the reciprocal condition number for (11) for both the smooth and triangular kernel are displayed

Reciprocal condition number

h n Smooth Triangular

5.00e�3 303 4.97e�3 8.36e�3

2.50e�3 603 4.93e�3 8.28e�3

1.25e�3 1,203 4.92e�3 8.24e�3

5.00e�4 3,003 4.91e�3 8.22e�3

0.01 0.025 0.05
10

−4

10
−3

10
−2

L2 Error

O( h1.5151)

Fig. 13 The log of h versus the log of the L2 error for the 2D continuous solution w1 with the
smooth kernel functions using non-uniformly spaced centers is displayed

w1.x; y/ D sin.2�x/ sin.2�y/1�.x; y/;

w2.x; y/ D .1 � cos.2�x//.1 � cos.2�y//1�1.x; y/

with �1 D Œ0; 1
2
� � Œ0; 1�.

For both w1 and w2, we solve the Galerkin RBF problem for both the smooth
kernel and the triangular kernel. For w1, we tested with six sets of uniformly spaced
centers with mesh norms given in Table 4. For a second set of tests, we used the
same sets of uniformly spaced centers, but the interior points were perturbed by
a random vector bounded in magnitude by 2

15
h. For w2, the tests were computed

with the first four sets of centers. Figures 13–16 displays convergence rate plots
for the non-uniformly spaced centers experiment. Table 3 displays convergence
rates for the uniformly spaced experiments and the scattered experiments. For
comparison, we display the convergence rate for interpolation using the uniformly
spaced centers. The L2 error is computed by evaluating the solution on a set of
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O( h1.5353)

Fig. 14 The log of h versus the log of the L2 error for the 2D continuous solution w1 with the
triangular kernel functions using non-uniformly spaced centers is displayed

0.01 0.025 0.05
0.05

0.1

0.2

L2 Error

O( h0.54074)

Fig. 15 The log of h versus the log of the L2 error for the 2D discontinuous solution w2 with the
smooth kernel functions using non-uniformly spaced centers is displayed

22;500 nodes for the experiments with w1 and 16;000 nodes for the tests with w2;
see Sect. 4.3 for details on the discontinuous solution w2. The evaluation point set
Xe is constructed by taking tensor products of Gauss-Legendre nodes on Œ� 1

4
; 5
4
�.

In the case of non-uniformly spaced centers, the mesh norm h is approximated by
maxx2Xe minx2X kx � xek. As can be seen in Table 4, the condition number of the
stiffness matrix is not increasing as the mesh norm decreases.
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0.01 0.025 0.05
0.05

0.1

0.2

L2 Error

O( h0.53061)

Fig. 16 The log of h versus the log of the L2 error for the 2D discontinuous solution w2 with the
triangular kernel functions using non-uniformly spaced centers is displayed

Table 3 Convergence rates for 2D experiments are displayed. The interpolation rates use the
uniformly spaced centers

Uniformly spaced Non-uniformly spaced

Smooth Triangular Smooth Triangular Interpolation

w1 1.49 1.49 1.5 1.5 1.5

w2 0.56 0.55 0.54 0.53 0.56

Table 4 For 2D
experiments, the mesh norm
h, number of rows n of the
stiffness matrix (11), and the
reciprocal condition number
for (11) for both the smooth
and triangular kernel are
displayed

Reciprocal condition number

h n Smooth Triangular

4.24e�2 1,096 2.10e�3 5.42e�3

2.82e�2 2,263 2.05e�3 4.93e�3

1.41e�2 9,052 2.10e�3 5.03e�3

9.90e�3 18,144 2.07e�3 5.01e�3

5.66e�3 55,063 2.31e�3 5.16e�3

4.24e�3 98,113 2.31e�3 5.17e�3

4.3 Computational Issues

In this section, we discuss some computational issues and aspects of the Galerkin
RBF method. We discuss the costs of assembly, computation of L2 errors, and
construction of the source function for the experiments in Sect. 4.

Assembly of the stiffness matrix requires the construction of the Lagrange
function quadrature weights. The quadrature weights are constructed by solving a
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dense, symmetric .NC3/�.NC3/ linear system, whereN is the number of centers.
The quadrature weights for experiments with N 	 12;000 are computed directly
by inverting the interpolation matrix with MATLAB’s backslash operator. For the
2D experiments with N D 35;344 and N D 63;001, the quadrature weights are
approximated by the generalized minimum residual method (GMRES). The matrix-
vector product can be computed using the formulas for entries in the interpolation
matrix (5), which avoids storing the dense matrix in memory.

Future work will investigate ways of computing the weights faster. Assembly of
the stiffness matrix with the quadrature weights follows by the formula (14), which
requires pointwise evaluations of the kernel and multiplication by the computed
quadrature weight.

The L2 error between the Galerkin solution uh and the solution u is computed
on the set � [ �I using Gauss-Legendre quadrature for 1D problems and tensor
products of Gauss-Legendre nodes in 2D. For 1D experiments, 10;000 Gauss-
Legendre nodes are used to compute the error. In 2D, 14,400 nodes in total are
used, which are formed from products of 120 Gauss-Legendre nodes over Œ� 1

4
; 5
4
�.

For a 2D discontinuous solution, the domain is split into two sets, �1 and �2,
on which the solution is continuous. On each set, 8;000 quadrature nodes are
formed from products of 1D Gauss-Legendre quadrature weights, and the L2 error
is computed by

ku � uhk2L2.�[�I/
D ku � uhk2L2.�1/ C ku � uhk2L2.�2/:

For the experiments in Sect. 4, we require pointwise evaluations of the source
function f . We manufacture f .xi / by computing Lu.xi / by (2). For one dimen-
sional experiments, this is computed by using MATLAB’s integral function. The
integrand is written as an anonymous function, which is then integrated from
max.��; xi � �/ to min.xi C �; 1C �/. For two dimensional experiments, the kernel
is supported on a ball of radius �. Converting the integral to polar coordinates, we
use tensor product Gauss-Legendre quadrature weights over the rectangular region
Œ0; �� � Œ0; 2��. The right hand side vector is assembled by bi D f .xi /wi , where
wi is the Lagrange function quadrature weight. It has been observed that if f is
discontinuous and xi is placed on or near the discontinuity, the approximation
bi D f .xi /wi did not perform well in experiments. For these nodes, we instead
apply Gauss-Legendre quadrature to compute bi D P

f .yl /
i .yl /ql , where yl are
quadrature nodes and ql are quadrature weights.

The RBF Galerkin solution uh suffers from a “Gibbs phenomenon” at a point of
discontinuity of u. In a neighborhood of the discontinuity, uh overshoots the values
of u; see Fig. 17. As the mesh norm decreases, the width of the overshoot decreases,
although the height does not.
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0.49 0.495 0.5 0.505 0.51
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0.8
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1.2

Fig. 17 A step function u (green) and the Galerkin RBF approximation uh (blue) are displayed.
The overshoot and undershoot of uh occurs to the left and right of the discontinuity at 0:5

5 Conclusions and Future Work

We developed a Galerkin method for nonlocal diffusion by using Lagrange functions
of radial basis functions and a recently developed quadrature method. We observed
numerical evidence of L2 convergence for both continuous and discontinuous
solutions using kernel functions of varying smoothness in one and two dimensions.
Further work is required to speed up the computation of the quadrature weights,
establish error estimates, consider kernel functions with multiple horizons, and
develop experiments in three dimensions.
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A Partition of Unity Method for the Obstacle
Problem of Simply Supported Kirchhoff Plates

Susanne C. Brenner, Christopher B. Davis, and Li-yeng Sung

Abstract We consider a partition of unity method (PUM) for the displacement
obstacle problem of simply supported Kirchhoff plates. We show that this method
converges optimally in the energy norm on general polygonal domains provided that
appropriate singular enrichment functions are included in the approximation space.
The performance of the method is illustrated by numerical examples.

Keywords Partition of unity method • Fourth order variational inequality

1 Introduction

Let ˝ be a bounded polygonal domain in R
2; f 2 L2.˝/; and  1; 2 2 C2.˝/\

C. N̋ / be two obstacle functions such that

 1 <  2 in ˝ and  1 < 0 <  2 on @˝: (1)

Consider the following variational inequality: Find u 2 K such that

a.u; v � u/ � .f; v � u/ 8v 2 K (2)

where .�; �/ is the L2.˝/ inner product, a.�; �/ is the bilinear form defined by

a.w; v/ D
Z
˝

�u�vdx;

and

K D fv 2 H2.˝/\H1
0 .˝/ W  1 	 v 	  2 in ˝g:
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By the standard theory [21], it is easy to see that (2) characterizes the unique solution
of the following obstacle problem for simply supported Kirchhoff plates: Find u 2
K such that

u D argmin
v2K

�
1

2
a.v; v/� .f; v/

�
:

By the assumptions on f ,  1 and  2 and according to the regularity results
in [12, 15, 16] for fourth order obstacle problems, the solution u of (2) belongs to
H3

loc.˝/\C2.˝/: The assumption (1) implies that the constraints are inactive near
@˝ and hence (2) reduces to the biharmonic equation near @˝ . It then follows from
elliptic regularity theory for the biharmonic equation [3] that there exists ˛ 2 .0; 1�
(determined by the interior angles of˝) such that u 2 H2C˛.N / in a neighborhood
N of @˝ disjoint from the active set. Thus globally we have

u 2 H2C˛.˝/: (3)

We shall refer to ˛ as the index of elliptic regularity for the obstacle problem.
The main difficulty in the numerical analysis of the obstacle problem (2) is due

to the fact that the solution u does not have full elliptic regularity, i.e. u 62 H4
loc.˝/

even for smooth data [12,15,16]. In contrast, for second order problems the solutions
have H2 regularity under appropriate assumptions [9, 20], which played a key role
in the convergence analysis of the numerical methods [10, 11, 14]. This difficulty
was circumvented in [8] through an auxiliary obstacle problem that connects the
continuous and discrete problems. This approach does not require the full elliptic
regularity of the solution and thus makes the analysis tractable.

Following the approach of [8], a partition of unity method (PUM) was presented
in [5] for a class of fourth order elliptic variational inequalities posed on convex
domains that include the displacement obstacle problem of simply supported
Kirchhoff plates and certain distributed optimal control problems with pointwise
state constraints as special cases. It was shown in [5] that the optimal O.h/
convergence can be attained with the proper choice of enrichment functions. The
goal of this paper is to extend the results for the obstacle problem for simply
supported Kirchhoff plates to general polygonal domains. (The optimal control
problem, which involves a different function space when the polygonal domain is
nonconvex, will not be considered here.)

The choice of the enrichment functions for a general polygonal domain is
dictated by the representation of the solution u as the sum of a regular part and a
singular part. Let p`, 1 	 ` 	 M , be the corners of ˝ where the interior angles !`
satisfy �=2 < !` < � , and p`,M C1 	 ` 	 N , be the corners of˝ whose interior
angles satisfy � < !` < 2�: Near the corners of ˝ whose interior angles satisfy
0 < !` 	 �=2; u is sufficiently smooth and enrichment by singular functions is
not needed. Let .r`; �`/ be the polar coordinates associated with the corner p` such
that the two edges of ˝ emanating from p` are given by �` D 0 and �` D !`.
Let 
.r/ be any smooth cut-off function that equals 1 near r D 0 and vanishes for
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r � � .0 < � � 1/. We have a singular function representation [3] for the solution
u of (2):

u D uR C
MX
`D1

�l�`
.r`/C
NX

`DMC1
.�`�` C 	`�`/
.r`/; (4)

where the regular part uR belongs to H3.˝/\H1
0 .˝/,

�`.r`; �`/ D r
.�=!`/

` sin..�=!`/�`/ (5)

is the singular function associated with the corner p` such that �=2 < !` < � , and

�`.r`; �`/ D r
.2�=!`/

` sin..2�=!`/�`/ (6)

�`.r`; �`/ D r
2�.�=!`/
` sin..�=!`/�`/ (7)

are the two singular functions associated with the corner p` such that � < !` < 2� .
The enrichment functions in our PUM will involve the singular functions in (5)–(7).

The rest of the paper is organized as follows. The partition of unity method is
introduced in Sect. 2, and the convergence analysis is carried out in Sect. 3. Numer-
ical examples that confirm the theoretical results and illustrate the performance of
the method are presented in Sect. 4. Conclusions and future work are discussed in
Sect. 5. From this point on, unless otherwise stated, C with or without subscripts
represents a generic constant independent of any mesh parameters.

2 A Partition of Unity Method

We begin with the construction of the partition of unity, followed by the construction
of the approximation space and the definition of the discrete problem.

2.1 Partition of Unity

We will use the partition of unity in [5,6,13,24], whose construction is recalled here
for the convenience of the readers.

Let � be the C1 piecewise polynomial function defined by

�.x/ D
8<
:
�L.x/ D .1C x/2.1 � 2x/ if x 2 Œ�1; 0�;
�R.x/ D .1 � x/2.1C 2x/ if x 2 Œ0; 1�;
0 if jxj � 1;
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where

�L.x � 1/C �R.x/ D 1 for 0 	 x 	 1:

We define a flat-top function  ı by

 ı.x/ D

8̂
ˆ̂̂<
ˆ̂̂̂
:

�L
�
x�.�1Cı/

2ı

	
if x 2 Œ�1 � ı;�1C ı�;

1 if x 2 Œ�1C ı; 1 � ı�;
�R
�
x�.1�ı/

2ı

	
if x 2 Œ1 � ı; 1C ı�;

0 if x … Œ�1 � ı; 1C ı�:

Here the parameter ı 2 .0; 1/ is a small number that controls the width of the flat-
top part of this function where  ı D 1. This function is a special case of the C r

piecewise polynomial flat-top functions in [25].
For simplicity and concreteness we will only present the construction of a flat-top

partition of unity for an L-shaped domain based on the flat-top function  ı . A
similar construction can be carried out for general polygons as in [13].

Consider an L-shaped domain ˝ that is the union of two rectangles .�L;L/ �
.0; L/ and .�L; 0/�.�L; 0�, whereL is a positive number. For some small positive
numbers �1; �2 � L, let ˝� be the union of .�L � �1; L C �1/ � .��2; L C �2/

and .�L � �1; �1/ � .�L � �2;��2�. It is the larger L-shaped domain formed by
extending˝ by an amount of �i in the xi direction (cf. Fig. 1).

We subdivide ˝� into three rectangles where the re-entrant corner of ˝� is a
common vertex. This corresponds to the 0-th level partition �0. The k-th level
partition �k is then obtained by taking each rectangle in �k�1 and subdividing
it into 4k congruent rectangles so that j�kj D 3.4k/: This procedure results in a
quasi-uniform background mesh (cf. Fig. 1). The mesh size hk is defined to be the
largest of the sides of the rectangles in �k:

We assume that the numbers

ı` D �`=.h=2/ .` D 1; 2/

Fig. 1 This figure depicts the first three levels of refinement of the L-shaped domain represented
by the dashed lines. �0 (resp. �1; and �2) is on the left (resp. middle and right)
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belong to the interval Œˇ1; ˇ2�; where ˇ1 and ˇ2 are constants that satisfy

0 < ˇ1 < ˇ2 < 1: (8)

Consider the i -th rectangle Ri D .a; b/ � .c; d / in �k . The patch ˝i D .a �
�1; b C �1/ � .c � �2; d C �2/ is where the i -th partition of unity function

'i .x1; x2/ D  ı1

�
2x1 � .b C a/

b � a

�
 ı2

�
2x2 � .d C c/

d � c
�

is defined. It is easy to check that f'igniD1 is a partition of unity over ˝ , where n is
the number of patches in �k .

Note that the flat-top region ˝flat
i D fx 2 ˝i W '.x/ D 1g associated with 'i is

the rectangle .a C �1; b � �1/ � .c C �2; d � �2/ obtained from ˝i by contracting
an amount of �i in the xi direction.

The idea of flat-top PU was introduced by Griebel and Schweitzer in [17]. One of
the key benefits of using the flat-top PU is that a basis for the global approximation
space can be defined in terms of the bases of the local approximation spaces.
For the obstacle problem of simply supported Kirchhoff plates, it also allows the
construction of a global approximation space that satisfies the Kronecker delta
property, which simplifies the enforcement of the obstacles in the discrete problem.

2.2 Local Approximation Spaces

The local approximation spaces will be denoted by Vi . It is the sum of a polynomial
part V poly

i and a singular part V sing
i .

2.2.1 Polynomial Spaces

For a general polygonal domain, the local polynomial spaces V poly
i is either the

quadratic polynomial space P2 or the biquadratic polynomial space Q2, and we
use Lagrange interpolation polynomials as the basis of V poly

i . The interpolation
nodes are carefully placed to ensure one can enforce the homogeneous Dirichlet
boundary condition on @˝ exactly. The interpolation nodes are placed by checking
the shape of˝i \˝: This can be done manually or by creating a subroutine to catch
which edges of ˝i \ ˝ coincide with @˝ and following the strategy presented in
[13]. We also place the interpolation nodes inside the flat-top regions so that the
global approximation space has the Kronecker delta property, resulting in discrete
problems with simple box constraints.
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Fig. 2 This figure shows the placement of interpolation nodes that enforce the homogeneous
Dirichlet boundary condition exactly. Three representative patches are depicted where the shaded
rectangles are flat-top regions

Fig. 3 This figure depicts the patch where the lower-right corner of the flat-top region is at the
re-entrant corner. The flat-top region is represented by the shaded rectangle and the dots represent
the modified interpolation nodes that enforce the Dirichlet boundary condition

Here for simplicity we only provide details for an L-shaped domain, where
V

poly
i D Q2 for all i . The placement of the interpolation nodes for most of the

patches are illustrated in Fig. 2.
There is one exceptional patch where the lower-right corner of the flat-top

region resides at the re-entrant corner (cf. Fig. 3). For this patch, we use a different
polynomial basis corresponding to the modified interpolation nodes that enforce the
homogeneous Dirichlet boundary condition exactly. Note that it is also possible to
use P2 as the local approximation space for this patch (cf. [13]).

2.2.2 Enrichment Functions

We follow the ideas in [1,19] to construct the enrichment functions from the singular
functions in (5)–(7).

For each singular vertex p` (1 	 ` 	 N ) of˝ we fix a radius d` (independent of
any mesh parameters) and take X` D fx 2 ˝ W jx �p`j < d`g to be the enrichment
zone for p`. If ˝i \X` ¤ ;; then the patch ˝i is said to be enriched by p`.
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Remark 1. We assume the radii d1; : : : ; dN are small enough so that each patch will
intersect at most one enrichment zone when h is small. For the L-shaped domain,
there is only one enrichment zone associated with the re-entrant corner.

For each patch ˝i enriched by a convex singular corner p` (where �=2 < !` <

�), we use the enrichment function defined by

�i;` D �i�` � �`;

where �i is the nodal interpolation operator for the patch ˝i ; and for each patch
˝i enriched by a nonconvex singular corner p` (where � < !` < 2�), we use the
enrichment functions defined by

�i;` D �i�` � �` and �i;` D �i�` � �`:

Remark 2. These enrichment functions are more stable than the singular functions
in (5)–(6) in the sense that the condition number of the resulting stiffness matrix is
much smaller [1]. Moreover, since these enrichment functions vanish locally at the
interpolation nodes, the polynomial part of the global approximation space retains
the Kronecker delta property and the discrete problem (cf. (9) below) becomes a
quadratic programming problem with box constraints on the polynomial part of the
global approximation space.

Let I ci D f1 	 ` 	 M W ˝i \ X` ¤ ;g (resp. I ni D fM C 1 	 ` 	 N W
˝i \X` ¤ ;g) be the index set of the singular convex corners (resp. the nonconvex
singular corners) that enrich the patch ˝i . We define the space V sing

i of enrichment
functions for the patch ˝i to be

V
sing
i D

X
`2I ci

spanf�i;`g C
X
`2Ini

spanf�i;`; �i;`g:

Note that V sing
i D f0g if the patch˝i is not enriched by any singular corners.

For each patch ˝i the local approximation space is then given by

Vi D V
poly
i C V

sing
i :

2.3 The Global Approximation Space and the Discrete Problem

The global approximation space is constructed from the local approximation in the
standard manner:

Vh D
nX
iD1

'iVi ;
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where n is the total number of patches for the partition of unity.
Let Vh be the set of all interpolation nodes for Vh inside˝ . We define the discrete

convex set Kh by

Kh D fv 2 Vh W  1.z/ 	 v.z/ 	  2.z/ z 2 Vhg:

The discrete obstacle problem is to find uh 2 Kh such that

a.uh; v � uh/ � .f; v � uh/ 8v 2 Kh: (9)

2.4 Approximation Properties

On a patch ˝i outside of the enrichment zones, the solution u of the obstacle
problem belongs to 2 H3.˝i / and we can show that there exists a function u�

i 2 Vi
such that

2X
kD0

hkju � u�
i jHk.˝i /

	 Ch3jujH3.˝i / (10)

using the local nodal interpolation operator [7] and the Bramble-Hilbert lemma [4].
On a patch ˝i enriched by a nonconvex singular corner p` (where � < !` <

2�), the solution u of the obstacle problem, in view of (4) and Remark 1, can be
written as

u D uR;` C �`�` C 	`�`;

where uR;` 2 H3.˝/. Since the restrictions of �` and �` to ˝i belong to Vi by
construction, the approximation of u is reduced to the approximation of uR;` and
hence there exists, by local interpolation operator and the Bramble-Hilbert lemma,
a function u�

i 2 Vi such that

2X
kD0

hkju � u�
i jHk.˝i /

	 Ch3juR;`jH3.˝i /: (11)

Similarly, on a patch ˝i enriched by a convex singular corner p` (where �=2 <
!` < �), the solution u of the obstacle problem can be written as

u D uR;` C �`�`

where uR;` 2 H3.˝/. Again the estimate (11) is valid for a function vi 2 Vi .
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We can now combine the local estimates (10) and (11) with the estimates for the
PU functions (cf. [22, Theorem 2.1] and [25, Theorem 6.1]) to obtain the following
estimate for the global approximation error:

2X
kD0

hkju � u�
h jHk.˝/ 	 Ch3; (12)

where u�
h D Pn

iD1 'iu�
i and C depends on the constant ˇ1 in (8).

Remark 3. The inclusion of the singular functions is responsible for the optimal
approximation error estimate (12). If these singular functions were not present, then
in general one can only find a u�

h 2 Vh such that

2X
kD0

hkju � u�
h jHk.˝/ 	 Ch2C˛; (13)

where ˛ is the index of elliptic regularity in (3).

3 Convergence Analysis

We will use the energy norm kvka D p
a.v; v/ in the error analysis. Since the

energy norm is equivalent to theH2.˝/ norm (by a Poincaré-Friedrichs inequality),
it follows immediately from (12) that there exists a function v�

h 2 Vh such that

ku � u�
hka 	 Ch: (14)

3.1 Integration by Parts

We now present an integration by parts formula that will be useful in the conver-
gence analysis.

First we observe that the explicit formulas (5)–(7) imply

�
�

uR C
MX
`D1

�`�`
.r`/C
NX

lDMC1
�`�`
.r`/

	
2 H1

0 .˝/

and

�2
� NX
`DMC1

	`�`
.r`/
	

2 L2.˝/:
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Let v 2 H2.˝/\H1
0 .˝/: The following integration by parts formula is standard:

Z
˝

�
�

uR C
MX
`D1

�`�`
.r`/C
NX

`DMC1
�`�`
.r`/

	
�vdx

D �
Z
˝

r
h
�
�

uR C
MX
`D1

�`�`
.r`/C
NX

`DMC1
�`�`
.r`/

	i
� rvdx:

There is another integration by parts formula

Z
˝

�
� NX
`DMC1

	`�`
.r`/
	
�vdx D

Z
˝

�2
� NX
`DMC1

	`�`
.r`/
	

vdx;

that can be derived as follows. First we may assume v 2 C2. N̋ / \ H1
0 .˝/ since

C2. N̋ / \ H1
0 .˝/ is a dense subset of H2.˝/ \ H1

0 .˝/ [18, Theorem 1.6.2]. Let
˝� be the subset of ˝ obtained by removing a disc of radius � from all the vertices
p` of ˝ such that � < p` < 2� . Then we have

Z
˝

�
� NX
`DMC1

	`�`
.r`/
	
�vdx D lim

�#0

Z
˝�

�
� NX
`DMC1

	`�`
.r`/
	
.�v/dx

D lim
�#0

 Z
@˝�

"
�
� NX
`DMC1

	`�`
.r`/
	 @v

@n
� @

@n
�
� NX
`DMC1

	`�`
.r`/
	

v

#
ds

C
Z
˝�

�
�2

NX
`DMC1

	`�`
.r`/
	

vdx

!

D
Z
˝

�2
� NX
`DMC1

	`�`
.r`/
	

vdx:

Here the limit

lim
�#0

Z
@˝�

"
�
� NX
`DMC1

	`�`
.r`/
	 @v

@n
� @

@n
�
� NX
`DMC1

	`�`
.r`/
	

v

#
ds D 0

follows from a direct computation that uses the explicit formula for �` in (7) and the
fact that v 2 C2. N̋ / vanishes on @˝ .

Putting (4) and the two integration by parts formulas together, we have



PUM for the Obstacle Problem of Simply Supported Kirchhoff Plates 33

Z
˝

�u�vdx D �
Z
˝

r
h
�
�

uR C
MX
`D1

�`�`
.r`/C
NX

`DMC1
�`�`
.r`//

	i
� rvdx

C
Z
˝

�2
� NX
`DMC1

	`�`
.r`/
	

vdx: (15)

3.2 A Preliminary Estimate

Let u�
h 2 Vh be the function in (12) and (14). We have, by the discrete variational

inequality (9),

ku � uhk2a D a.u � uh; u � u�
h/C a.u � uh; u

�
h � uh/

	 Chku � uhka C a.u; u�
h � uh/ � .f; u�

h � uh/ (16)

	 Chku � uhka C a.u; u � uh/ � .f; u � uh/

C a.u; u�
h � u/� .f; u�

h � u/:

Using (15), (12) and the Cauchy-Schwarz inequality, we find

ja.u; u�
h � u/j D

ˇ̌
ˇ̌
ˇ�
Z
˝

r
h
�
�

uR C
MX
`D1

�`�`
.r`/

C
NX

`DMC1
�`�`
.r`/

	i
� r.u�

h � u/dx

C
Z
˝

�2
� NX
`DMC1

	`�`
.r`/
	
.u�
h � u/dx

ˇ̌
ˇ̌
ˇ

	 C ju�
h � ujH1.˝/ C Cku�

h � ukL2.˝/ (17)

	 Ch2:

Furthermore it follows from (12) that

j.f; u�
h � u/j 	 Cku�

h � ukL2.˝/ 	 Ch3: (18)

Combining (16)–(18) with Young’s inequality, we have

ku � uhk2a 	 Ch2 C Chku � uhka C a.u; u � uh/ � .f; u � uh/
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	 Ch2 C 1

2
ku � uhk2a C a.u; u � uh/� .f; u � uh/;

which implies

ku � uhk2a 	 Ch2 C 2Œa.u; u � uh/ � .f; u � uh/�: (19)

3.3 An Auxiliary Problem

In order to obtain a bound for the expression on the right hand side of (19), we need
a connection between (2) and (9). We can establish such a connection by considering
the following auxiliary variational inequality: Find Quh 2 QKh such that

a.Quh; v � Quh/ � .f; v � Quh/ 8v 2 QKh; (20)

where

QKh D fv 2 H2.˝/\H1
0 .˝/ W  1.z/ 	 v.z/ 	  2.z/ 8z 2 Vhg:

Since both K and Kh are subsets of QKh, the variational inequality (20) provides
a link between (2) and (9). By the arguments in [8], there exists a function Ouh 2 K
such that

kQuh � Ouhka 	 Ch2; (21)

which implies

ku � Quhka 	 Ch: (22)

We can now obtain a bound for the expression on the right hand side of (19) as
follows.

a.u; u � uh/ D a.u; u � Ouh/C a.u; Ouh � uh/

	 .f; u � Ouh/C a.u; Ouh � Quh/C a.u; Quh � uh/

	 .f; u � Quh/C .f; Quh � Ouh/C a.u; Quh � uh/C Ch2 (23)

	 .f; u � Quh/C a.Quh; Quh � uh/C a.u � Quh; Quh � uh/C Ch2

	 .f; u � Quh/C .f; Quh � uh/C a.u � Quh; Quh � u C u � uh/C Ch2

	 .f; u � uh/� a.u � Quh; u � Quh/C a.u � Quh; u � uh/C Ch2

	 .f; u � uh/C Chku � uhka C Ch2;
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where we have used the variational inequality (2) (with v D Ouh), the variational
inequality (20) (with v D uh) and the estimates (21)–(22).

3.4 Error Estimates

The following theorem is the main result of the paper.

Theorem 1. There exists a positive constant C independent of h such that

ku � uhka 	 Ch: (24)

Proof. Combining (19) and (23) with Young’s inequality, we have

ku � uhk2a 	 Ch2 C Chku � uhka 	 Ch2 C 1

2
ku � uhk2a: ut

The following corollary is an immediate consequence of Theorem 1 and the
Sobolev embedding theorem.

Corollary 1. There exists a constant C independent of h such that

ku � uhk1 	 Ch:

Remark 4. Since the L1 norm is weaker than the H2 norm, the error estimate in
Corollary 1 is not sharp. This is observed in the numerical experiments.

Remark 5. The constant C depends on the constant ˇ1 in (8).

Remark 6. Without the singular enrichment functions the energy norm error and
the L1 error are bounded by Ch˛ , where ˛ is the index of elliptic regularity in (3).

4 Numerical Examples

The computational domain ˝ in the following examples is the L-shaped domain
formed by the union of the rectangles .�0:5; 0:5/�.0; 0:5/ and .�0:5; 0/�.�0:5; 0�.
We solve each problem on seven levels of refinement (cf. Fig. 1). The mesh
parameters on the j -th level are given by hj D .2jC1�2=3/�1 and �1 D �2 D hj =6.
The radius of the enrichment zone around the re-entrant corner is taken to be 0:1 The
solution of the j -th level discrete problem is denoted by uj .

The discrete problems are solved by a primal dual active set strategy [2] and
numerical integration is performed by using the generalized Duffy transform [23]
with parameter ˇD D 3 and 20 Gaussian quadrature points in the regions containing
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the singular enrichment functions. Standard Gauss quadrature is used for the
polynomials.

For comparison we also solve the variational inequalities by the PUM method
without enrichment. Note that the convergence of the unenriched PUM is deter-
mined by the index of elliptic regularity ˛ for the L-shaped domain, which can be
any number less than 1=3.

4.1 A Boundary Value Problem

As a first numerical example we apply our method to a problem with a known
solution. We take  1 D �1 and  2 D C1 so that the variational inequality (2)
reduces to a variational equality (boundary value problem) and the discrete convex
set Kh D Vh. The discrete problem is to find u 2 Vh such that

a.u; v/ D .f; v/ 8 v 2 Vh:

We take

u D .r2 cos2 � � 0:25/3.r2 sin2 � � 0:25/3.r z sin.z�/ � r z sin..z � 2/�//

to be the exact solution, where z D 4=3 and .r; �/ are the polar coordinates centered
at the origin.

The error corresponding to the j th level is ej D uj � u. We estimate the
magnitude of ej in the energy norm and the maximum norm by the following
formulas:

kejka D
.juj2

H2.˝/
� juj j2

H2.˝/
/1=2

jujH2.˝/

and kej k1 D maxp2Nj jej .p/j
maxp2Nj ju.p/j ;

where Nj is the set of all the nodes corresponding to the j th level and jujH2.˝/ 

7:423189736575737 � 10�4 was computed using Mathematica. The convergence
rate ˇ for each norm is computed by

ˇ D log.kej�1k=kej k/= log.hj�1=hj /:

The numerical results in Table 1 demonstrate that the enriched PUM is much
more efficient in solving this problem. The magnitude of the L1 error is O.h2/,
better than the O.h/ magnitude stated in Corollary 1.
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Table 1 Results of the PUM applied to the boundary value problem. The results from columns 2
to 5 correspond to the PUM without enrichment and the results from columns 6 to 9 correspond to
the PUM with enrichment

Without enrichment With enrichment

j kej ka Rate kej k
1

Rate kej ka=kuka Rate kej k
1

Rate

1 8:89E � 1 � 9:35E � 1 � 8:33E � 1 � 6:90E � 1 �
2 7:96E � 1 0:14 8:90E � 1 0:06 3:65E � 1 1:05 9:14E � 2 2:56

3 6:06E � 1 0:37 5:18E � 1 0:73 1:81E � 1 0:95 1:74E � 2 2:25

4 4:46E � 1 0:43 2:90E � 1 0:81 9:24E � 2 0:94 4:22E � 3 1:98

5 3:36E � 1 0:40 1:68E � 1 0:78 4:68E � 2 0:97 1:02E � 3 2:02

6 2:58E � 1 0:38 1:00E � 1 0:74 2:36E � 2 0:98 2:53E � 4 2:00

7 2:01E � 1 0:36 6:11E � 2 0:71 1:19E � 2 0:99 6:32E � 5 1:99

4.2 Obstacle Problems

The next two examples are obstacle problems. Since the analytic solutions are
not known for these examples, the errors are computed through successive
approximations.

Let Qej be defined by

Qej D uj �˘j uj�1;

where ˘j uj�1 is the nodal interpolant of uj�1 in Vj . The magnitudes of the errors
are then estimated by the following formulas:

kQejka D jQej jH2.˝/

ju7jH2.˝/

and kQej k1 D max
p2Nj

j Qej .p/j:

In each of these examples we perform the same convergence tests as the ones
for the boundary value problem. In addition we also plot the discrete coincidence
sets Ci;7 at the finest level for both the enriched and unenriched methods. These are
computed by

Ci;j D fx 2 Nj W jx �  i j 	 kQej k1g:

It is believed that the plots from the enriched PUM are more accurate approxima-
tions of the true coincidence sets.

4.2.1 A One-Obstacle Problem

In this example we solve (2) with f D 0,
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Table 2 Results of the PUM applied to the one-obstacle problem. The results from columns 2 to
5 correspond to the PUM without enrichment and the results from columns 6 to 9 correspond to
the enriched PUM with enrichment

Without enrichment With enrichment

j kQej ka Rate kQej k
1

Rate kQej ka Rate kQej k
1

Rate

1 1:77E � 0 � 1:07E � 0 � 1:26E � 0 � 1:06E � 0 �
2 1:97E � 0 �0:13 4:86E � 1 1:00 1:20E � 0 0:06 1:53E � 1 2:45

3 7:70E � 1 1.27 1:91E � 1 1:27 3:30E � 1 1:75 1:93E � 2 2:81

4 3:84E � 1 0.97 7:20E � 2 1:36 1:48E � 1 1:12 3:45E � 3 2:41

5 2:37E � 1 0.68 3:48E � 2 1:03 5:65E � 2 1:37 6:77E � 4 2:32

6 1:65E � 1 0.52 1:89E � 2 0:87 2:51E � 2 1:16 1:68E � 4 2:00

7 1:21E � 1 0.45 1:07E � 2 0:81 1:19E � 2 1:07 4:06E � 5 2:04

Fig. 4 Plot of the discrete coincidence sets at the finest levels. The plot on the left is the result
using the unenriched method while the plot on the right is the result obtained by the enriched
method. The green dots represent C2;7

 1 D �1 and  2.x/ D
"�

x1 C 0:25

0:24

�2
C
�
x2 � 0:25

0:24

�2#
� 1:

The numerical results in Table 2 demonstrate that the enriched method is more
accurate than the unenriched version, and the magnitude of the L1 error for the
enriched PUM is O.h2/. The discrete coincidence sets, which have the correct
symmetry, are presented in Fig. 4.

4.2.2 A Two-Obstacle Problem

In this example we take f D 0,
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 1 D 1 �
"�

x1 C 0:25

0:2

�2
C
�
x2 C 0:25

0:2

�2#

and

 2.x/ D
"�

x1 � 0:25
0:2

�2
C
�
x2 � 0:25
0:2

�2#
� 1:

The numerical results in Table 3 again shows the improvement due to enrichment.
The magnitude of the L1 error for the enriched PUM appears to be O.h/ but with
fluctuations, which is likely due to the fact that the primal dual active set algorithm
does not use a stopping criteria based on the point values. The discrete coincidence
sets are presented in Fig. 5.

Table 3 Results of the PUM applied to the two-obstacle problem. The results from columns 2 to
5 correspond to the PUM without enrichment and the results from columns 6 to 9 correspond to
the PUM with enrichment

Without enrichment With enrichment

j kQej ka Rate kQej k
1

Rate kQej ka Rate kQej k
1

Rate

1 1:48E � 0 � 9:77E � 1 � 1:18E � 0 � 1:08E � 0 �
2 1:69E � 0 �0:18 2:11E � 1 2:08 1:15E � 0 0:04 1:01E � 1 3:21

3 6:30E � 1 1.38 1:15E � 1 0:85 3:10E � 1 1:84 3:65E � 2 1:43

4 3:32E � 1 0.91 5:41E � 2 1:07 1:17E � 1 1:38 3:85E � 3 3:20

5 2:18E � 1 0.60 2:58E � 2 1:06 5:51E � 2 1:08 9:99E � 4 1:93

6 1:55E � 1 0.49 1:40E � 2 0:88 2:67E � 2 1:04 1:44E � 4 2:78

7 1:15E � 1 0.43 7:95E � 3 0:81 1:29E � 2 1:04 5:42E � 5 1:41

Fig. 5 Plot of the discrete coincidence sets at the finest levels. The plot on the left is the result
using the unenriched method while the plot on the right is the result obtained by the enriched
method. The red dots represent the nodes in C1;7 while the green dots represent the nodes in C2;7
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5 Conclusions

We have presented a partition of unity method for the displacement obstacle
problem of simply supported Kirchhoff plates on general polygons. By enriching
the approximation space with appropriate singular functions, we are able to obtain
optimal convergence in the energy norm. The improvement in the performance of
the PUM due to enrichment is demonstrated by numerical examples.

The results in [5, 6] and this paper demonstrate that fourth order variational
inequalities can be solved effectively by generalized finite element methods. The
extension of the PUM to other fourth order variational inequalities and to variational
inequalities of even higher order, where it may be the only feasible method, are
topics of ongoing research.
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Particle Method Modeling of Nonlocal
Multiresolution Continua

Zili Dai, Miguel A. Bessa, Shaofan Li, and Wing Kam Liu

Abstract This work is concerned with the application of two different particle
methods, the state-based peridynamics and the reproducing kernel particle method,
to model the nonlocal multiresolution continuum. It is shown that both methods
lead to the same results in uniform grids, and that they can offer an alternative
to the finite element method based multiscale analysis. The equivalence between
the two methods is explained in a comparison study, which shows that the state-
based peridynamics may have better computational efficiency, but the RKPM
synchronized derivative approach may have the possibility of faster convergence.

Keywords State-based peridynamics • Reproducing kernel particle method •
Multiresolution continuum • Micromorphic continuum

1 Introduction

The aim of this article is twofold: present the recent findings that connect
State-based Peridynamics [25] and the Reproducing Kernel Particle Method
(RKPM) [18]; and apply these meshfree particle methods to multiscale analysis
of multiresolution continua [20]. The first part provides insight on the underlying
numerics of the two meshfree particle methods by concluding that the state-based
peridynamics is equivalent to RKPM in uniform grids away from the boundaries,
with the advantage that it has better computational efficiency. This conclusion
motivates the application of state-based peridynamics to multiresolution analysis,
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since the mesh-based implementation of multiresolution analysis, e.g. in finite
element implementation, is significantly inefficient [20, 27, 28].

We will start by connecting the two methods in the next section with explanations
and discussions. The following section presents the multiresolution discretizations
for these methods and a one-dimensional illustration.

2 Connecting Peridynamics and the Reproducing Kernel
Particle Method

Recently, Bessa et al. [3] have found that there is a direct connection and resem-
blance between the state-based peridynamics and the reproducing kernel particle
method, if it is used as an a nonlocal integral formulation for instance as a modified
smooth particle hydrodynamics. The discovery by Bessa et al. [3] of the connection
between state-based peridynamics and classical meshfree methods is significantly
important, because Peridynamics has a low computational cost when compared to
the Element-free Galerkin (EFG) method [2] or the Reproducing Kernel Particle
Method (RKPM) [17, 18], when it is used as a meshfree interpolant in the solution
of the Galerkin weak formation for partial differential equations, while methods
like EFG or weak form RKPM provide a framework to solve partial differential
equations that can have higher than second order derivatives. Understanding the
link between these methods may lead to advancement of particle methods.

2.1 State-Based Peridynamics

The state-based peridynamics was proposed by Silling et al. [25], and it extends the
bond-based peridynamic theory, to a general class of continuum media, which was
introduced by the same author [24], to a general class of continuum media. Here we
will not provide a comprehensive review of the method, and the reader is referred to
the original papers as well as some subsequent contributions [8, 10, 26, 29].

Figure 1 shows a schematic of a peridynamic continuum where a point XI in the
reference configuration is considered to be influenced by its neighboring points XJ ,
within a certain distance ı that is called as the horizon or the smoothing length. Note
that the local domain formed by the horizon around each point is a compact support
of that point HXI , and that the relative position vector from material point XI to the
material point XJ in the reference configuration is called a reference bond, denoted
by XI WJ D XJ � XI .

To begin with, we first consider the local balance equations of linear momentum,

� Ru ŒXI ; t � D r � � ŒXI ; t �C b ŒXI ; t � �! � RuI D r � � I C bI (1)
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horizon

family

bond

Fig. 1 State-based peridynamics continuum in the reference configuration [3]

where � is the density of the material, � I is the Cauchy stress at point XI in the
continuum, and bI is the external body force applied to the body, following the
usual notation.

Adopting a nonlocal approximation, one may replace the divergence of stress,
r � � I , by an integral relation,

� RuI D
Z
HXI

.TI hXI WJ i � TJ hXJ WI i/ dVXI C bI (2)

where the term TA hXAWBi is called the force state at point XA operating on the
reference bond XAWB D XB � XA.

The novelty of the state-based peridynamic theory lies in the introduction of the
integral expression of Eq. (2) that approximates the local partial differential equation
of balance of linear momentum1 with a nonlocal integral equation.

In the state-based peridynamics, the definition of the force states T is an
important concept in the development of the theory (see [8, 10, 25, 26]). For our
purpose, we are only interested in a particular definition for this force state that
was proposed in [25], denominated the correspondence principle, which is able
to incorporate classical stress-strain models into a peridynamic formulation by
establishing an equivalence or correspondence of strain-energy density functionals:

TA hXAWBi D !.jXAB j/�A � K�1
A � XAWB (3)

where �A is the stress calculated at point XA, and XAWB is once again the reference
bond between the points, and !jXAB j is the smoothing function that is defined exactly
in the same way as other meshfree methods, i.e. it is a scalar window function that
depends on the distance between the two points, jXAB j D jXB � XAj. The tensor
KA is called the reference shape tensor at point XA and is defined as:

1Note that this equation is presented by using an abbreviated notation in this paper where the time
dependence of each term is suppressed.
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KI D
Z
HXI

!.jXIJ j/XI WJ ˝ XI WJ dVXI (4)

which is exactly the same as the moment matrix tensor introduced in RKPM method
e.g. [15, 19], when the polynomial basis is chosen as the linear polynomial.

The last quantity that needs to be defined in the theory is the deformation gradient
such that the stress at each point, � I � � .F I /, can be calculated2:

F I D
 Z

HXI

!.jXIJ j/xIWJ ˝ XI WJ dVXI

!
� K�1

I : (5)

Finally, the integral formulation presented above can be discretized by replacing
the integrals by discrete summation over a set of particles over the compact support
HXI , in which there areL points surrounding point XI . The discretized equation (2),
using the correspondence principle given by Eq. (3), can be expressed as,

� RuI D
 

LX
JD1

!.jXIJ j/ �� J � K�1
J C � I � K�1

I

� � XJ WI�VXJ

!
C bI (6)

Since !.jXIJ j/ D !.jXJI j/, and XI WJ D �XJ WI . the stress � I � � .F I / can
be calculated based on any constitutive law that depends on the discretized nonlocal
deformation gradient,

F I D
 

LX
JD1

!.jXIJ j/xI WJ ˝ XI WJ�VI

!
� K�1

I ; (7)

with xI WJ as the current bond, XI WJ as the reference bond, and KI as the discrete
shape tensor that is defined as,

KI D
LX
JD1

!.jXIJ j/XI WJ ˝ XI WJ�VI : (8)

2.2 Reproducing Kernel Particle Method

Meshfree methods have been extensively studied since 1990s, and several reviews
are available in the literature e.g. [1, 14, 23]. The basic idea of interpolating
meshfree methods is to use a polynomial approximation that may be a best fit to

2Note that this deformation gradient is a nonlocal quantity unlike the infinitesimal deformation
gradient. See [3] for detailed discussions.
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a cloud of scattered points (Diffuse element Method [22], Element-free Galerkin
[2], Reproducing Kernel Particle Method [18], etc.) or that may be an over-fit of
that cloud of points, i.e. the polynomial passes through the points (finite difference
methods [7], polynomial point interpolation method [16], etc.). These methods share
the same mathematical principles and foundation as discussed in [3]. There are
also non-interpolating meshfree particle methods such as molecular dynamics and
the smoothed particle hydrodynamics (SPH). The readers are referred to the above
literature among others for details.

Here it suffices to recall that the discrete approximation of a spatial function
f .X/ at a given point X0 can be evaluated by a polynomial approximation, in which
the coefficients a of that polynomial series can be calculated at another point X:

f h.X;X0/ D pT.X0 � X/a.X/ (9)

where p.x/ is a complete polynomial basis of degree k withmmonomials, and a.X/
is the vector composed by the m coefficients for the polynomial basis that are used
in the approximation. These coefficients depend on the position X where they are
being evaluated, and they can be explicitly written as:

a.X/ D M.X/�1
LX

JD1
!.XJ � X/p.XJ � X/fJ�VJ (10)

where the matrix M.X/ is called as the moment matrix, and it is calculated based
on the following formula,

M.X/ D
LX
JD1

!.XJ � X/p.XJ � X/pT.XJ � X/�VJ (11)

where L is the number of total particles inside the local support of the particle X, in
which the smoothing function has the property !.XJ � X/ ¤ 0. The term �VJ is a
measure of volume around point XJ .

If we choose

p.X � XJ / D X � XJ ;

Eq. (11) recovers the definition of the shape function of the state-based peridynamics
KJ .X/ shown in Eq. (8). From this perspective, the state-based peridynamics is a
special case of RKPM, because the RKPM moment matrix is in fact a generalized
shape function; and one can use RKPM moment matrix to construct a higher order
“peridynamics”, which will be discussed in a separated paper.

In computations, different meshfree methods adopt different approaches to
approximate the derivatives of the function f .X/. The reproducing kernel particle
method (RKPM) uses a so-called synchronized derivatives to approximate the
derivatives of f .X/ [11–13]. The so-called synchronized derivative is the first
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non-local derivative operator that have been invented in numerical computation. For
a given point X (fixed), we can approximate the derivative of f .X/ by taking the
derivative with respect to X0 [11–13]. The derivative of f with respect to X 0 is
given by:

@f h.X;X0/
@X 0 D @pT.X0 � X/

@X 0 a.X/ (12)

with a.X/ given by Eq. (10).
Moreover, if we consider the strong form of the conservation of linear momen-

tum, then the RKPM approximation for the divergence of stress as well as for the
deformation gradient are only needed at each particle I . This means that the general
equation (12) can be simplified, because we have X0 D X D XI :

@f h.XI /

@X
D @pT.0/

@X
a.XI / (13)

where a.XI / is determined by:

a.XI / D M.XI /
�1

LX
JD1

!.XJ � XI /p.XJ � XI /fJ�VJ

D M.XI /
�1

LX
JD1

!.jXIJ j/p.XI WJ /fJ�VJ

(14)

in which M.XI / is calculated based on the following formula,

M.XI / D
LX
JD1

!.XI � XJ /p.XI � XJ /pT.XI � XJ /�VJ

D
LX
JD1

!I WJp.XI WJ /˝ p.XI WJ /�VJ

(15)

Note that the second line in Eqs. (14) and (15) was included to show the remark-
able similarity between the derivatives calculated using RKPM with synchronized
derivatives and state-based peridynamics. In fact, observing Eqs. (15) and (8) it
is clear that the moment matrix used in RKPM includes the shape tensor as a
submatrix. This can be illustrated by considering a specific example; let’s consider
a quadratic polynomial basis in a 2D problem:

pT.XI WJ / D 

1 XI WJ YI WJ .XI WJ /2 XI WJ YI WJ .YI WJ /2

�
(16)
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We now compute the derivative of the polynomial basis @pT.0/
@X that is used to

calculate the derivatives in RKPM, and we obtain,

@pT.0/
@X

D 

0 1 0 0 0 0

�
(17)

and

@pT.0/
@Y

D 

0 0 1 0 0 0

�
(18)

Hence, it is intuitive to understand that due to Eqs. (17) and (18) only a few
terms of the matrix a.XI / will be used to calculate the derivative of f .X/, and
consequently the same happens to the moment matrix M.XI /. More importantly, the
terms that are kept are the ones corresponding to the sub-vector in the polynomial
basis



XI WJ YI WJ

�
.

In other words, if we take f .X/ as the current position of particle x, we can then
compute the deformation gradient

Fij D @xi

@Xj

by using the synchronized derivative approach, which leads to the exact same result
that is obtained by using state-based peridynamics equation (7).

Obviously, the above explanation is not a full proof of equivalence, neither it
is intended to be because the full proof was recently published by Bessa et al.
[3]. Instead, the objective is to provide a simple explanation where the equivalence
can be intuitively understood and where it is visible why the number of operations
performed in the state-based peridynamics is significantly lower than the number of
operations in RKPM. A final note in relation to the above explanation: it explains
why the deformation gradient is exactly equivalent between the two methods but it
does not explain why the divergence of stress is also equivalent. In fact, as can be
seen in [3], the equivalence of the divergence of stress approximation is only true
for uniform grids.

In summary, we conclude that the state-based peridynamics and RKPM have a
strong connection. In specific, we have discovered that the state-based peridynamics
derivation formulation is essentially equivalent with the RKPM synchronized
derivative approach, but it has higher computational efficiency. This finding leads to
the derivation or formulation of a reproducing kernel peridynamics method [3], such
that the convergence analysis and boundary treatments of RKPM can be applied to
the state-based peridynamics to improve its accuracy.

To demonstrate the equivalency between the state-based peridynamics and
RKPM. We implement both methods to solve dynamic problems in a multireso-
lution continuum.
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3 Multiresolution Particle Method

Recently, a multiresolution continuum theory was introduced by McVeigh et al.
[20] after generalizing the micromorphic theory [6,21] to include multiscale nested
micro-cells instead of single scale cell approach adopted in the early works of Erigen
or Mindlin [6, 21]. The early micromorphic theory was reviewed and rigorously
presented by Eringen [5], and the readers are referred to the original publications
for detailed information.

Generally speaking, the micromorphic continuum is a generalization of classical
continuum mechanics so that a material is considered to be a collection of
deformable particles that have a finite size, rather than the usual consideration of
having a collection of infinitesimal and undeformable particles. Figure 2 shows a
schematic illustration of this continuum. Eringen [5,6] and Mindlin [21] derived the
governing equations for the micromorphic continuum:

@

@X
.0/
i

.�
.0/

.ij / C �
.1/
ij /C �.0/b

.0/
j D �.0/ Pvj .0/ (19)

and

@

@X
.0/
i

.ˇ
.1/
ijk /C �

.1/
jk C �.1/B

.1/
jk D I

.1/
lj �

.1/
lk (20)

where the quantities with the superscript .0/ indicate macro-quantities that are
present in classical continuum mechanics, while the quantities with the superscript
.1/ are the micro-quantities that arise from the finite deformable particles of the
micromorphic continuum.

Fig. 2 Schematic of a micromorphic continuum
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The macro-quantities are the (classical) macro-stress �.0/.ij/ , which is a symmetric

tensor represented by the parentheses in the indices, the macro-density �.0/, the
macro body force b.0/j and the macro-acceleration Pvj .0/. The micro-quantities in the

above equations are the micro-stress �.1/ij that are non-symmetric tensor in general.3

The micro double-stress is denoted as ��.1/ijk , which is a higher-order stress at the
fine scale, and it is conjugate to the strain-gradient; the micro-density is denoted as
�.1/; the micro double-body force is denoted as B.1/

jk ; the micro moment of inertia is

denoted as I .1/lj for each finite deformable particle, and finally the micro-acceleration

is denoted as �.1/lk D PL.1/lk C L
.1/
lj L

.1/
jk .

The corresponding boundary conditions are expressed as:

n
.0/
i .�

.0/
ij C �

.1/
ij / D t j on � .0/ (21)

and

n
.0/
i ˇ

.1/
ijk D T

.1/
jk on � .0/ (22)

where t j is the applied traction, and T .1/jk is the applied double traction.
McVeigh et al. [20] proposed a finite deformation multiresolution continuum

theory, in which each coarse scale particle is modeled by a nested or successive fine
scale particle representative volume elements (RVEs), which creates a multi-scale
continuum theory where each set of extra degrees-of-freedom could be associated
to a different physical mechanism during the deformation of the material. The
derivation of the strong form of the equations of motion of the multiresolution
medium is straightforward, because one can follow the multiscale virtual work
approach proposed by Germain [9]. It may be noted that when deriving the
micromorphic equations from a postulated virtual power principle, care must be
taken so that extra kinematic quantities are assumed to be conjugate to the extra
kinetic quantities. In doing so, it will result a set of partial differential equations
(see [20]), which as expressed in indicial notation as follows,

@

@X
.0/
i

.�
.0/

.ij/ C
NX
nD1

�
.n/
ij /C �.0/b

.0/
j D �.0/ Pv.0/j in ˝.0/; (23)

and

@

@X
.0/
i

.ˇ
.n/
ijk /C�.n/jk C�.n/B.n/

jk D Ilj�
.n/
lk for ; n D 1; : : : ; N in ˝.0/ (24)

3The micro-stress �.1/ij is non-symmetric if couple-stresses (moments per unit area) are present.
(See Cosserat continuum [4] or micro-polar continuum [5] for details.)
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with the corresponding boundary conditions,

n
.0/
i .�

.0/
ij C

NX
nD1

�
.n/
ij / D t j on � .0/ (25)

and

n
.0/
i ˇ

.n/
ijk D T

.n/
jk for ; n D 1; : : : ; N on � .0/ : (26)

The objective of this work is not to review peridynamics theory, but rather
to show the simplicity of using particle methods to formulate a computational
multiresolution continuum theory, as opposed to the finite element implementation
of multiresolution continuum theory that requires significant computational cost and
effort as indicated in [20, 27, 28].

After discretizing the multiresolution continuum equations (23)–(24) by using
strong form particle methods, each physical quantity is only evaluated at the site of
particle positions. Therefore, the equations of motion can be rewritten in tensorial
notation as follows,

r �
 
�
.0/
I C

NX
nD1

�
.n/
I

!
C b.0/I D � Ru.0/I (27)

and

r � ˇ.n/I C �
.n/
I C b.n/I D I � ��.n/�T : (28)

Depending on the specific particle method adopted, the specific derivatives are
approximated differently. In the next subsections, we shall present the two different
discretizations using both the state-based peridynamics and the reproducing kernel
particle method with synchronized or wavelet derivatives.

3.1 Multiresolution vs. the State-Based Peridynamics

From Sect. 2.1 and by inspecting Eq. (6) one may find that it is straightforward to
determine the state-based peridynamics approximation for the divergence of the
stress measures at different scales (macro-, micro- and double-stresses) as presented
in the multiresolution equations (27)–(28),
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r �
 
�
.0/
I C

NX
nD1

�
.n/
I

!
!

LX
JD1

!.jXIJ j/
" 
�
.0/
J C

NX
nD1

�
.n/
J

!
� K�1

J

C
 
�
.0/
I C

NX
nD1

�
.n/
I

!
� K�1

I

#
� XJ WI�VXJ

(29)

and

r � ˇ.n/I !
LX

JD1
!I WJ

h
ˇ
.n/
J � K�1

J C ˇ
.n/
I � K�1

I

i
� XJ WI�VXJ (30)

where the stress measures at different scales are calculated according to given
constitutive laws that are usually functions of the macro deformation gradient and
the micro deformation gradients and their gradients:

�
.0/
I � f

�
F .0/
I

	
; (31)

�
.n/
I � g.n/

�
F .n/
I � F .0/

I

	
; (32)

and

ˇ
.n/
I � h.n/

�
rF .n/

I

	
(33)

where f , g.n/, and h.n/ are the constitutive relations expressed as the functions of the
strain measure adopted. Note that the micro-stresses � .n/I at particle I are conjugate
to a relative strain measure.

The spatial gradients at different scales are needed to compute the stresses at the
different scales, which can be approximated by using the state-based peridynamics
approach as follows,

rx.0/I ! F .0/
I D

 
LX
JD1

!.jXIJ j/x.0/I WJ ˝ X.0/
I WJ�VI

!
� K�1

I (34)

and

rF.n/I ! rF .n/
I D

 
LX
JD1

!.jXIJ j/F .n/
I WJ ˝ X.0/

I WJ�VI

!
� K�1

I (35)

with the shape tensor defined as before, i.e.
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KI D
LX
JD1

!.jXIJ j/X.0/
I WJ ˝ X.0/

I WJ�VI : (36)

We recall that in the multiresolution continuum theory the extra degrees-
of-freedom are the micro deformation gradients F .n/

I . Therefore, only the first
derivative of the extra degrees-of-freedom is required when computing the gradient
of the micro deformation gradient rF .n/

I (see [20, 27] for details).
With some additional manipulations, we can derive a non-local multiscale

peridynamics formulation. For example, the two-scale micromorphic peridynamics
integral equations may be written as follows,

�.0/ Ru D
Z
H0
X

�
TŒX; t � < X0 � X > �TŒX0; t � < X � X0 >

	
dVX 0

�
Z
H0
X

�
V Œ ; t � < X0 � X > �V Œ 0; t � < X0 � X >

	
dVX 0 C b.0/.X/ (37)

�.1/ � I.1/ D
Z
H1
�

n�
W Œ�; t � < � 0 �� > �W Œ�0; t � < � 0 �� >

	

�
�
U Œ ; t � < � 0 �� > �U Œ 0; t � < � 0 �� >

	o
dV� C b.1/.� / (38)

where X WD X.0/ is the coarse scale coordinate; � WD X.1/ is the fine scale
coordinate;  WD F.1/ � F.0/ is the micro deformation at the fine scale, and
� WD r� ˝ F.1/ is the gradient of the mciro deformation at fine scale.

In Eq. (37), V Œ ; t � is a non-local micro force state, and In Eq. (38), W Œ�; t �

is a non-local micro couple state, and U Œ ; t � is a non-local micro stress state.
The particle method implementations of Eqs. (37) and (38) in three-dimensional
space will be reported in a separate paper. In the following sections, only an one-
dimensional example will be discussed in order to demonstrate the validity of the
above equations.

3.2 Multiresolution Analysis vs. RKPM Synchronized
Derivative Approach

The RKPM approximation for the divergence of different stress measures and their
gradients are determined by strains and strain gradients, which are obtained from
Eqs. (13), (14), and (15) presented in Sect. 2.2. The fact that we have different
quantities in the multiresolution continuum theory does not change the way the
derivatives are calculated. Hence, if we need to approximate the divergence of the
double-stress of the first extra scale, we need to calculate the derivatives of each
component according to that formula, e.g. the derivative of component ˇ111 with
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respect to Y is obtained as follows,

@̌ 111.X
.0/
I ; t/

@Y .0/
D @ .ˇ111/I

@Y .0/
D @pT.0/

@Y .0/
(39)

where a.X.0/
I / is determined by:

M.X.0/
I /

�1
LX

JD1
!.X.0/

J � X.0/
I /p.X

.0/
J � X.0/

I / .ˇ111/J �VJ (40)

with M.X.0/
I / being given as before in Eq. (15).

The remaining derivations of the double-stress components and the other stress
measures can be proceeded in the similar way as above, i.e. by replacing f .X/ in
Eqs. (13)–(15) by the desired components of each quantity.

3.3 Illustrative Example

Since we are still in the early stages of using particle methods to study multiresolu-
tion problems in the micromorphic continuum, we only present preliminary results
obtained for a one-dimensional example by using both particle methods discussed
above, i.e. the state-based peridynamics and the reproducing kernel particle method
using the synchronized derivative approach. We hope to accomplish two objectives
with this simple illustration: (1) To demonstrate that these methods can be used as
an alternative to the finite element method, and (2) To show that both methods the
difference as well as similarity of the two methods by comparing their solutions.

We consider an one-dimensional bar shown in Fig. 3, where each particle in the
continuum is considered to be a micro cell that is capable of finite deformation.
Since only one micro scale is being modeled here, and no other nested microscales
are being considered in this example, this is is a multiresolution continuum of

1st micro-cell

Fig. 3 Uniaxial tensile bar with a multiresolution continuum of grade 1
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grade 1, i.e. this is a micromorphic continuum. In other words, the material being
considered is a two-scale microstructured material. A similar problem was also
considered by Vernerey et al. [27].

For this particular problem, the equations of motion can be derived from Eqs. (23)
and (24) as,

@

@X.0/
.�.0/ C �.1// D �.0/ Pv.0/j in

L.0/

2
	 X.0/ 	 L.0/

2
(41)

and

@

@X.0/
.ˇ.1//C �.1/ D I .1/� .1/ in

L.0/

2
	 X.0/ 	 L.0/

2
(42)

with the corresponding boundary conditions,

v.0/ D �v0 D.1/ D 0 for X.0/ D �L.0/

2

v.0/ D v0 D.1/ D 0 for X.0/ D L.0/

2

(43)

Considering that the micro-cell is a cube with length l .1/, we can calculate the
moment inertia density of the micro-cell as,

I .1/ D �.1/
�
l .1/
�2

6
(44)

Finally, we can define the micro-acceleration �.1/ as,

�.1/ D PD.1/ C �
D.1/

�2
: (45)

In this example, the total length of the bar is L.0/ D 100mm, and the material
properties of the bar are listed in Table 1. In this work, the finite deformation of the
multiresolution continua is considered, and the constitutive update for each stress
measure is performed by using the rate form of the constitutive equation, similar to
what was done in [27]:

d�.0/

dt
D E.0/D.0/; (46)

Table 1 Material parameters for macro- and micro-scales

E.0/ (GPa) �.0/ (kg/m3) �
.0/
y (GPa) E.1/ (GPa) �.1/ (kg/m3) l .1/ (mm)

200 7,850 20 20 7,065 2, 4, 8
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d�.1/

dt
D E.1/

�
D.1/ �D.0/

�
; (47)

and

dˇ.1/

dt
D E.1/

�
l .1/
�2

6
D.0/
;x (48)

Note that since the constitutive laws are written in the rate form, the kinematic
conjugate to each stress measure is the respective rate-of-deformation or its gradient.
Therefore, in this example the extra degree-of-freedom is D.1/ instead of the
deformation gradient as what was discussed in the previous sections. Also note that
in the multiresolution theory the double-stress ��.1/ does not needs to be a function
of the elasticity constants used for the micro-cell, and this decreases the number of
constants in the additional constitutive laws.

Generally speaking, finding the constitutive laws for micromorphic or multireso-
lution continua is still an open research topic, and it is still outstanding challenge in
modeling of multiresolution continua. This work is an early step towards solving this
complex problem, which we hope to serve as a proof of concept in the subsequent
developments.

Finally, since the plastic yielding for the macro-scale is considered, it triggers a
perfect plastic behavior at the center of the bar, and in turn the bar will localize at
the center when the stress reaches to the value of the yield stress. Three different
simulations have been performed using three different micro-cell lengths l .1/ as
shown in Table 1. The simulation parameters used in the computation are as follows:
the smoothing length is 15 mm, the number of particles is 300, the time step was
10�6 ms, and the total simulation time was 3 � 10�2 ms. The simulations have been
carried out for both particle methods: the state-based peridynamics and RKPM using
synchronized derivative approach.

Figure 4 shows the result obtained with any of the two methods. First and
foremost, we verify for this simple example the analytic proof provided by
Bessa et al. [3] and intuitively reached in Sect. 2 of this paper: state-based peridy-
namics and RKPM are equivalent for uniform grids. Secondly, this simple example
shows that it is fairly straightforward to discretize the multiresolution continuum
equations using strong form particle methods. In fact, it is clear to observe the
effect of the extra quantities of the multiresolution continuum that regularize the
strain localization. This regularization is comparable to a similar study performed by
Vernerey et al. [27], although the study presented here is dynamic problem instead
of quasi-static problem, and the material parameters used in the two simulations are
slightly different. In addition, it can be seen that for different micro-cell lengths the
size of the localization zones are different as expected.
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Fig. 4 Tensile strain along the bar at time 3� 10�2 ms for three different micro-cell lengths. Both
methods, state-based peridynamics and RKPM obtained the exact same result

4 Discussions

In this short paper, we present an intuitive explanation on the equivalence between
state-based peridynamics and the reproducing kernel particle method. Even though
an analytical proof was reported by Bessa et al. [3], and it was stated that the two are
equivalent, but the state-based peridynamics formulation has more computational
efficiency, we would like to point out that the RKPM synchronized derivative
approach is proven to be convergent (see [12]), and when the order of the polynomial
basis P.X/ is greater than one it will enjoy faster convergence rate than that of the
peridynamics simulations.

Moreover, in this work we have shown some preliminary results of application
of these two particle methods to solve dynamics problems of multiresolution
media. The simplicity of the approach developed in this work is attractive to
solve the complex multiscale coupling problem of micromorphic media, but further
research needs to be carried out in order to prove the stability of the method for
multidimensions and non-uniform particle distribution since strong form particle
methods based on polynomial basis functions suffer from instabilities for Neumann
boundary conditions.

A forthcoming publication will address this matter in details, and the viability of
the method will be assessed through more general and realistic examples.
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Co-simulations of Discrete and Finite Element
Codes

Carsten Dehning, Claas Bierwisch, and Torsten Kraft

Abstract This paper describes methods and algorithms implemented for the co-
simulation between a mesh-free discrete element method (DEM) code and a finite
element analysis (FEA) code under control of a co-simulation middleware software
environment.

The involved software packages, the DEM code SimPARTIX, the FEA code
Abaqus and the co-simulation environment MpCCI are briefly described. The codes
were extended to account for the exchange of quantities (positions, velocities,
forces, heat) between the individual particles on the DEM side and the contact
surfaces of the FE application, which now allows the joint simulation of the
structure-structure interaction between a particulate phase and arbitrary elastic
structures. The MpCCI software package was improved with respect to the massive
parallel computation of the DEM code and high-speed communication on high
performance computing (HPC) clusters.

A few validation examples as well as a more complex simulation of the motion
of a tire on sticky soil will be presented.

Keywords Co-simulation • Discrete element method (DEM) • Finite element
method (FEM) • Tire traction

1 Introduction

Lagrangian particle tracking methods, implemented in many computational fluid
dynamics (CFD) codes, are used since a long time to simulate the particle transport
and dispersion in multiphase flows. The particle concentration is at most low
and particle-particle interaction due to collision is often neglected due to the
computational effort. In addition, the friction due to the relative motion between
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the particle and its surrounding fluid (Stokes’ law or the Basset-Boussinesq-Oseen
equation [1]) dominates the particle inertia and the motion of each particle.

Although the equations used to describe the physical phenomena of the fluid
flow and the particles are quite different and require different solution schemes,
both methods can easily be implemented into a single monolithic code.

In distinction to the (multiphase) flow driven particle motion, the flow of granular
matter like of powders, dry sand or even sticky pastes is dominated by direct
particle-particle interaction (collision, contact friction) or by short distance forces
(cohesion) as a result of the high particle concentration. Effects of the surrounding
fluid may be neglected as long as the particle momentum is high compared to the
momentum of the fluid. The driving force is not described by the motion of the
surrounding fluid but by external forces (gravitation), since the particle-motion itself
drives the flow field. Further interaction between particles and structures takes place
at solid or flexible boundaries. DEM codes are usually most suitable for these kinds
of simulation.

Coupling resp. co-simulation of different physical phenomena, each described
by separate independent and quite different equations and solved with independent
simulation codes becomes attractive in order to model contact between granular
matter and elastic structures. The motion of a tire on dry sandy ground, mud or
even snow is an exemplary application. It might, in a similar way, be applied to
mining or drilling applications, simulations of excavating machinery (interaction of
the excavator shovel with soil), farming machinery (plow soil interaction) or the
plug flow in floor seed pumps and pipes.

Based on the MpCCI co-simulation environment, the popular DEM code Sim-
PARTIX can be coupled to a structural dynamics FEA code (in this paper Abaqus is
used) or any fluid dynamics code.

Besides some theoretical background, this paper demonstrates the possibilities
of such co-simulations. As an example, the traction of a tire on a snow-covered
road is studied numerically to avoid on the one hand expensive experiments and,
more importantly, to investigate the different effects like snow characteristics, tire
deformation, tire pressure or tread pattern on the traction individually.

2 SimPARTIX

The DEM code presented in the paper is SimPARTIX§. SimPARTIX is developed
by the Fraunhofer IWM [2].

In a DEM simulation, each individual physical grain is represented by a discrete
element, which in the simplest case is a sphere, but may also have a more
complex geometry [3]. Different grains interact by physical force laws such as
Hertzian repulsion, Johnson-Kendall-Roberts cohesion [6], viscous dissipation or
an Amonton friction law (see Fig. 1).

The combination of grain shape, grain size (distribution) and micromechanical
interaction model defines the behavior of the granular bulk material. For example,
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Fig. 1 Schematic of typical
force laws from DEM particle
contact

effective rheological properties can vary from freely flowing (powders) to sticky
(pastes).

The underlying numerical scheme of the DEM code is explicit time integration of
Newton’s law of motion for an ensemble of discrete particles. Within SimPARTIX
the spheres have a constant radius, which can be different for each sphere. A velocity
Verlet algorithm [4] is used for the integration, yielding updates for the position ri ,
velocity vi and angular velocity wi of a certain particle i with mass mi and moment
of inertia Ii after each time step Dt in the following form:

r i .t C�t/ D r i .t/C�t vi .t/C �t2

2mi

F i .t/ (1)

vi .t C�t/ D vi .t/C �t

2mi

.F i .t/C F i .t C�t// (2)

wi .t C�t/ D wi .t/C �tI�1
i

2
.T i .t/C T i .t C�t// (3)

The force Fi and torque Ti acting on each particle determine its motion.
Thus, the definition of appropriate force laws is a key ingredient within DEM

simulations. The total force on particle i with radius Ri is the sum of forces due
to interactions with other particles j and the contributions of gravity and Stokes’
drag, latter only if there is an interaction with a surrounding fluid with dynamic
viscosity 	a.

Fi D
X
j¤i

�
f

rep
ij C f

damp
ij C f slide

ij C f coh
ij

	
C f

grav
i C f stokes

i (4)

Four interaction forces were used. They are only activated when particles are in
contact, i.e. dij > 0.
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dij D Ri CRj � ˇ̌
r ij

ˇ̌
(5)

r ij D r i � rj (6)

Reff D RiRj =.Ri CRj / (7)

Hertzian repulsion frep prevents particle penetration. The repulsion strength is
controlled by the effective Young’s modulus E and the Poisson number .

f
rep
ij D

�
2

3

E

1 � 2

p
Reffd

3=2
ij

�
r ij=

ˇ̌
r ij

ˇ̌
(8)

A viscous damping term fdamp accounts for inelastic collisions due to a viscos-
ity �n.

f
damp
ij D �

�
�n

q
Reffdij

�
vi � vj

�
r ij=

ˇ̌
r ij

ˇ̌�
r ij=

ˇ̌
r ij

ˇ̌
(9)

Amonton like sliding friction is modelled by a tangential spring contact fslide as
introduced in [5] where sij is the tangential displacement of the initial contact points.

f slide
ij D � min

�
8

3

G

2 � 

q
Reffdij

ˇ̌
sij

ˇ̌
; 	
ˇ̌
ˇf rep

ij C f
damp
ij

ˇ̌
ˇ
�
sij=

ˇ̌
sij

ˇ̌
(10)

The parameter	 is the coefficient of friction and �t is an effective shear modulus.
Cohesion is represented in terms of the Johnson-Kendall-Roberts theory [5]. The

magnitude of the cohesive force fcoh is determined by the work of adhesion per w.

f coh
ij D �

 r
4�w

E

1 � 2
R
3=4
eff d

3=4
ij

!
r ij=

ˇ̌
r ij

ˇ̌
(11)

The gravitational force fgrav and the stoke force fstokes are independent from
particle interactions.

f
grav
i D �migez; (12)

f stokes
i D �6�	aRivi (13)

The total torque on particle i is the sum of torques tslide proportional to the sliding
friction force.

T i D
X
j¤i

tslide
ij (14)
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Fig. 2 Examples of granular media flow simulations with SimPARTIX

tslide
ij D Ri f

slide
ij � r ij=

ˇ̌
r ij

ˇ̌
(15)

Apparently, the viscous damping force depends explicitly on the particle velocity,
which according to the velocity Verlet scheme can only be updated at the end of the
time step when Fi .t C Dt/ is known. This problem is circumvented by using a
predictor velocity ui .t C Dt/ D vi .t/C Fi .t/ Dt=mi for the force calculation.

Figure 2 shows some exemplary granular flow applications for DEM simulations.
On the left hand side, the filling of a slender cavity with a circular obstacle from
a feeding shoe is displayed. On the right hand side, the instantaneous velocity
magnitude during outflow from a hopper is shown. Red represents low velocities
and blue stands for large velocities.

3 Abaqus

Abaqus is a structural mechanics FEA code, which is part of the SIMULIA
software package developed by Dassault Systemes [7]. Abaqus is an industry
wide well-known code with a high reputation regarding accuracy and robustness.
Abaqus/Standard is an implicit (transient) nonlinear finite element solver. Its
noteworthy strength is its capability to deal with sophisticated nonlinear material
models and yield. A second type of solver is Abaqus/Explicit, which is especially
suited for highly nonlinear systems with many complex contacts under transient
loads like crash simulations.

Multiple tire companies worldwide use the FEA-code Abaqus for the prediction
of the traction and wear of tires on dry solid roads. It includes already various
composite material models suitable for describing tire materials (Fig. 3).
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Fig. 3 Calculated pressure on the tire-road contact area

4 The Co-simulation Concept

Co-simulation in the case presented here means the controlled exchange of quan-
tities on the coupled walls between two different simulation codes at each time
step. In this surface coupling method these walls are the domain boundaries of each
numerical model. The coupled walls on the structural side are in fact all parts, which
may get in contact with the particles during the simulation at any time. In case of a
tire, it is the outer surface of the tire, outer rim, thread and groves.

At the coupled walls, elastic and kinetic energy as well as momentum are
exchanged between the structure and the particles. The DEM-code particles, hitting
the wall, cause reaction forces at the wall due to repulsion, cohesion and damping
as well as tangential friction. These forces are the structural load applied to the
FEA model. The FEA results are new nodal displacements and the nodal velocities,
which on their part are the input to the DEM-code describing the motion of the
coupled wall. The velocities at the boundaries of the DEM-code account for a proper
calculation of the Hertz repulsion during the particle-surface contact.

Displacements and velocity are therefore sent back from the FEA-code to the
DEM-code (see Fig. 4).

Since displacements repeatedly need to be added to the true vertex coordinates
on the DEM side (per time step) to keep the coordinates of the coupled surfaces in
sync in both partner codes, this procedure leads to summation errors in the case of
a large number of exchanges – in our case multi-million time steps. Therefore, in
fact the true nodal coordinates of the deformed FEA surface are exchanged instead
of the displacements.
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Fig. 4 Exchanged quantities during a time step cycle

Fig. 5 Example of a tire in contact with soil

From the viewpoint of each code, there is no coupling at all. A code just sees
updated transient boundary conditions at each time step. This coupling concept
allows the simulation of e.g. the tire-soil interaction (see Fig. 5).

5 MpCCI

Instead of having a monolithic software which integrates different kind of solvers
under one hat, the co-simulation between the introduced two codes runs under the
control of the MpCCI coupling environment. Whether the DEM-solver and the
FEA-solver are fully integrated into a single code or are used as separate processes
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Table 1 List of codes
supported by MpCCI

Code Releases

Abaqus 6.12–6.14

Ansys/FEA 12.0–15.0

Ansys/Fluent 12.0–15.0

Ansys/ICEPAK 13.0–15.0

Elmer/CSC Current release

FINE/Hexa 2.10–4

FINE/Open 2.11-1–2.12-3

FINE/Turbo 8.9-1–9.0-3

Flowmaster 7.6–9.0

Flux 10.3

JMAG 11.0–13.0

MATLAB R2010b–R2012b

MD Nastran 2010.1–2013.1

MSC.Adams 2010–2013.2

MSC.Marc 2010–2013.1

OpenFOAM 1.6–2.1.1, 3.0-extend

RadTherm 10.0–11.1

SIMPACK 9.1.1–9.5

STAR-CCM+ 7.02–9.02

STAR-CD 4.06–4.16

SimPARTIX New since 2013

controlled by the middleware MpCCI is not a question of the numeric, but only of
the software design.

MpCCI is a co-simulation software environment developed by the Fraunhofer
SCAI [8], which handles a large number of simulation codes for a co-simulation.
MpCCI is not limited to pure mesh-based codes like FEA or CFD, but includes
system codes (mechanical or electrical networks) as well. System codes may e.g.
act as an additional control process to simulate the steering of a vehicle or the anti-
blocking system of a brake. Table 1 shows the list of codes linked to MpCCI.

For pure mesh based codes, (FEA/CFD) MpCCI provides mesh-mapping algo-
rithms to account for the exchange of quantities on non-conformal meshes with
different discretizations [8].

Figure 6 shows the basic software architecture of MpCCI.
The simulation-codes never communicate with each other directly, they even do

not really know about each other. Instead, they only communicate with a central
service process, the MpCCI coupling server. The communication functionality is
implemented in the MpCCI code adapter, which is either statically linked to or
dynamically loaded by the simulation-code.

The configuration of the coupled system is set up via a GUI. The configuration
is stored in a project file, which later on acts as the input to the MpCCI server.
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Fig. 6 The MpCCI co-simulation software architecture

After the launch of all participating processes, the two simulation-codes connect
to the MpCCI server process via the adapter interface. During a first setup phase
the MpCCI server delivers the configuration information about the coupled meshes
and quantities and the simulation codes in turn return the initial computational grid
description or particle cloud characteristics required for the quantity mapping back
to the server process.

The central MpCCI server process acts as a communication manager as well
as a mapping process and is responsible for the receipt, mapping and the delivery
of requested data in time. It permanently controls the synchronization between the
simulation-codes.

For the objectives targeted in this paper, the basic version of the MpCCI software
has been widely extended:

1. Mapping of point-cloud quantities on surfaces or volumes.
2. Extensions related to the time-synchronization schemes for multi time scale

problems.
3. Algorithms used for interpolations in time.
4. Performance on HPC-clusters.
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5.1 Principle Code Synchronizations Methods

A simulation-code solves its individual set of equations either transient (explicit
or implicit), stationary (iterative), or it just calculates a series of independent states
without any information about time or an iteration counter. A trivial synchronization
scheme for the co-simulation between two transient codes is the exchange of
quantities at all of the coupled regions at each time step. Both simulation-codes
need a perfect synchronization of their, actually individual, time step size. MpCCI
however also deals with mixed types of solvers. This requires a more flexible and
thus complex logic.

First, during the delivery of data from a simulation-code to the MpCCI server
process the duplicated dataset within the MpCCI server is marked by an individual
tag ID, an increasing only step-counter, plus optional time information and/or
iteration counters in case of a transient-implicit simulation-code. The full exchange
of quantities between at least two partner codes happens at certain synchronization
points, called a “coupling step”.

The initial exchange procedure of the quantities between the both partner
codes determines on the parallel or serialized runs. The two principles of a fully
synchronized computation are shown in Fig. 7.

Serial coupling is a semi-implicit co-simulation procedure, whilst parallel co-
simulation is fully explicit. Parallel coupling is especially attractive to avoid
computational overhead and delays.

Depending on the kind of the four solver types, we have to consider the following
co-simulation procedures between them (see Table 2).

Except for the “explicit-transient” co-simulation, the synchronization between
the codes is trivial, since the mapped quantity values are basically identified by
either their ID, time and/or iteration counter. All codes must be in perfect sync.

If any “state-based code” is involved in a co-simulation, the synchronization
procedure is named event based coupling, since the participating state-based code
cannot be time – or iteration – synchronized with its partners (except via the tag
ID). A typical state-based application is the determination of material properties
in thermodynamic equilibrium. The properties depend on temperature and pressure

Fig. 7 Synchronous time
steps or iterations, Top:
serialized computation,
Bottom: parallel computation
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Table 2 Symmetric code synchronisation schemes

Code-1 Transient/ Transient/ Stationary/
Code-2 implicit explicit iterative State

Transient/ Transient with Explicit Iteration only Tag ID or

implicit inner iteration transient event based

Transient/explicit Explicit transient Iteration only Tag ID or event based

Stationary/ Iteration only Tag ID or

iterative event based

State Tag ID or event based

only, but not on the time. This concept is not more than just a split of the complete
solution into separate processes.

The event based co-simulation procedure has successfully been applied to predict
the voltage drop inside the electric arch in switches and power circuit breakers [9]. In
the electric arch application the reason not to synchronize the quantities exchange
at prescribed time steps was caused by the fact that the transient CFD code and
the steady state electromagnetic solver require extremely different processor times
and the heterogeneous application could not be load balanced otherwise. The event
triggering the exchange of quantities is implemented inside an application specific
user function.

In our FEM/DEM co-simulation scenario presented here, both codes are transient
explicit codes and the coupling is transient explicit also. An inner iteration on the
boundary conditions is not possible. This is not a limitation due to the design of
the MpCCI software, but due to the fact that none of the codes used here is able to
repeat the same time step after an update/exchange of the boundary conditions.

5.2 Synchronization and Exchange Algorithms
for the Transient Case

If, in a transient-transient case, the coupling is not event-based, both partner codes
need to agree on what is called a “coupling time step size”. The full exchange of
quantities (send and receive) happens at exactly these time steps. The “coupling
time step size” is negotiated between the codes in various ways explained below.
It must not necessarily be identical with the numerical “physical time step size”
used by the participating codes to solve their individual equations. It might even be
much smaller. Some of the partner codes are then forced to reduce their physical
time-step-size to avoid an overshot in time at the next exchange. The time-step-size
reduction should normally not be any problem from the numerical point of view.
If the “coupling step size” is identical with the time-step-size of each code, the
co-simulation procedure is called “strong transient coupling”.
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If the “physical time step size” of a code is less than the coupling time due to
a large “coupling time step size”, the procedure is called “sub-cycling”. A code
may do multiple internal time steps between two coupling steps with unchanged
boundary conditions. This procedure is quite useful in cases with very smooth and
tiny changes of the BCs in time (between two coupling steps) and the fluctuation
frequency of the BC’s is far less than coupling frequency. It might also help to
reduce the computer time required for the co-simulation run, since the exchange of
quantities always causes delays due to data (network) traffic and the at most required
mesh mapping.

A better “sub-cycling” procedure is the full exchange of quantities between the
partner codes at each “coupling time step”, and the receipt only of interpolated or
extrapolated values at each numerical time step. This procedure is foreseen with
strongly unbalanced partner codes, unbalanced in the sense of the computational
effort required to solve a time step (see below).

5.3 Synchronization in Time

At each “coupling step” a simulation-code first sends its current physical time plus a
prospective next target time (equals the current physical time plus the coupling time-
step-size) to the MpCCI server. The reason for using absolute time values instead
of time steps is the prevention of numerical summation errors within the MpCCI
server process. At the end of a “coupling step”, after all quantities at the current
physical time have been exchanged among the partners, each code receives back the
negotiated new target coupling time, which might not necessarily be identical with
the prospective target time initially delivered to the server.

If all transient partner codes have to be in perfect sync regarding the current
time and the target coupling time, we need consider two different synchronization
scenarios:

5.3.1 (I) The Master-Slave Concellpt

Exactly one of the codes is the “time-master” and all its partner codes are called
“time-slaves”. The time-master defines the coupling target time and the time slaves
are forced to accept the target time received from the MpCCI server.

5.3.2 (II) Time Negotiations

All codes negotiate on a new “coupling time step size”. This negotiation is
implemented in the server. The server simply returns the minimum or maximum
of the prospective target time of all codes. Like in scenario (I), even the (minimal)
“coupling step size” might be larger than the “physical time step size” of each code.
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Fig. 8 Asynchronous time
stepping

In opposite to this it gives each code a chance to exchange quantities with its partners
at exactly each numerical time step.

5.4 Asynchronous Transient Coupling (Independent Marching
in Time)

Two simulation-codes may advance in time independent of each other. There is no
synchronization point any longer. A code may deliver or request mapped quantities
at any time. The MpCCI server then keeps track of the history, and stores and maps
into multiple buffers (Fig. 8).

This kind of coupling procedure is practically applied to solve “multi time scale”
co-simulation problems. A typical scenario of a multi time scale problem would be
the co-simulation between a transient solver advancing with tiny time step sizes,
but a large number of time steps per second wall-clock-time, while its partner code
requires far more computational effort per time step, but may advance with a larger
time-step-size, thus far fewer steps.

An example are two phase flows with lagrangian particle tracking, in which the
particle relaxation time is at most far less than the numerical time-step-size required
to solve the flow field. The coupling time-step-size is then controlled by the flow
solver or a structural mechanics solver, and the solution of the particle tracks is
independently done. This asynchronous coupling reduces latencies (one code might
be waiting for its partner code) and may be applied to achieve a “load balanced”
co-simulation.

5.5 Interpolation and Integration in Time

The solution of multi time scale problems requires an interpolation as well as
integration in time. Any space interpolation is automatically achieved due to the
repeated neighborhood search either within the MpCCI server or within the DEM
code.
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Fig. 9 Implemented linear and monotone cubic interpolation of an example dataset

The code advancing with the smaller time-step-size (in the tire-on-soil applica-
tion the DEM-code) may, independently of the coupling time-step-size, exchange
quantities at each time step and is than no longer in sync with its partner code. The
DEM-code requests new positions and velocities at the coupled wall vertices at each
physical time step (interpolation) and delivers new contact forces at the coupled
vertices (require integration).

An interpolation scheme must account for the fact that coordinates and velocities
are separate but dependent quantities, thus at least a C2-continuity is required.
Within MpCCI a monotone cubic spline interpolation [10] is implemented. This
cubic interpolation scheme allows a code also to request for the first and second
time derivate of a quantity consistently (see Fig. 9).

The DEM-code sends new contact forces at the coupled vertices at each physical
time step – a true exchange of quantities is only possible at the coupling time steps.
Since forces are picked up from the partner code at larger time steps, the MpCCI
server has to keep track of all force spikes. For integral quantities (not fields like
temperature) MpCCI sums up any received integral values into an “time integral
buffer”, starting at time ti . Whenever the partner code has received the integral
values at time tj , MpCCI restarts the summation.

f Abaqus.ti ; tj / D 1

tj � ti

�Z tj

ti

f SimPARTIXdt

�
(16)
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5.6 Load Balancing with Asynchronous Coupling

Given 4ti as the time-step-size of a code and n time steps per coupling step, the
coupling time-step-size 4tc for an individual code is

4tc D
nX
1

4ti ; n � 1 (17)

In case of a multi-time-scale problem, the largest time-step-size is identical with
the coupling time-step-size 4tc with n equals 1. For the other simulation-codes, the
number of time steps n and the time-step-size 4ti is adjusted to ensure a perfect
match at each 4tc .

The elapsed wall-clock-time 4tw per time-step 4ti of a simulation code is
in general independent of 4ti , but dominated by the complexity of the physical
equations and the soft- and hardware performance. The optimal coupling procedure,
from the performance point of view, requires a nearly identical wall-clock-time
4tcw D n4tw per coupling-time-step for all participating codes. Due to measure-
ment of 4tw within the MpCCI server (communication delays of each code between
two communication requests), the MpCCI server can give an advice on the selection
of the number of steps n and the physical time-step-size to each code.

5.7 Co-simulation Test Case: Particles Dropped on an Elastic
Panel

A DEM-FEA co-simulation demonstrating the principle effects and the correctness
of the co-simulation setup was carried out. A bulk of particles with different radii
is placed above a horizontal elastic panel clamped on one edge. The freely moving
particles are subject to gravitational acceleration pointing downwards. The elastic
panel modelled in Abaqus is not directly affected by gravity. A visualization of the
simulation of the DEM part is shown in Fig. 10. The particles are colored randomly.
The particles representing the panel in the DEM part are colored according to their
horizontal position from front to back. Results of the banded panel in the FEA part
are not shown but behave as expected. The time series shows how the panel first
bends due to the particle impacts and swings back later because of stored elastic
energy.

Note that this is a synchronous coupling and was not considered as a multi-
time-scale problem, although the differences of the time-step-sizes between the
DEM- and the FEA-code were at least one order of magnitude. In addition,
there was no demand for load balancing the simulation, since in this exam-
ple the wall-clock-time per physical time step of both codes, SimPARTIX and
Abaqus/Explicit, was similar. Then the DEM-code dominates the time-step-size.
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Fig. 10 Simulation snapshot of a bulk of particles falling on a panel clamped on one edge

6 First Results of a Tire-Soil Contact Simulation

The initial conditions depend on whether a car accelerates or retards. The first test
case presented here is an accelerating car starting from rest.

The process is split up into three different steps, each requiring a transient
simulation. At first the particles are evenly distributed within a sandbox and allowed
to settle down until a static equilibrium is achieved. Thus, a soil or snow covered
pavement is prepared. During the separate second (now coupled) step, the tire is
“pressed” into the sandbox. The vertical load on the tire is the equivalent weight
force of a typical car. Again, the objective is a static equilibrium state. As a result
of the particles compaction the tire creates a footprint on the surface of the granular
bed (see Fig. 11).
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Fig. 11 Tire dropped into a sandbox. The footprint is shown on the right picture

The last step of this workflow is the simulation of the spinning/accelerating tire.
Two different load cases have to be considered:

1. Dynamic: a torque is applied on the axle of the tire (plus the vertical gravitational
load and a virtual mass of the car according to D’Alembert’s principle).

2. Kinematic: an angular acceleration is applied, resulting in a reaction torque on
the axle.

In both cases, the reaction-torque is a measure for the traction. Additional
different kinematic constraints are possible:

1. Realistic: The rotation around the vertical axis (steering) is fixed, otherwise the
tire may freely move.

2. Experimental: the rotational axis of the tire is fixed, at least in the horizontal
direction.

If the axis is not fixed and the tire can freely move, it may, after a short
period of simulation time, leave the sandbox (the computational domain). In this
more realistic case an automated periodic replication of the sandbox in the driving
direction would help to simulate a nearly unlimited track and keep the number of
particles constant and thus the computational effort. This feature has not yet been
implemented within the code SimPARTIX.

The present example shown below is a first more complex test, but still not a fully
realistic simulation due to two restrictions:

1. The tire is modeled as a rigid body. It is not a co-simulation between SimPARTIX
and Abaqus. Studies using an elastic tire model are currently under way.

2. A totally fixed axis was chosen, which firstly prevents the tire from leaving the
sandbox and secondly avoids the tire to slump into the granular bed because of
the vertical load.

A constant torque of 100 Nm is applied on the axis. Rather large cohesion is used
to make the particles very sticky and to emulate mud or snow like characteristics.
Heat exchange between tire and soil is neglected. Roughly 300,000 particles were
used.



78 C. Dehning et al.

Fig. 12 Simulation snapshots

Fig. 13 Influence of the strength of granular cohesion on the tire dynamics

Figure 12 shows a series of simulation snapshots. The particles are color-coded
according to their velocity magnitude ranging from blue (zero velocity), to green
(medium velocity), and up to red (highest velocity). The principle effects on the
behavior of a sticky medium can be reproduced. Some granular material remains in
the groves of the tire tread.

The effect of cohesion within the granular bed is shown in Fig. 13. Even though
the progression of the traction is quite different in both cases, there are some
similarities. Initially the traction is nearly constant (constant angular acceleration)
and the tire begins to slip due to a lack of traction. After about 10 ms with strong
cohesion and roughly 60–70 ms with moderate cohesion the compaction of the
granular material begins at the rear end of the footprint. The traction torque is larger
than the axle torque and the tire decelerates. In the case of moderate cohesion the
tire stops rotating at about 120 ms. At that point, the applied torque is not sufficient
to overcome the traction caused by the compacted granular material. In the case of
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strong cohesion the traction torque reaches the same magnitude as the applied torque
(constant angular velocity), which indicates a nearly perfect traction. Apparently,
the cohesion of the granular bed has a strong impact on the tire dynamics.

7 Conclusion

The simulation of the traction of a tire on soil or a snow covered road is a typical
multidisciplinary application. One has to model the characteristics of soil or snow as
well as the deformation of the spinning tire. While the modelling of an elastic tire,
even made with complex rubber-material, seems no longer a major problem today,
the mathematical models of the physics of soil and snow are still under development.
The simulation of both physical systems is not covered by a single simulation code.

The presented solution of a co-simulation offers a way to overcome these
deficiencies and to open new ways into a simulation world which hasn’t been
addressed up to now.

The presented test examples for the co-simulation between SimPARTIX and
Abaqus as well as the application of the code SimPARTIX to the simulation of a
tire starting on a sticky granular bed show promising results.

The future objective is a fully coupled simulation of an accelerating or retarding
elastic tire. A long term vision is the integration of an antilock braking system
modelled by a system code into the co-simulation process of a braked tire.
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Efficient Neighbor Search for Particle Methods
on GPUs

Patrick Diehl and Marc Alexander Schweitzer

Abstract In this paper we present an efficient and general sorting-based approach
for the neighbor search on GPUs. Finding neighbors of a particle is a common task
in particle methods and has a significant impact on the overall computational effort–
especially in dynamics simulations. We extend a space-filling curve algorithm
presented in Connor and Kumar (IEEE Trans Vis Comput Graph, 2009) for its usage
on GPUs with the parallel computing model Compute Unified Device Architecture
(CUDA). To evaluate our implementation, we consider the respective execution time
of our GPU search algorithm, for the most common assemblies of particles: a regular
grid, uniformly distributed random points and cluster points in 2 and 3 dimensions.
The measured computational time is compared with the theoretical time complexity
of the extended algorithm and the computational time of its reference single-core
implementation. The presented results show a speed up of factor of 4 comparing the
GPU and CPU run times.

Keywords Neighbor search • GPU • Meshfree methods and particle methods

1 Introduction

Particle methods are widely used today, especially in fluid dynamics. One of
the earliest particle methods, smoothed-particle hydrodynamics (SPH) [10], was
already developed in 1977 to simulate astrophysics problems and is applied today
in many others areas of application. Other prominent examples of particle methods,
are e.g. Molecular Dynamics (MD) [11] and Peridynamics (PD) [21], which are
typically used in material science problems.

A common task in particle methods is the search for neighboring particles,
since the discretization depends on the interactions of particles inside an interaction
sphere or so-called horizon. Finding the neighborhood of each particle accounts for
a large part of the overall computational time and due to the often weak convergence
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properties of particle methods, very large particle clouds need to be employed in
high fidelity simulations. To overcome the computational complexity O.n2/ of the
naïve neighbor search, where we compute distances jjxi � xj jj of each particle xi
to all other particles xj , a number of approaches and numerical libraries exist.

One of the most renowned single-core libraries is ANN [14]. However, to deal
with very large particle clouds, necessary for accurate simulations results today, the
particle neighborhoods need to be computed in parallel. Here, also a number of
libraries exist for shared-memory [2,15,24] and distributed-memory [7,17] parallel
computers. On Graphics Processing Units (GPU), however, this task is essentially an
open question. Some algorithms [8, 12] and the “knn Cuda” [9] library is available
for General Purpose Computation on GPU(GGPU). This library supports GGPU
using the Compute Unified Device Architecture (CUDA), but is limited to 65;535
particles, which renders the library essentially useless in our setting, where we are
concerned with particle numbers of O.106/.

In this paper we present a generic GPU accelerated nearest neighbor search
algorithm, which can be utilized in any particle method. Our algorithm rests upon
the approach presented in [7]. According to [7] the algorithm is designed for better
efficiency on multi-core machines, due to low memory usage and good cache
efficiency. For GGPU low memory usage and good cache efficiency are important
indicators of the performance on the GPU. These benefits of the algorithm and
its complexity O.d n

p
em log.m//, where n denotes the number of particles, p the

number of threads andm the number of neighbors, offers a good initial situation for
an implementation on the GPU.

The remainder of this paper is structured as follows: In Sect. 2 we shortly
introduce our reference particle method, peridynamics (PD), to describe the problem
setting considered in this study. Note however that our approach is not restricted
to PD simulations, but rather is applicable in general particle methods. In Sect. 3,
we introduce the fundamental algorithm and discuss challenges in its extension
to GPUs. Then, we present the measured run time of the GPU accelerated
algorithm and compare these with the run time of the CPU implementation of the
algorithm and our GPU accelerated implementation in Sect. 4. We conclude with the
comparison of these implementations and a suggestion for use cases of the different
implementations in Sect. 5.

2 Neighbors in Particle Methods

Figure 1 shows sketches of reference particle clouds considered in this paper. Initial
particle configurations in simulations are often uniformly distributed. Thus, we
consider a regular particle arrangement and a uniformly distributed, but irregularly
spaced particle cloud. These initial particle clouds are redistributed at later time
steps of the simulation by the respective particle method. Thus, we may encounter
particle clouds with large variations in the particle density. Throughout this paper
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X1
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X4

a b

c d

Fig. 1 Sketch of reference particle clouds: graded point cloud of a regular grid X1 (a), points of
the Halton sequence X2 (b), graded Halton sequence X3 (c) and uniformly distributed random
points X4 (d). Both point clouds were graded with g.x/ D jjxjj2x

we consider these reference cases, see also Fig. 1, for the evaluation of our search
algorithm.

As a reference particle method we consider peridynamics (PD) [16,21,22], which
is a non-local generalization of continuum mechanics, with a focus on discontinuous
solutions as they arise in fracture mechanics. The principle of this theory is, that
particles interact with other particles at a finite distance by exchanging forces – very
similar to SPH and MD.

We present briefly the essential ingredients of the simple bond-based PD, which
are important for the neighbor search algorithm. For further details see [16, 21, 22].
The PD equation of motion for the displacement field u is given by the integral
equation

%.x/Ru.x; t/ D
Z
Bı.x/

f .u.x0; t/ � u.x; t/; x0 � x/dx0 C b.x; t/; (1)

with mass density %.x/, f as the kernel function modeling the interaction of
particles x and x0 in the initial reference configuration and b.x; t/ denotes the
external force. HereBı.x/ denotes the radial interaction zone, with the cut-off radius
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Fig. 2 Shows the reference
configuration R of the
particle cloud
X WD fxi ji D 1; : : : ng. All
particles inside the interaction
zone Bı.xi / of the particle xi
are connect with bonds to
exchange forces

ı for the internal forces, see Fig. 2. As usual the deformed material configuration
and instantaneous particle cloud Y D fyi g are obtained by yi .t/ D xi C u.xi ; t/.
Discretizing (1) in space by a collocation approach using the particle cloud X D
fxi g yields

%.xi /Ru.xi ; t/ D
X
j2Fi

f .u.xj ; t/ � u.xi ; t/; xj � xi / QVj C b.xi ; t/, (2)

with Fi D ˚
j j jjxj � xi jj 	 ı; i ¤ j

�
, f as the kernel function and Vj as

the volume associated with the particle xj . We determine Fi in the reference
configuration R, see Fig. 2. All particles inside Bı.xi / are connected with an bond
to xi and they exchange forces through the kernel function f , which depends on
the stretch of these bonds. QVj denotes the scaled volume of particle xj which is the
intersection of Vj \ Bı.xi /. This set depends only on the initial positions of the
point cloud and can be precomputed.

To prevent particle contact and overlap an additional force term fs is introduced
in the discrete model [16]. An example for the force term fs is a “hard” potential,
e.g. the repulsive part of the Lenard-Jones potential. The overall discrete PD model
then reads as

%.xi /Ru.xi ; t/ D
X
j2Fi

fb.u.xj ; t/ � u.xi ; t/; xj � xi / QVj

C
X
j2F s

i;t

fs.u.xj ; t/ � u.xi ; t/; xj � xi /Vj C b.xi ; t/: (3)

Thus, a second set of interacting particles

F s
i;t D ˚

j j jjyj .t/ � yi .t/jj 	 min.0:9jjxi � xj jj; 1:35ri/; i ¤ j
�
; (4)

which employs that the instantaneous particle positions y.t/ D xC u.x; t/ needs to
be computed. This set denotes all particles which are around the particle xi with the
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radius ri , due to deformation with respect to the instantaneous configuration and is
at time t D 0 the empty set.

This set depends on the current time and must be updated in every time step
during the simulation. Remember the computational complexity O.n2/ of the naïve
approach, which would dominate the overall computational effort of most particle
methods. Thus, this step must be realized in an extremely efficient way to allow for
the simulation of large particle clouds.

3 Neighbor Search

In this section we shortly review the fundamental algorithm presented in [7] which
will serve as the basis for our massive parallel implementation using CUDA. The
basic idea is to sort the points with respect to a space–filling curve (SFC). This is
a very successful and widely used approach for sorting multidimensional data with
respect to topological information [1, 3, 4, 13, 19, 20, 25]. Such a sorting strategy is
essentially realized via the following four steps (see also Algorithm 1).

Algorithm 1: Origin algorithm described in [7]. The steps highlighted in blue are
discussed in this section, because these need to be adapted for the implementation
on the GPU

1. Generating keys: The multidimensional point cloud X is transformed with T W
R
d ! R, which is the inverse of a SFC. Thus, a one dimensional key ki D T .xi /

is assigned to every particle xi 2 X .
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2. Sorting keys: These one-dimensional keys ki can easily be sorted and induce a
respective ordering of the particles xi 2 X .

3. Range scan: Moreover it is easy to identify “neighbor keys” in one dimension to
obtain a good initial guess QN.xi / for the geometric neighbors in multidimensions
of a particular particle xi .

4. Geometrical validation: Finally, we need to check if all geometrical neighbors
xj 2 X of particle xi 2 X are already found.

In the following we review this approach in more detail and discuss its implementa-
tion on a GPU. In a SFC-method, a multidimensional point x 2 R

d is transformed
to a (large) integer value T .x/ D k 2 N, which can then be easily sorted. Thus, the
transformation T W R

d ! N is essentially influencing the quality of the resulting
ordering of the data. There exists many different space filling curves, e.g. the Hilbert
curve, the Peano curve, the Lebesgue curve, also referred to as Morton order, which
can in principle be employed. One early application of the Morton order is efficient
range searching of multidimensional data in dynamically balanced trees [24]. Using
the Morton order, the transformation T W R

d ! N is computationally cheap, but
provides some sub–optimal locality. To clarify this let us consider the generation
and comparison of keys for the Morton order in the following.

x D
�
0

3

�
bD10

D
�
000

0111

�
bD2

T .x/WR2!N�������! .000101/bD2 (5)

Equation (5) shows the generation of the key T .x/ for the point x D .0; 3/T . First
the coordinates of the point in base 10 are converted to base 2 and then mapped to
the scalar key .x0y0x1y1x2y2/bD2 in base 2 by bit-interleaving. Equation (6) shows
the comparison of two points x1 D .0; 3/T and x2 D .1; 2/T using the Morton order
compare operator 	M .

T .x1/ D T

�
0

3

�
D .000101/bD2 	 .000110/bD2 D T

�
1

2

�
D T .x2/ (6)

The computational effort of the comparison T .x1/ 	 T .x2/ is small, since it
involves only two operations: the exclusive-or operation and the most significant
bit (MSB) operation delivers the result. Thus, the largest cost of the computational
work associated with the Morton order compare operator

x1 	M x2 , T .x1/ 	 T .x2/ (7)

is associated with the respective computation of the respective keys T .x1/ and
T .x2/.

Applying the Morton order compare operator to the nodes of a uniform 4 � 4

grid yields to the ordering depicted in Fig. 3. From this plot we find that we
assign “adjacent” keys to the points .3; 1/T and .0; 2/T . Thus, these points are
“neighbors” with respect to the Morton order, but not with respect to their Euclidean
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Fig. 3 The resulting
space–filling curve with the
Morton Order compare
operator �M on a uniform
grid with 4� 4 points.
Because of its shape, the
curve is also called Z–Curve

0 1 2 3

1

2

3

distance. Other space-filling curves, e.g. the Hilbert curve, may provide a better data
locality but the computational costs associated with the respective key generation or
compare operator may be much larger.

We obtain an initial estimate of the m-nearest neighbors of a particle xi by
selecting m=2 particles xj with the largest keys kj D T .xj / 	 ki D T .xi / and
m=2 particles with the smallest keys kj � ki D T .xi / and collect these keys in the
set ON.ki /. This initial guess QN.xi / D fxj jT .xj / D kj ; kj 2 ON.ki /g then needs to
be validated, i.e. we need to check if ON.ki / in fact contains the particles xj which
are closest to xi .

To this end, the Morton order divides a d -dimensional unit cell recursively in 2d

sub cells. In each sub cell there exist two keys q D T .x/ and p D T .x0/, so that
all particles xl with q 	 T .xl / < p are included in this sub cell. To validate the
initial guess QN.xi /, we have to check if the smallest key q and the largest key p
are included in ON.ki /. Otherwise the range of the set ON.ki / needs to be extended.
Algorithm 2 describes the extension of the set using some geometrical information
about the sub cells. Note that we use � D 4 as suggested in [7] and have not yet
optimized this parameter for the GPU.

The described transformation T is so far suitable for point clouds with integer
values as coordinates. With the extensions, described in [5, 7], the Morton Order
	M compare operator handles floating point values and multidimensional input data
with d > 3.

Thus, in summary we need to provide the operations to generate the keys and
handle recursiveness in Algorithm 2 on the GPU. To provide the exclusive-or
operation and the most significant bit (MSB) operation, because on a GPU, these
two operation are not available in the standard library, we need to define a new data
type for the IEEE 754 representation of float and double, to access the exponent and
the mantissa of the respective double or floating values of the particles.

Another issue for the implementation on a GPU are the recursive calls of
Algorithm 2, because the programming model on the GPU does not support “real”
recursiveness in kernel functions. The kernel function is launched on the device
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with a specified grid of blocks. Then, a device function is called, recursively,
within a kernel function. Thus, some recursive calls need to be implemented with
the help of device functions and the grid of blocks need to be adjusted, because
of the Single Instruction Multiple Threads (SIMT) architecture, depending on the
employed GPU.

Algorithm 2: Function CSearch(: : :) [7] extends the range of the set
fxi�ck; : : : ; xiCckg with using some geometrical information about the generated
sub cubes

CSearch(point pi , int l, int h) ;
if h-l < � then

Ai D nnm.pi ; fpi�m; : : : ; pi�mg/ ;
return

end
b D .h C l/=2 ;
Ai D nnm.pi ; Ai [ pb/ ;
if dist(pi ,box(pl ,ph)) � rad(Ai ) then

return
end
if pi < pb then

CSearch(pi , l, b-1);

if pb < p
dr.Ai /e
i then

CSearch(pi , bC1, h);
else

CSearch(pi , bC1, h);
end

if p�dr.Ai /e
i < pb then
CSearch(pi , l, b-1);

end
end

3.1 Parallel Sorting

With the increasing popularity of GGPU many standard sorting algorithms are
available for GPU [18, 23]. The library Thrust [26], a powerful library of parallel
algorithms and data structures, was extended with CUDA support and is now
integrated in the CUDA SDK. The Thrust library contains the data structure vector,
to store the multidimensional input data, in our case the particle locations xj ,
and an optimized parallel merge sort algorithm, which utilizes a user defined
StrictWeakOrdering comp which we realize with the help of 	M , see Eq. (7).
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4 Results and Discussion

To evaluate the implementation of the extended algorithm the measured computa-
tional time is compared with its theoretical complexity and with the run time of the
C++ Library STANN [6], the reference implementation of our base algorithm [7].

In all presented experiments we choose m D 168 (if not stated otherwise) for
3D particle clouds which corresponds to the number of geometric neighbors xj of
a particle xi , i.e. jjxj � xi jj 	 ı D 3a, on a regular lattice with the lattice constant
a. For 2D points clouds we choose m D 24, respectively. The number of threads p
per processor is determined by the available hardware. The Nvidia K20c we used
throughout this paper contains a Kepler GK110 G chip set. The specification of the
chip set describes 13 multiprocessors each with 2;048 threads. In a optimal case
all 13 multiprocessor with all threads can be executed in parallel. Thus, we use
p D 13 � 2;048 D 26;624.

First we compare the measured run times with the theoretical complexity
O.d n

p
em log.m// [7], where n denotes the number of particles of the point cloud

X , p the number of threads and m the number of neighbors. In Fig. 4 we consider
particle clouds X from n D 512 up to n D 221, which corresponds to the memory
limit of the GPU. From the depicted plots we can observe that our implementation
shows the theoretical complexity with respect to n for most of the considered point
clouds X : nodes of a regular grid X0, nodes of a graded grid X1 (Fig. 1a), Halton
points X2 (Fig. 1b), graded Halton points X3 (Fig. 1c) and uniformly distributed
random points X4 (Fig. 1d). For X0-X3 we find the expected linear asymptotic
behavior. Only or the uniformly distributed random points X4 we see, the influence
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Fig. 4 Comparison of the theoretical complexity O.c � n/ with the measured computational time
on the GPU
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of the recursive calls in Algorithm 2 in the serrations of the computational time up
to n D 220. For small particle clouds X4 the particle density around some particles
is low and to find all m neighbors the range of the initial guess QN.xi / needs to be
extended.

To confirm this assertion we consider m D 24 up to m D 830 for the point
clouds X1-X4 with n D 9;706 and n D 77;672 in three dimensions. From these
plots given in Fig. 5 we see for X1-X3 we attain the anticipated complexity with a
very small constant. Only for X4 we can again observe some oscillations. A more
robust results is obtained with extending the initial estimate to the range Œ�m;m�
instead of Œ�m

2
; m
2
�. For the point cloud X4 we see again that the range need to be

extended.
Secondly the extended algorithm for the GPU is compared with the STANN

library in the version 0:74 which does not support any parallel implementation for
finding the m-nearest neighbors. The configurations shown in Table 1 were used to
build the libraries. For the computation time on the GPU we measured the full work
flow. This means that the measured computation time includes the copying process
of the point cloud to the device and copying the resulting list of the m–nearest
neighbors back to the host.
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Fig. 5 Comparison of the theoretical complexity O.cm logm/ with the measured computational
time on the GPU

Table 1 Build configuration of the libraries for the CPU and GPU

CPU GPU

Compiler g++ (4.6.3) nvcc (release 5.5, V5.5.0)

Compiler options -o3 -archDsm_35

Hardware Intel Xeon 5500 (1 Core) NVIDIA Tesla K20c
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Fig. 6 Computational time for finding the nearest neighbor in the nodes of regular point grid X0

The neighborhoods for all point cloudsX0, X1,X2,X3 andX4 were computed in
two dimensions .m D 24/ and three dimensions .m D 168/ with double precision
(double) floating point values. The computational time for the STANN library was
measured on 1 core of an Intel Xeon 5500 CPU. The extended algorithm was
executed on a Nvidia Tesla K20c GPU. The number of multidimensional input
points is limited by the memory of the GPU, since our implementation of the
presented algorithm does currently not support streaming techniques and thereby
only single-GPU computing.

Figure 6 shows the measured computational time for the nodes of a regular grid
X0 with n from 512 up to n D 221. The depicted plots show that the search on the
GPU is substantially faster than on a single core of the CPU. Moreover, we find
that the computational time in two and three dimensions on the GPU are essentially
identical which indicates that the additional operations in three dimensions come
for free.

Note however, that for this perfectly homogeneous node arrangement the results
are not very representative for the general case since here essentially no (expensive)
geometric validation of the initial guess is necessary. Thus the initial guess QN.xi /
contains all geometrical neighbors with respect to the Euclidean distance.

The plots in Fig. 7 shows that for the graded nodes of a regular grid X

the asymptotic behavior holds.1 The difference between the computational time
between the dimensions should be 24 log 24

168 log 168 
 0:088, excluding the computational

1Storing the graded nodes of the two dimensional regular grid in row-major order in a thrust vector
leads to some issues in the costs of the Merge sort algorithm. To avoid this the nodes need to be
stored randomized.
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Fig. 7 Computational time for finding the nearest neighbor in a graded point cloud of a regular
grid X1 Fig. 1a
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Fig. 8 Computational time for finding the nearest neighbor in the Halton sequence X2 Fig. 1b

costs for the Euclidean distance in three dimensions. On the GPU we differ between
the dimensions with the factor 0:01 in X2.

Figure 8 shows the computational time for the Halton sequenceX2. Here we see
a difference of 2:18 in the computational time. Here we see the sub-optimal locality
of the curve for particles which are close in respect to the Morton order but not with
respect to their Euclidean distances.
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Fig. 9 Computational time for finding the nearest neighbor graded Halton sequence X3 Fig. 1c
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Fig. 10 Computational time for finding the nearest neighbor in a uniformly distributed random
points X4 Fig. 1d

Figure 9 shows the measured time for the graded Halton sequence X3. Here we
see a factor 0:77 between the computational time in two and three dimensions which
is a factor of 10 away of the theoretical value.

Figure 10 shows the results for the point cloud X4. Here we see artifacts of
the differing particle density up to particle clouds with n > 221. Here the factor
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between the dimensions is 0:52. In this point cloud we see that the computational
time depends on the particle density. Particle clouds with differing density has a
enormous effect on the computational time.

5 Conclusion

We presented an efficient neighbor search for particle clouds on GPUs. As a
reference particle method we considered peridynamics. We used the basic idea of
sorting points with respect to a space-filling curve as a massive parallel implementa-
tion on a GPU and described briefly the four steps essentially realizing such a sorting
strategy. We validated our implementation against the theoretical complexity of the
algorithm and compared the measured run times with the performance of the library
STANN. We are in general faster by a factor of 4. Only for very small particle
clouds X4 we need more computational time. Using distributed points clouds, with
a differing particle density, influence the computational time enormous, because
of the extension of the range of the initial guess QN.xi /. The costs for copying the
multidimensional point cloudX to the device and copying the resultingm neighbors
back to the host does not influences the overall computational time. Thus, the library
is suitable to update the neighborhood every time step in dynamic particle clouds.

To make the algorithm applicable in uncertainty quantification the dimension d
of the point should be enlarged to d > 3. Advanced techniques, like data streaming
or Multi-GPU computation, bypass the restriction of the memory of the GPU.
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Robust Discretization of Nonlocal Models
Related to Peridynamics

Qiang Du and Xiaochuan Tian

Abstract We study some nonlocal models related to peridynamics. These models
are parameterized by a horizon that serves as a length scale measuring the range of
nonlocal interactions. We focus on robust numerical schemes that can approximate
both nonlocal models and their local limits as the horizon parameter vanishes. A
representative linear model is used as an illustration. We show the lack of robustness
of some standard numerical methods and describe a remedy to get asymptotically
compatible schemes by utilizing elements of the recently developed nonlocal vector
calculus and nonlocal calculus of variations. Such findings may be useful to ongoing
research on modeling and simulations of nonlocal and multiscale problems.

Keywords Nonlocal models • Peridynamics • Meshfree methods • Local limit •
Nonlocal calculus of variation • Finite difference • Finite element • Quadrature •
Convergence analysis • Asymptotical compatibility

1 Introduction

Recent success of peridynamics (PD) in modeling materials singularities has
renewed interests in the study of nonlocal continuum models. Peridynamics,
proposed by Silling [21], is an integral-type nonlocal continuum model of materials.
It has been applied to various materials systems [1, 13, 22, 25]. Linear scalar PD
operators also share similarities with nonlocal diffusion operators, as pointed out in
[5], thus making the study of PD relevant to the study of nonlocal diffusion (ND)
models, see references in [26]. A distinct feature of PD and ND models considered
here is the horizon parameter ı, introduced by Silling [21], that characterizes
the range of nonlocal interactions. In PD/ND models, spatial differentiations are
formally avoided with the integral formation of nonlocal forces and fluxes [7]. As
ı ! 0, nonlocal effect diminishes and the limiting process provides a bridge linking
nonlocal models and classical (local) differential equation models, when the latter
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are well-defined, as shown formally in [12, 24] by Taylor expansions for smooth
functions and more rigorously for functions with minimal regularity both by Fourier
analysis [7, 11] and in bounded domains [17, 18, 28] with suitable topologies via
the framework of nonlocal calculus of variations. The replacement of differential
operators by integral nonlocal operators, and the strong connections between
nonlocal models and their local limits, along with works on meshfree discretizations
[22], have motivated many researchers to explore similarities between PD/ND
models and other nonlocal continuum theory such as those reviewed in [4] and
meshfree approximations of local PDE models such as those represented by Moving
Least Square (MLS) approximations and Reproducing Kernel Particle Methods
(RKPM) [14, 15] and Smoothed Particle Hydrodynamics (SPH) [19, 20]. In this
broader context, one may see greater benefit in developing suitable mathematical
framework and effective numerical algorithms that are applicable to both local and
nonlocal models. Such new developments may further enable us to better model and
simulate laws of nature.

Our objective here is to reiterate a special message on the discretization of
nonlocal models such as peridynamics based on recent studies: we advocate the
use of robust discretization schemes that work for both nonlocal models and their
local limits. This view is supported by a series of systematic mathematical and
numerical analysis of relevant nonlocal models. To elucidate the message, we
discuss the connections between nonlocal and local models, continuum descriptions
and discrete approximations. We then address the question on how to develop
numerical discretizations of nonlocal models that yield consistent approximations
in the local limit regardless how the nonlocal horizon and the mesh spacing are
coupled together. Such schemes are called asymptotically compatible (AC) schemes
[27]. The study of AC schemes, as some researchers in the field have agreed upon,
is showing its potential impact on the numerical studies of peridynamic models
and more broadly on the verification and validation of numerical simulations and
nonlocal modeling. Theoretically, the recently developed framework of nonlocal
vector calculus and nonlocal calculus of variations [5, 6, 16–18] provide a rigorous
basis for demonstrating the robustness. Practically speaking, robust discretization is
also very important as multiscale problems in nature often exhibit varying degrees
of nonlocality.

The paper is organized as follows. In Sect. 2, we briefly recall the peridynamic
models and some interesting features. In Sect. 3, we begin with some discussions
about the notion of nonlocality in mathematical modeling and in discrete approxi-
mations. We then move on to discuss some simple discrete schemes in Sect. 4. In
Sect. 5, we review some elements of the recently developed nonlocal vector calculus
and provide a glimpse of the nonlocal calculus of variations in Sect. 6 using the
linear bond-based PD model as an illustration. In Sect. 7, we discuss AC schemes
as robust discretizations to both nonlocal models and their local limits. Though the
discussions are presented for variational problems and Galerkin approximations,
similar studies are also applicable to direct discretizations of the nonlocal models via
quadrature formula and difference approximations as demonstrated in [26]. Some
conclusions are given in Sect. 8.
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2 Peridynamics and Nonlocal Balance Laws

In continuum mechanics, balance laws are often written as systems of partial
differential equations. A typical example is given by the classical equation of
motion:

� Ry.x; t/ D r � � .x; t/C b.x; t/ ; (1)

where x is the material point position, y D y.x; t/ the position of x at time t ,
Ry acceleration, � the mass density, and b external force. With u D y � x being
the displacement, F D ry D I C ru the deformation gradient, then � D O�.F/
represents a constitutive model; for example, for elastic material, O�.F/ D WF.F/
with the stored elastic energy density W D W.F /.

The Peridynamic (PD) theory takes on a form of differential-integral equations.
It is proposed as an alternative to the classical continuum mechanics [21]. For
example, the State-based PD equation of motion can be written as [23]

� Ry.x; t/ D
Z ˚

TŒx;Y�.x0 � x/� TŒx0;Y0�.x � x0/
�

dVx0 C b.x; t/ (2)

where, instead of introducing a deformation gradient, it adopts a notion of the
deformation state YŒx; t �.x0 � x/ D y.x0; t/ � y.x; t/, and the PD force state
TŒx;Y�.x0 � x/. The latter is an operator that maps from bonds between x and
neighboring materials points x0 to forces between x and x0, as specified by a
constitutive model. It is often assumed that TŒx;Y�.x0 � x/ vanishes when x0 is
outside a spherical neighborhoodBı.x/ of x with radius ı. The parameter ı is called
the PD horizon. If we denote T D TŒx;Y�.x0 � x/ and T0 D TŒx0;Y0�.x0 � x/, the
balance law:

d

dt

Z
˝

� Py dVx D
Z
˝

Z
Rnn˝

fT � T0g dVx0 dVx C
Z
˝

b dVx

can be seen as a nonlocal analog/extension of the local counterpart:

d

dt

Z
˝

� Py dVx D
Z
@˝

� � n d� C
Z
˝

b dVx :

A nonlocal flux functional was introduced in [7] as

F.˝1;˝2/ D
Z
˝1

Z
˝2

fT � T0g dVx0 dVx ; 8 f˝i � R
ng2iD1

for any pair of domains˝1 and˝2, which shares properties of a local flux functional
like additivity, action-reaction, and no-self-interaction. Moreover, it does not require
the two domains to be in direct contact, thus broadens the notion of local flux to
incorporate nonlocal interactions.
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To briefly summarize, PD is a continuum model that represents a nonlocal
balance law involving nonlocal fluxes and nonlocal operators; it avoids classi-
cal notions like the local flux and deformation gradient, thus possibly allowing
more singular solutions. In the local limit, classical balance laws represented by
PDE models can be recovered when such limits are physically meaningful, as
demonstrated later. In addition, recent works have demonstrated that PD can be
analyzed effectively via nonlocal vector calculus and nonlocal calculus of variations
[6, 7, 16–18].

3 Nonlocality and Discretization

Having briefly described nonlocal peridynamic models, we now present some
general discussions of local and nonlocal models and illustrate the interplay between
nonlocality and discretization through a comparison of nonlocal operators and
discrete operators.

So far we have largely attributed nonlocal models to those represented by
differential-integral equations such as PD models. At the same time, the notion of
local models has typically been reserved for partial differential equations. These
names are used mostly for easy reference since arguably there is hardly any precise
distinction between notions of locality and non-locality. It should be noted that,
on one hand, local PDE models have historically been very popular in many
scientific and engineering disciplines and have often appeared in elegant forms
with the development of classical calculus; on the other hand, nonlocality is also
ubiquitous in nature and nonlocal effects are generic due to model reduction and
coarse graining. Incorporating nonlocality into the modeling process may turn out
to be both convenient and necessary.

It is interesting to note that many nonlocal models may also be localized in
an extended configuration space, or through approximations like moment closures.
Moreover, numerical discretization and nonlocal interaction are often intertwined.
Discretizations of partial differential operators in local models often induce some
forms of nonlocality (on the discretized mesh scale), meanwhile, nonlocal operators
may often be seen as weighted or averaged discrete operators [26]. It is beyond
the scope of this work to address the origin and necessity of nonlocal models, but
exploring connections and contrasts in these different models surely helps us further
understand salient yet subtle features of nonlocality.

3.1 Nonlocality Due to Model Reduction

Generically, nonlocal features appear often in model reduction and coarse graining
such as those following homogenization processes and the Mori-Zwanzig for-
malism. Here, we give two elementary examples that are widely known. First,
we consider a local system for some coupled quantities of interest U1 and U2,
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for instance, a system represented by a sparse matrix in block form. A standard
elimination procedure leads to a reduced system associated with the so-called Schur
complement

�
A11 A12

A21 A22

��
U1

U2

�
D
�
F1

F2

�
; ) .A11 �A12A�1

22 A21/U1 D F1 � A�1
22 F2 :

Even though .Aij / can be local and sparse, A11 � A12A
�1
22 is not in general. In a

similar spirit, consider the boundary integral method for solving local PDEs, for
example, ��u D 0 in a two dimensional domain ˝ with a compatible Neumann
boundary condition @nu D g on � D @˝ . We have the following integral equation
of the second kind

��u.x/C
Z

u.y/@nG.x � y/dy D
Z
g.y/G.x � y/dy

whereG D G.x�y/ is the Green’s function. Thus, a local PDE problem is reduced
to a nonlocal integral equation for the Dirichlet data on the boundary.

3.2 Discretizing Local Models Yielding Nonlocal Models

For illustration, consider a simple model PDE

ut � ux D 0 (3)

with the spatial differentiation replaced by a difference:

ut .x; t/ � 1

h
.u.x C h; t/ � u.x; t// D 0; (4)

or equivalently,

ut .x; t/ � 1

h

Z
u.s; t/Œıs�x�h � ıs�x�ds D 0

with two Dirac-ı functions making up the kernel in the integral. This leads to a
system of coupled ODEs defined on the whole real line (for all x 2 R). The
singularly supported kernel may be further approximated or regularized by other
kernels to get

ut .x; t/ �
Z
R

u.x � s; t/!.x; s; h/ds D 0 ; (5)

which is a nonlocal continuum model characterized by a parameter h > 0.



102 Q. Du and X. Tian

The model equations represented by (3)–(5) are all continuum models. Never-
theless, Eq. (4) may be viewed as a discretization of the PDE (3) in the sense that
an infinite limiting process of performing spatial differentiation is discretized by
a finite process involving an algebraic combination of two function evaluations
even though the ranges of independent variables are kept as continua. The latter
distinguishes the discussion here from the traditional method of lines for discretizing
PDEs, though (4) can surely be solved only at discretely sampled grid points fxj D
jhg1

jD�1, which would be in line with more conventional practices. Similarly, (5)
can be further discretized by adopting a numerical quadrature for the integral at
some grid points or quadrature nodes.

The above discussion, to some degree, shares resemblance with similar ideas
explored in SPH and RKPM and various nonlocal theories in mechanics [4] that
often introduce a generic nonlocal state variable Qq D Qq.x/

Qq.x/ D
Z
˝

W.x � s/q.s/ds

as a representation of a state variable q D q.x/ with a suitably chosen nonnegative
weight function W . Although in most of these approaches, much focus has been
given to discrete quadrature forms of the above representation. Consequently, the
resulting approaches are more closely linked to numerical approximations of certain
local models or PDEs, and a great deal of efforts have been devoted to study the
convergence behavior of the numerical solution as the mesh gets refined. We note
however that, it is also interesting to examine properties of nonlocal models with
h being finite. For instance, while the local model (3) is a first order hyperbolic
equation with a unit speed of propagation, the nonlocal model (4), for any finite
value of the parameter h > 0, has an infinite speed of propagation, yet, it is
distinctively clear that as h ! 0, the two models are consistent. Thus, the contrast of
propagation speeds in two different regimes naturally motivates us to adopt a more
general characterization of propagation speed that may capture common features of
wave propagation in both local and nonlocal models.

3.3 Nonlocal Models Represented by Discrete Operators

Furthermore, nonlocal operators can be viewed as continuum forms of discrete
operators. Taking for example the operator

Lıu .x/ D 2

Z ı

�ı
�
u.x C s/� u.x/

�
�ı.s/ds

D
Z ı

�ı
�
u.x C s/� 2u.x/C u.x � s/

�
�ı.s/ds

D 2

Z ı

0

u.x � s/� 2u.x/C u.x C s/

s˛
s˛�ı.s/ds (6)
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for an even kernel function �ı , and a parameter ˛ 2 Œ0; 2�. The operator can be
viewed as an averaged (continuum) difference operator. The fact that the average
is taken over the range of s 2 .0; ı/ means that rather than a finite difference,
we in fact have a continuum of differences if �ı is indeed supported over such a
continuum region (or rather, it is more regular than singular measures representing
finite combinations of Dirac-delta measures and their distributional derivatives).
Or, one may say that the linear nonlocal model is a continuum combination of
discrete schemes. Different properties of the nonlocal operators are naturally built
into, or determined by, the kernels (weights) �ı. Quadrature approximations of
integrals at discrete grid points lead naturally to a finite difference approximation
schemes. For time-dependent equations, such an approximation can lead to a
meshfree implementation as presented in [22] for PD models. Meanwhile, direct
correspondence can also be made between Lı and classical differential operators as
in [7] when �ı is formally taken to be derivatives of Dirac-delta measures. The local
limit can also be recovered by taken a sequence of �ı with

2

Z ı

0

s2�ı.s/ds D Cı ! C0 2 .0;1/ as ı ! 0 (7)

to get the convergence of Lı to the local limit C0 d
2

dx2
.

4 Approximating Nonlocal Models

With (6), it is intuitively clear that we may obtain a fully-discrete finite dimensional
algebraic system by approximating the continuum difference represented by Lı
by discrete finite differences through various quadrature approximations (thus the
quadrature based finite difference discretization as named in [26]).

To first present a simple class of quadrature based difference approximation for
Lı , we consider discrete operators L˛;hı;0 defined in [26] given by

L˛;hı;0 ui D 2

rX
mD1

ui�m � 2ui C uiCm
.mh/˛

Z
Im

s˛�ı.s/ds : i D 1; : : : N ; (8)

where fuig are approximations of fu.xi /g, fIm D ..m� 1/h;mh/grmD1 with ı D rh.
The freedom in picking the parameter ˛ 2 Œ0; 2� is provided to offer a wide choice
of different approximations.

As illustrated in [26], the discrete operator in (8) is obtained from a simple
Riemann sum like quadrature of the integral (6). We may consider other quadratures
like the trapezoidal and Simpson’s rules for the integral in (6). For example, we have
a trapezoidal like rule given by
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Lˇ;hı;1 ui D 2

r�1X
mD1

ui�m � 2ui C uiCm
.mh/ˇ

Z
Im[ImC1

�1m.s/s
ˇ�ı.s/ds

C 2
ui�r � 2ui C uiCr

rˇhˇ

Z
Ir

�1r .s/s
ˇ�ı.s/ds

(9)

for i D 1; : : : ; N , where f�1mg are the standard piecewise linear hat basis function
and the parameter ˇ D 0 or 1 [26].

Both schemes (8) and (9) are shown to be convergent approximations to the
nonlocal model associated with the operator (6) for a given horizon ı and as h ! 0

[26]. Schemes corresponding to (9) have higher order of convergence than those
given by (8). All these schemes lead to linear systems with coefficient matrices
beingM -matrices. Moreover, these schemes are derived from direct discretizations
of the nonlocal equations, or say, their strong forms via collocation and quadrature
approximations. It is thus interesting to note that the discrete operator given by (9)
with ˇ D 0 has been shown to be completely equivalent to the discrete operator
corresponding to Galerkin finite element approximations with piecewise constant
elements [26]. The latter, in its most natural setting, is viewed as a discretization
of the weak form of the nonlocal equation. This further illustrates the connections
between different approaches in discretizing the nonlocal models, being based on
either strong or weak forms. Such connections have been explored in the literature
in the context of numerical PDEs, see [26] for more discussions.

While (8) and (9) are good discretizations of (6), their convergence properties in
the local limit are much more subtle. For example, it was shown that a standard three
point central difference of the local limit C0 d

2

dx2
is obtained from (8) with ˛ D 2

and (9) with ˇ D 1 by using the kernel �ı chosen to satisfy (7). However, such
nice consistency cannot be expected in general with other choices of the exponents
˛ and ˇ. Moreover, there are also potential problems when the horizon is coupled
with the discretization parameter. The latter scenario is often encountered in practice
when modeling and simulating multiscale problems and thus deserves more careful
studies.

For illustration, we let ı D rh for a fixed integer r and take a special kernel
�ı.r/ D ı�2r�1 which leads to Cı D C0 D 1, then following the calculation given
in [26] for generic kernels, we get that the limit of (8) with ˛ D 1 as h ! 0 is in
fact given by

C r
0;1

d 2

dx2
D r C 1

r

d2

dx2
;

which means that for any finite r , the scheme (8) with ˛ D 1 consistently over-
estimate the elastic constant of the correct limiting local elasticity model by a
constant factor. This scaling factor depends on the choices of kernels and quadra-
tures. Such a discrepancy was shown to be generic for the types of discretizations
given in (8) and (9) (and thus for piecewise constant Galerkin finite element
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approximations as well). This phenomenon has been observed by other research
groups as issues mostly attributed to the quadrature approximations. To provide
a mathematical understanding of such phenomenon, we will rely on the nonlocal
calculus of variations framework developed for nonlocal models.

5 Nonlocal Vector Calculus Formulation of Linear Nonlocal
Operators

The nonlocal vector calculus developed in [7] represents a systematic study of
nonlocal models and nonlocal operators. The theory helps to elucidate the often
contentious issue of boundary conditions or more properly nonlocal constraints.
Various basic nonlocal operators have been defined as the basic building blocks. For
example, for given unit vector ˛.x0; x/ D .x0 � x/=jx0 � xj, we have the nonlocal
divergence operator:

.D‰/.x/ D
Z
Rn

�
‰.x; x0/C‰.x0; x/

� � ˛.x; x0/ dx0 ;

for any 2-point tensor valued function ‰WRn � R
n ! R

n�m and its adjoint:

.D�v/.x; x0/ D �
v.x0/ � v.x/

�˝ ˛.x0; x/ ;

for any vector valued function vWRn ! R
m We let G� D Tr.D�/ form D n, that is,

.G�v/.x; x0/ D �
v.x0/� v.x/

� � ˛.x0; x/.
Among various applications of the nonlocal vector calculus, it allows us to

reformulate PD type linear nonlocal balance laws in ways similar to local linear
PDE models. We give a couple of examples.

1. Nonlocal Laplacian. For a given symmetric kernel !.x0; x/, a compositions of
above operators gives,

�D.! D�u/ D
Z
!.y; x/.u.y/� u.x// dy

which is a scalar nonlocal Laplacian (nonlocal diffusion operator) L D
�D.! D�/, a nonlocal analog of the classical operator r � .! r/. Often, the
kernel function can be taken to be ! D !ı.jy � xj/ with !ı having a compact
support over jy � xj 	 ı (horizon parameter) and it is suitably scaled so that

�D.!ı D�/ ! r � .Kr/ ; as ı ! 0

for a diffusion coefficientK .
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2. Linear bond-based PD operator Lb D �D.!ı G�I/ with I being the identity
tensor, whose local limit is given by 	r � r	r r�, a special form of the Navier
operator with Poisson ratio 1=4.

3. PD Navier operator: Lsu D ��D.!ı G�I/� �D!ı

�
Tr
�
D�
!ı
.u/
�
I
�

where

!ı.x; y/ D n

m.x/
!ı.jx � yj/jx � yj and m.x/ D

Z
˝

!ı.jx � yj/jx � yj2dy ;

the weighted operators are defined by

D!ı

�
U
�
.x/ D D

�
!ı.x; y/U.x/

�
.x/; (10)

D�
!ı

�
u
�
.x/ D

Z
Rn

D�.u/.x; y/ !ı.x; y/ dy (11)

which map (1-point) functions to themselves and they correspond to the classical
divergence and gradient operator in the local limit [7] and as ı ! 0,

��D�!ıG�I
� � �D!ı

�
Tr
�
D�
!ı

�
I
� ! 	r � r.	C �/r r � :

It is worthwhile to note that D and D� are maps between functions with different
independent variables as they mimic the local transforms between differential forms
of different orders. On the other hand, the weighted operators D! , D�

! are actually
more aligned with classical derivative operators defined on vector fields, which are
the local limits of D! and D�

! as demonstrated in [7]. More studies along these lines
are currently underway. Symbolically, one may recover D� from D�

! by picking a
special weight !ı as a Dirac-delta function at a point away from x.

There are more extensive discussions of D, D�, D! , D�
! , and G, G�, C, C�

(nonlocal curl’s) in [7], along with nonlocal Green’s identities such as

Z
Rn

u
�
D
�
!
�
D�v

���
dx �

Z
Rn

�
D
�
!
�
D�u

���
vdx D 0 ;

Z
Rn

uD!ı

�
D�
!ı

v
�
dx D �

Z
Rn

�
D�
!ı

uD�
!ı

v
�
dx D

Z
Rn

D!ı

�
D�
!ı

u
�
vdx :

6 Nonlocal Calculus of Variations

Building upon the foundation of the nonlocal vector calculus, we may further
develop the theory of nonlocal calculus of variations. For example, consider a linear
variational problem related to the nonlocal (bond-based PD) model �Lıu D b
defined on a domain˝ with
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Lıu D �D.!ı G�I/.u/ D
Z
Rn

!ı.jy � xj/ y � x
jy � xj ˝ y � x

jy � xj
�

u.y/� u.x/
�
dy :

We may take ˝I as the constraint set of nonzero measure (i.e., it is not a lower-
dimensional boundary) to impose the u D 0 condition on˝I . An example is ˝I D
fx 2 ˝c W dist.x; @˝/ < ıg, a ı-layer surrounding˝ .

For a kernel !ı that satisfies

!ı.r/ � 0;8r 2 .0; ı/; supp.!ı/ � Bı.0/;

Z
Rn

jxj2!ı.jxj/dx < 1 (12)

where the last condition implies that !ı has finite second order moments (which is
necessary for well-defined elastic moduli), we have the following

Energy space: V D fu 2 L2.˝/ j juj2v D
Z
˝

Z
˝

!ı .G�u/2dydx < 1gI

Bilinear form: Bı.u; v/ D
Z
˝

Z
˝

!ı.G�u/.G�v/ dydx I

Solution space: Vc;ı D fu 2 V j u D 0 in ˝I g � V I

Weak form: find u 2 Vc;ı such that Bı.u; v/ D .b; v/ ; 8 v 2 Vc;ı :

Various properties of the function spaces V , Vc;ı and the bilinear form Bı can be
studied in both specific spaces that are identified with either L2 spaces or fractional
Sobolev spaces, and general abstract spaces that are defined via energy functionals
[18]. These studies lead to results like

• V , equipped with the norm fkuk2
L2

C juj2vg1=2, is a Hilbert space. Moreover, the
embeddings:H1 ,! V ,! L2 are continuous.

• The solution space Vc;ı D fu 2 V j u D 0 in ˝I g is a subspace of V that is
closed and dense in L2 (thus separable), containing all functions in H1

0 .˝/ with
zero extensions on ˝I as a dense subspace.

• Z D fu 2 V j Bı.u;u/ D 0g contains only rigid body displacement.
• Nonlocal Poincare’s inequality: for any u 2 Vc;ı , juj2v � ckuk2

L2
; for some

generic constant c > 0, which implies the coercivity of Bı.�; �/.
• Well-posedness of the variational problem: given b 2 V �

c;ı (the dual space of
Vc;ı), find u 2 Vc;ı, such that Bı.u; v/ D .b; v/ for any v 2 Vc;ı .

• The embeddings and Poincare constants are uniform in ı (for ı less than some
ı0) if

!ı.r/ D 1

r2ıd
O!.r
ı
/ ; !0

ı.r/ 	 0 ;

Z
O!.jxj/dx D 1 : (13)



108 Q. Du and X. Tian

• Asymptotically compact embedding property: given the above !ı, any sequence
fuıg uniformly bounded in Vc;ı with respect to ı ! 0 is also relatively compact
in L2 with each limit point in H1.

The theory of nonlocal calculus of variations can be used in various settings. For
example, let us consider a family of closed conforming subspaces fWı;h � Vc;ıg
parametrized by an additional parameter h 2 .0; h0� representing the typical
mesh size. Although the subspaces fWı;hg do not always need to assume a
finite dimensional form [27], we only consider here the situation that they are
primarily discrete function spaces of finite dimension. Then, the nonlocal calculus
of variations immediately allows a systematic analysis of conforming Galerkin
approximations: find uh 2 Wı;h � Vc;ı , such that

B.uh; vh/ D .b; vh/ ; 8vh 2 Wı;h :

Some typical results include: for !ı satisfying (12) and a given horizon ı > 0, we
have the best approximation property

ku � uhkv 	 inf
vh2Wı;h

ku � vhkv ; as h ! 0 :

Further error analysis can be made for standard FEM as in the case presented in
[5, 28]. Similar conclusions remain valid when Wı;h � Vc;ı is made of other closed
subspaces associated with XFEM, GFEM, PUM or other Meshfree methods. One
may generalize to the Galerkin-Petrov setting so that either the strong form or a
generalized weak form of the nonlocal equations can be used for the discretization.
For a posterior error analysis and convergent conforming adaptive finite element
algorithms, we refer to [9, 10]. More works on nonconforming methods and mixed
methods are currently underway.

Extensions to more general state-based peridynamic models can also be made
based on the analysis in [17]. Similar analysis can also be applied to recently studied
models of nonlocal diffusion and convection [8].

7 Asymptotically Compatible Schemes for Nonlocal Models
and Their Local Limit

In [27], asymptotically compatible schemes are studied for general parametrized
problems. Below, we present a definition for the special case of nonlocal peridy-
namic models and their local limits with the nonlocal horizon being the parameter.

Definition 1. A family of approximations fuı;hg for nonlocal problems
parametrized by the horizon ı and mesh size h is said to be asymptotically
compatible (AC) to the solution u0;0 of the local limit, if for any sequence ın ! 0

and hn ! 0, we have kuın;hn � u0;0kL2 ! 0, as n ! 1.
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Fig. 1 Various convergence issues and limits as ı; h ! 0

With both ı and h as parameters, there are various limiting processes as outlined
in Fig. 1. Among these processes of interests, the limit of discrete approximation
u0;h to the solution u0;0 of local PDE problems, as the mesh is refined (h ! 0),
has perhaps been most widely studied, as part of the subject on numerical PDEs.
The limit as ı ! 0 of solutions uı;0 of nonlocal model to the local limit u0;0 is
a consequence of the nonlocal calculus of variations as described in the previous
section. The other limiting cases all involve discretizations of nonlocal models.

Analytically, the keys to establish AC schemes for linear nonlocal variational
problems are the uniform embeddings and the asymptotically compact embedding
properties associated with the energy spaces.

We denote the local limit of nonlocal operators Lı by L0. For a finite ı0 > 0,
we need the following assumptions that include, first of all, conditions ensuring
the convergence of approximations to elements of Vc;ı as h ! 0 for each fixed
ı 2 .0; ı0�, while the second part is concerned with the limiting behavior as both
h ! 0 and ı ! 0 at the same time.

Assumption 2. Assume that the family of subspaces fWı;h � Vc;ıg satisfies the
following properties.

(i) For each ı 2 .0; ı0�, the family fWı;h; h 2 .0; h0�g is dense in the energy space
in the sense that, 8v 2 Vc;ı , there exists a sequence fvn 2 Wı;hng with hn ! 0

as n ! 1, such that

kv � vnkv ! 0 as n ! 1 : (14)

(ii) fWı;h; ı 2 .0; ı0�; h 2 .0; h0�g is asymptotically dense in H1
0 , i.e., 8v 2 H1

0 ,
there exists a sequence fvn 2 Wın;hnghn!0; ın!0 as n ! 1, such that

kv � vnkH1 ! 0 as n ! 1 : (15)

As seen from the previous discussion and more detailed studies given in [26],
there are finite element approximations to the nonlocal diffusion models that are
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not AC. In particular, if ı is taken to be proportional to h, then as h ! 0, the
piecewise constant conforming finite element solutions actually converges to the
wrong limit. It is of practical interests to provide some constructive remedies to
avoid such undesirable effects. Indeed, in [27], it has been shown that as long as the
condition h D o.ı/ is met as ı ! 0, then we are able to obtain the correct local limit
even for discontinuous piecewise constant finite element approximations when they
are of conforming type, which corresponds to the schemes given in (8) with ˛ D 1

and (9) with ˇ D 0.
Meanwhile, it has been shown in [27] that all conforming Galerkin approxima-

tions of the nonlocal models containing continuous piecewise linear functions are
automatically AC. Naturally, these schemes turn to provide higher order accuracy
to the nonlocal problems, yet we emphasize that the advantage is not limited to the
gain in accuracy (which is generally applicable only with smooth functions) but also
to the robustness in offering consistent solutions to the desirable physical models
regardless how the modeling and discretization parameters are coupled. The latter
is one of the main findings of our recent studies.

It should be noted that the above results are established for linear variational
problems with interaction kernels satisfying (12) and (13) with homogeneous
nonlocal constrained value conditions. Nevertheless, the discussions are quite
general, for example, they also hold for linearized state-based peridynamic models
as illustrated in [27]. The same notion is independent of the weak formulations
and is applicable to collocation and quadrature based methods. There is also the
flexibility to adapt the theory for other forms of approximations such as those
based on the meshfree spaces and reproducing kernel spaces [14,15] and Smoothed
Particle Hydrodynamics (SPH) [19, 20].

Numerical experiments have been conducted for a 1d nonlocal problem �Lıu D
f on .0; 1/ with the nonlocal constraint u D 0 outside .0; 1/ and a special
kernel is chosen to be �ı.s/ D ı�2s�1. Detailed reports can be found in [27].
We present some plots of pointwise errors between the limiting local solution and
solutions of nonlocal problems using discontinuous piecewise linear finite element
methods. The diminishing errors indicate the numerical convergence regardless
how ı vanishes with respect to the mesh size h, demonstrating the robustness of
numerical approximations (Figs. 2–4).
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8 Conclusions

Much of the works presented here are based on several of our recent works and
they serve two purposes: one is to argue for necessity of nonlocal models and the
intimate connections between nonlocality and discrete models, while the other is to
raise the awareness that coupling the scale of nonlocality and the mesh spacing can
sometimes be risky and thus calling for a more general mathematical frameworks
for its analysis. These observations have more universal values beyond the study
of peridynamics. Indeed, discussions of the nonlocality introduced in the physical
models and in discretizations have been made in many prior works. For example,
in [4], a historical perspective has been given including discussions of works by
Bazant and Belytschko to incorporate nonlocality into traditional PDE models [2,3].
It raises the point that in a finite element solution, the element size then serves as a
length scale so that mesh refinement tends to localizes the nonlocal regularization
effects and making the computation mesh-sensitive. Such issues also served as
strong motivation to the meshfree methods that shared an essential feature: the
approximation functions are not locally constructed, and for MLS or RKPM, non-
locality is embedded in the weight function. Chen et al. [4] also made the same
argument given earlier that the non-local model is identical to the continuous form
of the meshless kernel approximation and thus leaving the issue to reconcile errors
in the discrete kernel approximations.

While mathematical analysis of meshfree methods have been around for many
years now, the analysis for nonlocal schemes to the nonlocal PD models have only
got started very recently. Yet, we note that recent studies in [26] and [27] have
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offered more clear elucidations of the roles of the nonlocal scaling parameter and the
discretization parameter in numerical discretizations of nonlocal models and their
local counterparts, so that we may gain more insight on an issue that is universal
to other meshfree methods as well. To offer a mathematical understanding of the
intertwining issues related to changing modeling parameter and mesh parameter,
the nonlocal calculus of variations framework developed for the nonlocal models
[5, 6, 16–18] becomes a useful tool. Such a framework was built upon the basic
elements of the nonlocal vector calculus [5, 7] and it provides a rigorous basis to
study AC schemes as discussed in [26] and [27].

Our studies so far have focused on the linear variational problems and Galerkin
type approximations. We are currently exploring the extensions to time-dependent
problems, nonlinear models, approximations in terms of generalized or extended
finite element methods and other meshfree formulations. Further development of
AC schemes for realistic nonlocal materials models will have more practical impact
on the verification and validation of numerical simulations and nonlocal modeling.
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Non-intrusive Uncertainty Quantification
with Sparse Grids for Multivariate Peridynamic
Simulations

Fabian Franzelin, Patrick Diehl, and Dirk Pflüger

Abstract Peridynamics is an accepted method in engineering for modeling crack
propagation on a macroscopic scale. However, the sensitivity of the method to
two important model parameters – elasticity and the particle density – has not yet
been studied. Motivated by Silling and Askari (Comput Struct 83(17–18):1526–
1535, 2005) and Kidane et al. (J Mech Phys Solids 60(5):983–1001, 2012) we use
Peridynamics to simulate a high-speed projectile impacting a plate and study the
overall damage on the plate. We have extended the setting by the magnitude of the
force of the indenter and selected the parameter range such that a sharp transition in
the response function occurs.

We describe the simulation setting as an uncertainty quantification problem and
use a non-intrusive stochastic collocation method based on spatially adaptive sparse
grids to propagate the uncertainty. We show first convincing results of its successful
application to Peridynamics and compare to Monte Carlo sampling. If the magnitude
of the force is deterministic, a strong sensitivity of the damage in the plate with
respect to the elasticity factor can be shown for the 2-dimensional setting. If it is non-
deterministic, it dominates the simulation and explains most of the variance of the
solution. The error of the expectation value estimation reaches an early saturation
point for the studied collocation methods: We found parameter ranges where the
quantity of interest oscillates. Moreover, faster convergence and higher robustness
than for the Monte Carlo method can be observed.
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1 Introduction

Most simulations depend on certain parameters, such as material parameters or
model parameters. Frequently, the exact values of parameters are not given, and
the effect of uncertainty in the choice of parameters on certain output values are
of interest. In plenty of applications, the influence of parameters to the simulation
results are of high relevance. In this paper, we present a non-intrusive method for
a d -dimensional parameter study for simulations, both to estimate the influence of
parameters and to quantify uncertainties. To this end, we consider the peridynamic
theory [20, 21], a non-local particle-based theory in continuum mechanics with a
focus on discontinuous functions as they arise in fracture mechanics.

Silling and Askari used in their publication about Peridynamics [21] the impact
of a spherical indenter on a cylindrical plate to show the method’s capability
to model complex fractures. Kidane et al. [9] employed a similar setting. They
simulated the impact of steel projectiles with ballistics speed on aluminum plates,
with regard to a data-on-demand uncertainty quantification (UQ) protocol.

Motivated by their work, this paper brings together these two aspects, Peridynam-
ics and UQ, using stochastic collocation based on spatially adaptive sparse grids, a
numerical scheme for higher-dimensional discretizations [3]. Our simulation setting
is the impact of a high-speed projectile of steel on a ceramic plate. The aim of this
paper is to quantify the sensitivity of the damage in the plate with regard to three
relevant model parameters. First, we consider a scaling factor for the elasticity in
the Prototype Brittle Material (PMB) model, which is used to model the ceramic
material of the plate. The second one is the density of particles in the plate, which
we model by the initial distance between two particles, and the third one is a scaling
factor for the magnitude of the force of the indenter. We formulate the parameter
study as a UQ problem and interpret these parameters as uncertain, i.e., as random
variables.

Due to the uncertainty of the inputs, the model’s outcome becomes uncertain
as well, but neither statistical moments nor a probability distribution are known
a priory. They depend on the uncertainty of the parameters, which have to be
propagated through the simulation. We consider non-intrusive UQ, sample the
stochastic space on so-called collocation nodes, compute the outcome of interest
and analyze the effects. The most common method based on this principle is Monte
Carlo sampling. It is independent of the dimensionality of the stochastic space, easy
to implement, and it is guaranteed to converge to the true solution in the limit of
infinitely many samples. Its main drawback is a rather slow convergence rate.

In a simulation context each collocation node requires a full-scale simulation
and is often very costly. This motivated us to use the knowledge about the solution,
namely the simulation results at the collocation nodes, and interpolate between
them. A very common approach to construct such an interpolant is the non-
intrusive generalized polynomial chaos expansion (gPC), presented in [25, 26]. The
expansion is based on the Askey Scheme, which assigns parameter distributions
to optimized orthogonal bases. The corresponding coefficients are computed by
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spectral projection, which leads of course to a possibly high-dimensional quadrature
problem. However, the basis functions have global support and suffer therefore
Gibb’s phenomenon when sharp transitions occur [25]. Therefore, [24] introduced
the multi-element gPC, which decomposes the stochastic space adaptively using
an Analysis-of-Variance (ANOVA) based decomposition criterion. Oladyshkin
extended the polynomial chaos expansion to arbitrary parameter distributions,
which is known as the arbitrary polynomial chaos method [12].

However, we propose a different approach, which is called adaptive sparse grid
collocation (ASGC) method in [5]. It is based on standard spatially adaptive sparse
grids [3, 11, 15, 16] and expands the stochastic space using a hierarchical basis.
It can cope with the curse of dimensionality to a large extent per construction,
which gPC methods can not. Moreover, the sparse grid method provides, due to
its hierarchical approach, a direct estimate for the interpolation error for free, which
allows one to adaptively refine to peculiarities of the underlying function. This grid-
based approach scales linearly in the number of collocation nodes and then allows
the efficient estimation of the statistical moments. The basis functions have local
support and can thus resolve sharp transitions without suffering a lot from Gibb’s
phenomenon. Moreover, we consider several strategies for adaptive refinement and
are able to further reduce the number of samples. Sparse grid collocation is a
highly active field of research in the context of UQ: Jakeman et al. worked on
the detection of discontinuities in high-dimensional stochastic spaces [8], Archibald
et al. extended it to hybrid parallel architectures [1], and Zhang et al. used it to
improve Bayesian inference in UQ settings [27], to name but a few.

In this work, we employ the ASGC method to simulations with Peridynamics
as a first, still low-dimensional proof of concept for its efficiency and robustness in
a real-world example. To keep the number of simulation runs small we propose a
new refinement criterion. Having the explicit function representation of the solution
in hand, we estimate global sensitivity values by variance decomposition based
on [22].

In the next section we introduce the UQ problem formally, and describe how
we compute global sensitivity values. In Sect. 3 we present the adaptive sparse grid
collocation method in detail. In Sect. 4, we introduce the peridynamic model. The
simulation setting is described in Sect. 5. We present numerical results in Sect. 6 for
a two- and three-dimensional setting that can explain properties of the underlying
simulations, and conclude this work with some remarks in Sect. 7.

2 Problem Setup

The task we address in this paper is to estimate sensitivity values of peridynamic
parameters with respect to some quantity of interest we compute out of the results
of peridynamic simulations. We describe the variation of the input by probability
density functions, which we propagate through the simulation. In this section we
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discuss first the forward propagation of uncertainty and second the sensitivity
analysis based on ANOVA.

2.1 Forward Propagation of Uncertainty

Let the system be driven by some model M D .�; p.�/; F .�/; u/ which depends
on a finite number of random parameters � D .�1; �2; : : : ; �d / 2 � with a given
joint probability density function p.�/ and cumulative distribution function F.�/,
and a response function uW� ! R for some quantity of interest. So we seek
a functional representation of u.�/ under the model M in order to extract its
probabilistic characterization introduced by the probabilistic inputs � . Knowledge
of the probability laws of � leads to the probability laws of u.

However, the model can be arbitrarily complex and an analytical solution might
not even exist. To overcome this problem we replace the real solution by some
suitable approximation f such that

f .�/ 
 u.�/ : (1)

Once we have an approximation f we can give estimates of the probability
density function (risk analysis), statistical moments (expectation value, variance),
confidence intervals of u, and even do a sensitivity analysis.

However, computing global sensitivity values based on ANOVA includes com-
puting multi-dimensional variances of f . Motivated by Lemma 1, we can neglect
the probability density function p.�/ for the computation of these variances due to
a suitable transformation of the stochastic space to the unit hypercube, as long as
the random variables are independent.

Lemma 1. Let � D .�1; : : : ; �d / 2 � be a multivariate random variable
from which its components �i are arbitrarily distributed but independent. They
have a continuous and differentiable cumulative function F.�/ and a continuous
probability density function p.�/. Then it holds that � WD F.�/ 2 Œ0; 1�d is
uniformly distributed under F and the expectation value for some function uW� !
R is

E.u/ D
Z
˝

u.�/p.�/d� D
Z
Œ0;1�d

u.F�1.�//d� : (2)

Proof. Due to the independence of �i and �j for i ¤ j we can define �i component-
wise as

�i D F.�i / for 1 	 i 	 d : (3)
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Standard statistics secures that each �i is uniformly distributed in Œ0; 1�. In order to
proof Eq. (2) we just substitute � by F�1.�/. According to the substitution theorem
for integrals we need to transform the ranges of the integral and insert a volume
correction factor to the integral, i.e.,

d�

d�
D j detJF�1 .�/j ; (4)

where JF�1 .�/ is the Jacobian matrix of F�1. Moreover, we know that F �1.�/ is
bijective, Lebesgue-measurable and differentiable, and therefore the transformation
theorem for probability densities [23] holds, and thus

p.�/ D j detJF�1 .�/jp.F�1.�// D j detJF�1 .�/jp.�/ D 1 : (5)

Inserting Eqs. (4) and (5) in the definition of the expectation value leads to the
general calculation rule for the expectation value under F

E.u/ D
Z
�

u.�/p.�/d�

D
Z
Œ0;1�d

u.F�1.�//
j detJF�1 .�/j
j detJF�1 .�/jp.�/„ ƒ‚ …

D1

d�

D
Z
Œ0;1�d

u.F�1.�//d� :

(6)

ut
For the more general case where no independence assumption of the marginal

distributions can be made, we want to refer the reader to other, more elaborate
statistical transformations, for example the Rosenblatt-transformation [18] or the
Nataf-transformation.

However, we approximate the variance of u by the variance of f using Steiner’s
translation theorem V.f / D E.f 2/� E.f /2 and estimate each term with Eq. (2).

With respect to Peridynamics, we consider a model M.�; p.�/; F .�/; u/ with
the uncertain parameters � D .�1; �2; �3/. With �1 as a material parameter, �2 as a
discretization parameter and �3 as the external force. The response function u maps
the uncertain parameters via simulation to the damage of the material, our quantity
of interest. The model is formally introduced in Sects. 4 and 5.

2.2 Global Sensitivity Analysis

For the global sensitivity analysis we use the unanchored ANOVA decomposi-
tion [22] of the surrogate f . In general, this would require 2d � 1 integrations.
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For large d this is often unfeasible. To overcome this, one can employ the anchored
ANOVA approach where the integrals are replaced by function evaluations at some
anchor point [6]. As we deal with rather low dimensionalities so far, the unanchored
approach is sufficiently efficient for the purposes of this paper. To be specific, we
compute the ANOVA representation of f as

f .�1; : : : ; �d / D f0C
dX
iD1

fi .�i /C
dX
iD1

dX
i<j

fi;j .�i ; �j /C� � �Cf1;2;:::;d .�1; : : : ; �d / :

(7)

This decomposition is unique if each member fi1;:::;ik ¤ f0 has zero mean, i.e.,

Z
�i1������ik

fi1;:::;ik .�i1;:::;ik /p.�i1;:::;ik /d�i1;:::;ik D 0 (8)

for some uncorrelated and independent probability measure p.�i1;:::;ik / DQk
jD1 p.�ij / [6, 22]. In total we have 2d members, which we identify in the

following by P.D/ being the power set over D WD f1; : : : ; d g. On this set of sets
we introduce a total order J � K , jJ j < jKj; J ;K 2 P.D/ and can now write
Eq. (7) in a compact form (notation adapted from [7]) as

f .�1; : : : ; �d / D f; C
dX
kD1

X
J 2P.D/

fJ .�J / : (9)

where f; D f0. To guarantee orthogonality, we obtain the constant term f; from

f; D E.f / D
Z
�

f .�/p.�/d� ; (10)

and the higher-order terms from

E.fJ / D
Z
�DnJ

f .�/p.�/d�DnJ D f; C
X
K�J

fK C fJ ; (11)

where we integrate with respect to all �k; k 2 D n J . Note, that as f is a function,
E.fJ / is as well a function that depends on �J .

If we insert the recursive definition of the lower order terms fK we obtain fJ as
a linear combination of the fK with K � J ,

fJ D E.fJ /C
X
K�J

.�1/jJ j�jKj
E.fK/ : (12)
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Having the ANOVA decomposition at hand we can compute global sensitivity
values for the input parameters. We want to know the contribution of the variance
of each combination of parameters to the variance of the solution. We decompose
the variance of the solution by writing it as a sum of individual variances using the
ANOVA representation and obtain

V.f / D
X

J2P.D/
V.fJ / (13)

if the random variables are independent. Due to the linearity of the variance operator
and Eq. (12) we can write the variance of each member as

V.fJ / D E.f 2
J /C

X
K�J

.�1/jJ j�jKj
E.f 2

K/ (14)

taking into account that each member has zero mean.
The ratio

SJ D V.fJ /
V.f /

(15)

is now a global sensitivity measure called the main effect. Certainly, all SJ are
non-negative, and they sum up to 1. The main effect describes how much of the
total variance can be explained by one parameter combination. For the untruncated
ANOVA decomposition one has 2d combinations covering interactions up to d th
order. This might get confusing for higher-dimensional problems. Hence we want
to introduce another sensitivity measure, which describes the overall contribution of
one single parameter to the variance of the solution. It is called the total effect and is
computed by summing up all the main effects where the parameter is involved, i.e.,

S�k D
X

J2DWk2J
SJ : (16)

A total effect S�k D 1means that the whole variance in the solution is caused by �k ,
a total effect of S�k D 0 that �k is irrelevant.

3 Adaptive Sparse Grid Collocation Method

Spatially adaptive sparse grids were first introduced to the setting of uncertainty
quantification in [5] and have been employed to both interpolation and quadrature
in various settings even before, see [3,16] and the references therein. The main idea
of ASGC is to use an adaptively refined sparse grid function as an approximation
of u for the unknown functional dependencies of the random input parameters � , as
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described in Sect. 2, and extract statistical quantities using the approximation. The
approximation is constructed by interpolation, which means that every sparse grid
point is a collocation node in terms of UQ, and a parameter combination in terms of
numerical simulations.

3.1 Sparse Grids

To briefly recall the most important properties and to clarify our notation, we
describe the basic principles of sparse grids in the following; see, e.g., [3, 15–17]
for further details. Sparse grids are based on a hierarchical (and thus inherently
incremental and adaptive) formulation of a one-dimensional basis, which is then
extended to the d -dimensional setting via a tensor product approach.

As discussed in Sect. 2, we scale the stochastic parameter space � to the
unit-hypercube and restrict ourselves to piecewise d -linear functions fI W Œ0; 1�d !
R. They are defined on an equidistant mesh with N grid points and mesh-width
hlk WD 2�lk in dimension k.

We denote l and i as multi-indices with level and index for each dimension,
jl j1 as the classical l1 norm for vectors, and comparison operators on multi-indices
component-wise. We can define grid points �l ;i D .i12

l1; : : : ; id 2
ld / 2 Œ0; 1�d on a

hierarchy of grids uniquely by the set Il of level-index tuples .l ; i / with

Il WD f.l ; i / W 1 	 ik < 2
lk ; ik odd; k D 1; : : : ; d g ;

omitting even-indexed ones.
To obtain the space of piecewise d -linear functions, we first define one-

dimensional basis functions �l;i , depending on a level l and an index i , out of
the reference hat function �.�/ WD max.1 � j� j; 0/ via translation and scaling as
�l;i .�/ WD �.2l� � i/, see Fig. 1 (left) for the basis functions up to level 3. We
then obtain d -dimensional basis functions �l ;i as a product of the respective one-
dimensional ones,

�l ;i .�/ WD
dY
kD1

�lk;ik .�k/ ;

which are centered at the grid points �l ;i , see Fig. 1.
We then define hierarchical increment spacesWl for which the grid points are the

Cartesian product of the one-dimensional ones on the respective one-dimensional
levels as Wl WD span.f�l ;i W .l ; i / 2 Il g/ and functions fIl .�/ 2 Wl as a sum of
basis functions weighted by hierarchical coefficients vl ;i (so-called surpluses),

fIl .�/ D
X

.l ;i /2Il
vl ;i�l ;i .�/ : (17)
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l1=1 l1=2 l1=3 l1

l2=1

l2=2

l2=3

l2

Fig. 1 One-dimensional basis functions up to level 3 (left), and tableau of hierarchical increments
Wl up to level 3 in both dimensions (center). Leaving out the grayed-out Wl , we obtain the sparse
grid of level 3 (right)

Figure 1 (center) shows the grids of the two-dimensional hierarchical increments
Wl up to level 3 in each dimension. Note that in each Wl , all basis functions have
supports with piecewise disjoint interiors.

The hierarchical representation now allows one to select only those subspaces
that contribute most to the overall solution. This can be done by an a priori selection
(see [3] for details). We then obtain a sparse grid space such as

V .1/
n WD

M
jl j1�nCd�1

Wl ;

which in this case is optimal with respect to both the L2-norm and the
maximum-norm for suitably smooth functions. In the example in Fig. 1, we can
neglect the grayWl for n D 3, which leads to the regular (non adaptive) sparse grid
in Fig. 1 (right). This reduces the number of collocation or grid points significantly
from O..2n/d / for full grids to O.2nnd�1/ with only slightly deteriorated accuracy
if the function f under consideration is sufficiently smooth, i.e., if the mixed second

derivatives
ˇ̌
D2f

ˇ̌ WD
ˇ̌
ˇ @2d

@�21 ���@�2d
f
ˇ̌
ˇ are bounded.

In general, sparse grids are more beneficial for higher-dimensional approxima-
tion problems. But the hierarchical approach is also beneficial when every single
collocation node is costly. Moreover, in their adaptive formulation, sparse grids
are often able to reduce the number of grid points even more, especially when the
function to be interpolated does not meet the smoothness requirements. We present
spatially adaptive sparse grids in the next section.



124 F. Franzelin et al.

3.2 Adaptive Refinement

We suggest to use adaptively refined grids to keep the number of collocation nodes
and thus costly simulation runs as small as possible, and to be able to deal with
sharp transitions in the quantity of interest. The main idea is to add new collocation
nodes where the local error with respect to some metric is large. The optimal way
would be to run the simulation for all new candidates and select the one which
contributes most with respect to the quantity one wants to optimize. This is, of
course, computationally not feasible in the context of UQ. Therefore we exploit
the hierarchical structure of the method and use the hierarchical surpluses as an
indicator for the local interpolation error. We thus select the most promising nodes
of the current grid and create all their hierarchical descendants.

We propose three approaches to measure the contribution associated with the
collocation points, from which the first is designed to minimize the interpolation
error, the second refines the grid due to a local variance measure, and the third
minimizes the error with respect to the expectation value. For this purpose, let
A � I be the admissible set of level index vectors .l ; i / out of all collocation
nodes I, which are refinable, i.e. are leaf nodes in at least one direction. With
I we refer to an adaptively refined set of sparse grid collocation nodes and omit
therefore the subscript used for regular (non-adaptive) sparse grids in the previous
section. Furthermore, note that we applied the refinement criteria presented below
individually and not sequentially.

1. Absolute surplus refinement: Let fI be the sparse grid function which inter-
polates our solution. We use the coefficients vl ;i as a local interpolation error
measure [16] and refine the grid according to the largest one,

max
.l ;i /2A jvl ;i j : (18)

2. Variance surplus refinement: As proposed in [10], we interpret the hierarchical
coefficients wl ;i of the interpolant of the squared solution f 2

I D P
.l ;i /2I wl ;i�l ;i

as a measure for the local variance. By refining the area where the local variance
is large, we minimize the error in the global variance of the solution. Thus, we
refine the collocation node .l ; i / with the largest absolute coefficient

max
.l ;i /2A

jwl ;i j : (19)

3. Expectation value refinement: The previous two are greedy criteria and may
get stuck in local extrema as they just consider hierarchical coefficients for
refinement. Moreover, since we want to assess a quadrature problem one should
consider the contribution of each refinable node to it’s solution. Therefore, we
propose a new refinement criterion, which refines the grid according to the largest
contribution of a collocation node to the expectation value, i.e.
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Fig. 2 The ASGC pipeline for a forward propagation problem in UQ

max
.l ;i /2A jE.fInf.l ;i /g/ � E.fI/j D max

.l ;i /2A

Z
�

jfInf.l ;i /g.�/� fI.�/jp.�/d�

D max
.l ;i /2A

Z
�

ˇ̌
ˇ̌
ˇ̌

X
.Ql ;Qi /2Inf.l ;i /g

vQl ;Qi�Ql ;Qi .�/ �
X
.Ql ;Qi /2I

vQl ;Qi�Ql ;Qi .�/

ˇ̌
ˇ̌
ˇ̌p.�/d�

D max
.l ;i /2A jvl ;i j

Z
�

�l ;i .�/p.�/d� : (20)

Observe that the integral
R
� �l ;i .�/p.�/d� reduces to 2�jl j1 if the random

variables are independent and uniformly distributed on the unit hypercube. Thus,
we refine the grid point .l ; i / with maximum contribution

max
.l ;i /2A

jE.fInf.l ;i /g/ � E.fI/j D max
.l ;i /2A

jvl ;i j2�jl j1 : (21)

This refinement criterion includes for each collocation node the volume of
the basis function’s support and describes therefore a local estimate for the
quadrature error.

The sensitivity analysis is a quadrature problem on a sparse grid. Therefore we
want to make two remarks here.
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First, the sensitivity analysis described in Sect. 2.2 can be applied directly to
sparse grids. Every ANOVA term but the constant one is a sparse grid function,
which is obtained by dimension-wise integration. For all one-dimensional sub-grids,
one just needs to sum over all hierarchical surpluses multiplied by the volume of
their respective one-dimensional basis functions. The result is the coefficient of the
lower-dimensional ANOVA term.

Second, Bungartz proposes in [2] to use balanced grids for quadrature. This
makes sure that every collocation node has none or both children in every dimen-
sion, which balances the error cancellation. We therefore enforce balanced grids for
all the criteria by applying a balancing step after refinement.

Finally, the complete ASGC pipeline for this task is shown in Fig. 2.

4 Peridynamics

The principle of this theory is that particles in a continuum interact with surrounding
particles in a finite distance by exchanging forces. Some of these concepts are
similar to concepts in molecular dynamics. We refer to the notation, used in [21], to
describe the Peridynamics.

Figure 3 shows the body R of the continuum in a reference configuration with
particles P WD fpi ji D 1; : : : ; mg. Each particle pi has an initial position xi in
the so-called reference configuration ˝ and a neighborball Bı.xi / with the radius
ı, in which the particles interact by forces. Literally speaking, the particle does not
“see” particles outside its own neighborball and is not influenced by them. Within
the neighborball we consider the particles being connected by virtual bonds which
can break during the simulation due to the displacement of the particles, i.e., when
particle pj leaves the fixed neighborball Bı.xi /. Computing the acceleration at
position x in the reference configuration˝ at time t yields the integral equation

%.x/ Ru.x; t/ D
Z
Bı.x/

g.x0; x;u.�; t//dx0 C b.x; t/ : (22)

Equation (22) contains the mass density %.x/ of the material at position x in the
reference configuration ˝ , u is the displacement vector field, b.x; t/ denotes the
external force at position x at time t , and g is the so-called pairwise force function.

Figure 3 sketches the discretization in space by a collocation approach of the
continuum by P WD fpi ji D 1; : : : ; mg particles on an equidistant lattice with
mesh-widths �x, �y, and �z. Each particle pi has a surrounding volume Vi D
�x ��y ��z. To discretize the equation of motion (22), the set

Fi D fj j kxj � xik 	 ı; j ¤ ig ; (23)

is defined for each particle pi . The set Fi contains the indices of all particles, which
are in the neighborball Bı.xi / of particle pi . This means that the distance between
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Fig. 3 The body R of the
continuum with particles
P WD fpi ji D 1; : : : ; mg at
time t D 0 (the reference
configuration), particle pi at
position xi with the
neighborball Bı.xi /, particle
pj at position xj , the relative
position xj � xi , and an
exemplary surrounding
volume V D �x ��y ��z
on an equidistant lattice with
mesh-widths �x,�y, and �z

particle pj and pi is less or equal than ı with respect to the reference configuration
˝ of the body.

We then obtain the semi-discrete Peridynamic equation,

%.xi / Ru.xi ; t/ D
X
j2Fi

g.xj ; xi ;u.�; t// QVj C b.xi ; t/ ; (24)

with %.xi / as the mass density function, g as the pairwise force function and b the
external force. The volume QVj is the scaled volume Vj of particle pj with the linear
dimensionless scaling function

.xj ; xi / D

8̂
<̂
ˆ̂:

� 1
�x

kxj � xik C �
ı
�x

C 1
2

�
, ı � �x

2
	 kxj � xik 	 ı

1, kxj � xik 	 ı � �x
2

0, otherwise .

(25)

The scaling function  is needed for particles pj which are bound to particle
pi but are close to the neighborball Bı.xi /. A part of their volume is outside the
neighborball of particle pi . The influence of such a particle differs from that of a
particle, which lies completely within Bı.xi /. If the distance kxj � xik D ı, then
the volume Vj is simply scaled by 0.5, because nearly one half of the volume is
inside and one half of the volume is outside Bı.xi /.

4.1 Material Model

Equation (22) describes the interaction between the particles, but gives no explicit
information about the behavior of the simulated material. The modeling of the
material is hidden in the kernel function g. To simulate brittle material, like ceramic
or fused silica, the prototype microelastic brittle (PMB) material model is used. In



128 F. Franzelin et al.

the PMB material model the assumption is made that the pairwise force function for
inner forces g depends only on the bond stretch s, which is defined by

s.xj ; xi ;u.�; t// WD ku.xj ; t/ � u.xi ; t/C xj � xik � kxj � xik
kxj � xik : (26)

The easiest way to model failure is to let bonds break when they are stretched
beyond a predefined constant value. The function s obviously attains positive values
if the bond is under tension. An isotropic material has the property that it behaves
identically in all directions.

Therefore the bond stretch is independent of the direction of xj � xi , and the
pairwise force function g in a PMB material model is defined as

g.xj ; xi ;u.�; t// D h.xj ; xi ;u.�; t// u.xj ; t/ � u.xi ; t/C xj � xi
ku.xj ; t/ � u.xi ; t/C xj � xik ; (27)

where h is a linear scalar-valued function which implements the behavior of the
material and the decision if the bond is broken or “alive”. It is defined as

h.xj ; xi ;u.�; t// D
(
c � s.xj ; xi ;u.�; t// � 	.xj ; xi ;u.�; t//; kxj � xik 	 ı

0; kxj � xik > ı ;
(28)

with c being the material dependent stiffness constant of the PMB material model
and s the bond stretch (26). The function 	 is an history dependent, scalar-valued
function that models the inability of the material to “heal” broken bonds. It is defined
as

	.xj ; xi ;u.�; t// D
(
1 s.xj ; xi ;u.�; t// < s00 � ˛smin.t

0/; 8 0 	 t 0 	 t;

0 otherwise ;
(29)

where s00 is the critical stretch for bond failure in the material and smin.t
0/ is the

minimal bond stretch up to t 0, i.e. smin.t
0/ D minxj�xi s.xj ; xi ;u.�; t 0//. Hence

the stiffness constant c and the critical stretch for bond failure s00 are material
parameters in the PMB material model. However, the factor ˛ is usually not
considered as an material parameter, but fixed at 0:25 [21].

Nevertheless, ˛ influences the elasticity of the material: increasing ˛ leads to a
higher critical stretch for the bonds and keeps them alive longer. This, consequently,
affects the local damage, which is defined at position x at time t as

'.x;u.�; t// D 1 � 1

VBı.x/

Z
Bı.x/

	.x0; x; u.�; t//dx0 : (30)
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This yields to the total damage, our quantity of interest

ct D 1

m

mX
iD1

'.xi ;u.�; t// ; (31)

where '.xi ;u.�; t// is the relative number of bond failures for particle i at time t .
To study the influence of the uncertain parameters ˛ DW �1, �x DW �2 and

K DW �3, the force the indenter exerts to the plate, to the total damage ct DW u, our
response function, we use a specific model MPeridynamics D .�; p.�/; F .�/; u/.

5 Simulation

For the simulation we use a common peridynamic example which is described
in [13, 14]. Figure 4 shows the CAD model of this experiment. The target is
a homogeneous plate of fused silica with a diameter of 0.074 m and a height
of 0.0025 m. The Peridynamics material parameters for fused silica are s00 D
6:99 � 10�6 and c D 2:19 � 1022. The indenter is a sphere with diameter 0.01 m
and impacts the cylinder with a directed velocity of v D 100m/s perpendicular to
the surface of the target, see Fig. 5. The properties of the uncertain parameters we
used for the simulations are shown in Table 1.

The particles are arranged in an equidistant grid with the same spacing�x in all
three dimension, a first parameter. Increasing�x leads to a reduction of the particle
density in the plate. A standard value for �x in practice is 0.5 mm, which leads to
876;435 particles in the simulation and a total of 102;865;590 bonds. Decreasing�x
a lot gets very fast computationally unfeasible. Here, we consider �x 2 Œ0:4; 0:6�.
Note, �x defines as well the radius ı WD 3�x of the neighborball Bı.xi / of each

Fig. 4 CAD model of the
simulation configuration

Fig. 5 Setting of the
experiment
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Table 1 Range of the parameters that define the stochastic input space for the quantification of
uncertainties

Parameter Min Max Unit Distribution Description

�x 0.4 0.6 mm U.0:4; 0:6/ Grid spacing

˛ 0 1 – U.0; 1/ Model parameter for bond stretch failure

K 1012 1020 N/m2 U.12; 20/ Magnitude of force on indenter

Fig. 6 Simulation runs forK D 1012 (left),K D 1016 (center), andK D 1020 (right) at the same
time step t D 300, ˛ D 0:25, and �x D 0:0005

particle. This means that by varying �x the properties of the material of the plate
vary as well. However, this interplay has yet not been quantified in peridynamic
theory and is part of ongoing research.

The influence of the second parameter ˛ has not yet been studied in detail. It is
by definition restricted to the unit interval, but literature suggests to use ˛ D 0:25 as
this leads to somehow realistic fracturing behavior. We want to especially study its
influence on the peridynamic method in detail and set therefore the parameter range
to Œ0; 1�.

For the external force K the fix indent command is used with a sphere that has a
constant diameter of 0:01m. The magnitude of the forceK , which is exerted by the
indenter, variates from 1012 up to 1020 on a logarithmic scale. The parameter range
of it is chosen such that there is no damage in the plate for lowK , and that the plate
gets destroyed almost completely for large K , see Fig. 6.

Altogether, these three parameters define the stochastic space � WD Œ0:4; 0:6� �
Œ0; 1�� Œ12; 20� for the UQ-setting. They are independent and uniformly distributed
by definition, which reduces the transformation F according to Sect. 2 to be a linear
scaling. As the peridynamic simulation framework we use LAMMPS [13], and
SGCC [15] for sparse grids and UQ.

6 Numerical Results

We have studied our approach for both an analytical example and the peridynamic
simulation setting. The analytical example is close to the peridynamic simulation
with just the first two parameters, but does not exhibit the “real-world” issues as
we will observe for the peridynamic simulations. It validates the ASGC method and
shows its faster convergence with respect to the absolute error of the expectation
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value compared to vanilla Monte Carlo and quasi-Monte Carlo. For comparisons to
polynomial chaos methods we refer to [10].

In the following numerical examples we use the mean squared error with
respect to M uniformly drawn Monte Carlo samples as an error indicator for the
interpolation quality of an interpolant fI with jIj D N collocation nodes, i.e.

�I WD 1

M

MX
iD1
.fI.� i / � u.� i //

2 : (32)

The error in the expectation value is computed as

�E WD jE.fI/� Er .u/j ; (33)

where the reference value Er .u/ is either the analytical solution of the quadrature
problem or obtained by the sample mean over all Monte Carlo observations, i.e.

Er .u/ D 1

M

MX
iD1

u.� i / : (34)

The respective reference value for the variance Vr .u/ is computed accordingly.
We compared the convergence of the ASGC method with three other

non-intrusive forward propagation methods: Monte Carlo with uniformly drawn
samples, quasi-Monte Carlo with Sobol-sequences, and a full-grid interpolant
with hierarchical basis where the collocation nodes are equidistantly distributed
over the complete stochastic space. With respect to Monte Carlo, we generated a
training set, from which we generated 20 Monte Carlo paths by permutation. We
estimated different expectation values for each path by adding samples iteratively
to it. By averaging over all paths we reduce the variance of Monte Carlo and get
one sufficiently smooth Monte Carlo path, which we used for comparison.

6.1 Analytical Example

We consider the function

u.�1; �2/ D arctan.50.�1 � 0:35//C �

2
C 4�32 C e�1�2�1 (35)

with two stochastic parameters �1; �2  U.0; 1/. A graphical representation is
given in Fig. 7. The function u is designed to represent the characteristics of the
peridynamic simulation just after the indenter has hit the plate. We can think of
the parameters �1 and �2 as representatives for 1 � ˛ and �x. Their functional
dependencies are motivated as follows:
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Fig. 7 3-dimensional plot of
u.�1; �2/
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1. For high ˛ the damage will be low, as the modeled material is rather hard
compared to the softer material for lower ˛. In-between we expect a sharp
transition at �1 D 0:35, which we model with a shifted and steep arctan function
depending on �1.

2. The term depending just on �2 is motivated by the fact that a particle-based
numerical simulation should converge to the true solution when one increases
the number of particles in the plate. Increasing the number of particles means
decreasing the initial distance �x between them. We want to reach convergence
with �2 ! 0. We expect to overestimate the damage for too few particles and use
therefore a cubic dependence on �2.

3. The last term in u models an unknown dependency between the two parameters.

We first construct 4 interpolants of u: the regular sparse grid interpolant, and the
adaptively refined sparse grid interpolants using the three refinement strategies of
Sect. 3.2. Considering the refinement strategies, we just refined collocation nodes
with a hierarchical surplus larger than � WD 10�10, per iteration we refined
minf10;N 5

100
g of the collocation nodes with the largest contribution and stopped if

either there were no more points to be refined or the upper limit of 3;000 collocation
nodes was reached. To estimate their interpolation quality we used 106 Monte
Carlo test samples. The error in the expectation value is computed as the absolute
difference to the up to 14 digits exact reference value Er .u/ D 3:51449126644638.
For the Monte Carlo method we computed 214 training samples, and the same
number of quasi-Monte Carlo samples.

With respect to the mean squared interpolation error �I , as shown in Fig. 8,
we can observe that the full grid method converges as expected with O.N�2/.
The regular sparse grid method shows almost the same error as the full grid
method on the same discretization level. And as it requires less grid points per
level, it converges therefore faster with an upper bound of O.N�5 log.N /6/ [3].
The adaptive methods converge with the same speed as the regular sparse grid
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Fig. 8 Interpolation error
measured by the mean
squared error at 106 Monte
Carlo test samples. The black
lines in the right upper corner
show the slopes for the
regular sparse grid and the
full grid [3]
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Fig. 9 Absolute error of the
estimated expectation value
for different methods. The
black lines in the upper part
of the figure show the slopes
for Monte Carlo and
quasi-Monte Carlo [4]
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method. However, the absolute interpolation error is three orders of magnitude
lower compared to the regular sparse grid after the fourth refinement iteration with
20 collocation nodes. The surplus and the expectation value refinement approaches
show similar behavior while the variance-based approach is one order of magnitude
worse.

For the absolute error in the expectation value estimation, Fig. 9, we observe
two important things: First, even though the interpolation error is monotonically
decreasing, the error in the expectation value is not. Between the regular sparse grid
of level 2 (25 collocation nodes) and level 3 (81) the error grows and cannot be fully
recovered by the grid of level 4. The reason is cancellation of the integral around
the steep transition in direction of �1. A level 2 grid is too coarse to represent the
transition well, but due to cancellation, the error in the expectation value is low. This
cancellation effect is destroyed on the next level because of a better approximation
of the steep transition on just one side, which is once more compensated on the next
level. This effect is known [2, 16] and a major problem for adaptively refined grids.
To overcome it to some extent we introduced a balancing step after refinement. But
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as we can see from the convergence plots it does not solve the problem completely.
However, the expectation value refinement strategy reaches an accuracy of at least
one order of magnitude higher than the other grid-based methods. The Monte
Carlo methods show a significantly slower convergence. For 20 collocation nodes
the accuracy of the grid-based methods is already one and for 2;000 collocation
nodes four order of magnitudes higher. The quasi-Monte Carlo method converges
as expected with O.N�1 log.N /d / [4], which is still significantly slower than the
sparse grid methods.

With respect to the global sensitivity values we computed main effects of S�1 D
0:577934314364, S�2 D 0:421292846812, and S�1;�2 D 0:0007728388246, which
sum up to 1. Hence, most of the variance of u is explained by the arctan and the
cubic term. The interactive term has almost no influence on the variance.

Starting with these promising results we assess the peridynamic example in the
following section.

6.2 Peridynamic Example

For this example we use the simulation described in Sect. 5. We split the analysis
in two parts. First we assess the 2-dimensional example where we vary ˛ and �x.
After that we add the magnitude of force K to the setting and discuss the resulting
3-dimensional setting.

Both of the simulations are, of course, time dependent. Hence, we have for each
time step a different sparse grid interpolant. For the 2-dimensional setting we restrict
ourselves to the study of the uncertainty at time step t D 300 of the simulation, at
which the variance is largest, see Fig. 10. The Monte Carlo and the quasi-Monte
Carlo training sets for comparison contain 2;500 samples each.

We determine the reference expectation value Er .u/ measured with M D 6;000

Monte Carlo test samples as the exact value is unknown. The Monte Carlo samples

Fig. 10 The expectation
value and the standard
deviation over time, estimated
using the ASGC method
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have been drawn uniformly according to the distribution of the uncertainty in the
parameters. However, the quality of this estimation clearly affects the convergence
with respect to the expectation value of the compared methods. The evolution of
the estimated reference expectation value Er .u/ of the Monte Carlo test set is
shown in Fig. 11. We assume that the variance of u exists and apply the central
limit theorem to estimate an upper bound for the error of Er .u/ [4] for the most
common confidence levels ˇ 2 f0:1; 0:05; 0:01g given the empirical variance
Vr .u/ D 0:06304, i.e.,

jEr .u/� E.u/j 	 ˚
1� ˇ

2

r
Vr .u/

M
(36)

The resulting upper bounds are shown in Table 2. In these circumstances we can not
expect that the accuracy of expectation value estimates of the competing methods to
be reliable beyond 5:33 � 10�3.

With this in mind, we focus now on the convergence of the expectation value
at time step t D 300, shown in Fig. 12, and investigated the absolute error in the
expectation value, see Eq. (33).

The error convergence of the expectation value estimation for most of the
sparse grid methods is, in contrast to the analytical example, similar to that of the
Monte Carlo results, while showing a lower error. The regular sparse grid approach
performs even a bit better than the adaptively refined ones for level 2, which is
the same behavior as we have seen for the analytical example. The results for the

Fig. 11 The Monte Carlo
simulation confidence
interval obtained with the
central limit theorem with a
confidence level of ˇ D 0:1
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Table 2 Upper bound for the error of Er .u/ for different confidence levels, M D 6;000 test
samples, which have an empirical variance of Vr .u/ D 0:06304

Confidence level ˇ D 0:1 ˇ D 0:05 ˇ D 0:01

Upper error bound 5:33 � 10�3 6:35 � 10�3 8:35 � 10�3
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Fig. 12 Absolute error of the
estimated expectation value
for different methods. The
black dashed line marks the
upper bound for the error of
the reference value at a
confidence level of ˇ D 0:1
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adaptive sparse grids show that the criterion for adaptive refinement is very critical
up to 200 collocation nodes. While the strategy based on the optimization of the
expectation value performs best, its greedy counterparts, the absolute surplus and
the variance surplus, cannot keep up and get stuck in local features.

However, the sparse grid methods, independent of the refinement criteria, reach
a saturation point at about 110 collocation nodes. Runs with quasi-Monte Carlo
samples using Sobol sequences show the same behavior, though reaching the trusted
accuracy earlier at about 70 collocation nodes but oscillating more around the
saturation value until 200 nodes. The Monte Carlo method reaches it with more than
1;000 nodes, too. In contrast to the regular sparse grid and the ASGC methods, the
Monte Carlo methods keep oscillating in a range of two order of magnitudes around
the saturation point even for large numbers of collocation nodes without reducing
the error. Furthermore, the hierarchical representation of sparse grids provides the
means to easily detect the early saturation here, which is much more costly for the
Monte Carlo approaches due to the highly oscillating behavior.

The early saturation point is also visible in the convergence plot of the interpola-
tion error, see Fig. 13. We can observe a saturation for the error convergence, now for
around 300 collocation points, which is much too early to be credited to numerical
issues. Admittedly, we did not expect this behavior beforehand. The quantity of
interest we study is the mean over the damage of each particle, which we expected to
be smooth. Furthermore, the interpolation error should not increase spending more
samples as it is the case for all grid-based methods. These observations suggest
noise or at least high frequency oscillations in the quantity of interest. This would
also explain why the Monte Carlo approaches stagnate with large oscillations, and
why the error is smallest for grids, which cover the parameter range more regularly.

To support this suggestion we studied the hierarchical surpluses of the regular
sparse grid and the full grid, see Fig. 14. For sufficiently smooth functions the
hierarchical surpluses converge to zero with increasing level. This behavior can
be exploited to find non-smooth dependencies in individual dimensions [2]. In
the peridynamic simulation the interquartile range of the hierarchical surpluses
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Fig. 13 Interpolation error measured at t D 300 by the mean squared difference at 6;000 Monte
Carlo test samples (uniformly distributed). The error has a local minimum between 300 and 1;000
collocation nodes
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Fig. 14 Box plot of the hierarchical surpluses which are added when incrementing the level for the
regular sparse grid (left) and the full-grid (right). The gray boxes mark the interquartile range, the
black line within the boxes is the median, the so called “whiskers” mark the range where surpluses
are located, which do not differ more than 1:5 times the interquartile range from the median. The
surpluses, which lie outside of these ranges, are marked as circles. Note the exploding values of
the hierarchical surpluses for increment iteration 7–8 for the regular sparse grid method, and on
level 1 and 6 for the full grid method

decreases as expected up to level 6 for regular sparse grids and up to level 5 for
the full grid. However, the hierarchical surpluses explode for higher levels and the
interpolation error increases. These collocation nodes with the largest hierarchical
surpluses lie mostly on the border of the domain and have a high level in at least
one dimension. We investigated the collocation node with the highest hierarchical
surplus 0:6397 added in the 8th iteration of the regular sparse grid. It is located at
˛ D 1 and �x D 0:76953125. Its left and right neighbor in direction of �x are
spatially very close, i.e. 2�8, due to the full grid resolution of the sparse grid on
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the border. The quantity of interest, the average damage on the plate, for the left
neighbor is approximately 0:2, for the right one is 0:21, while for the node itself is
roughly 0:85. This explains the large hierarchical surplus and supports the statement
of, at least, local high-frequency oscillations or, in other words, instabilities for
extreme parameter combinations. The expectation value estimation is not influenced
by these oscillations as the support of these high-level basis functions is rather small.

To investigate this behavior further, we show the adaptively refined sparse grid
with 207 collocation nodes using the expectation value refinement strategy and the
corresponding sparse grid function in Figs. 15 and 16, respectively. In Fig. 15 we can
observe that most of the collocation nodes are spent in the regime ˛ 2 Œ0:25; 0:75�.
In between there is a transitional phase where the total damage decreases from 0:9

to 0:2. This is also the range in which most oscillations or noise occur, see the test
samples with the highest errors in Fig. 17. The two steep slopes of the interpolant
at about �x D 0:1 and 0:5 have been successfully identified and resolved by the
refinement strategy.

We furthermore investigated the interpolant and the error for three non-adaptive,
regular sparse grids of level 1, 3 and 5, which are shown in Fig. 18. In the top
left, the piecewise linear interpolant for a sparse grid of level 1 which consists of
9 collocation nodes is shown. As the real function varies much less in�x compared
to ˛, it can be much better approximated by a linear function in the �x direction.

Fig. 15 An adaptively
refined sparse grid with
expectation value
optimization refinement
strategy. Color and radius of
the collocation nodes
represent the hierarchical
coefficients. The corner nodes
have the highest contribution
to the function while the
coefficients of the inner nodes
are oscillating around zero Δx
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Fig. 16 Sparse grid function
for the collocation nodes in
Fig. 15. Note the steep slopes
at �x 	 0:1 and 0:5. These
two regions are well resolved
by the adaptivity criterion and
are therefore not artifacts of
the sparse grid function but
the behavior of the true
solution Δx
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Fig. 17 The plot represents the largest local errors of the sparse grid interpolant represented in
Fig. 16, using the 993 test samples, which explain 53% of the interpolation error �I . Plenty of
samples which are close to each other have errors (colors) oscillating around zero, which indicates
highly frequent oscillations or noise in that regime
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Fig. 18 Sparse grid functions for sparse grids with boundary points for levels 1, 3 and 5 (top), and
the Monte Carlo test samples which cause at least 50 % of the interpolation error (978, 743 and
784, bottom)

This is directly reflected by the region in which most of the error occurs (bottom
left).

The transition in the ˛-direction is far from linear in the lower third of the
parameter space. With a level 3 grid, however, the transition can now be better
represented (center column). There remain mainly two vertical clusters, in the
middle and on the left, and a horizontal region of large error. These are exactly
the bends that can be seen for a higher sampling resolution on level 5 in the upper
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right plot. The remaining region of large error is spread out throughout vast parts of
the domain.

With respect to the peridynamic theory and the sensitivities we want to study,
several areas with different influence of �x for fixed ˛ can be roughly classified
in Fig. 16. First, there are two regimes, �x 
 0:5 and �x 
 0:1, where the total
damage changes rapidly with varying�x. Increasing the particle density (reducing
�x) starting from �x D 1, we observe similar behavior of the damage until about
�x D 0:5. One would expect that increasing the density leads to a convergence of
the damage behavior (propagation of the displacement waves and cracks, amount
of damage). This can be observed in simulations for �x < 0:5, but fails for very
high particle densities (�x 
 0:1), which is also reflected in simulations where the
damage propagation changes significantly for very high particle densities. The latter
effect is yet to be investigated further.

Considering ˛, there are two regions with less sensitivity on �x. For 0:1 	
˛ 	 0:35 and ˛ � 0:85, the sensitivity on the particle density is very small, and
the overall damage in the simulation during the penetration of the indenter varies
very little. Silling and Askari proposed in [21] to choose ˛ D 0:25, for which the
sensitivity on �x is relatively small. In other regions of ˛, the influence of the
particle density is significant, leading to variations of up to more than 15 % of the
total damage. The typical value ˛ D 0:25 delivers a relatively stable behavior of
the damage with respect to �x. Considering peridynamic simulations, this analysis
enables us to derive some heuristics about appropriate ranges of the particle density
for chosen values of ˛.

The standard deviation of the solution was already shown in Fig. 10. It reaches
it’s maximum in the penetration phase of the projectile. In this phase (0 < t < 400)
96–99% of the total variance is explained by the variance of ˛, see the left part of
Fig. 19. For t � 400 the second-order interactions between�x and ˛ become more
important and explain up to 10% of the variance. The main effect of �x has its
maximum of 5% at time step 500. However, the sensitivity values do not show the
oscillating behavior of the solution. This is not surprising, as they are comparatively
small in the global context.

In the three-dimensional setting we observe similar behavior with respect to
the convergence. Concerning the sensitivity analysis, the dominant parameter is
the force parameter K as its total effect is SK D 0:995580573617. The total
effects S˛ D 0:0135270393259 and S�x D 0:0021731614627 are rather small
in comparison. This is not surprising considering the choice of the parameters and
their ranges. The force on the indenter must have the highest influence. However,
the main effect of ˛ has an impact of 12:9% at time step 100 when the indenter hits
the plate. After the impact the sensitivity with respect to ˛ reduces almost linearly
until it vanishes after time step 800. Therewith the main effect of ˛ directly depicts
the behavior of the indenter itself. We want to recall that this values have been
computed without additional samples and without introducing additional numerical
errors. This is a great advantage over Monte Carlo since to obtain sensitivity values
one would need M.d C 2/ number of samples [19]. Every sample is costly in
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Fig. 19 Main effects and higher-order interactions of ˛, � and K for the 2-dimensional (left) and
the three-dimensional (right) peridynamic UQ-setting

Peridynamics and therefore it is unfeasible to do Monte Carlo based sensitivity
analysis.

7 Conclusions

In this paper we have shown the first application of adaptive sparse grids for
uncertainty quantification and sensitivity analysis in a peridynamic simulation
setting. We have simulated the impact of a high-speed projectile on a ceramic
plate using the PMB model of Peridynamics with two and three uncertain model
parameters. The first two parameters were ˛, which describes the elasticity of
the material, and �x, which models the particle density in the plate. As a third
parameter, we have considered the forceK exerted by the projectile.

With regard to the adaptive sparse grid collocation method, we have introduced
a new refinement criterion that is motivated by the UQ setting, and we have shown
that it can be very effective compared to traditional and more greedy strategies. For
the peridynamic setting, adaptivity did not pay off as much in terms of the number
of collocation nodes as we expected, as it is known from other scenarios, and as
the analytical example with similar behavior suggested. This was due to unexpected
noise in the quantity of interest.

For both the 2- and the 3-dimensional simulation setting, the sparse grid methods
outperformed vanilla Monte Carlo in terms of moment estimation by up to one
order of magnitude for small numbers of collocation nodes. For the analytical
example, this holds for quasi-Monte Carlo based on Sobol-sequences, too. For the
peridynamic setting the accuracy was similar than that of quasi-Monte Carlo while
oscillating much less. This is promising for UQ settings where the number of costly
simulation runs has to be kept low.
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In the simulation setting, we have observed an early saturation of the error
convergence for the expectation value, which is due to noise or highly frequent
oscillations in the transition phase between high and low damage on the plate
with respect to changes in the particle density. Our approach allows us to identify
parameter regions that show high sensitivity to the choice of parameters, which
means unstable behavior from a simulation point of view. Furthermore, we have
successfully computed reliable global sensitivity values for the uncertain parameters
using the unanchored ANOVA decomposition method on sparse grids. We did
this without increasing the number of samples and without introducing additional
numerical errors through binning.

In contrast to stochastic approaches, sparse grids have several advantages. The
hierarchical surpluses can be directly used to detect outliers or instabilities in
the simulation, to detect an early saturation, and for adaptive refinement. Having
constructed the sparse grid interpolant, it can be used to compute moments and
sensitivity values without introducing further errors.

Considering adaptivity, the effects of the different refinement strategies have to
be studied in more detail, especially for higher-dimensional settings. To overcome
the problem of non-smooth dependencies in the UQ context as observed for
peridynamic simulations, we propose to use a regression-based reconstruction of
the response function instead of interpolation which has shown promising results
in first tests. Another important point of future work will be to extend the current
scenario to a higher-dimensional setting. We aim to add the bulk modulus and the
critical stress intensity factor to study material properties of solids. Especially from
an engineering point of view such a setting would be of major interest because the
studied materials do not need to exist. Moreover, connecting the material properties
with the initial mesh width would allow to study their relationship in detail.
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Regularization and Multi-level Tools
in the Method of Fundamental Solutions

Csaba Gáspár

Abstract The Method of Fundamental Solution is applied to potential problems.
The source and collocation points are supposed to coincide and are located along
the boundary. The singularities due to the singularity of the fundamental solution
are avoided by several techniques (regularization and desingularization). Both the
monopole and the dipole formulations are investigated. The resulting algebraic
systems have advantageous properties provided that pure Dirichlet or pure Neumann
boundary condition is prescribed. Otherwise, the original problem is converted to a
sequence of pure Dirichlet and pure Neumann subproblems, the solutions of which
converge rapidly to the solution of the original mixed problem. The iteration is
embedded to a multi-level context in a natural way. Thus, the computational cost
can be significantly reduced, and the problem of large and ill-conditioned matrices
is also avoided.

Keywords Method of fundamental solutions • Meshfree method • Regulariza-
tion • Desingularization • Multi-level method

1 Introduction

The Method of Fundamental Solutions (MFS) has become quite popular due to its
simplicity and the fact that it is a truly meshfree method which requires neither
domain nor boundary mesh (or grid) structure. To solve inhomogeneous problems,
the MFS is often coupled with the well-known Method of Particular Solutions. If L
is a second-order partial differential operator has the form

Lu D f in ˝; uj�D D uD;
@u

@n
j�N D vN ; (1)
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(where ˝ is the domain of the partial differential equation, �D [ �N D @˝ is a
disjoint decomposition of its boundary to a Dirichlet part �D and a Neumann part
�N ), then the solution u is expressed as a sum of a particular solution uP and a
homogeneous solution uH :

u D uP C uH

Here uP solves the inhomogeneous equation LuP D f (no boundary condition
is prescribed), while uH is the solution of the following homogeneous problem
supplied with modified boundary conditions:

LuH D 0 in ˝; uH j�D D uD � uP j�D ;
@uH
@n

j�N D vN � @uP
@n

j�N : (2)

To create a particular and a homogeneous solution, completely different tools can
be used. It is usual to apply a radial basis function (RBF) technique to get a
particular solution (see e.g. [3]), while the homogeneous solution can be obtained
by using the boundary knot method (BKM, see [4,5]) or the Method of Fundamental
Solutions (MFS, see e.g. [1, 3]). The first approach is based on nonsingular general
solutions, while the second one utilizes the fundamental solution of the applied
partial differential operator L. In this paper we are interested in the MFS, so that
we assume that the original problem (1) is a homogeneous equation supplied with
mixed boundary condition.

In its original form, the (approximate) homogeneous solution is expressed in an
RBF-like form:

u.x/ D
NX
jD1

˛j˚.x � Qxj /; (3)

where ˚ is a fundamental solution of the applied partial differential operatorL, and
Qx1; : : : ; QxN are so-called source points located outside of the domain ˝ . Therefore
u has no singularities inside the domain. To determine the a priori unknown
coefficients ˛1; : : : ; ˛N , the boundary conditions are enforced in some boundary
collocation points x1; : : : ; xN 2 @˝:

NX
jD1

˛j˚.xk � Qxj / D uD.xk/ .for all k W xk 2 �D/

NX
jD1

˛j
@˚

@nk
.xk � Qxj / D vN .xk/ .for all k W xk 2 �N /

(4)

which is a linear system of equations for the coefficients ˛1; : : : ; ˛N . Here nk
denotes the outward normal unit vector at the boundary collocation point xk .
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The method can be directly applied if the fundamental solution ˚ is expressed
in an explicit (and more or less simple) form, e.g. in the case of the 2D and 3D
Laplace, Helmholtz or modified Helmholtz operators etc. For 3D axisymmetric
potential problems, see [12].

The form (3) can be regarded as a discrete form of an indirect boundary element
method, where the solution u is sought in the form of a single layer potential:

u.x/ D
Z

Q�
˛.y/˚.x � y/ d�y;

where Q� D @ Q̋ , Q̋ is a larger domain containing the original domain ˝ . An
alternative approach is the indirect boundary element method based on the double
layer potential:

u.x/ D
Z

Q�
˛.y/

@˚

@ny
.x � y/ d�y;

where ny denotes the outward normal unit vector at the boundary point y. A discrete
approximation of this integral is:

u.x/ D
NX
jD1

˛j
@˚

@nj
.x � Qxj /; (5)

where nj is the outward normal unit vector at the source point Qxj . The coefficients
˛j can be computed by enforcing the boundary conditions at the boundary
collocation points:

NX
jD1

˛j
@˚

@nj
.xk � Qxj / D uD.xk/ .for all k W xk 2 �D/

(6)

NX
jD1

˛j
@2˚

@nk@nj
.xk � Qxj / D vN .xk/ .for all k W xk 2 �N /

Both (3) and (5) (referred to as monopole and dipole formulation, respectively) are
suitable to generate approximate solutions. It turns out that (3) is more advantageous
to handle pure Neumann problems, while (5) is the proper choice when pure
Dirichlet problems are considered.

From computational point of view, it is well known that the matrices of the
systems (4) and (6) are fully populated, nonsymmetric and highly ill-conditioned.
The farther the source points are located from the boundary, the higher the condition
numbers, and the systems (4) and (6) quickly become severely ill-conditioned. Note
that the number of source and boundary collocation points need not be identical;
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if they differ, some least squares technique or a generalized solution based on the
Singular Value Decomposition (SVD) can be applied. However, the problem of the
ill-conditioned matrices still remains the case.

If the boundary collocation points are located in the vicinity of the boundary,
the condition numbers becomes much more moderate, but numerical singularities
appear in the approximate solution. As an extreme case, when the source points and
the boundary collocation points coincide, the diagonal entries of the matrices in (4)
and (6) make no sense due to the singularity of the fundamental solution (as well
as its normal derivative) at the origin. To avoid the problem of singularities, special
techniques have to be applied to define the above diagonal terms in a proper way.
These techniques (called regularization and desingularization) are outlined in the
next section.

2 Regularization and Desingularization in the MFS

Here we briefly recall the fundamental ideas of the regularization and desingular-
ization. For details, see e.g. [9].

From now on we suppose that the source and collocation points coincide. For
simplicity, we restrict ourselves to the 2D Laplace equation supplied with mixed
boundary condition:

�u D 0 in ˝; uj�D D uD;
@u

@n
j�N D vN (7)

The fundamental solution is ˚.r/ D 1
2�

log r (in polar coordinates).
A general idea of regularization is to replace ˚ with another function which is

close to it in some sense, but has no singularity at the origin. The simplest way is to
use a truncated fundamental solution:

˚.r/ WD
8<
:

1
2�

log cr if cr > 1

0 if cr 	 1

(8)

Here c > 0 is a carefully defined scaling constant; it should be inversely
proportional to the characteristic distance of the boundary collocation points. Thus,
˚ is continuous everywhere and satisfies the Laplace equation outside of the circle
centered at the origin with radius 1=c.

Another technique is to replace ˚ with the fundamental solution of the fourth-
order partial differential operator�

�
I � 1

c2
�
�
:

˚.r/ WD 1

2�
.K0.cr/C log cr/;
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whereK0 is the modified Bessel function of the third kind (see [8]). Again, c should
be inversely proportional to the characteristic distance of the boundary collocation
points. Since the function K0 rapidly decreases far from the origin, the function ˚
approximates the harmonic fundamental solution (apart from a small neighbourhood
of the origin), but has no singularity at the origin (the singularities of the two terms
cancel out). For 3D and/or more general partial differential operators, the same
ideas can be applied provided that the corresponding fundamental solution can be
explicitly calculated.

Denoting by ˚ one of the above regularized fundamental solutions, the approxi-
mate solution of (7) can be expressed in a ‘monopole formulation’:

u.x/ D
NX
jD1

˛j˚.x � xj /; (9)

and the coefficients ˛1; : : : ; ˛N can be computed by solving the algebraic system:

NX
jD1

˛jAkj D uD.xk/ .for all k W xk 2 �D/

(10)

NX
jD1

˛jBkj D vN .xk/ .for all k W xk 2 �N /

where Akj WD ˚.xk � xj /, Bkj WD @˚
@nk
.xk � xj /. The diagonal entries Bkk must be

defined in another way due to the (stronger) singularity of @˚
@n

at the origin (see e.g.
[18]). To this end, consider the auxiliary Dirichlet problem

�w D 0; wj� D 1 (11)

(the exact solution of which is obviously w � 1). Expressing w in the same form:

w.x/ D
NX
jD1

ˇj˚.x � xj /;

and exploiting the fact that @w
@n

j� � 0, the diagonal entries Bkk can be defined as

Bkk WD � 1

ˇk

X
j¤k

ˇjBkj;

(provided that ˇk ¤ 0). This is the desingularization idea. See also [14, 18]. Note
that, instead of the function w � 1, other harmonic functions can also be used (see
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e.g. [6]). By a proper choice of the particular solution w (using possibly several
ones), it can be ensured that the definition of the diagonal entries Bkk makes sense,
i.e. ˇk ¤ 0.

The dipole formulation can be constructed similarly. Let us still denote by ˚
a regularized fundamental solution, then the approximate solution of (7) can be
expressed also in a ‘dipole form’:

u.x/ D
NX
jD1

˛j
@˚

@nj
.x � xj /; (12)

and the coefficients ˛j can be computed by solving the algebraic system:

NX
jD1

˛jCkj D uD.xk/ .for all k W xk 2 �D/

(13)

NX
jD1

˛jQkj D vN .xk/ .for all k W xk 2 �N /

where Ckj WD @˚
@nj
.xk � xj / and Qkj WD @2˚

@nk@nj
.xk � xj /, if j ¤ k. Again, the

diagonal entries must be calculated in another way. Since the dipole formulation and
the normal derivative of the monopole formulation can be considered a discretized
forms of the double layer potential, and the normal derivative of a single layer
potential, respectively, it turns out (see [10]) that the proper definition is Ckk WD Bkk

(while Ckj D �Bjk for j ¤ k). After defining the matrix C , the diagonal entries
Qkk can be defined by the same desingularization procedure as earlier, applying a
dipole formulation to the auxiliary problem (11).

Numerical features. Both the monopole and the dipole formulations (9) and (12)
are suitable to handle mixed boundary value problems. The condition numbers
remain moderate (compared with the traditional version of the MFS). As an
illustrative example, consider the Laplace equation in the square Œ�1; 1� � Œ�1; 1�
with the very simple test solution

u.x; y/ D x2 � y2 (14)

(where we have applied the more familiar notations x; y for the space coordinates).
Along the half of the boundary, Dirichlet boundary condition, while along the
remaining part of the boundary, Neumann boundary condition is prescribed. The
boundary is discretized by N boundary points located along the boundary in an
equidistant way. Table 1 shows the relative L2-errors of the approximate solutions
computed on the boundary and also the condition numbers with different numbers
of boundary collocation points. The scaling constant in (8) was set to c WD N (i.e.
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Table 1 Relative L2-errors in the domain and condition numbers. Test solution: (14). Mixed
boundary conditions

N 8 16 32 64 128 256 512

Monopoles:

Relative L2-error (%) 17:85 7:876 3:772 1:898 0:9262 0:4859 0:2442

Condition number 8:0 21:5 53:3 127:1 294:8 670:9 1:5EC3
Dipoles:

Relative L2-error (%) 14:59 4:874 1:457 0:5639 0:2593 0:1272 0:0634

Condition number 3:0 6:4 13:7 29:4 63:1 135:8 287:3

it is inversely proportional to the characteristic distance of the boundary collocation
points). It can be seen that the condition numbers remain moderate while the
accuracy is still acceptable. No essential difference can be observed between the
monopole and dipole formulation.

To solve the discrete equations (10) and (13), a simple direct technique e.g.
Gaussian elimination seems to be suitable. Iterative solution techniques such as the
conjugate gradient method or other Krylov subspace methods are not necessarily
efficient. We note, however, that this does not remain the case if pure Dirichlet or
pure Neumann problem is to be solved. To illustrate the situation, suppose that˝ is
the unit circle and the boundary is discretized by the points xj WD .cos 2�j

N
; sin 2�j

N
/

(j D 0; 1; : : : ; N � 1). Then, as it can easily be checked:

Bkj D @˚

@nk
.xk � xj / D 1

2�

hxk � xj ; xki
jjxk � xj jj2 D 1

4�

for j ¤ k. The desingularization procedure defines the diagonal entries of B to be
the same constant, i.e. B has the form:

B D cI C 1

4�
w1w

�
1 ;

where w1 WD .1; 1; : : : ; 1/� 2 RN . Denote by

w WD w1
jjw1jj D 1p

N
� .1; 1; : : : ; 1/�;

then P WD w � w� is a projector and:

B D cI C N

4�
P

Due to the desingularization procedure, the diagonal entries can be calculated
explicitly, yielding:

B D � N

4�
.I � P/
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Table 2 Relative L2-errors in the domain and condition numbers. Test solution: (14). Pure
Dirichlet and pure Neumann boundary conditions

N 8 16 32 64 128 256 512

Dipoles:

Relative L2-error (%) 13:50 4:716 1:611 0:6393 0:2864 0:1367 0:0671

Condition number 3:3 3:6 3:9 4:0 4:2 4:4 4:5

Monopoles:

Relative L2-error (%) 18:95 8:180 4:027 2:070 1:057 0:5346 0:2685

Condition number 15:8 17:4 18:4 19:2 21:1 30:8 44:5

Moreover, since Ckk D Bkk and Ckj D �Bjk for j ¤ k, the matrix C has a similar
form:

C D �N � 2

4�

�
I C N

N � 2
P

�
;

which implies that the condition numbers are bounded from above:

cond.C / D 1C N

N � 2
	 3

independently of N (provided that N � 4).
The underlying idea is as follows. Since the dipole formulation is a discrete

form of a double layer potential, in the case of pure Dirichlet problem, (13) is the
discrete for of a Fredholm integral equation of the second kind due to the well-
known theorem concerning the jump of the double layer potential at the boundary.
Similarly, in the case of pure Neumann problem, the monopole formulation results
in the system (10), which is again the discrete form of a Fredholm integral
equation of the second kind (due to the jump of the normal derivative of the single
layer potential at the boundary). The operators of the Fredholm equations can be
considered compact perturbations of the identity. It is known that in this case the
simple conjugate gradient method is particularly efficient: the convergence is in
fact superlinear [2]. Thus, it may be expected that this property is preserved in the
discrete formulations.

As an example for the above phenomenon, consider again the harmonic test
solution (14) defined on the square Œ�1; 1�� Œ�1; 1�. The boundary was discretized
by N boundary collocation points in an equidistant manner. Pure Dirichlet as
well as pure Neumann boundary conditions were prescribed. In the case of the
pure Dirichlet (resp. Neumann) boundary condition, a dipole (resp. monopole)
formulation was applied. Note that, in the monopole formulation, the matrix is
always singular due to the desingularization procedure; here the first equation in the
system (10) was replaced by

PN
jD1 ˛j D 0, which defines the additive constant

appearing in the solution of the Neumann problem. Table 2 shows the relative
L2-errors of the approximate solutions on the boundary as well as the corresponding
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condition numbers. It can clearly be seen that the accuracy was about the same as
previously (cf. Table 1), however, the condition numbers are significantly reduced.
Therefore it is worth applying the conjugate gradient method (or a kind of Krylov
subspace methods), which makes the solution procedure more economical from
computational point of view. This observation is utilized in the next section, where a
mixed problem is converted to a sequence of ‘pure’ problems resulting in an efficient
iterative solution technique.

3 Converting Mixed Problems to a Sequence of Pure
Problems

First, we briefly recall the main ideas of the technique proposed in [7]. Later, the
method will be adopted in the MFS context.

Consider again the 2D model problem (7). Denote by W the following closed
subspace in the Sobelev space H1=2.� /:

W WD fw 2 H1=2.� / W wj�D � 0g;

and let P be a (not necessarily orthogonal) projector of the subspace W . Define
P1 WD I � P and P2 WD P �. Then P1 and P2 are also projectors in the spaces
H1=2.� / andH�1=2.� /, respectively, and can be interpreted as extension operators
from �D to � and from �N to � , respectively. Now define the following iteration.
Starting from an approximate boundary solution U0 of (7), let

�UnC1=2 D 0; UnC1=2j� D un C P1.uD � un/; (15)

�UnC1 D 0;
@UnC1
@n

j� D vnC1=2 C P2.vN � vnC1=2/; (16)

where un WD Unj� , vnC1=2 WD @UnC1=2

@n
j� . Equation (15) is a pure Dirichlet subprob-

lem (the Dirichlet boundary condition along �D is exactly fulfilled), while (16) is a
pure Neumann subproblem (the Neumann boundary condition along �N is exactly
satisfied).

Remark. The iteration (15)–(16) can be considered a special multiplicative Schwarz
method [11, 13]. However, in contrast to the usual techniques, there is no domain
decomposition idea in the background.

Let us introduce the Dirichlet-to-Neumann operator (also referred to as Poincaré-
Steklov operator, see [15]) J by JU WD @U

@n
, where �U D 0 in ˝ and U j� D

u. Then J is an one-to-one mapping from H1=2.� / onto a one-codimensional
subspace of H�1=2.� /, and the above iteration can be expressed as:

vnC1=2 WD J.un C P1.uD � un//; unC1 WD J�1.vnC1=2 C P2.vN � vnC1=2//;
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that is:

unC1 WD J�1.I � P2/J.I � P1/un C J�1.P2vN C .I � P2/JP1uD/ (17)

If the transition operator

A WD J�1.I � P2/J.I � P1/ (18)

is a contraction in H1=2.� / (or, at least, its spectral radius is less than one), the
iteration (15)–(16) is convergent.

Remark. In practice, the realization of the operators J and J�1 can be performed
by solving a pure Dirichlet and a pure Neumann problem, respectively. This can
approximately be done by the regularized MFS utilizing the dipole formulation (12)
and the monopole formulation (9), respectively.

Based on the strengthened Cauchy inequality and utilizing the fact that for an
arbitrary projector P , the equality jjP jj D jjI � P jj is valid (see e.g. [17]), the
following theorem can be deduced:

Theorem 1. The norm of the operator A defined by (18) can be estimated by:

jjAjj 	
s
1 � 1

jjP jj2 � jjP jj � jjI � P jj D
p

jjP jj2 � 1 � jjP jj

For the spectral radius of A, the following estimation holds:

�.A/ 	 jjP jj2 � 1

For the proof, see [7].
This means that the convergence of the iteration (17) depends on the choice of
the projector P , as expected. The iteration may still converge for non-orthogonal
projectors as well, provided that the norm of P is not ‘too far’ from the value 1.

Remark. Let us define the extension operators P1, P2 as follows. Let P1u WD wj� ,
where w is the solution of the mixed problem

�w D 0 in ˝; wj�D D uj�D ;
@w

@n
j�N D 0 (19)

Similarly, let P2u WD @w
@n

j� , where w is the solution of the mixed problem

�w D 0 in ˝; wj�D D 0;
@w

@n
j�N D vj�N (20)

Then obviously, the operator P WD I � P1 is a projector of the subspace W .
Moreover:
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Lemma 1. The extension P2 is the adjoint of P .

Proof. For arbitrary V 2 H�1=2.� /, by definition:

P2V D @U

@n
j� ;

where

�U D 0 in ˝; U j�D D 0;
@U

@n
j�N D V j�N

Thus, for arbitrary u 2 H1=2.� /:

.P2V /.Pu/ D
Z
�

@U

@n
� .Pu/ d� D

Z
�D

@U

@n
� .Pu/ d� C

Z
�N

@U

@n
� .Pu/ d� D

D
Z
�N

V � .Pu/ d�;

since .Pu/j�D D 0 and @U
@n

j�N D V j�N . Utilizing the equality .Pu/j�D D 0 once
more, we have:

.P2V /.Pu/ D
Z
�N

V � .Pu/ d� D
Z
�N

V � .Pu/ d� C
Z
�D

V � .Pu/ d� D

D
Z
�

V � .Pu/ d� D V.Pu/ D .P �V /u

That is: .P2V /.Pu/ D .P �V /u. But P u D u � P1u, whence

.P �V /u D .P2V /u � .P2V /.P1u/

It is sufficient to prove that .P2V /.P1u/ D 0, since this implies that .P �V /u D
.P2V /u for arbitrary u 2 H1=2.� /, V 2 H�1=2.� /, that is, P � D P2. By
definition:

P1u D W j� ;
where

�W D 0 in ˝; W j�D D uj�D ;
@W

@n
j�N D 0

Consequently:

.P2V /.P1u/ D
Z
�

@U

@n
�W d� D

Z
�

U � @W
@n

d�;
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where we used Green’s second identity. Moreover:

.P2V /.P1u/ D
Z
�D

U � @W
@n

d� C
Z
�N

U � @W
@n

d� D 0;

since U j�D D 0 and @W
@n

j�N D 0. This completes the proof.

Lemma 2. In the case of the above defined extensions P1, P2, the transition
operator A D J�1.I � P2/J.I � P1/ is the zero operator.

Proof. It is sufficient to prove that .I � P2/J.I � P1/ D 0, that is,

.I � P2/JP u D 0

for arbitrary u 2 H1=2.� /. P is a projector of the subspaceW , therefore .Pu/j�D D
0. We will show that for every w 2 W , the equality Jw D P2Jw holds, which
proves the lemma. Indeed, Jw D @W

@n
j� , where

�W D 0; W j� D w;

i.e. W j�D D 0. On the other hand: P2Jw D @U
@n

j� , where

�U D 0; U j�D D 0;
@U

@n
j�N D .Jw/j�N D @W

@n
j�N

Thus, U D W , i.e. Jw D P2Jw, as stated above.

The immediate consequence of Lemma 2 is that the iteration (15)–(16) results in
the exact solution after a single iteration step. Unfortunately, the evaluation of the
extension operators P1, P2 requires solving special mixed problems, which is as
difficult as the solution of the original problem from computational point of view.
However, if P1, P2 are sufficiently close to the above defined ‘ideal’ extensions,
the operator A might still be a contraction, which assures the convergence of the
iteration. In a multi-level context, P1, P2 can be defined as some coarse grid
approximation of the operators (19)–(20). Note, however, that we have had excellent
numerical experiences by using much simpler extension operators as well, based on
boundary Shepard interpolation (22), see later.

Now we will show that the underrelaxed version of (15)–(16) remains convergent
under much weaker assumptions.

The underrelaxed version is defined by

vnC1=2 WD J.un C ! � P1.uD � un//;

unC1 WD J�1.vnC1=2 C ! � P2.vN � vnC1=2//;
(21)
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where ! > 0 is a fixed relaxation parameter. The transition matrix of the iteration is
now as follows:

A D J�1.I � !P2/J.I � !P1/

After some manipulations we have:

A D .1 � !/I C ! � .P � J�1P �J /C !2J�1P �J.I � P/
DW .1 � !/I C ! � B C !2C

Here the operators B and C are bounded in H1=2.� /. The operator B is antisym-
metric in the sense that with respect to the scalar product of H1=2.� /, hu; Bvi D
�hBu; vi holds. Indeed:

hu;Bvi D hu;Pvi � hu; J�1P �Jvi D .Ju/.Pv/� .J v/.Pu/;

and similarly:

hBu; vi D hPu; vi � hJ�1P �Ju; vi D .J v/.Pu/� .Ju/.Pv/;

which proves the antisymmetry. Now let us estimate the norm of the operatorAwith
respect to the H1=2.� /-norm:

jjAujj2 D jj.1� !/u C !Bu C !2Cujj2

D .1 � !/2jjujj2 C 2!.1 � !/RehBu; ui C O.jjujj2 � !2/

Due to the antisymmetry of B , we have: RehBu; ui D 0, which implies:

jjAujj2 D .1 � !/2jjujj2 C O.jjujj2 � !2/ D .1 � 2!/jjujj2 C O.jjujj2 � !2/

We have obtained the following theorem:

Theorem 2. The underrelaxed iteration (21) is convergent for every positive,
sufficiently small relaxation parameter !.

Consequently, it is expected that if the appearing pure Dirichlet and Neumann
subproblems are solved by dipole and monopole formulation, respectively, the
sequence of the corresponding discrete problems still result in a convergent iteration.

Extension by boundary Shepard interpolation. Simple and computationally
cheap extensions can be constructed by boundary interpolation (more precisely:
extrapolation) methods. One of the simplest techniques is based on Shepard
interpolation. Consider the boundary interpolation points xj .j D 1; : : : N / and
define:
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Table 3 Norms and spectral radii corresponding to the extension operator based on Shepard
boundary interpolation

N 8 16 32 64 128 256 512 1,024

jjP jj 1:315 1:298 1:292 1:290 1:290 1:291 1:291 1:291

jjAjj 0:212 0:269 0:293 0:306 0:315 0:322 0:328 0:333

�.A/ 0:034 0:052 0:059 0:060 0:067 0:074 0:078 0:079

.P1u/k WD

8̂
ˆ̂̂̂
ˆ̂̂<
ˆ̂̂̂
ˆ̂̂̂
:

uk .xk 2 �D/
X
xj2�D

uj
jjxk � xj jj2

X
xj2�D

1

jjxk � xj jj2
.xk 2 �N /

(22)

where u WD .u1; u2; : : : ; uN /�. The extension operator P2 can then be defined by
P2 WD .I � P1/

�.
For illustration, let ˝ be the unit circle and let us discretize the boundary � by

the equally spaced points x1; : : : ; xN . Let the Dirichlet part �D (resp. the Neumann
part �N ) be the upper (resp. lower) half-circle. Table 3 shows the discreteH1=2.� /-
norms of the corresponding projector P as well as the transition operator A and
its spectral radii with different values of N . The results indicate that, in this case,
the iteration is convergent (without underrelaxation) independently of the number
of boundary collocation points.

As another illustrative example, consider again the test solution (14) on the
square˝ WD Œ�1; 1�� Œ�1; 1�. The boundary collocation points were located in an
equidistant way. Along two sides of the square, Dirichlet boundary condition, along
the remaining part of the boundary, Neumann boundary condition was prescribed.
To approximately solve the mixed problem, the iterative method (15)–(16) was
applied with the boundary Shepard extension operator P1 defined by (22) and
P2 WD .I � P1/

�. Table 4 shows the relative L2-errors (%) with different numbers
of boundary points (N ), after nit iteration steps. The convergence seems much
faster than expected: after 4–5 iterations, the same error levels were achieved as
obtained by direct methods (cf. Table 1), independently of the number of boundary
collocation points. Moreover, the numerical properties of the appearing matrices are
much more advantageous from computational point of view, which allows the use
of more efficient solution methods such as the conjugate gradients or other Krylov
subspace methods.
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Table 4 Relative L2-errors, iterative solution procedure. Test solution: (14). Mixed boundary
conditions

nit n N 8 16 32 64 128 256 512

1 21:41 10:16 6:155 4:446 3:633 3:240 3:050

2 17:71 7:991 3:846 1:923 0:9566 0:4647 0:2185

3 17:86 8:040 3:889 1:996 0:9988 0:5048 0:2542

4 17:85 8:039 3:889 1:965 0:9977 0:5037 0:2531

5 17:85 8:039 3:889 1:965 0:9977 0:5038 0:2531

6 17:85 8:039 3:889 1:965 0:9977 0:5038 0:2531

3.1 Multi-level Solution Procedure

The above outlined iteration technique can be speeded up further by using multi-
level tools. (For details of multigrid methods, see e.g. [16].) Note that a multi-level
method is not necessarily more efficient than a single-level one. It depends on the
proper choice of the inter-grid transfer operators (restrictions and prolongations) and
the applied smoothing procedure.

In our meshless MFS-based context, let us define a sequence of boundary
collocation points:

Sk WD fx.k/1 ; x
.k/
2 ; : : : ; x

.k/
Nk

g .k D 0; 1; : : : ; L/;

where N1 < N2 < : : : < NL (L is the maximal level). S0 is considered to be the
coarsest ‘grid’ (nevertheless, without any grid structure), and SL is the finest one.
The inclusion Sk � SkC1 is not supposed, however, it is convenient to consider the
points of the coarser level to be the ‘unification’ of some points belonging to the
next finer level. At each level, the subproblems must be discretized, and inter-grid
transfer operators must be introduced.

In the simplest cascade method, this can be performed as follows. The numbers of
boundary collocation points are doubled at each consecutive level, i.e.Nk D 2Nk�1
(k D 1; 2; : : : ; L) and let x.k/2j WD x

.k�1/
j (j D 1; : : : ; Nk�1). We consider the

coarse-level boundary collocation point x.k�1/
j to be the unification of the fine-level

points x.k/2j and x.k/2jC1.
In the cascade method, restriction operators are not needed. The pro-

longation can simply be constructed by ‘piecewise constant’ way, i.e. if
.˛
.k�1/
1 ; ˛

.k�1/
2 ; : : : ; ˛

.k�1/
Nk�1

/ is a vector of coefficients in the .k � 1/th level, the
prolongated vector is defined by:

˛
.k/
2j WD 1

2
˛
.k�1/
j ; ˛

.k/
2jC1 WD 1

2
˛
.k�1/
j
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Table 5 Relative L2-errors, multi-level solution procedure. Test solution: (14). Mixed boundary
conditions

level 0 1 2 3 4 5 6

N 8 16 32 64 128 256 512

Relative L2-error (%) 17:86 8:038 3:888 1:965 0:9981 0:5043 0:2532

(j D 1; 2; : : : ; Nk�1; k D 1; 2; : : : ; L). As a smoothing procedure, a simple
conjugate gradient iteration (applied to the normal equations of (10) and (13)) can
be performed. That is, the monopole formulation is applied to the pure Neumann
subproblems, while the pure Dirichlet subproblems are treated by the dipole
formulation.

Thus, the overall multi-level algorithm is defined as follows:

• Step 0: On the coarsest level S0, solve the corresponding discrete problem
exactly, both in monopole and dipole formulation.

• Step 1: Prolongate the solutions to the next finer level.
• Step 2: Apply several iterations (15)–(16) (or their underrelaxed version (21))

at the current level. To approximately solve the appearing pure Dirichlet and
pure Neumann subproblems, use the dipole and the monopole formulation,
respectively, and apply several conjugate gradient iterations to the normal
equations of (10) and (13), respectively.

• Repeat the procedure from Step 1 until the finest level is reached.

Since both the outer iteration (15)–(16) and the inner conjugate gradient iteration
converge rapidly, it is expected that the above multi-level method is more efficient
that a single-level method defined on the finest level.

Without going into theoretical details, as a numerical example, consider again the
test solution (14) on the square ˝ WD Œ�1; 1� � Œ�1; 1�. The boundary collocation
points were located in an equidistant way and the number of collocation points
was doubled at each consecutive level. Along two sides of the square, Dirichlet
boundary condition, along the remaining part of the boundary, Neumann boundary
condition was prescribed. At each level, only three outer iteration steps (15)–(16)
were performed with the boundary Shepard extension operator P1 defined by (22)
and P2 WD .I � P1/

�. In each pure subproblem, five conjugate gradient iterations
to the normal equation were applied. Table 5 shows the relative L2-errors at the
different levels (N denotes the number of boundary collocation points at the current
level). The results indicate that the multi-level solution algorithm produces almost
exactly the same error levels as was shown in Table 4, i.e. the same accuracy can
be reached than in the case of single-level solutions. However, the computational
cost is significantly reduced due to the fact that the necessary number of the applied
iterations is bounded, independently of the actual level.
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4 Summary and Conclusions

The Method of Fundamental Solutions was applied to potential problems supplied
with mixed boundary conditions. The source and the collocation points were
supposed to coincide and were located along the boundary of the domain. This
causes singularities in the resulting matrices due to the singularity of the applied
fundamental solution. These singularities were removed in different ways. The
singularities of the shifted fundamental solutions were eliminated by using truncated
fundamental solution or by using the continuous fundamental solution of a fourth-
order partial differential operator which approximates that of the original operator.
The singularities of the normal derivatives of the shifted fundamental solutions were
eliminated by solving an auxiliary pure Dirichlet problem. Similar regularization
and desingularization techniques were used for the dipole formulation as well.
The dipole formulation results in well-conditioned algebraic systems provided that
pure Dirichlet boundary condition is prescribed, while in case of pure Neumann
boundary condition, the monopole formulation produces well-conditioned systems.
For these pure problems, the familiar conjugate gradient iteration becomes quite
efficient due to the fact that the appearing matrices approximate linear operators
which are compact perturbations of the identity. In case of mixed boundary
condition, the original problem was converted to a sequence of pure problems, the
solutions of which converge rapidly to the solution of the original mixed problem.
To approximately solve these pure subproblems, the above dipole and monopole
formulations were used, which result in a numerically efficient solution technique.
The method is embedded in multi-level context in a natural way, which further
reduces the numerical complexity. In addition to this, the problem of large and ill-
conditioned systems is also avoided.
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Improvements to the Prototype Micro-brittle
Model of Peridynamics

Georg C. Ganzenmüller, Stefan Hiermaier, and Michael May

Abstract This paper assesses the accuracy and convergence of the bond-based
Peridynamic model with brittle failure, known as the prototype micro-brittle
(PMB) model. We investigate the discrete equations of this model, suitable for
numerical implementation. It is shown that the widely used discretization approach
incurs rather large errors. Motivated by this observation, a correction is proposed,
which significantly increases the accuracy by cancelling errors associated with the
discretization. As an additional result, we derive equations to treat the interactions
between differently sized particles, i.e., a non-homogeneous discretization spacing.
This presents an important step forward for the applicability of the PMB model
to complex geometries, where it is desired to model interesting parts with a fine
resolution (small particle spacings) and other parts with a coarse resolution in
order to gain numerical efficiency. Validation of the corrected Peridynamic model
is performed by comparing longitudinal sound wave propagation velocities with
exact theoretical results. We find that the corrected approach correctly reproduces
the sound wave velocity, while the original approach severely overestimates this
quantity. Additionally, we present simulations for a crack growth problem which can
be analytically solved within the framework of Linear Elastic Fracture Mechanics
Theory. We find that the corrected Peridynamics model is capable of quantitatively
reproducing crack initiation and propagation.

Keywords Meshless • Simulation • Peridynamics • Crack growth

1 Introduction

Peridynamics (PD), originally devised in 1999 by S. A. Silling [1] is is a relatively
new approach to solve problems in solid mechanics. In contrast to the most popular
numerical methods for solving continuum mechanics problems, namely the Finite
Element Method or the Finite Volume Method, PD does not require a topologically

G.C. Ganzenmüller (�) • S. Hiermaier • M. May
Fraunhofer Ernst-Mach Institute for High-Speed Dynamics, Freiburg im Breisgau, Germany
e-mail: georg.ganzenmueller@emi.fraunhofer.de

© Springer International Publishing Switzerland 2015
M. Griebel, M.A. Schweitzer (eds.), Meshfree Methods for Partial Differential
Equations VII, Lecture Notes in Computational Science and Engineering 100,
DOI 10.1007/978-3-319-06898-5_9

163

mailto:georg.ganzenmueller@emi.fraunhofer.de


164 G.C. Ganzenmüller et al.

connected mesh of elements. Additionally, PD incorporates the description of
damage and material failure from the outset. Within the context of mesh-free
methods, Peridynamics can be classified as a Total-Lagrangian collocation method
with nodal integration. PD features two classes of interaction models, so called
bond-based materials and state-based materials. In the bond-based case, interactions
exist as spring-like forces between pairs of particles. The interactions only depend
on the relative displacement (and potentially its history) of the interacting particle
pair and are thus independent of other particles. This is in contrast to the state-based
model where pair-wise interactions also depend on the cumulative displacement
state of all other particles within the neighborhoods of the two particles which form
the pair.

The scope of this paper is to assess the accuracy and convergence of the
linear-elastic, bond-based PD model with brittle failure, known as the prototype
micro-brittle (PMB) model in the literature. We investigate the discrete equations of
this model, suitable for numerical implementation. It is shown that the widely used
discretization approach incurs rather large errors. Motivated by this observation, a
new discretization scheme is proposed, which significantly increases the numerical
accuracy. As an additional result, we derive equations to treat the interactions
between differently sized particles, i.e., a non-homogeneous discretization spacing.
This presents an important step forward for the applicability of the PMB model
to complex geometries, where it is desired to model interesting parts with a fine
resolution (small particle spacing) and other parts with a coarse resolution in order
to gain numerical efficiency.

We begin by introducing the basic terminology of bond-based PD. In order to
be consistent with the major part of the existing PD literature, we use the following
symbols: a coordinate in the reference configuration is denoted with X , deformed
(current) coordinates are denoted by x, such that the displacement is given by u D
X � x. Bold mathematical symbols like the preceding ones denote vectors, while
the same mathematical symbol in non-bold font refers to its Euclidean norm, e.g.
x D jxj.

The governing equation for a PD continuum is given by

W.X ; t/ D 1

2

Z

Hı

!.X 0 �X/w


u.X 0; t/ � u.X ; t/;X 0 �X� dVX 0 ; (1)

whereW.X ; t/ is the energy density at a point located at X in the reference config-
uration, and displaced at time t by an amount u.X ; t/. w Œu.X 0; t/ � u.X ; t/� is the
micropotential, which describes the strain energy due to the relative displacement of
a pair of points located at X and X 0. The assumption that the strain energy density
depends only on pairs of interacting volume elements leads to the restriction of a
fixed Poisson ratio [2] of 1=3 in 2D (1/4 in 3D). The function !.X 0 � X/ is a
weight function which modulates the pair interaction strength depending on spatial
separation, and VX 0 is the volume associated with a point.

Referring to Fig. 1, the integration domain Hı is the full disc (full sphere in 3D)
aroundX described by the radial cutoff ı, and is termed the horizon. Within the PD
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Fig. 1 Peridynamics is a method for solving problems in solid mechanics. A body is discretized
with a set of integration nodes, which form the reference configuration. Within this reference
configuration, each source node interacts with other nodes that are located within a finite horizon
Hı , centered on the source node. The interactions are termed bonds. Peridynamics is a non-local
method, because not only nearest, or, adjacent, neighbors are considered. The figure above depicts
a single source node i with a horizon given by the radial cutoff ı. Bonds exist between node i and
all other nodes j which are inside Hı . Upon deformation of the bonds, forces are projected along
the reference bond vectors �ij such that solid material behavior is obtained

picture, the strain energy is conceptually stored in bonds that are defined between
all pairs of points .X ;X 0/ located within Hı. Thus, a bond vector in the reference
configuration is given by � D X 0 � X , and the relative bond displacement due to
some deformation at time t is �.t/ D u.X 0; t/ � u.X ; t/. The bond distance vector
in the current configuration is therefore written as r.t/ D �.t/C �.

With this notation, and dropping the explicit dependence on time, Eq. (1) is
written in a more compact form as

W.X/ D 1

2

Z

Hı

!.�/w.r ; �/dVX 0 ; (2)

The factor of 1=2 in the above equation arises because each bond is defined
twice, once originating at X and pointing to X 0, and again via its antisymmetric
counterpart pointing from X 0 to X 0. The forces within the bond-based PD contin-
uum are obtained by taking the derivative of the micropotential with respect to the
bond distance vector. The microforce between two bonded points is thus

f .r ; �/ D �@w.r ; �/

@r
; (3)
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yielding the acceleration a.X/ of a point with mass density � due to all its neighbors
within Hı:

�a.X/ D
Z

Hı

!.�/f .r ; �/dVX 0 : (4)

For implementation in a computer code, Eqs. (2) and (4) need to be discretized.
This process requires the division of the continuous body to be simulated into a
number of distinct nodes with a given subvolume, subject to the constraint that the
sum of all subvolumes equals the total volume of the body. These nodes are termed
particles henceforth and the Peridynamic bonds exist between these particles. The
most straightforward discretization approach is nodal integration, which is used in
almost all publications dealing with PD up to date. Referring to Fig. 1, particle i is
connected to all neighbors j within the horizon ı. Dropping the explicit dependence
on X , the discrete expression for the energy density of a particle i reads:

Wi D
X
j2Hı

!.�ij/Vjwij.r ij; �ij/; (5)

and

ai D 1

mi

X
j2Hı

!.�ij/ViVjf ij.r ij; �ij/: (6)

These discretizations represent simple Riemann sums, i.e., piecewise constant
approximations of the true integrals. The object of this work is to quantify the errors
incurred by this approach, but before doing so, we introduce a specific form of the
pairwise force function which is compatible with linear elastic continuum behavior
and supports a brittle fracture mechanism.

2 Linear Elasticity in Peridynamics

In order to establish the link with linear elasticity, i.e., a Hookean solid, Silling [2]
introduced the Prototype Microbrittle Material (PMB) model, with a microforce
that depends linearly on the bond stretch s D j� C �j=j�j. The bond stretch can be
thought of as a pairwise one dimensional strain description of the material, and a
full strain tensor can indeed be derived from an ensemble of bond stretches [3]. A
microforce which is linear in s is therefore in agreement with Hooke’s law.

Here, we employ the following microforce which:

f .s; �/ D �cs=�; (7)
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with proportionality constant c. The corresponding micropotential is obtained by
integrating the microforce w.r.t. displacement.

w.s/ D �
Z
f .s; �/d� D 1

2
cs2: (8)

Note that the expressions for the microforce and the micropotential differ from
Silling’s original work by a factor of �. This change is purely for consistency
reasons, because, in our opinion, the energy density should not contain a reference
to a length scale. The modification will be absorbed into the proportionality constant
c which is yet to be determined.

The weight function is chosen as a simple step function,

!.�ij/ D
(
1 if �ij 	 ı

0 if �ij > ı
; (9)

which allows for a compact notation as it can be absorbed into the summation
operator of the discretized expressions, i.e.,

P
j2Hı

!.�ij/ D P
j2Hı

1. The effects of

using different weight functions have been studied in detail [4]. No significant
benefits were observed when using different forms of the weight function for the
purpose of simulating structural response problems, however, the weight function
affects the dispersion of waves.

Damage and failure are incorporated by keeping track of the history of a bond
stretch state. We fail individual bonds by permanently and irreversibly deleting them
once they are stretched beyond a critical stretch value sc .

The remaining constant c is determined by requiring the Peridynamic expression
for the energy density, Eq. (2) to be consistent with the result from linear elasticity
theory,Wel::

1

2

Z

Hı

!.�ij/w.s/dVX 0 D Wel:; (10)

In the 3D case of pure dilation or compression, cf. Eq. (32) in the Appendix, we have
W 3D

el: D 9Ks2=2, where K is the bulk modulus and s is the strain along any of the
Cartesian directions. Note that for isotropic strain field, the strain and the stretch of
any bond coincide. Integrating the Peridynamic energy density expression for this
strain field in spherical coordinates, we have

1

2

Z

Hı

!.�ij/w.s/dV D 1

2

ıZ

0

�Z

0

2�Z

0

!.�ij/
1

2
cs2�2d� sin.�/d�d� D �cs2ı3

6
: (11)
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Equating this result with the continuum theory expression for the elastic strain
energy, the constant c is obtained as:

c D 6K

�ı3
: (12)

This approach of determining c is correct for the continuous integral expressions
upon which PD theory is based. However, in combination with the discrete expres-
sion given by Eq. (5), the results of a numerical computation of the energy density
are inaccurate, as exact analytic integration is combined with piecewise constant
approximation of the integrals. Furthermore, the analytic integration performed
in Eq. (11) assumes that each node is completely contained in the bulk of the
body, such that a spherical integration domain exists around the central node. This
assumption is certainly not true at the boundaries of the body. The errors incurred
by this approach are rather large and, what is worse, does not converge to zero
upon increasing ı. This behaviour would be expected, as more as an increase in ı at
fixed particle spacing means that more integration nodes are used to sample the field
variables. Before we quantify these errors, we introduce an alternative approach to
determine c which relies on exact error cancellation such that the energy density is
exactly reproduced for a given strain field.

2.1 An Improved Route for Determining the PMB
Proportionality Constant

Instead of deriving the proportionality constant c by exact analytic integration,
we propose to use the same integral approximation as is used for discretizing the
PD energy density integral or acceleration expression. This means that we use a
piecewise constant approximation for Eq. (10), as shown in Fig. 2:

1

2

Z

Hı

w.s/dVX 0 
 1

2

X
j2Hi

w.s/Vj D Wel: (13)

Inserting the micropotential and the 3D pure dilation result for the continuum strain
energy density in the above equation, we obtain the proportionality constant as

ci D 18KP
j2Hi

Vj
: (14)

In this formulation, the dependence of ci on the horizon ı is now only implicit
through the number of particles contributing to the sum in the denominator. A parti-
cle at a free surface of a body will have a different number of neighbors compared to
a particle in the bulk. This effect is accounted for with our discrete expression for ci ,
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i

j

Hi

Hδ

δ

Fig. 2 Piecewise constant approximation of the Peridynamic neighborhood volume. In the
original derivation of Peridynamics, the neighborhood boundary Hı is defined as a smooth region
in space given by the radial cutoff ı. For a piecewise constant approximation of the integrals of
the Peridynamic theory suitable for computer implementation, the neighborhood also needs to be
defined in a discrete manner: here, we define the piecewise constant neighborhood approximation
as the volume of all particles touched by the radial cutoff ı

as opposed to the original expression, Eq. (12), which is only valid for the bulk. This
normalization is similar to a Shepard correction of the shape functions encountered
in other meshless methods such as Smooth-Particle Hydrodynamics [5, 6], where it
restores C0 consistency, i.e., the ability to approximate a constant field. At the same
time, it is this local dependence which allows us to easily introduce different spatial
resolutions and horizons. It is important at this point to discuss the conservation
of momentum. In the original formulation of the PMB model, the proportionality
constant c is the same for all interacting particles. Therefore, f ij D �f ji, and, as
the forces are aligned with the distance vector between particles i and j , both linear
and angular momentum are conserved. In the approach proposed here, f ij is not
necessarily equal to �f ji, as the particle volume sum over Hi is not guaranteed to
equal the particle volumes sum over Hj . Thus ci ¤ cj , in general. We therefore
enforce symmetry in the following manner:
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cij D ci C cj

2
(15)

The full expressions for the potential energy of a particle and its acceleration, as
required for implementation in a computer code, are then

Ei D
X
j2Hi

ViVj cijs
2
ij; (16)

and

ai D 1

mi

X
j2Hi

ViVj cijsij
1

�ij

r ij

rij
: (17)

We note that the existing body of publications on Peridynamics recognizes that
the analytic integration approach for determining the proportionality constant, cf.
Eq. (12), is not exact when used together with a discrete set of nodes. Different
approaches have been taken to address this problem: Parks et al. [7] describe an
algorithm which approximately accounts for the fact that particles near the edge
of the horizon have a volume which is only partially within the horizon. Bobaru
and Ha [8] describe a similar, yet slightly more accurate algorithm, which rests
on the assumption that nodes are placed on quadratic or cubic lattices. Neither of
these corrections is able to calculate the sum of volumes enclosed by the horizon
exactly. Below, exemplary comparison is made between the algorithm described by
Parks et al. and the approach proposed here, which calculates this volume exactly,
regardless of whether a regular grid is employed or not.

3 Results

3.1 Comparison of the Original PMB Model with the Improved
Model

This section presents two examples to assess the accuracy of the original PMB
model and the normalization procedure proposed in this work. We show that the
energy density and speed of sound are exactly reproduced using our method, while
the original method yields considerable errors. Finally, we investigate a mode-I
crack opening example with our modified PD scheme, where a failure criterion
based on the Griffith energy release rate correctly reproduces results from Linear
Elasticity Fracture Mechanics Theory.
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3.1.1 Energy Density

The ability to reproduce the correct strain energy for a homogeneous deformation
is the most basic task any simulation method for solid mechanics should be able
to handle with good accuracy. We consider a cube of a material under periodic
boundary conditions. The bulk modulus is 1 GPa, and the material is discretized
using a cubic lattice with spacing �x D 1m. In order to effect a homogeneous
deformation, all directions are scaled using a factor of l D 1:05, leading to volume
change of 15.8 %. We measure the Peridynamic strain energy density, WPD by
summing over all bond energies and dividing by the cube volume. The exact strain
energy density is calculated using Eq. (32), such that a relative error can be defined:

�W D WPD �W 3D
el:

W 3D
el:

: (18)

Figure 3 shows the relative errors for a range of different horizon cutoffs ı 2
Œ2�x : : : 6�x�, such that the number of particles within the horizon varies from 32
to 924, while the total number of particles in the system is kept constant. This type
of convergence is denoted m-convergence in the Peridynamics literature [9]. Two
different methods with analytic expressions for the proportionality constant c are
compared against the normalization approach proposed here: the original method,
cf. Eq. (12), and the volume correction first presented by Parks et al. [7], which
approximately accounts for the fact that finite volume region of particles near the

Fig. 3 This graph shows relative errors of the Peridynamic strain energy density for a pure dilation
strain field. Black disks denote results obtained with the original PMB method [2] which uses
analytic integration for the determination of the micropotential proportionality constant. Black
squares denote the results obtained with the original PMB method and the volume correction
approach due to Parks et al. [7]. Red symbols show the results obtained using the here proposed
normalization approach for the micropotential constant
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edge of the horizon are only partially within within the horizon. We observe that
the original approach shows relative errors in excess of 30 %. What is worse, is that
the errors do not converge monotonously as one increases the horizon. As more
particles are within the horizon, the accuracy of the numerical integration should
increase, because the strain field is sampled using more integration points. In this
particular case, the horizon is the only discretization resolution variable available
due to the scale invariance implied by the absence of free surfaces. The volume
correction approach due to Parks et al. fares only slightly better, but generally
underestimates the strain energy density. We note that Hu et al. [10] describe
similar observations for the strain energy density in bond based Peridynamics with
the constant micromodulus function. In contrast, the normalization proposed here
reproduces the strain energy density exactly for any micromodulus.

3.1.2 Wave Propagation

The second example investigates the propagation of a pressure pulse. To this end,
we consider a bar of size 500 � 4 � 4 m3, discretized using a cubic lattice with
�x D 1 m. We set K D 1 Pa, � D 1 kg=m3 and ı D 2:5�x. Periodic boundaries
are applied along the y- and z-direction in order to suppress free surface effects. The
pulse is initiated by a displacement perturbation of Gaussian shape at one end,

x D X C 0:02 m � exp

�
� X �X
100 m2

�
ex; (19)

where ex is the unit vector in the Cartesian x-direction. The simulation is then run
until the pressure pulse has reached the right end of the bar. The time-step is set
to �t D 0:1 s, which is stable according to CFL analysis. Following [11], the
theoretical value for the longitudinal speed of sound is

cl D
s
K C 3

4
G

�
; (20)

whereG D 3K.1�2/=Œ2.1C/� is the shear modulus, and  is Poisson’s ratio. As
the 3D Peridynamic model under consideration has a fixed Poisson ratio  D 1=4

[1], we obtain cl D 4:24 m=s. Figure 4 compares this theoretical prediction with
the results of Peridynamics simulation that employ the original analytic integration
approach for determining the amplitude constant c of the micropotential, and the
normalization approach proposed here. It is evident from this comparison that
the original approach severely overestimates the wave propagation speed. This is
in agreement with the observation, that the original approach overestimates the
energy density, leading to a system which is effectively too stiff. In contrast,
the normalization procedure for determining c reproduces the theoretical wave
propagation speed very well.
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Fig. 4 Sound wave propagation. A horizontally oriented bar of dimensions 500 * 4 * 4 m is loaded
using a Gaussian shaped displacement at the left. This initial perturbation causes a Gaussian-shaped
pressure pulse to travel to the right at the longitudinal speed of sound. Shown above are theoretical
values (vertical dashed lines), where the center of the pressure pulse should be located after elapsed
time periods of 50 and 94 s, respectively. The results of the Peridynamics simulations, (i) using the
original approach, and (ii) using the normalization for the micropotential amplitude are shown as
black and red lines, respectively. We note that the original approach over-predicts the speed of
sound by 13 %, while the here proposed normalization approach agrees with the theoretical result
within an error margin of less than 1 %

To investigate the performance of the normalization approach in the case of non-
uniform particle spacing, we now consider a mesh of the same bar as above, which is
generated via a stochastic procedure. We use a Delaunay-based meshing algorithm
to generate tetrahedral elements. These elements are subsequently replaced by
particles. Each particle is assigned the volume of the tetrahedron it replaces. The
particle’s mass is obtained from the volume and the mass density,m D V�. Figure 5
shows a section of the bar in both the tetrahedron and particle representation. To
realize a challenging test, the tetrahedral mesh was intentionally generated such
that small angles and large variations in the tetrahedron volumes are achieved. The
resulting particle configuration is therefore strongly polydisperse with a ratio of
smallest to largest radius of 100. Because no characteristic length-scale (such as
the lattice spacing above) is now present, we adjust the Peridynamic horizon for
each particle separately, such that the neighborhood contains 30 neighbors. Three
different initial tetrahedron meshes of different resolutions are used to conduct
a convergence study for our PMB normalization approach. The coarsest mesh
contains 17,211 tetrahedrons, and two more finely resolved meshes are obtained
by repeated splitting of the elements, such that the finest mesh has 70,381 elements.

The results are given in Fig. 6. We observe that pressure pulse is much broader
when compared to the results of the uniform particle configuration shown in Fig. 4,
and that oscillations travelling behind the main pulse are more pronounced. This is



174 G.C. Ganzenmüller et al.

Fig. 5 Generation of non-uniform particle configurations. Top: a volume is meshed using regular
tetrahedrons. Form this mesh, a particle configuration is obtained by placing particles at the
tetrahedron barycenter, and assigning the tetrahedron’s volume and mass to the particles. Color
coding represents volume, increasing from blue to red

not surprising, as it is well known that wave propagation is affected by discretization
effects: partial reflections occur always when a wave is transmitted between regions
of space that are discretized using different resolutions. These reflections cause
dispersion and reduction in the observed wave speed propagation speed. As the
discretization length scale becomes small compared to the wavelength, these effects
disappear. We therefore expect convergence of the location of the pressure pulse
to its theoretical position at a given time, and return of its shape back to the
initial Gaussian shape, as the particles are more finely resolved. The simulation
results shown in Fig. 6 support these statements: as the resolution is enhanced,
the wave speed tends towards its theoretical value and the pressure pulse shows
less oscillations. We therefore conclude that our approach of handling interactions
between Peridynamic particles of different size is correct.
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Fig. 6 Propagation of a pressure pulse in a long bar which is discretized using irregular particle
positions and polydisperse particle size distributions. The geometry and parameters are the same
as for Fig. 4, but instead of a regular mesh we employ the discretization approach via a stochastic
tetrahedral mesh outlined in Fig. 5. The vertical dashed line indicates the position where the
pressure pulse should be, according to the exact wave propagation speed. The Peridynamic
simulations show convergence to this exact result upon increasing the number of particles used
for discretizing the bar

3.2 Fracture Energy

Traditionally, continuum mechanics is formulated using a set of partial differential
equations which describe temporal and spatial evolution. These equations require
smooth solutions with well defined gradients. Therefore, discontinuities in the
material, such as cracks, cannot emerge naturally within the solution manifold.
In contrast, Peridynamics circumvents this problem by employing an integral
description for the evolution equations. Due to its simple form, the PMB model
in particular is well suited to model arbitrary crack initiation and propagation
phenomena. A number of studies have used the PMB model to study crack
propagation speed, crack branching as well as coalescence of individual cracks [12–
15]. However, to the best of these authors’ knowledge, no quantitative assessment
of the accuracy of PMB simulations relative to analytic solutions for modelling
crack initiation and propagation has been published to date. The main reason for
this shortcoming is probably the fact that the original formulation of the PMB
model using the analytic integration approach for determining the micropotential
amplitude inflicts unacceptably large errors already for the energy density. This
implies that no quantitatively correct modelling of crack processes could be carried
using the original PMB approach. However, the above cited studies demonstrate that
the original PMB model is very well suited to qualitatively model complex crack
growth phenomena, including the interaction of multiple cracks with each other. In
this section, we demonstrate the our normalization approach for determining the



176 G.C. Ganzenmüller et al.

micropotential amplitude can be used to quantitatively reproduce analytic solutions
obtained from Linear Elastic Fracture Mechanics (LEFM) Theory.

A useful crack propagation theory for numerical simulations must be based on
criteria which are independent of the discretization length scale. If length scale-
dependent measures such as stress are used instead, no convergence of the loads
required to propagate a crack can be achieved because finer resolution always
implies a higher stress concentrations. One useful criterion is the Griffith energy
release rate, i.e., the energy required to separate a body by generating two free
surfaces, one to either side of a crack area. The energy release rate is defined as
energy divided by area and is therefore an intensive measure for the resistance
of a body against cracking. In the discrete setting of a numerical simulation, the
energy release rate incorporates the discretization length scale and thus provides
a failure criterion which is independent of discretization. This implies that a crack
growth simulation based on such a failure criterion can converge upon discretization
refinement. A Peridynamic failure criterion based on the Griffith energy release rate
has been first published by Silling and Askari [2]. Here, we roughly follow their
approach, but restrict ourselves to plane-strain conditions as LEFM Theory provides
useful analytic solutions to compare against in this case.

Because PMB interactions are formulated in terms of bond-wise micropotentials,
a failure criterion is required which links the micropotential to the energy release
rate. Such an expression can be obtained by considering a pure dilation stretch state
of a Peridynamic material and summing the energy stored in all those bonds which
cross a hypothetical unit fracture surface. The resulting normalized energy per area,
which is a function of the bond stretch and the bulk modulus, can be equated with
the energy release rate. From this relation a critical bond stretch can be obtained at
which the bond should fail in order to yield a given energy release rate. Figure 7
shows how Peridynamic bonds which are connected to a particular central node
interact across a hypothetical fracture surface. An interaction volume is defined
as as the spatial volume occupied by these bonds. For a given fracture surface, a
manifold of interaction volumes exist. The magnitude of these volumes depends on
the distance of the central node away from the fracture surface. Thus, we obtain the
Peridynamic energy release rate,GI;PD, by integrating the product of micropotential
and interaction volume over all values of the distance of the central node to the
fracture surface. Referring to Fig. 7, this integral is given by:

GI;PD D 2

ıZ

hD0
w.s/ Vc.h; ı/dh

D 2

ıZ

hD0

�
1

2
cs2 tı2 arccos

�
ı � h

ı

�
� .ı � h/

p
2 ıh� h2

�
dh

D 2

3
cs2tı3: (21)



Improvements to the PMB Model of Peridynamics 177

Fig. 7 Peridynamic bond interactions across a hypothetical fracture surface in a 2D plane strain
model. Configurations (a) and (b) show two examples for bonds which traverse a hypothetical
fracture surface. The total energy which is set free if the hypothetical fracture surface becomes real
is the sum of the energies stored in all the bonds between the red and black particle half-spaces.
While it is in principle possible to enumerate these bonds and perform an explicit summation,
this approach is cumbersome in practice. Instead, we consider the interaction volume to either
side of the fracture surface, which is given by the plane thickness multiplied with the circular
segment (gray), Vc.h; ı/ D tı2 arccos

�
ı�h
ı

� � .ı � h/
p
2 ıh� h2. The energy density of each

configuration is given by the product of the the micropotential and the interaction volume. Finally,
the energy release rate is obtained by integrating the energy density over all configurations by
varying h

Note that the factor of 2 in front of the integral stems from the fact that we have
two interaction volumes, one to either side of the hypothetical fracture surface.
The factor t above is the thickness of the plane-strain model. Requiring that the
Peridynamic energy release rate matches a specified energy release rate, GI;PD D
GI we obtain the critical bond stretch at failure as:

sc D
r
3GI

2ctı3
: (22)

A useful test for the above expression is delivered by LEFM Theory, which provides
analytic solutions that predict the onset of crack growth for some simple models.
One such model is a rectangular patch of an elastic material with an existing sharp
crack on one side, which is stretched by applying tractions, see Fig. 8. For prescribed
values of the energy release rate and the Young’s modulus, a critical traction is
predicted by LEFM Theory when failure should occur by abrupt propagation of the
initial crack through the entire patch. For this geometry, the critical traction that
leads to failure is known to be [16]
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Fig. 8 Sketch of the
geometry used for the crack
propagation analysis. A
rectangular patch of a
linear-elastic material is
stretched by applying
tractions to the top and
bottom side. The patch
features an initial crack which
serves to effect stress
concentration at the crack tip.
This geometry and loading
scenario can be solved
analytically solved for a
critical traction which causes
the crack to grow using
Linear Elastic Fracture
Mechanic Theory

�F D KI

1p
� a

�
1:12 � 0:23 a

L
C 10:6

a2

L2
� 21:7 a

3

L3
C 30:4

a4

L4

��1
: (23)

Here, �F is the traction applied to the top and bottom of the patch which causes the
crack to propagate, a is the initial length of the crack,L is the width of the patch, and
KI is the fracture toughness. In plane strain, the fracture toughness can calculated
from the Griffith energy release rate GI , the Young’s modulus of the system, and
the Poisson ratio:

KI D
r
GI E

1 � 2
(24)

With the values E D 104 Pa,  D 1=3, GI D 1 J=m2, L D 1 m and a D L=8,
we obtain the failure traction as �F D 146:9 Pa. This result will serve as the
reference solution against which the normalized PMB model presented in this work
will be compared. Peridynamic simulations were carried out using a square lattice
discretization of this geometry with seven different lattice constants ranging from
0.005 to 0.04 m, resulting in total particle numbers from 1,250 to 80,000. Tractions
were realized by gradually applying opposite forces to the top and bottom row of
particles, effecting a gradual stretch of the patch. The forces were ramped up in
time such that a displacement velocity 104 times slower than the speed of sound
in the patch was achieved. Under these conditions, the simulation can be effectively
considered quasi-static. Figure 9 shows a snapshot of the simulation with the highest
resolution, just before the crack starts to grow. In Fig. 10, the traction values are
reported for each resolution, when the crack starts to grow. These data points suggest
linear convergence of the critical traction towards the analytic result from above: the
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Fig. 9 Peridynamic simulation of crack propagation. Shown is a snapshot of the simulation with
the finest resolution. The color-coding represents the yy-component of the stress tensor. The
zoomed-in area shows the stress concentration at the crack tip

extrapolated infinite-resolution simulation value is 144:4˙1:5 Pa, while the analytic
result is 146.9 Pa. The agreement between these results is very good and we attribute
the remaining difference to the fact that the initial crack does not, depending on the
actual particle spacing, align perfectly with the particles. This observation can also
explain the scattering of the data points around the linear fit, because, the simulated
initial crack is sometimes shorter or longer by one lattice constant when compared
to what it should be. Nevertheless, we note that the simple normalized PMB model
is highly successful at predicting the correct stress at the crack tip which causes the
crack to grow.
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Fig. 10 Convergence of the
critical tractions required to
cause abrupt crack
propagation. As the particle
spacing is reduced, linear
convergence towards the
exact result �F D 146:9 PA
is observed

4 Discussion

We have shown that the discrete implementations of the original formulation
of the Prototype-Microbrittle Model of linear elasticity in Peridynamics suffers
from severe inaccuracies. The origin of this deficiency is traced back to the way
how the micropotential proportionality constant is derived. The original approach
employs exact analytic integration for this quantity. In a numerical implementation,
however, field variables depending on the micropotential are evaluated using non-
exact integration rule, e.g., piecewise constant integration via the Riemann sum.
The inconsistency between these different integration approaches causes inaccu-
racies. To resolve this problem, we have modified the PMB model such that the
same numerical integration rule is used for determining both the micropotential
proportionality constant and the field variables. As an additional result, interactions
between particles with different sizes and different Peridynamic horizons can be
natively treated using our modification. The correctness of the new approach
is validated by simulating the propagation of sound waves, where very good
agreement with the theoretical prediction is observed. It is instructive to interpret
our modification as a normalization procedure, which performs so well because it
effects error cancellation. The modified PMB scheme bears strong similarity to other
meshless simulation methods such as Smooth-Particle Hydrodynamics, where such
a normalization is known as the Shepard correction. Because Peridynamics is most
useful for dealing with material discontinuities, we also consider a crack initiation
and propagation example. Here, a patch of an elastic material with a pre-existing
crack is pulled apart. Once a critical traction is reached, the stress concentration at
the existing crack tip cause the crack to grow abruptly and cause complete separation
of the patch. Peridynamic simulations of this experiment with the modified PMB
model show linear convergence to the exact critical traction as the discretization
resolution is enhanced. Much praise has been granted in advance to Peridynamics
as a method specifically apt to handle complex crack growth phenomena. The
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simulations reported herein constitute the the first quantitative demonstration that
Peridynamics is indeed able to correctly predict failure in agreement with exact
analytic solutions.

Appendix

Strain Energy Density

In the continuum theory of linear elasticity, the stress tensor � is obtained from a
linear relationship between the stiffness tensor C and the strain tensor 	,

�ij D Cijkl�kl: (25)

Employing Voigt notation [17] to reduce the dimensionality of the above tensors,
the stiffness tensor is expressed as a 6 � 6 matrix in terms of bulk modulus K and
Poisson’s ratio  as,

C D 3K

1C 

2
66666664

1 �    0 0 0

 1 �   0 0 0

  1 �  0 0 0

0 0 0 1=2�  0 0

0 0 0 0 1=2�  0

0 0 0 0 0 1=2� 

3
77777775
; (26)

and the symmetric stress and strain tensors reduce to vectors with six entries:

	 D

2
66666664

�xx

�yy

�zz

�xy

�xz

�zx

3
77777775

I � D

2
66666664

�xx

�yy

�zz

�xy

�xz

�zx

3
77777775

(27)

For a general strain state, the energy density is then obtained from a simple dot-
product as

W D 1

2
� � 	: (28)

In the following, the volumetric strain energy densities for 3D and 2D plane strain
will be derived.
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Pure Dilatation Under Plane Strain Conditions

In the case of pure dilatation by an amount s under plane strain conditions, neither
shear nor strain along the z-direction is present. The corresponding strain tensor in
Voigt notation is

	 D

2
66666664

s

s

0

0

0

0

3
77777775

(29)

The plane-strain energy density is therefore

W 2D
el: D 1

2
� � 	 D 9Ks2

4
; (30)

where the fixed Poisson ratio  D 1=3, which is applicable to a 2D bond-based
Peridynamic model, has been substituted.

Pure Dilatation in 3D

In the case of 3D pure dilatation no shear is present. Thus,

	 D

2
66666664

s

s

s

0

0

0

3
77777775
; (31)

and the volumetric energy density is

W 3D
el: D 9Ks2

2
; (32)

Note that this result is independent of .
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Multiscale Partition of Unity

Patrick Henning, Philipp Morgenstern, and Daniel Peterseim

Abstract We introduce a new Partition of Unity Method for the numerical homog-
enization of elliptic partial differential equations with arbitrarily rough coefficients.
We do not restrict to a particular ansatz space or the existence of a finite element
mesh. The method modifies a given partition of unity such that optimal convergence
is achieved independent of oscillation or discontinuities of the diffusion coefficient.
The modification is based on an orthogonal decomposition of the solution space
while preserving the partition of unity property. This precomputation involves the
solution of independent problems on local subdomains of selectable size. We deduce
quantitative error estimates for the method that account for the chosen amount of
localization. Numerical experiments illustrate the high approximation properties
even for ‘cheap’ parameter choices.

Keywords Partition of unity method • Multiscale method • LOD • Upscaling •
Homogenization

1 Introduction

In this paper, we present a novel Multiscale Partition of Unity Method for reliable
numerical homogenization in the meshfree context.

The Partition of Unity Method (PUM) was introduced by Babuška and Melenk in
[6, 28], with the motivation that known singularities of the solution of a given PDE
can be embedded into the ansatz space. Examples of Partition of Unity Methods
can be found in [11, 15, 16, 20, 24, 30, 35]. Specific realizations of methods that fit
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into the general PUM framework but which are formulated in the context of finite
element methods are the Extended Finite Element Method (XFEM, cf. [7, 29]), the
Generalized Finite Element Method (GFEM, cf. [9,10,12,23,33,34]) and the Stable
GFEM presented in [17]. More general surveys on XFEM and GFEM can be found
in [3, 13, 32].

In contrast to local singularities (usually due to the shape of the domain),
multiscale problems consider the issue of very rough coefficients all over the
domain. In order to obtain a reliable numerical approximation to the solution of the
multiscale problem, it is typically necessary to ‘resolve the coefficient’, whereas
a simple local averaging of the coefficient leads to wrong approximations. This
means that the discrete solution space in which we seek an adequate Galerkin
approximation must be able to fully capture the fine structures of the coefficient.
Practically, this often leads to very large spaces and therefore to tremendous
computational efforts. One approach to overcome this difficulty is to construct a
special low dimensional space that incorporates the relevant fine scale features in its
basis functions and that exhibits high approximation properties. A locally supported
basis of this space can be computed in parallel by solving fine scale problems in
small patches. This approach has been studied extensively for Finite Elements in
[18, 19, 26, 27].

Other numerical multiscale methods can be found in [1, 4, 14, 21, 22, 25, 36]. In
the context of meshfree methods we refer to recent papers [5, 31] where elliptic
problems with rough coefficients are treated by introducing special non-polynomial
shape functions, i.e., local eigenfunctions in [5] and rough polyharmonic splines in
[31].

This paper aims to generalize the mesh-based approach of [18, 19, 26, 27] to
general ansatz spaces without the requirement of underlying finite element meshes.

Throughout the paper, our model problem consists of finding a stationary heat
distribution in some heterogenous media. Let A 2 L1.�;Rd�d

sym / be a symmetric
coefficient with uniform spectral bounds ˇ � ˛ > 0 in some bounded Lipschitz
domain� � R

d for d D 1; 2; 3, i.e.,

0 < ˛ :D ess inf
x2� inf

v2Rdnf0g

�
A.x/v; v

�
.v; v/

;

1 > ˇ :D ess sup
x2�

sup
v2Rdnf0g

�
A.x/v; v

�
.v; v/

:

This coefficient A may be strongly heterogenous and arbitrarily rough. We
consider the prototypical second-order linear elliptic PDE

� divAru D g (1a)

with homogeneous Neumann boundary condition

Aru �  D 0 on @�; (1b)
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given the exterior normal vector  on @� and compatible right-hand side g 2 L2.�/
such that

R
�
g dx D 0.

We are looking for the unique (up to a constant) weak solution of problem (1a–
1b). This is, for V :D H1.�/, find u 2 V=R D fv 2 V j R

�
v dx D 0g with

a.u; �/ :D
Z
�

Aru � r� dx D
Z
�

g� dx for all � 2 V=R: (2)

2 Abstract Multiscale Partition of Unity

In this section, we propose a Multiscale Partition of Unity Method without
restriction to a particular ansatz space or even the existence of a mesh. This method
is built upon two abstract (and possibly equal) partitions of unity that will be
introduced in Sect. 2.1. Another crucial tool for the design of the method and its
error analysis is a quasi-interpolation operator presented in Sect. 2.2. In the third
and last subsection, we finally define the novel multiscale partition of unity method
based on a localized orthogonal decomposition of V .

2.1 Two Partitions of Unity

The subsequent derivation of the multiscale method is based upon two standard
partitions of unity. One partition is regular and spans a coarse space Vc. The other
partition may be discontinuous and is solely used for the localization of the corrector
problems in Sect. 2.3.

Definition 1 (Partitions of Unity).

(PU 1) Let J denote a finite index set and f'j j j 2 J g a linearly independent
Lipschitz partition of unity on�, i.e.

X
j2J

'j D 1 with 8 j 2 J W 0 	 'j 2 W 1;1.�/;

s.t. for any � 2 R
J ;

X
j2J

�j 'j D 0 , 8 j 2 J W �j D 0:

We define !j :D supp.'j / and Hj :D diam.!j / for all j 2 J and H :D
maxj2J Hj . The partition of unity functions span a finite dimensional coarse
space Vc :D spanf'j j j 2 J g.

(PU 2) Let OJ denote a finite index set and f O' O| j O| 2 OJ g � L1.�/ a bounded
and positive partition of unity on �, i.e.
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X
O|2 OJ

O' O| D 1 on � and O' O| � 0:

We define O! O| :D supp. O' O| / and OH O| :D diam. O! O| / for all O| 2 OJ . The maximum

over all OH O| is denoted by OH .

Example 1. The abstract definitions of (PU 1) and (PU 2) include the following
special cases.

(a) (PU 2) equals (PU 1).
(b) Given some regular simplicial mesh T with vertices N D J , the partition (PU

1) is the continuous piecewise affine nodal basis functions 'z, associated with
vertices z 2 N . Recall that 'z is defined by its values 'z.y/ D ˚

1 if yDz
0 else for

vertices y 2 N . (PU 2) may be chosen as the characteristic (or ‘indicator’)
functions of the triangles, i.e.

OJ D T and O'T D 
T for all T 2 T :

Definition 2 (Extension patch). For any patch !j in (PU 1) and k 2 N, we define
the k-th order extension patch !kj by

!kj :D S
x2!j

Bk�H.x/ D
n
x 2 � j dist.x; !j / 	 k �H

o
:

whereBk�H.x/ denotes the ball with radius k �H around x and where “dist” denotes
the set distance

dist.x; B/ :D inf
b2B kx � bk :

For (PU 2), the extension patches O!kO| , k 2 N are defined analogously.

The subsequent definition serves only for the proofs. It has no practical relevance
for the proposed method.

Definition 3 (Quasi-inclusion). Given two sets B;C � �, the set B is n-quasi-

included in C (shorthand notation: B
n�
 C ) if

8 j1; : : : ; jm 2 J ; k1; : : : ; km 2 N W C �
mS
iD1

!
ki
ji

) B �
mS
iD1

!
kiCn
ji

:

Note that the shorthand notation allows for quantified transitivity

B
n1�
 C

n2�
 D ) B
n1Cn2�
 D:
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2.2 Abstract Quasi-interpolation

Definition 4 (Quasi-interpolation operator). Throughout this paper, let I W V !
Vc denote an abstract quasi-interpolation operator which fulfills the following
properties.

(I1) I is linear and continuous.
(I2) I jVc W Vc ! Vc is an isomorphism.
(I3) There exists a constantC1 only depending on� and the shape of the patches
!j such that for all u 2 H1.�/ and all j 2 J

ku � I.u/kL2.!j / 	 C1Hj krukL2.!1j /;

and a constant C2 that further depends on maxj2J
�
Hj

'jW 1;1.�/

�
such that

krI.u/kL2.!j / 	 C2krukL2.!1j /:

(I4) There exists a constant C3 with same dependencies as C2 and some � 2 N

depending on the overlapping of the supports f!j gj2J such that for all vc 2 Vc

there exists v 2 V such that

I.v/ D vc; krvkL2.�/ 	 C3krvckL2.�/; and supp.v/
��
 supp.vc/;

with the quasi-inclusion
��
 defined above.

A particular quasi-interpolation operator I is given in the subsequent definition.

Example 2 (Clement-type quasi-interpolation [8]). Define a weighted Clément-
type quasi-interpolation operator

I W V ! Vc; v 7! I.v/ :D
X
j2J

vj 'j with vj :D .v; 'j /L2.�/
.1; 'j /L2.�/

:

This operator obviously satisfies (I1) and (I2). The properties (I3) have been shown
in [8] in the abstract setting of (PU 1). We verify that (I4) is satisfied for a particular
choice of basis functions. The following result is similar to [26, Lemma 2.1].

Lemma 1. For a given regular triangulation T with vertices N D J and nodal
basis functions f'zgz2N as in Example 1(b), the quasi-interpolation operator from
Example 2 satisfies (I4) with � D 1.

Proof. For any basis function 'z, we want to find bz 2 H1.�/ with

I.bz/ D 'z; jrbzj 	 C jr'zj a.e. in � and supp.bz/ � supp.'z/:
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Fig. 1 Sketch of a so-called
red refinement of a single
triangle in 2d . In general, the
red refinement is based on the
bisection of all edges and
yields at least d C 1

simplices of same shape and
half diameter

T Tred

Consider the red refinement Tred of T (cf. Fig. 1) with nodal basis functions 'r
z.

If nb.z/ denotes the set of all neighboring nodes of z in Tred it can be verified that

bz D .2dC1 � 1/'r
z � 1

2

X
y2nb.z/

'r
y

satisfies the desired conditions.
To conclude the proof, set

w :D
X
z2N

.vc.z/� I.vc/.z// bz

and observe that v :D vc C w satisfies vc D I.v/, with supp.v/
1�
 supp.vc/ and

krvk 	 .1C C C C2C / krvck . ut

2.3 Definition of the Method

The goal is the construction of a space V m
c that is of the same dimension as the

discrete coarse space Vc D spanf'j j j 2 J g (cf. Definition 1) but which exhibits
highH1-approximations that are inherited from theL2-approximation properties of
Vc. Furthermore, we wish to explicitly construct a partition of unity basis for V m

c .
Under the conditions (I1) and (I2) on the abstract quasi-interpolation operator,

the space V can be written as the direct sum

V D Vc ˚ Vf; with Vf :D fv 2 V j I.v/ D 0g: (3)

The subspace Vf contains the fine scale features in V that cannot be captured by the
coarse space Vc.

Definition 5 (Corrector). For O| 2 OJ and m 2 N, define the local corrector Qm
O| W

Vc ! Vf. O!mO| / as the mapping of a given vc 2 Vc onto the solution Qm
O| .vc/ 2

Vf. O!mO| / :D ˚
v 2 Vf j v D 0 in � n O!mO|

�
of
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Z
O!m

O|

ArQm
O| .vc/ � rw dx D �

Z
O!

O|

O' O|Arvc � rw dx for all w 2 Vf. O!mO| /: (4)

The global corrector is given by

Qm.vc/ :D
X
O|2 OJ

Qm
O| .vc/:

For sufficiently large m such that O!mO| D � for all O| 2 OJ , we call Q� :D Qm the
ideal corrector.

The parameter m in Definition 5 reflects the locality of the method. The computa-
tional cost grows polynomially withm, while the error decays exponentially towards
the error of the ideal (not localized) method.

Observe that the corrector problem (4) always yields a unique solution. Existence
is clear by the Lax-Milgram theorem, because the zero function is the only constant
function in Vf. For anym 2 N, the operatorQm is linear and we denote the corrected
discrete space

V m
c :D fvc CQm.vc/ j vc 2 Vcg; V �

c :D fvc CQ�.vc/ j vc 2 Vcg: (5)

Note that V m
c (and also V �

c ) satisfies

V D V m
c ˚ Vf

and that f'j C Qm.'j / j j 2 J g is a basis of V m
c . Moreover, the ideal method

comes with a-orthogonality of Vc onto Vf, i.e.

a.V �
c ; Vf/ D 0: (6)

Remark 1. The partition of unity property is preserved under correction. To prove
this, it suffices to show

P
j2J Qm.'j / D 0. We compute

X
j2J

Qm.'j / D
X
j2J

X
O|2 OJ

Qm
O| .'j / D

X
O|2 OJ

Qm
O|
�X
j2J

'j

	
D
X
O|2 OJ

Qm
O| .1/ D 0:

Hence f'j CQm.'j / j j 2 J g is a partition of unity. This also holds for the ideal
correctorQ�.

The Galerkin discretization of (2) with respect to the corrected space V m
c ,m 2 N

reads as follows.

Definition 6 (Multiscale Partition of Unity Method). Find umc 2 V m
c =R such that

Z
�

Arumc � rvc dx D
Z
�

gvc dx for all vc 2 V m
c =R: (7)
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The ideal problem seeks u�c 2 V �
c =R such that

Z
�

Aru�c � rvc dx D
Z
�

gvc dx for all vc 2 V �
c =R: (8)

3 A Priori Error Analysis

In this section, we prove error estimates for the discrete solution of (7). In the
first subsection, we consider the ideal case with ansatz space V �

c (cf. (5)). The
second subsection yields an error estimate for the localized problem. We will use
the notation “a <
 b” to state the existence of C > 0 such that a 	 Cb. The hidden
constant C may depend on the Poincaré constant CPoinc.�/, on the ratio OH=H and
on the constants C1; C2; C3 and � from (I1)–(I4) in Definition 4, but not on the data
A and g, the spectral bounds ˛ and ˇ (in particular the contrast ˇ

˛
) or the patch sizes

H and OH .

3.1 Error Estimate for Global Basis Functions

We consider the ideal (but expensive) case of no localization (i.e. O!mO| D �) and
observe that the proposed method inherits the optimal approximation properties.
This estimate is also important in the analysis of the localized method in Sect. 3.2.

Theorem 1 (A priori error estimate for the ideal case). Let u be the solution
of (2). Then the discrete solution u�c of (8) satisfies

˛1=2
r.u�c � u/


L2.�/

	 A1=2r.u�c � u/

L2.�/

<
 ˛�1=2HkgkL2.�/:

Proof. Observe that we can replace the test function space V �
c =R by V �

c , since we
subsequently only consider gradients. Galerkin orthogonality, i.e.

a
�
u � u�c ; vc

� D 0 for all vc 2 V �
c (9)

and (6) imply that e :D u � u�c 2 Vf and therefore I.e/ D 0. We get

kA1=2rek2
L2.�/

D a.e; e/

(9)D a.e; u/ D a.u; e/

D
Z
�

g.e � I.e// dx
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(I3)
<
 HkgkL2.�/krekL2.�/
	 ˛�1=2HkgkL2.�/kA1=2rekL2.�/:

ut

3.2 Error Estimate for Local Basis Functions

In this final subsection, we give error estimates for the localized method. The main
result is presented below.

Theorem 2 (A priori error estimates for the localized method). Assume that u 2
V solves (2), then the discrete solution umc 2 V m

c of (7) satisfies

kru � rumc kL2.�/ <
 ˛�1�H C ˇ

˛
md=2 Q�m�kgkL2.�/;

ku � umc kL2.�/ <
 ˛�2�H C ˇ

˛
md=2 Q�m�2kgkL2.�/;

with some generic constant 0 < Q� D �d OH=He < 1 and � depending on the contrast
ˇ

˛
(cf. Lemmas 4 and 5 below).

Proof. Let u�c be the solution of the ideal problem with correction operator Q�,
and uc 2 Vc=R such that u�c D uc CQ�uc. As a consequence of (I3), all functions
v 2 Vf satisfy

R
�

v dx D 0. With Qmvc 2 Vf, we get

kru � rumc kL2.�/ <
 min
vmc 2V mc =R

ru � rvmc

L2.�/

	 kru � r.uc CQmuc/kL2.�/
	 ru � ru�c


L2.�/

C rQ�uc � rQmuc


L2.�/

:

Lemma 5 will quantify the localization error

rQ�uc � rQmuc


L2.�/

<

ˇ

˛
md=2 Q�m

�X
O|2 OJ

krQ�
O| uck2L2.�/

	1=2
:

This, Theorem 1 and the estimates

X
O|2 OJ

krQ�
O| uck2L2.�/

(4)
<

X
O|2 OJ

k O' O|ru�c k2
L2.�/

	 kru�c k2
L2.�/

	˛�1CPoinc.�/ kgk2
L2.�/

yield theH1-error estimate. The L2-error estimate is obtained by a standard Aubin-
Nitsche argument. ut
To prove Lemma 5, several tools are needed in addition to the preceding results.
They will be discussed below.
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Lemma 2 (Quasi-inclusion of intersecting patches). Let i; j 2 J and `; k;m 2
N with k � ` � 2. Then

if !mi \
�
!kj n !`j

	
¤ ; then !i � !kCmC1

j n !`�m�1
j :

Proof. Consider x 2 !mi \
�
!kj n !`j

	
and observe

!i � B.mC1/H .x/ � !kCmC1
j n !`�m�1

j :

ut
Definition 7 (Cut-off functions). For all j 2 J and `; k 2 N with k > `, we
define the cut-off function

�k;`j .x/ D dist.x; !k�`
j /

dist.x; !k�`
j /C dist.x;� n !kj /

:

For�n!kj D ;, we set �k;`j � 0. Note that �k;`j D 0 in !k�`
j and �k;`j D 1 in�n!kj .

Moreover, �k;`j is bounded between 0 and 1 and Lipschitz continuous with

r�k;`j

L1.�/

	 1

` �H : (10)

See [2, Theorem 8.5] for existence and boundedness of the weak derivative of
Lipschitz-continuous functions.

Remark 2. The Lipschitz bound is shown as follows. For x 2 R
d we have the

triangle inequality

dist.x; !k�`
j /C dist.x;� n !kj / � dist.!k�`

j ;� n !kj / D ` �H:

Moreover, any nonemtpy set B in a metric space satisfies Lipschitz continuity of the
distance function dist. � ; B/ in the sense

jdist.x; B/ � dist.y; B/j 	 dist.x; y/ for x; y 2 R
d :

Altogether,

ˇ̌
�k;`j .x/ � �k;`j .y/

ˇ̌
dist.x; y/

	 1

dist.x; y/
�
ˇ̌
ˇdist.x; !k�`

j /� dist.y; !k�`
j /

ˇ̌
ˇ

` �H

	 1

` �H :
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A technical issue in our error analysis is that Vf is not invariant under multiplication
by such cut-off functions. However, the product �k;`j w for w 2 Vf is close to Vf in
the following sense.

Lemma 3 (Quasi-invariance of Vf under multiplication by cut-off functions).
Recall � from (I4). For any given w 2 Vf and cutoff function �k;`j with k > ` > 0,

there exists Qw 2 Vf.� n !k�`���2
j / � Vf such that

kr.�k;`j w � Qw/kL2.�/ <
 `�1krwk
L2.!

kC2
j n!k�`�2

j /
:

Proof. We fix the j 2 J and k 2 N and denote �` :D �k;`j and c`i :D 1

j!1i j
R
!1i
�` dx

for i 2 J . The property (I4), applied to I.�`w/ 2 Vf, yields v 2 V with

I.v/ D I.�`w/; krvkL2.�/ <
 krI�`wkL2.�/; (11)

and supp.v/
��
 supp

�
I.�`w/

� 1�
 supp.�`w/ � � n !k�`
j ;

which yields supp.v/
�C1�
 � n !k�`

j ) supp.v/ � � n !k�`���2
j : (12)

Note that supp
�
I.�`w/

� 1�
 supp.�`w/ is a consequence of (I3), and that (11) implies
I.v � �`w/ D 0.

We define Qw :D �`w � v 2 Vf.� n !k�`���2
j /. Using I.w/ D 0, we obtain for

any i 2 J

krI.�`w/kL2.!i /
(I1)D rI..�` � c`i /w/


L2.!i /

(I3)
<

r..�` � c`i /w/


L2.!1i /

: (13)

This gives us

krI.�`w/k2L2.�/ 	
X
i2J

krI.�`w/k2L2.!i /

(13)
<

X
i2J

r �
.�` � c`i /w

�2
L2.!1i /

D
X
i2J W

!1i \.!kj n!k�`
j /¤;

r ��
�` � c`i

�
w
�2
L2.!1i /

(2)	
X
i2J W

!i�!kC2
j n!k�`�2

j

r ��
�` � c`i

�
w
�2
L2.!1i /

<

X
i2J W

!i�!kC2
j n!k�`�2

j

k.r�`/.w � Iw/k2
L2.!1i /

C ��` � c`i
�rw

2
L2.!1i /

:
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Since r�` ¤ 0 only in !kj n !k�`
j and .�` � c`i /

ˇ̌
!1i

¤ 0 only if !1i intersects with

!kj n !k�`
j , we have

<

X
i2J W

!i�!kC1
j n!k�`�1

j

k.r�`/.w � Iw/k2L2.!i / C
X
i2J W

!i�!kC1
j n!k�`�1

j

��` � c`i
�rw

2
L2.!1i /

<
 H2kr�`k2L1.�/krwk2
L2.!

kC1
j n!k�`�1

j /

C
X
i2J W

!i�!kC1
j n!k�`�1

j

��` � c`i
�rw

2
L2.!1i /

(10)	 `�2 krwk2
L2.!

kC2
j n!k�`�2

j /
; (14)

where we used the Lipschitz bound k�` � c`i kL1.!1i /
<
 H kr�`kL1.!1i /

. The
combination of (11) and (14) readily yields the assertion,

kr.�`w � Qw/k2L2.�/ D krvk2L2.�/
(11)	 krI.�`w/k2L2.�/

(14)
<
 `�2 krwk2

L2.!
kC2
j n!k�`�2

j /
:

ut
A key result is the following.

Lemma 4 (Exponential decay in the fine scale space). Consider some fixed j 2
J and let F 2 .Vf/

0 satisfy F.w/ D 0 for all w 2 Vf.� n !%j / with % :D ˙ OH
H

�
. Let

p 2 Vf be the solution of

a.p;w/ D F.w/ for all w 2 Vf: (15)

Then there exists 0 < � < 1 depending on the contrast ˇ
˛

such that for all positive
k 2 N it holds

krpkL2.�n!kj / <
 �k krpkL2.�/ :

Proof. We use a cut-off function as in the previous proof and denote �` :D �
k;`
j with

` 	 k � % � � � 2.
Applying Lemma 3 yields the existence of Qp 2 Vf.� n !k�`���2

j / with the
estimate kr.�`p � Qp/kL2.�/ <
 `�1 krpk

L2.!
kC2
j n!k�`�2

j /
. Due to the property

Qp 2 Vf.� n !k�`���2
j / and the assumptions on F we also have
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Z
�n!k�`���2

j

Arp � r Qp dx D
Z
�

Arp � r Qp dx D F. Qp/ D 0: (16)

This leads to

˛ krpk2
L2.�n!kj / 	

Z
�n!kj

Arp � rp dx 	
Z
�n!k�`���2

j

�`Arp � rp dx

D
Z
�n!k�`���2

j

Arp � .r.�`p/� pr�`/ dx:

With (16) and since p 2 Vf, this is

D
Z
�n!k�`���2

j

Arp � �r.�`p � Qp/� .p � I.p//r�`
�

dx

<
 `�1ˇ
�
krpk2

L2.�n!k�`���2
j /

CH�1krpkL2.�n!k�`���2
j /kp � I.p/kL2.�n!k�`���2

j /

	

(I3)
<
 `�1ˇ krpk2

L2.�n!k�`���2
j /

:

Hence, there exists a constant C independent of mesh size, contrast, number of
patch extension layers, such that

krpk2
L2.�n!kj / 	 C`�1 ˇ

˛
krpk2

L2.�n!k�`���2
j /

: (17)

Choose ` :D deC ˇ

˛
e and observe that successive use of (17) yields

krpk2
L2.�n!kj / 	 e�1 krpk2

L2.�n!k�`���2
j /

	 e�b k�%
`C�C2 c krpk2

L2.�n!%j /

<
 e� k
`C�C2 krpk2L2.�/ :

The choice � :D e�.deCˇ=˛eC�C2/�1 concludes the proof. ut
Lemma 5 (Localization error). For uc 2 Vc, the correction operators Qm and
Q� satisfy

r �
Q�uc �Qmuc

�
L2.�/

<

ˇ

˛
md=2 Q�m Q�umc


L2.�/

with Q� :D �d OH=He < 1 and � from Lemma 4.
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Proof. Recall the definitionQmuc :D P
O|2 OJ Qm

O| .uc/ with

Z
O!m

O|

ArQm
O| .uc/ � rw dx D �

Z
�

O' O|Aruc � rw dx
„ ƒ‚ …

F
O| .w/

for all w 2 Vf. O!mO| /; O| 2 OJ :

Note that the right-hand side F O| of the local problem is zero for w 2 Vf.� n O! O| /.
Consider some fixed O| 2 OJ and choose j 2 J such that !j \ O! O| ¤ ;. Recall

% D ˙ OH
H

�
, then we have O! O| � !

%
j and thus Vf.� n !%j / � Vf.� n O! O| /. Hence F O|

satisfies the conditions from Lemma 4.
Moreover, we get !kj � O!mO| for k satisfying

m D ˙
k�H

OH
� 	 k

˙
H
OH
�
: (18)

Denote v :D Q�uc � Qmuc 2 Vf and note that I.v/ D 0. Using the cut-off
functions �k;1j from Definition 7, we obtain

˛
rv

2
L2.�/

	
X
O|2 OJ

� �
Ar

�
Q�

O| uc �Qm
O| uc

	
;r.v.1 � �

k;1
j //

�
L2.�/„ ƒ‚ …

I

C .Ar
�
Q�

O| uc �Qm
O| uc

	
;r.v�k;1j //L2.�/„ ƒ‚ …

II

	
:

We bound the term I by

I 	 ˇ
r

�
Q�

O| uc �Qm
O| uc

	
L2.�/

r�v.1 � �
k;1
j /
�
L2.!kj /

	 ˇ
r

�
Q�

O| uc �Qm
O| uc

	
L2.�/

�krvkL2.!kj / C vr�1 � �
k;1
j

�
L2.!kj n!k�1

j /

�

<
 ˇ
r

�
Q�

O| uc �Qm
O| uc

	
L2.�/

�krvkL2.!kj / CH�1 kv � I.v/kL2.!kj n!k�1
j /

�

<
 ˇ
r

�
Q�

O| uc �Qm
O| uc

	
L2.�/

krvk
L2.!

kC1
j /

:

Lemma 3 yields the existence of Qv 2 Vf.� n !k���3
j / with

r.v�k;1j � Qv/
L2.�/

<
 krvk
L2.!

kC2
j /

:

We assume that m is large enough such that k � % C � C 3, then Qv 2 Vf.� n O! O| /
and hence

Z
�

Ar
�
Q�

O| uc �Qm
O| uc

	
� rQv dx D 0:
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It follows that

II D �
Ar

�
Q�

O| uc �Qm
O| uc

	
;r.v�k;1j � Qv/�

L2.�/

<
 ˇ
r

�
Q�

O| uc �Qm
O| uc

	
L2.�/

krvk
L2.!

kC2
j /

:

Combining the estimates for I and II finally yields

rv
2
L2.�/

<

ˇ

˛

X
O|2 OJ

r
�
Q�

O| uc �Qm
O| uc

	
L2.�/

krvk
L2.!

kC2
j /

(19)

<

ˇ

˛
kd=2

�X
O|2 OJ

r
�
Q�

O| uc �Qm
O| uc

	2
L2.�/

	1=2 krvkL2.�/ ;

provided that
ˇ̌
ˇfi 2 J j !i � !kC2

j g
ˇ̌
ˇ <
 kd=2.

In order to bound
r�Q�

O| uc �Qm
O| uc
�2
L2.�/

, we use Galerkin orthogonality for
the local problems, which is

r
�
Q�

O| uc �Qm
O| uc

	2
L2.�/

<
 inf
q2Vf.!

k
j /

r.Q�
O| uc � q/

2
L2.�/

: (20)

(I4) yields the existence of Qw 2 Vf such that

I. Qw/ D I..1� �
k;1
j /Q

�
O| uc/; kr QwkL2.�/ <
 krI..1 � �

k;1
j /Q

�
O| uc/kL2.�/;

and supp. Qw/ ��
 supp..1 � �
k;1
j /Q

�
O| uc/ � !kj :

We observe

rI..1 � �k;1j /Q�
O| uc/

2
L2.!

kC�
j /

D rI..1� �
k;1
j /Q

�
O| uc/

2
L2.!

kC1
j n!k�2

j /
: (21)

With p O| :D .1 � �k;1j /Q�
O| uc � Qw 2 Vf.!

kC�
j /, we obtain

r
�
Q�

O| uc �Qm
O| uc

	2
L2.�/

(20)
<

r.�k;1j Q�

O| uc C .1 � �k;1j /Q�
O| uc � p O| /

2
L2.�/

D r.�k;1j Q�
O| uc � Qw/2

L2.�/

<
 krQ�
O| uck2L2.�n!k�2

j /
C kr Qwk2

L2.!
kC�
j /

<
 krQ�
O| uck2L2.�n!k�2

j /

C krI..1 � �
k;1
j /Q

�
O| uc/k2

L2.!
kC�
j /
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(21)
<
 krQ�

O| uck2L2.�n!k�2
j /

C krI..1 � �
k;1
j /Q

�
O| uc/k2

L2.!
kC1
j n!k�2

j /

(I3)
<
 krQ�

O| uck2L2.�n!k�3
j /

Lemma 4
<
 �2.k�3/

rQ�
O| uc

2
L2.�/

(18)
<


Q�2m
rQ�

O| uc

2
L2.�/

: (22)

Combining (19) and (22) proves the lemma. ut

4 Numerical Experiment

In this section, we present numerical results for a special realization of the
Multiscale Partition of Unity Method. We consider a “coarse” regular triangulation
TH of �, where H denotes the maximum diameter of an element of TH . By NH

we denote the set of vertices of the triangulation. We choose the basis functions 'z

as in Example 1(b), i.e., the continuous and piecewise affine nodal basis functions
associated with vertices z 2 N D J . The second partition of unity (PU 2) is given
by the indicator functions of the elements of the triangulation, i.e. f O' O| j O| 2 OJ g :D
f
T j T 2 TH g. The corrector problems given by (4) are solved with a P1 Finite
Element method on a fine grid with resolution h D 2�8. The reference solution uh is
therefore the P1 Finite Element approximation in a space with mesh size h D 2�8.

In order to estimate the accuracy of uh itself, we performed a second computation
for the mesh size h D 2�10. The relative L2-error between the Finite Element
approximation on a uniform mesh with resolution h D 2�8 and the Finite Element
approximation on a uniform mesh with resolution h D 2�10 is 0:023. The relative
H1-error is 0:3204. However, we only compute the errors of umc with respect to the
reference solution (i.e. for h D 2�8), since this is the relevant error for investigating
the effect of the coarse grid resolution and the decay of the multiscale basis functions
on umc .

The extension patches O!mO| can be defined by using the structure of the coarse grid
by setting

O!0O| :D Tj 2 TH ;

O!mO| :D [fT 2 TH j T \ O!m�1
O| ¤ ;g m D 1; 2; : : : :

(23)
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Fig. 2 Plot of the rapidly
varying and highly
heterogeneous diffusion
coefficient a" given by
Eq. (25), which takes values
between 0:01 and 2. The
structure is disturbed by an
isolating arc (purple) of
thickness 0:05 and with
conductivity 10�3

We consider the following model problem. Let � :D �0; 1Œ2 and " :D 0:05. Find
u" 2 V with

� div
�
a".x/ru".x/

� D x1 � 1
2

in � (24)

ru".x/ �  D 0 on @�:

The scalar diffusion coefficient a" in Eq. (24) is depicted in Fig. 2. It has a contrast
of order 103 and is constructed from the highly heterogeneous distribution

c".x1; x2/ :D 1C 1
10

4X
jD0

jX
iD0

�
2

jC1 cos

��
ix2 � x1

1Ci
˘C �

ix1
"

˘C �
x2
"

˘��

and an isolating arc of radius r :D 0:9, thickness "
2

and center c0 :D .1 � "; "/. The
coefficient a" is then given by

a".x/ :D
(
10�3 if

ˇ̌jx � c0j � r ˇ̌ < "
2
; x2 > " and x1 < 1 � "

.h ı c"/.x/ else,
(25)

with h.t/ :D

8̂
<̂
ˆ̂:
t4 for 1

2
< t < 1

t
3
2 for 1 < t < 3

2

t else:

In our computation, we picked the truncation parameter m (according to (23))
to be in the span between 0 and 2 and the coarse mesh size H to be in the span
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Table 1 Results for the relative error between the multiscale partition of unity approximation
umc and a reference solution uh on a fine grid of mesh size h D 2�8 	 0:0039 �
" which fully resolves the micro structure of the coefficient a". We use the notation
kumc � uhkrel

L2.�/
WD kumc � uhkL2.�/=kuhkL2.�/ and analogously the same for kumc �uhkrel

H1.�/
. The

truncation parameter m determines the patch size and is given by (23)

H m kumc � uhkrel
L2.�/

kumc � uhkrel
H1.�/

2�1 0 0.867827 0.93475

2�2 0 0.865630 0.96525

2�2 1 0.167501 0.37387

2�3 1 0.257826 0.61681

2�3 2 0.037841 0.16525

2�4 2 0.063645 0.25613

Fig. 3 The top picture shows the P1 finite element reference solution uh for h D 2�8. The left
bottom picture shows the multiscale approximation umc for .H;m/ D .2�2; 1/ together with the
corresponding coarse grid. This solution already shows the essential features of uh. The right
bottom picture shows the multiscale approximation umc for .H;m/ D .2�3; 2/ together with the
corresponding coarse grid

between 2�1 (i.e. h D H8) and 2�4 (i.e. h D H2). The results are depicted in
Table 1. We observe that error stagnates if we decrease only H , without increasing
m at the same time. However, already the modification .H;m/ D .2�m�1;m/ 7!
.2�m�2;mC1/ leads to a dramatic error reduction. Despite the high contrast of order
103, we already obtain a highly accurate approximation for .H;m/ D .2�3; 2/. In
this case, the multiscale approximation looks almost identical to the FEM reference
solution for h D 2�8 (see Fig. 3). Further numerical experiments can be found in
[18, 19, 26].
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Finite Pointset Method for the Simulation
of a Vehicle Travelling Through a Body of Water

Anthony Jefferies, Jörg Kuhnert, Lars Aschenbrenner, and Uwe Giffhorn

Abstract In order to shorten design cycles and reduce the cost of development in
the automotive industry, simulation tools are widely used for analysis and testing
throughout the vehicle development process. The Finite Pointset Method (FPM) has
been applied to predict numerically the fluid motion as a vehicle travels through
a body of water. FPM is a purely meshfree approach based on a generalized finite
difference formulation. It discretises the flow field over a cloud of zero-dimensional,
numerical points using least squares operators, and is therefore particularly suitable
for flows with free surfaces. FPM has already successfully been applied to various
industrial problems with significant transient surface deformation, including airbag
deployment, glass formation, filling and sloshing processes. Ensuring the ability of
a vehicle to travel through a body of water without being damaged is necessary in
markets where monsoon rain occurs or where off-road driving is important. The
development of the process to use FPM as a simulation tool for water travel was
carried out in two stages: a two-phase water/air simulation of an operating air intake
over a basin of water, and a single phase simulation with a moving vehicle.

Keywords CFD • PDE • FPM • Meshfree methods • General finite difference
scheme

1 Introduction

The Finite Pointset Method (FPM) is a meshfree approach to solve numerically
partial differential equations (PDE). The method uses a cloud of numerical points,
each of which carry necessary numerical data. In order to solve a PDE, FPM needs
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to establish approximations of derivatives, which are provided by a specialized
least-squares algorithm. The least squares idea turns the whole method into a
generalized finite difference method. The purpose of the present article is to give a
general picture of the solution algorithms of FPM in fluid and continuum mechanical
applications and to present the application of FPM to simulate water travel of a
vehicle.

In this article, we will introduce the numerical scheme which is used by the Finite
Pointset Method (FPM) in order to solve the classical conservation equations (mass,
momentum, energy) in continuum mechanics on a meshfree basis. The material
behaviour is governed by general material models. FPM is a meshfree numerical
solver in continuum mechanics. It uses clouds of numerical points as a geometrical
basis. The point cloud has to be sufficiently dense in the flow domain so as to allow
a representative approximation of the continuum. The points move with the velocity
of the continuum, i.e. it is a Lagrangian idea. The differential equations of motion
are represented without the help of weak formulations. The local spatial derivatives
are formed by a FPM-specialized least squares formulation, the time derivatives by
simple finite differences [1–5].

In Sect. 2, point cloud management is briefly discussed.
Section 3 introduces the physical model to be solved on the meshfree numerical

basis.
Section 4 sketches the numerical model as a whole, taking into account the given

differential operators. A short mathematical derivation of the scheme is included, as
it is non-classical.

In Sect. 5, we provide the idea how to establish stable differential operators, based
on a least squares technique even for distorted point stencils.

Section 6 describes the application of FPM to water travel of a complete vehicle
and presents a comparison to experimental results.

2 Pointcloud Management

A very important pre-condition to the method of FPM is the existence of a
pointcloud that compactly covers the whole computational domain ˝ . The density
of the points is given by a function

h D h.x; t/ (1)

i.e. a sufficiently smooth function in space and time. The computational domain
is defined to be compactly covered by the point cloud if in any ball with radius
rhole � h inside of˝ , at least one point is found. For practical applications, a value of
rhole D 0:45 is chosen, leading to 20 : : : 50 points within the neighbour search ball
of radius h.x; t/.
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Another quality constraint is that points are not allowed to assume a distance
smaller than rsmall � h. A practicable value is rsmall D 0:1 : : : 0:2.

As the pointcloud moves with the velocity of the continuum, the quality of the
pointcloud has to be maintained after each numerical time step. New points are filled
if holes occur. Points are deleted, if their distance is less than rsmall � h.

3 Physical Model: Set of Equations Solved by FPM

The fluid flow, modelled in FPM, is governed by three conservation laws, given
in differential form. The most important variables used for modelling are given in
Table 1. The operator d

dt D @
@t

C vT � r represents the material derivative, i.e. the
change of some physical quantity along a path of a fluid particle.

3.1 Conservation of Mass

The mass conservation in Lagrangian form is given by

d

dt
�C � � rT v D 0 : (2)

A change in density takes place only due to compression/decompression of the fluid.
For fluids with constant density, (2) reduces to

rT v D 0 ; (3)

a typical constraint for incompressible flows.

Table 1 Nomenclature

r D
�
@
@x
; @
@y
; @
@z

	T
Nabla operator

" Deformation rate tensor

� Viscosity

� Density

�t Timestep size

E D cvT C 1
2
vT v Total energy

g Vector of body forces

h.x; t / Interaction radius between numerical points

p D phyd C pdyn Pressure consisting of its hydrostatic and dynamic parts

S Deviatoric part of the stress tensor, i.e. tr.S / D 0

T Temperature

vi D .ui ; vi ;wi /T Velocity vector (of numerical points with index i )

xi D .xi ; yi ; zi /T Position (of a numerical point with index i )
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3.2 Conservation of Momentum

The momentum conservation, also in Lagrangian form, is given by

d

dt
.�v/C .�v/ � rT v D �rTS

�T � rp C � � g : (4)

The material derivative of velocity (i.e. total acceleration) is given by the gradient
of pressure, body forces as well as the divergence of the stress tensor.

3.3 Conservation of Energy

The principle of conservation of total energy is expressed by the equation

d

dt
.�E/C.�E/�rT v D rT .S � v/�rT .p � v/C�� � gT � v

�CrT .k �rT / : (5)

The material derivative of global energy is given by the work of the pressure and
the stress tensor. Additionally, changes in kinetic energy arise due to movement
in the gravitation field. Heat exchange is also taken into account. For the water
crossing application, this equation plays a minor role and will not be considered in
the numerical scheme developed below.

3.4 Formulation for the Stress Tensor

In fact, the physical model above is general. In order to derive a useful numerical
scheme, we split the stress tensor into its viscous and solid parts

S D S solid C S visc : (6)

We will not consider the solid part, as it is of no importance for water crossing
applications. The viscous stresses are defined as

S visc D � � d"
dt
: (7)

The strain rate tensor d"
dt is given by

d"

dt
D 1

2

h
rvT C �rvT

�T i � 1

3

�rT v
� � I ; (8)
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accounting for the local deformation rate of the fluid. The model above requires the
viscosity �, which will be subject to turbulent modelling, which however will not be
discussed here, either.

4 Numerical Model: Derivation of Time Integration
of the Conservation Laws and Stresses

For numerical modelling, we rewrite Eqs. (2) and (4) in primitive form, i.e. in a
density and velocity formulation. We obtain

d

dt
� C � � rT v D 0 ; (9)

d

dt
.v/ D 1

�

�rTS
�T � 1

�
rp C g : (10)

For the following numerical model, we assume incompressible flow, i.e. we require
rT v D 0. With Eq. (8), we are able to establish an implicit numerical scheme for the
meshfree framework of FPM. The scheme is a direct approach, i.e. the differential
equations are approximated without the help of weak formulations. The spatial
derivatives in the physical model are replaced by the least squares approximations
based on the local pointcloud (refer to Sect. 5). We symbolize this by replacing the
mathematical differential operators r, � etc. by their numerical representations Qr,
Q� and so on.

4.1 Integration of the Velocity

We represent the time derivatives by a difference formulation. For simplicity, we
keep a first order time approximation, keeping in mind that the following steps
would in fact be possible also for at least second order time integration.

OvnC1 � vn

�t
D 1

�

� QrTS nC1
visc

	T � 1

�
Qr Op C g : (11)

The viscous stresses are simply computed by (7), such that it follows

OvnC1 � vn

�t
D 1

�

 
QrT

 
� � d"

dt

ˇ̌
ˇ̌nC1!!T

� 1

�
Qr Op C g : (12)

Details about the numerical treatment of the numerical pressure Op will be given in
Sect. 4.2.
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Recalling the definition of the strain rate tensor (Eq. (8)), we are able to define

�� .v/ �
�

rT

�
� � d"

dt

ˇ̌
ˇ̌
��T

; (13)

knowing, that this term is just a function of the local velocity and its local, spatial
derivatives. The full expression is

Q�T
� .v/ D QrT

�
� Qr
	

vT C
� Qr�

	T �
� QrvT

	T C 1

3
�
� QrD

	T � 2

3

� Qr�
	T
D ; (14)

where D D QrT v is simply the divergence of velocity. If a standard computation is
performed with Qr� D 0 and D D 0, it suffices to evaluate the numerical operator

of QrT
�
� Qr
	

. We assume D D 0. However, for Qr� ¤ 0, additional evaluations of

first order numerical derivatives are necessary. Measurements of computation times
show, that cases with Qr� ¤ 0 run much slower, as the system matrix contains about
twice as much non-zero entries. As the viscosity contains the turbulent effects, this
property is significant for the water travelling applications.

Using definition (13), Eq. (12) is expressed as

�
I � �t

�
Q��
��

OvnC1	 D vn � �t

�
Qr Op C�t � g : (15)

In order to find the solution for the velocity at time step nC 1, FPM solves exactly
this equation. On the left hand side, we find terms depending on time level n C 1,
on the right hand sight, there are terms of time level n. By its character, Eq. (15)

is a time implicit scheme for the velocity. The left hand side operator
�
I � �t

�
Q��
	

gives rise to the construction of a big sparse matrix, each line of which containing
the local, discrete representation of this operator. The right hand side appears as a
load vector. Hence, Eq. (15) represents a big sparse linear system. The solutions are
the velocity components associated with the appropriate particle location.

With OvnC1, we do not compute the true solution of the velocity but a first guess.
OvnC1 might be in need of further correction, as it might not meet all constraints. For
example, the divergence QrT OvnC1 might not be the correct value. The correction of
OvnC1 towards the correct velocity vnC1 is directly connected to the computation of
the correction pressure, which is examined in Sect. 4.2.

4.2 Solution to the Pressure

In order for the numerical model to produce a correct approximation of the
velocity (15), we need a good model for the pressure Op. If Op is wrong, especially the
divergence of the velocity QrT OvnC1 produced by (15) will most probably be wrong.
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On the other hand, the pressure at time level nC1 is not known in advance. In order
to provide at least a good guess of Op, it is worthwhile to recall how pressure and
velocity are connected. We recall Eq. (10),

d

dt
v D 1

�

�rTS
�T � 1

�
rp C g ;

and study it in more detail. Application of the divergence operator results in

d

dt

�rT � v
�C ˚ .v/ D rT

�
1

�

�rTS visc

�T� � rT

�
1

�
rp

�
C rTg (16)

where ˚ .v/ turns out to be of the form

˚ .v/ D
�
@u

@x

�2
C
�
@v

@y

�2
C
�
@w

@z

�2
C 2

�
@u

@y

�
�
�
@v

@x

�
C : : : :

Since the velocity field is known throughout the computational domain, we are free
to establish a Poisson-type equation in order to solve for the pressure field:

rT

�
1

�
rp

�
D � d

dt

�rT v
� �˚ .v/C rT

�
1

�

�rTS
�T�C rTg: (17)

We split the pressure into a hydrostatic part and into a dynamic part. The hydrostatic
part is formed from body forces and inner stresses

rT

�
1

�
rphyd

�
D rT g : (18)

The dynamic part arises due to the movement of the fluid (i.e. the dynamic part
vanishes as the fluid velocity becomes zero)

rT

�
1

�
rpdyn

�
D � d

dt

�rT v
� � ˚ .v/C rT

�
1

�

�rTS
�T�

: (19)

Equations (18) and (19) provide a natural splitting of the pressure, which will be
used for the numerical scheme.

We define the pressure Op of the solution model for the velocity (15) as

Op D pnC1
hyd C pndyn: (20)

By virtue of Eq. (18), the numerical solution of the hydrostatic pressure at the future
time step is straight forward:

QrT

�
1

�
QrpnC1

hyd

�
D QrTg : (21)
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It is, however, not straight forward to determine the dynamic pressure at time level
nC 1, as we would need the velocity vnC1, as yet unknown. Therefore, pndyn of the
previous time step is taken into account. We thus introduce an error concerning the
pressure. In order to fix this situation, we employ a correction pressure, which is
applied as a posteriori formulation.

Suppose we have computed the solution OvnC1 to the numerical model (15). We
reproduce a divergence free velocity by finding a correction term "nC1 similar to
Chorin’s projection idea [6]. Our model (15) would produce a slightly different
solution, if the correction pressure is employed additionally in the sense

�
I � �t

�
Q��
�

� vnC1 D vn � �t

�
Qr Op � �t

�
Qr"nC1 C�t � g : (22)

Subtracting Eq. (15) from (22) yields

vnC1 � OvnC1 � �t

�
Q��
�

vnC1 � OvnC1	 D ��t
�

Qr"nC1 : (23)

We apply the divergence operator to (23) and obtain

� QrT vnC1	 �
� QrT OvnC1	 � QrT

�
�t

�
Q��
�

vnC1 � OvnC1	� D � QrT

�
�t

�
Qr"nC1

�
:

(24)

Moreover we assume the term

QrT

�
�t

�
Q��
�

vnC1 � OvnC1	� 
 0 ; (25)

such that we can neglect it. One can always achieve this by adjusting the size of the
time step. Thus, from (24) it follows

QrT

�
�t

�
Qr"nC1

�
D �

� QrT vnC1
	

desired
C
� QrT OvnC1	 : (26)

The equation above represents a Poisson-type equation to solve for the correction
pressure "nC1. That, however, requires the knowledge of the two right hand side
terms. QrT OvnC1 is evaluated by numerically differentiating the existing (i.e. known)
preliminary velocity. Furthermore, we require

� QrT vnC1	
desired

ŠD 0 ;

as we are concerned with incompressible flows for the current project. Compressible
or weakly compressible flows will not be discussed here.
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4.3 Coupled Pressure Velocity Solution

Velocity and pressure can be coupled by a penalty formulation. We enhance the
numerical scheme for the velocity (15) by the correction pressure and solve it
together with the scheme (26) which penalizes incorrect values of the divergence
of velocity

�
I � �t

�
Q��
��

OvnC1	C�t

�
Qr"nC1 D vn � �t

�
Qr Op C�t � Og

� QrT OvnC1	� QrT

�
�tvirt

�
Qr"nC1

�
D
� QrT vnC1

	
desired

(27)

This powerful combination of velocity and pressure provides more numerical
stability. The virtual time step size is flexible. Choosing�tvirt D �t would result in
an implicit Chorin projection, �tvirt D 0 results in a direct condition on the value
of QrT OvnC1. Theoretically, the best choice is �tvirt D 0, which, however, provides
poorly conditioned linear systems which are hard to be solved by iterative methods.
Nevertheless,�tvirt should be chosen as small as possible, for this we introduce the
definition

�tvirt D Avirt ��t : (28)

with the nondimensional, universal numerical parameter Avirt. The smaller Avirt
is chosen, the more tight the numerical velocity is forced towards the desired
divergence, however solving the linear system becomes more time consuming.
Practically, a choice of Avirt D 0:1 : : : 0:01 provides good conditioning of the linear
system, and a solution which is very close to the desired divergence of velocity, i.e.
perfect for the application of water travel.

5 Construction of the Differential Operators

The numerical schemes above are based on the meshfree differential operators. This
section gives a sketch how to establish these operators in general. Let us suppose
there is a pointcloud being sufficiently dense. The positions of the particles are
given by

xi D �
xi yi zi

�T
; i D 1 : : : N ; (29)

where N is the number of particles in the pointcloud. Suppose furthermore that any
function f is given only at the discrete particle locations, i.e.

fi � f
�
xi
�
: (30)
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The vector of discrete function values is given by

f � �
f1; f2; : : : ; fN

�T
: (31)

We call the numerical differential operators in FPM those vectors which provide an
approximation of some derivative in the sense

@�
numf

�
xi
� D Q@�f

�
xi
� D Q@fi D

NX
jD1

c�
ij � fj D �

c�
i

�T � f : (32)

The star (*) in the equation above is a placeholder for all the numerous differential
operators needed by FPM, which are

c0i D the numerical operator for function approximation
cxi D the numerical operator for the x-derivative
c
y
i D the numerical operator for the y-derivative
cz
i D the numerical operator for the z-derivative
c�i D the numerical operator for the Laplacian

(33)

just to name those most often appearing. Our intention is to develop operators
which are, as shown in (32), independent of the underlying function values. Having
operators which work generally for all given functions will save a lot of computation
time.

We also introduce a weight function which switches on the particular neighbours
close to some particle i by

wij D w
�
r
�
xi ;xj

		
D w

�
rij

�
: (34)

The distance function r
�
xi ;xj

	
is given by

r
�
xi ;xj

	
D 2

xi � xj

2�

h
�
xi
�C h

�
xj

		 : (35)

The interaction radius h
�
xi
�

is defined in (1), however we disregard the dependence
on t since the operators are constructed at a fixed, discrete time. It actually rules the
local density of the particles, i.e. the mean distance between particles. We provide a
weight function which becomes 0 if r > 1 and which becomes 1 if r D 0 and which
is n-times continuously differentiable, for example

w .r/ D
� �
1 � r2�� ; if r 	 1

0; otherwise
: (36)

We can group the discrete weights in the weight matrix
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W i D

0
BBB@

wi1 0

wi2
: : :

0 wiN

1
CCCA (37)

having the discrete weights on its diagonal and zeros otherwise.

5.1 General Least Squares Procedure for Operators

We are searching for the operator c i fulfilling the least squares criterion

1

2

W �1
i � c i

2 D 1

2
cTi �W �1T

i �W �1
i � c i ŠD 1

2
cTi �W �2

i � c i D min (38)

under the consistency constraints

KT
i � ci D b : (39)

For simplicity, we omit the star and, instead of writing c�
i , we simply employ

ci . The matrix K i represents test functions (given as discrete values set for
the particles) for which the numerical operator shall give a distinct value. As
for example, the numerical operator for the x-derivative cxi shall deliver 0 if
operating on a constant function k1i D .1; 1; : : : ; 1/T or a quadratic function k3i D��
x1 � xi

�2
;
�
x2 � xi

�2
; : : : ;

�
xN � xi

�2	T
, but it shall deliver 1 if operating on the

linear function k2i D �
x1 � xi ; x2 � xi ; : : : ; xN � xi

�T
. In other words, we have the

conditions (among others!)

�
k1i
�T � cxi D 0�

k2i
�T � cxi D 1�

k3i
�T � cxi D 0

(40)

In general, the columns of matrixK i representM discrete test functions in the sense

K i � �
k1i k

2
i k

3
i : : : k

M
i

�
: (41)

Usually, a convenient choice for the kpi ; p D 1 : : :M is to use the monomials up
to a certain order, i.e. the numerical operator reproduces these functions exactly. In
addition to that, numerical stability can be achieved by determining the action of the
operator on the delta function as well, i.e. we choose

kMi D �
ı1i ı2i : : : ıMi

�T
: (42)
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The right hand side vector b consequently contains the corresponding values to be
delivered by the operator if applied to the test functions.

The minimization problem (38) together with the constraints (39) can be solved
using Lagrangian multipliers in the sense

W �2
i � ci C

MX
kD1

�k � kki D 0 : (43)

Let us transform Eq. (43) into

ci C
MX
kD1

�k �W 2
i � kki D 0: (44)

and multiply from left with the p-th condition vector kpi

�
k
p
i

�T � c i C
MX
kD1

�k
�
k
p
i

�T �W 2
i � kki D 0; p D 1 : : :M ; (45)

which, by virtue of the consistency conditions (39) transforms to

b
p
i C

MX
kD1

�k
�
k
p
i

�T �W 2
i � kki D 0; p D 1 : : :M : (46)

Equation (46) provides M equations for the same number of unknowns �k . In a
more compact manner, Eq. (44) can be written as

ci CW 2
i �K i � �i D 0 ; (47)

where �i is the vector of all M values of lambda.
Equation (47) immediately shows that the operator to be searched for is a linear

combination of the test functions together with the weight potential. Multiplying
from left with the matrix of test functions gives

KT
i � ci CK T

i �W T
i �W i �K i � �i D 0 ; (48)

which, by virtue of (39), provides

bi CKT
i �W T

i �W i �K i � �i D 0 : (49)

Equation (49) provides an M � M linear system to be solved for �i which then
serves for providing the solution

c i D �W 2
i �K i � �i : (50)
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The computationally most expensive part in solving for the differential operators
is the production of the matrix KT

i � W T
i � W i � K i together with the solution

of the linear system (49). This embeds one risk which lies in the fact that we
produce the square of the matrix W i �K i . This matrix is usually well conditioned.
Occasionally, its conditioning becomes bad, usually when the local pointcloud
becomes distorted. Better numerical conditioning of the local system is achieved
if we solve the system (39) by a numerical least norm approach instead of the
Lagrange multiplier formulation used above. The procedure sketched in this section
will fail if the pointcloud locally deforms to a less dimensional manifold, i.e. if (for
a 3D computation) the particles are nearly placed in a plane or on a line etc. This
happens for example if water squirts off the free surface. In this case, we strictly
employ pseudo-inverse solutions to the system (49) in order to keep the differential
operators in good condition.

6 Water Travel

Internal combustion engines rely on a constant supply of air in order to provide
the necessary oxygen for the combustion process inside the engine cylinders. In
passenger vehicles, this air is taken from the atmosphere through an air intake. The
position of the opening of the air intake is typically situated behind the air inlet grill
at the front of the vehicle, as high as possible. It is positioned here so that the air
available is at the lowest possible temperature, since air in the engine compartment
or in the underbody may already have been heated by the engine cooling system or
other processes. It is also designed so that a degree of water ingress will be deflected
without entering the engine air intake system. Significant water ingress into the
engine can damage or destroy it. Packaging requirements must also be taken into
account, since components such as heat exchangers and the engine fan are also
normally positioned behind the air inlet grill.

Experimental water travel testing of complete vehicles is carried out regularly by
Volkswagen. However, it is challenging to observe directly the flow characteristics
of water close to the air intake during such testing, as it is difficult to place a camera
so that it can record the water motion without itself getting wet and with sufficient
light to capture satisfactory images.

In the early stages of vehicle development, particularly those with configurations
which have not previously been developed for series production, a physical pro-
totype of a vehicle is not available. A passenger vehicle ought to be able to drive
through a depth of water, without the engine being damaged due to water ingress.
In climate zones subject to monsoon weather conditions this is particularly relevant,
as the requirement to drive on flooded streets occurs often. Off-road vehicles have
more stringent requirements in this regard, where there is the enhanced stipulation
that such vehicles are able to travel through and also stop and start in shallow rivers.
The increasing electrification in the automotive industry adds to traditional electric
components such as the electric generator which are sensitive to contact with water.
In order to analyse and test possible vehicle design configurations it is desirable to be
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able to conduct numerical simulations of vehicle water travel in a timely and physi-
cally accurate manner. Furthermore, simulations are a cost effective means of evalu-
ating a vehicle configuration without the expense of producing a physical prototype.

Previous work at Volkswagen on simulating a complete vehicle travelling
through a body of water include a Finite Volume (FV) based solution of the
Navier Stokes equations with Volume of Fluid (VOF) modelling of the water/air
interface, and Smoothed Particle Hydrodynamics (SPH) simulations. FV suffered
from relatively long run times due to the very fine meshing required accurately to
capture the water/air interface. The requirements for the quality of the surface mesh
were also stricter than those for the particle based methods, thus necessitating longer
mesh preparation. For numerical stabilisation when using SPH, an artificially high
numerical viscosity is required, thus yielding an unphysical solution which does not
exhibit separation of water droplets from the continuous water phase to the degree
experimentally observed.

6.1 Water Travel Vehicle Simulation and Experiment

A simulation was carried out with FPM of a vehicle travelling through a body of
water. The vehicle studied is a generation 6 Volkswagen Golf with a 2.0 l 103 kW
turbo diesel engine. The geometry of the water basin is that of the experimental test
basin at Volkswagen’s development centre in Wolfsburg. The water is represented
by 3:5 � 106 particles. In the simulation, the vehicle moves through a test basin of
water with a velocity profile derived from an experiment. The water has a depth at
rest of 30 cm above the water basin. The simulation is a one phase simulation with
only the water phase present. The vehicle and the water basin were both represented
geometrically by watertight triangulated meshes. The geometrical scope of the
vehicle is typical for a complete underhood simulation, with the vehicle exterior
shell and the external representation of all components of the engine compartment,
underbody and wheel arches with rotating wheels. This setup aims to simulate a test
run for which experimental results are available.

6.2 Results

Figure 1 shows the position of the water surface after 4 s of travel. Phemonologi-
cally, the flow exhibits several features also present in the experiment. At the front
of the vehicle, a wave is beginning to form in front of the bumper, with spray forming
at the top of the wave. Behind the vehicle, a V-shaped wake has developed, choppy
directly behind the vehicle, with the surface gradually smoothening as the vehicle
moves further away.

Figure 2 displays the wave building at the front of the vehicle in the simulation
and experiment after 4 s of vehicle travel. Figure 2 exhibits spray building on a
wave front at a height with little variance across the vehicle in both simulation and
experiment. Figure 3 shows the rear of the vehicle after 4 s of travel in the simulation
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Fig. 1 Simulation: Isometric view of the vehicle in the test basin at 4 s

Fig. 2 Experiment (left) and simulation (right): Front view of the vehicle at 4 s

Fig. 3 Experiment (left) and simulation (right): Rear view of the vehicle at 4 s
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and the experiment. Qualitatively, Fig. 3 exhibits several features in the simulation,
such as the reduced depth of water to the left of the vehicle doors, the side of the bow
wave forming over the front left wing of the vehicle, a wave from the right wheel
arch extending to the edge of the basin and a channel of water flow from the drive
train tunnel forming behind the centre of the vehicle, which can also be observed in
the experiment.

7 Conclusion

FPM was used to simulate water flow in an air intake placed in a water basin. The
wave formation and the detachment of water droplets is captured by the simulation.

FPM was successfully employed to simulate water motion in a basin. The
simulation captures several qualitative features which are also observed in the
experiment. The next step will be to attempt to simulate vehicle water travel with
2-phase modelling for water and air, analogous to the simulation of the air intake.
Although there is a strong expectation that the computational resources available
will continue to increase, further optimisation of the solution algorithms so as to
reduce memory requirements and computational time is desirable in order to use
these resources as effectively as possible. Further work will investigate the pressure
distribution on the components in order to predict damage during travel through
water. A fluid-structure interaction simulation will also be developed, in order to
calculate the motion of the vehicles components during water travel. The buoyancy
of the vehicle, suspension motion of the vehicle during water travel, as well as
predicting the motion of the vehicle through water as a function of the engine power
output and drag force on the vehicle due to water are all features which would
improve the predictive value of the simulations.
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1 Introduction

The numerical approximation of vector fields that are incompressible is often times
challenging because incompressibility, r � u D 0, is a global constraint that may
not fit within the framework of simple discretization approaches of the complete
problem. The instationary incompressible Navier-Stokes equations (NSE) represent
a prime example, in which the time-evolution of the velocity field is given, but not
of the pressure (which is a Lagrange multiplier associated with r � u D 0). As a
consequence, there is no single canonical way to advance the NSE forward in time.
Similarly, in electrostatics the electric field and the magnetic potential are solutions
to vector Poisson equations with divergence constraints.

One methodology to circumvent the incompressibility constraint inside the
computational domain is to formulate a different problem that imposes r � u D 0

as a boundary condition instead. Under certain circumstances, this new problem has
the same solution as the original problem, while at the same time giving rise to
new numerical approximation methods. For electrostatic problems (see Sect. 2) this
approach is employed and analyzed in [15,22], and in the context of incompressible
fluid flows (see Sect. 3) it has been proposed in [29]. The specific boundary
conditions for these problems consist of enforcing the tangential component(s) of
the solution, together with the condition r � u D 0. Due to their occurrence in
electrostatics, they are often called (perfect) electric boundary conditions (EBC), a
terminology that we follow in this paper.

A fundamental question is what are simple numerical approaches to approximate
the solutions to vector-valued problems with EBC. In [29] an immersed boundary
staggered grid approach has been proposed. While convergent, this approach is
definitely not a simple or canonical method. A seemingly more natural approach
for problems on irregular domains is the standard nodal finite element method
(FEM). Interestingly, for the class of problems at hand, nodal FEM can exhibit a
Babus̆ka paradox, i.e., for domains with curved boundaries the sequence of FEM
approximations can converge to a wrong solution (see Sect. 2.2). Domains with re-
entrant corners (see Sect. 2.1) pose additional challenges; however, this last aspect
is not the focus of this paper. The convergence of the FEM can be recovered by
converting to a mixed FEM formulation, as conducted by the authors in a companion
paper. However, the simplicity of nodal FEM does not carry over to mixed FEM.

The objective of this paper is to present an alternative for problems with EBC,
namely meshfree finite differences (FD), and to demonstrate that these methods
solve the problems at hand effectively and in a comparatively canonical fashion.
Meshfree FD are generalizations of traditional grid-based FD that apply to clouds
of points without any connectivity between them. The meshfree FD methodology
is presented in Sects. 2.3 and 2.4, and its application to the vector Poisson equation
with EBC is shown in Sect. 2.5. As we shall demonstrate, a structural advantage of
meshfree FD is that the approximation of a general PDE boundary value problem
is quite straightforward: any differential operator, whether in the domain’s interior
or on the boundary, is approximated via a meshfree FD stencil. Thus, the problem
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is directly transformed into a finite dimensional system, in which each individual
equation corresponds to the governing condition that holds at a particular point of
the cloud.

We demonstrate (in Sect. 2.5) that for the vector Poisson equation with EBC,
meshfree finite differences do not exhibit the Babus̆ka paradox, and furthermore
that there is no conceptual problem to obtain higher-order accuracy (we test the
method up to third order convergence).

We then move on to time-dependent problems. First, the meshfree FD method is
extended to the vector heat equation with EBC (see Sect. 3.2), where an explicit or
an implicit time-stepping can be conducted. Then, by adding nonlinear convective
terms and a pressure, the approach is further extended to the incompressible Navier-
Stokes equations (NSE). Specifically, we consider a pressure Poisson equation
(PPE) reformulation of the Navier-Stokes equations. The idea of PPE reformulations
(see Sect. 3) is that an operator function p D P.u/ is formulated that yields (via the
solution of a Poisson equation) the pressure p to any given velocity field u that
solves the NSE (see also Sect. 3 for a brief discussion of the advantages of PPE
reformulations). Here, we focus on a specific PPE reformulation, proposed in [29],
which prescribes EBC for the fluid velocity, the motivation for which is outlined
in Sect. 3.1. We demonstrate how a meshfree FD approximation for the full PPE
reformulation can be constructed (see Sect. 3.3), and show computational results for
a resulting numerical scheme that is second order accurate in space and time, and
that allows for a choice of an explicit or an implicit treatment of the viscosity (see
Sect. 3.4).

2 Vector Poisson Equation

The vector Poisson equation (VPE) arises, for instance, in problems in electrostatics.
The electric field satisfies r � E D �, where � D �.x/ is the (normalized) charge
density. Using the fact that r � E D 0, this implies the VPE �E D r�. Moreover,
if the boundaries of the domain are perfect conductors, then the vector field is
perpendicular to the boundary, i.e., n � E D 0, where n is the outer surface
normal vector. Another example is the magnetic potential, which satisfies the VPE
�A D �J, where J D J.x/ is the (normalized) electric current density. The
Coulomb gauge yields r � A D 0, and the boundary condition n � A D 0 represents
a zero magnetic field (see [8] for more details). Motivated by the structure of these
examples, we here consider the VPE

8<
:

��u D f in ˝
r � u D 0 on˝
n � u D n � g on @˝ :

(1)

As motivated in Sect. 1, it can be desirable to remove the divergence condition that
holds in the whole domain. In the following, we outline how this can be achieved.
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2.1 Electric Boundary Conditions

Let ˝ be a bounded, simply connected domain with Lipschitz boundary @˝ .
Moreover, in this paper we restrict to domains with boundaries @˝ which are
piecewise C2 and convex (see Remark 1). We denote by n the outward unit normal
vector along the boundary (that is defined almost everywhere). The vector Poisson
equation (VPE) with electric boundary conditions (EBC) takes the form

8<
:

��u D f in ˝
r � u D 0 on @˝
n � u D n � g on @˝

(2)

where the source is incompressible, i.e., r � f D 0. Note that in contrast to
problem (1), problem (2) possesses no source-free condition in the domain’s interior.
Instead, r � u D 0 is specified as an additional boundary condition. Clearly, any
solution of (1) is also a solution of (2). Moreover. . .

Lemma 1. If the solution to (2) is in H2.˝/, then it is also a solution to (1).

Proof. Define � D r � u. Then � is a (weak) solution of the problem

�
�� D 0 in ˝
� D 0 on @˝ ;

which has the unique solution � � 0. Hence r � u D 0 in ˝ .

Remark 1. As shown in [17], the assumption of Lemma 1 is satisfied for the
domains considered in this paper. However, it is not satisfied if the domain ˝ has
re-entrant (i.e., non-convex) corners. In such a case, the physically relevant (i.e.,
source-free) solution to (1) is not in H1, while problem (2) possesses a solution in
H1, however, one that does not satisfy r � u D 0 inside˝ . In this paper we exclude
this possibility, and for the domains considered here (see above) the problems (1)
and (2) are in fact equivalent (see [17] for a proof).

2.2 Nodal Finite Elements and Babus̆ka Paradox

Among possible approaches to numerically approximate problem (2) on an irregular
domain, standard nodal-based finite elements (FE) are one of the first ideas
that would come to a numerical analyst’s mind. Below, we derive two possible
variational formulations (Sect. 2.2.1), and then use these to prove the possibility
of the Babus̆ka paradox (Sect. 2.2.2). Its actual occurrence is then demonstrated via
an numerical example (Sect. 2.2.3).
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2.2.1 Variational Formulations

In order to conduct a FE approximation, a variational formulation of the VPE (2)
must be introduced. It is natural to work with the affine Hilbert space of vector-
valuedH1 functions that satisfy the tangential boundary condition in (2),

H1
gt .˝/

N D fu 2 H1.˝/N W n � .u � g/j@˝ D 0g :

Moreover, let H1
0t .˝/

N denote the associated homogeneous (i.e., g D 0) Hilbert
space. There are then two equivalent weak formulations of (2). To obtain the first
formulation, we use the identity ��u D r � .r � u/ � r.r � u/ and follow
the standard procedure of multiplying the first equation in (2) by a test function
v 2 H0t .˝/

N , integrating by parts, and applying the boundary conditions to the
boundary integral to obtain

hf; vi D
Z
˝

��u � v dx D a.u; v/�
Z
@˝

.r � u/.n � v/ dS ; (3)

where the bilinear form is

a.u; v/ D
Z
˝

.r � u/ � .r � v/C .r � u/.r � v/ dx :

Based on this, the first variational formulation of (2) reads as: Given f 2 L2.˝/N

with r � f D 0, find u 2 Hgt .˝/
N such that for each v 2 H0t .˝/

N

(VP1) a.u; v/ D hf; vi :

Note that due to (3), the condition .r � u/@˝ D 0 arises as a natural boundary
condition. It is this formulation (VP1) that we implement in the numerical test in
Sect. 2.2.3.

In obtaining the second variational formulation, we restrict the derivation to the
case g D 0, because this case is enough to show that the Babus̆ka paradox can arise.
Assume for a moment that u 2 H2.˝/N . Then, using the fact that �u D r � .ru/,
we multiply the left hand side of (2) by v 2 H0t .˝/

N and integrate by parts to
obtain

hf; vi D
Z
˝

��u � v dx D
Z
˝

ru � rv dx �
Z
@˝

v � du
dn

dS : (4)

Combining (3) and (4), and using that n � v D 0 on @˝ , we can rewrite a.u; v/ as
a new bilinear form

b.u; v/ D
Z
˝

ru � rv dx C
Z
@˝

.r � u � n � du
dn
/.n � v/ dS :
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Moreover, since n�u D 0 on @˝ , we can expand the divergence on the boundary as

r � u D n � du
dn

C �n � u on @˝ ; (5)

where � is the local curvature which is defined almost everywhere. Using (5), we
can write b.u; v/ as

b.u; v/ D hru;rvi C
Z
@˝

�u � v dS ;

thus giving rise to a different variational formulation: Given f 2 L2.˝/N with
r � f D 0, find u 2 H0t .˝/

N such that for each v 2 H0t .˝/
N

(VP2) b.u; v/ D hf; vi :

Clearly, by construction the bilinear forms are equal, a.u; v/ D b.u; v/, for
functions in H2.˝/N . In fact, as shown in [17], the equality also holds if the
functions are in H1.˝/N . Moreover, the standard theory shows that the bilinear
forms are coercive and continuous on H0t .˝/

N (since ˝ is simply connected) so
that by the Lax-Milgram theorem there is a unique solution to (VP1) and (VP2).
Moreover the variational problems (VP1) and (VP2) have the same solution.

2.2.2 Babus̆ka Paradox

Using the just derived weak formulations, we prove the possible occurrence of the
Babus̆ka paradox. Note that other proofs have been provided before, such as in
[31]. One new aspect in the proof presented here is the isolation of the actual limit
problem for the nodal FEM approximation, given below.

Theorem 1. When solving the vector Poisson equation (2) using a nodal FEM
implementation of (VP1), one may encounter the Babus̆ka paradox.

Proof. Suppose that uh solves (VP1) using nodal elements, a triangular mesh, and
a regular polygonal domain ˝h. Here h denotes the diameter of the largest mesh
element, so that ˝h ! ˝ (in the appropriate sup-norm sense) as h ! 0. Now,
under the current assumptions on the domain ˝ , the problems (VP1) and (VP2)
have the same weak solution. Then by the equivalence of the two problems, uh also
solves (VP2). For any given mesh, however, the boundary of ˝h has flat sides with
� D 0. Consequently, the weak solution uh solves (VP2) with � D 0, i.e.,

Z
˝h

ru � rv dx D
Z
˝h

f � v dx
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for each test function vh. Therefore the solutions uh converge to the function u�
which solves the limit problem

Z
˝

ru� � rv dx D hf; vi

for each v 2 H0t .˝/
N . In other words, the nodal FEM solutions uh converge to a

solution where � is artificially set to zero, or equivalently to a problem where one
replaces the boundary condition r � u D 0 with du

dn D 0. Hence, for an arbitrary
domain (with boundaries that are at least partially curved), generally u� does not
equal the true solution of the problem (VP1).

2.2.3 Manufactured Solution Test Case

We now demonstrate the Babus̆ka paradox via a numerical example. On the 2D
domain˝ D f.x � 0:5/2 C .y � 0:5/2 < 0:52g [ .0; 1/� .0; 0:5/, we consider the
VPE (2). We employ the method of manufactured solutions, i.e., we prescribe the
incompressible solution

u.x; y/ D
�
� sin.2�y/ sin2.�x/

�� sin.2�x/ sin2.�y/

�
; (6)

and set the forcing f D ��u and the boundary velocity g D u, so that the solution
of the VPE (2) recovers the prescribed solution (6).

We consider two triangulations (of different resolutions) that approximate the
domain˝ via polygons with straight edges. To define normal vectors at the bound-
ary vertices, we adopt the method introduced in [9], which obtains normal vectors as
suitable averages of normal vectors at the edges connecting to the boundary vertex.
Using standard nodal-based finite elements, or Lagrange FE [6], we implement
the tangential boundary condition in an essential fashion (by choosing the solution
space H1

gt .˝/
N ), and leave the normal component unprescribed, with the idea that

r � u D 0 follows naturally (see above). We use quadratic C0 elements.
The results of the two FEM approximations are shown in Fig. 1. The true vector

field (6) is shown by red arrows, and the approximate FEM solution is given by black
arrows. In each case, the mesh that is used to conduct the respective computation is
shown in the background. The right panel shows a computation with a mesh that is
twice as fine as the one in the left panel. As one can see, the relevant features of the
prescribed solution (6) are well-resolved already on the coarse mesh. Moreover, the
two numerical solutions (on the two meshes) are almost identical, and hence they
can be interpreted as converged (in the eye-norm) to the limit .h ! 0/ solution u�
of the nodal FEM. Clearly the FEM solution u� is different from the true solution u,
thus confirming (and certainly visualizing) the occurrence of the Babus̆ka paradox.
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Fig. 1 True vector field (red arrows) and numerical approximations (black arrows) obtained via
nodal FEM. The numerical solutions obtained with two different mesh resolutions are almost
identical, thus the numerics are essentially converged. Yet, the FEM solution differs from the true
solution

Remark 2. Within the framework of FEM, the Babus̆ka paradox can be overcome
by moving to a mixed FEM formulation (cf. [1, 2, 26, 31]). The idea of mixed FEM
for the VPE (2) is introduce an additional variable, � D r � u, and transform
��u D f into two equations: � D r � u and r � � � r.r � u/ D f. This
framework allows one to use Raviart-Thomas elements [26] for the approximate
vector field uh (and standard nodal elements (2D) or Nédélec elements [23] (3D) for
�h), and to incorporate the tangential velocity boundary condition n � .u � g/ D 0

as boundary integrals into the weak formulation, rather than into the solution space.
In a companion paper, we apply high-order mixed FEM to the pressure Poisson
equation reformulations of the Navier-Stokes equations devised in [29]. While
mixed FEM overcome the Babus̆ka paradox, this framework is clearly not as simple
as nodal FEM, or as meshfree FD, described below.

2.3 Meshfree Finite Difference Method

Meshfree finite differences (FD) generalize classical FD that are defined on regular
grids: at a given point, a differential operator of a smooth function is approximated
via a combination of function values at nearby points. The selection of points and
the corresponding weights are called the stencil. In the same way as grid-based FD,
meshfree FD can be derived in two ways: as derivatives of suitable local interpolants
of the data (cf. [7, 20, 21]), or via Taylor expansion of the solution (cf. [28]). Here
we outline the second methodology.
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Consider a point cloud that consists of interior points (inside ˝) and boundary
points (on @˝); see Fig. 2 for an example. For a point xi , let a neighborhood Bi be
defined. Here we employ circular neighborhoods, i.e., Bi D fj W kxj � xik 	 rg,
where r is an appropriately chosen radius (see below). However, many other types of
neighborhoods are possible [27]. Now define the relative coordinates Nxij D xj � xi
and Taylor-expand the solution u.x/ around xi :

u.xj / D u.xi /C ru.xi / � Nxij C 1
2
r2u.xi / W . Nxij � NxTij /C h.o.t.

Note that in the quadratic term, the matrix scalar product A W C D P
i;j AijCij and

the outer product of Nxij with itself are used. While here we stop at the quadratic term,
the expansion can of course be carried out further (or less far). A linear combination
(with weights aij) of nearby solution values yields

X
j2Bi

aiju.xj / D u.xi /
X
j2Bi

aij C ru.xi / �
X
j2Bi

aij Nxij

C r2u.xi / W 1
2

X
j2Bi

aij. Nxij � NxTij /C h.o.t.
(7)
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Fig. 2 Point cloud for the computational domain ˝ with 1,000 points. The boundary points are
shown in red and the interior points in blue
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If (7) is supposed to approximate a given differential operator applied to the solution,
then the stencil weights aij must satisfy certain constraints. For instance, for (7) to
approximate�u.xi /, it is required that

X
j2Bi

aij D 0 ;
X
j2Bi

Nxijaij D 0 , and
X
j2Bi

. Nxij � NxTij /aij D 2I ;

which in 2D gives rise to the linear system of constraints

0
BBBBB@

Nxi;j1 : : : Nxi;jmi
Nyi;j1 : : : Nyi;jmi
Nx2i;j1 : : : Nx2i;jmi

Nxi;j1 Nyi;j1 : : : Nxi;jmi Nyi;jmi
Ny2i;j1 : : : Ny2i;jmi

1
CCCCCA

„ ƒ‚ …
Vi

�

0
BBBB@

ai;j1
:::
:::

ai;jmi

1
CCCCA

„ ƒ‚ …
ai

D

0
BBBBB@

0

0

2

0

2

1
CCCCCA

„ƒ‚…
b

: (8)

Here, the stencil vector ai does not contain the diagonal entry aii. Its value is
obtained as aii D �Pj2Binfig aij. Moreover, mi D jBi j � 1 is the number of
neighbors of xi . If the radius r is chosen large enough that mi � 5 8 i , and
if the point cloud generation (see Sect. 2.4) ensures that no pathological point
configurations arise (see [27] for examples), then system (8) always has a solution,
and the resulting approximation is (at least) first order accurate.

If mi > 5, system (8) in general has infinitely many solutions. One way
(employed here) to single out a unique solution is via a weighted least-squares
(WLSQ) minimization problem

min
X

j2Binfig

a2ij

wij
; s.t. Vi � ai D b (9)

where the weights are decreasing with the distance, wij D kxj � xik�ˇ
2 (here we

choose ˇ D 2). The solution of (9) is

ai D WiV
T
i .ViWiV

T
i /

�1 � b :

whereW D diag.wi;1; : : : ;wi;jmi /. Note that an alternative approach (not employed
here) would be to solve system (8) in an `1 sense, i.e.,

min
X

j2Binfig

aij

wij
; s.t. Vi � ai D b ; ai � 0 ;

which would generate optimally sparse stencils [28].



Meshfree FD for Vector Poisson Equations with Electric Boundary Conditions 233

Other differential operators are approximated in an analogous fashion. For
instance, a first order approximation to @xu is obtained by setting

Vi D
 

Nxi;j1 : : : Nxi;jmi
Nyi;j1 : : : Nyi;jmi

!
; b D

�
1

0

�
;

and a second order approximation to @xu is obtained by setting

Vi D

0
BBBBB@

Nxi;j1 : : : Nxi;jmi
Nyi;j1 : : : Nyi;jmi
Nx2i;j1 : : : Nx2i;jmi

Nxi;j1 Nyi;j1 : : : Nxi;jmi Nyi;jmi
Ny2i;j1 : : : Ny2i;jmi

1
CCCCCA
; b D

0
BBBBB@

1

0

0

0

0

1
CCCCCA
:

Applying this procedure to each equation (at all interior points) and boundary
condition (at all boundary points) of the vector Poisson equation (2) leads (here is
2D) to the linear system

� � � � � �� � � �� � � � � � �� � � � �� � � � � �� � � � � �
� � � � � �� � � �� � � � � � �� � � � �� � � � � �� � � � � �

� � � � � � � � � �� � � � � � � � � �� � � � � � � � � � � �� � � � � � � � � �
� �� �� �� �

�

ux1����
uxNi

uy1����
u
y
Ni

uxNiC1��
uxN

uyNiC1��
uyN

D

f x
1����
f x
Ni

f
y
1����
f
y
Ni

0��
0

gNiC1��
gN

9>>>=
>>>;
�ux D f x in˝

9>>>=
>>>;
�uy D f y in˝

9=
; @xux C @yuy D 0 on @˝

9=
; nxuy � nyux D g on @˝

(10)

In this system, u D .ux; uy/, f D .f x; f y/, and the function g D n � g at the
boundary, and gi D ni � gi . Moreover, the total number of points is N , and the
number of interior points is Ni. In the sparse block matrix, the first two rows of
blocks correspond to the two components of the Poisson equation at the interior
points; the third block row encodes the r �u D 0 boundary condition; and the fourth
block row represents the n � .u � g/ D 0 condition. The first two block columns
corresponds to the two vector field components at the interior points x1; : : : ; xNi ;
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and likewise the last two block columns correspond to u D .ux; uy/ at the boundary
points xNi ; : : : ; xN . Each empty block is devoid of nonzero entries, and each block
with stars possesses some nonzero entries, corresponding to the neighboring points
of each central point.

2.4 Point Cloud Generation

The generation of point clouds is conducted similarly to the mesh generation code
DistMesh [24]. The domain˝ is specified via a level set function �, chosen so that
˝ D fx W �.x/ < 0g. Hence, � also defines the boundary @˝ D fx W �.x/ D 0g
and surface normal vectors n D r�=jr�j. The access to the level set function
allows an immediate check whether a given location/point is inside or outside of the
domain. Moreover, if � is a signed distance function (i.e., jr�j D 1 a.e.), one even
has immediate access to a location’s distance to the domain boundary.

The generation of a cloud of N points is initiated by placing N points randomly
inside˝ . After that, the points are moved according to repulsive forces experienced
from nearby points, i.e., the point xi moves according to

Pxi D
X

j2Bi nfig
minfkxj � xik�2

2 ; vmaxg ; (11)

where Bi is a circular neighborhood around xi , and vmax is some upper bound on
the repulsion. The law of motion (11) is further constrained by xi 2 N̋ , i.e., no
point can ever move beyond the domain boundary to leave the domain. A simple
way to implement this constraint is to allow points to slightly leave N̋ , but then to
immediately project them back onto @˝ , using the normal r�=jr�j that is defined
also outside of N̋ . Finally, points that are inside ˝ but too close to the boundary
are also projected onto @˝ , thus preventing interior points from being too close to
the boundary (see [28] for why this would be undesirable). The law of motion (11)
is then applied to all points until the amount of motion has fallen below a given
threshold. The resulting point clouds are unstructured, and tend to be quite uniform
(i.e., the ratio between the minimum distance between points and the radius of the
largest ball that contains no points (cf. [20]) is quite large). An example of a point
cloud associated with the domain defined in Sect. 2.2.3 is shown in Fig. 2.

For the definition of a “mesh” resolution h of a given point cloud, a variety of
possible choices exists [20]. In fact, the point cloud generation algorithm presented
above ensures suitable regularity of the point clouds, so that as N ! 1, the mesh
size (as defined in [20]) goes to zero, while the separation approaches a positive
value. Therefore, for the purpose of quantifying the resolution of the point cloud,
here we use a simple averaged concept of resolution, defined as follows. One type
of configuration in which nearby points are equidistant is an optimal sphere packing,
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which in 2D is a hexagonal lattice, i.e., adjacent points form equilateral triangles.
Each point is a corner of six triangles, and each triangle is shared by three points.
One can therefore associate to each point 1/3 of each of the six triangles, resulting

in an area per point of A D
p
3
2
h2, if the spacing between points is h. Counting the

area of the Ni interior points full, and of the Nb boundary points half, and equating
the total “point area” with the area of the domain, �.˝/, we obtain the expression

h D
q

4�.˝/p
3.2NiCNb/

for the resolution.

2.5 Numerical Results

We consider the same manufactured solution test problem as studied in Sect. 2.2.3.
On the domain˝ D f.x�0:5/2C .y�0:5/2 < 0:52g [ .0; 1/� .0; 0:5/ (see Figs. 1
and 2), point clouds of various numbers of points are generated, so that convergence
studies can be conducted. For each point cloud, the vector Poisson equation (2)
is discretized via the procedure described in Sect. 2.3. We conduct the meshfree
FD approximation for three different orders: first order accuracy, i.e., the Taylor
expansion in (7) is carried out up to the quadratic term for �u and up to the linear
term for r�u; and second and third order accuracies, for which the Taylor expansions
in (7) are carried out further accordingly.

The numerical approximations obtained for the different orders and mesh
resolutions are then compared to the true solution in the maximum norm, taken
over all points. We consider the errors in the vector field u itself, as well as its
Jacobian ru (which is important for calculating stresses at the boundary when u
represents a velocity field) and its divergence r � u (which by the equivalence of
problems (1) and (2) should be close to zero). All derivative quantities are obtained
from the vector field u via meshfree FD stencils of fourth order. Hence, if an order
of less than 4 is observed, we know that this is the true accuracy of the numerical
result.

The error convergence of these quantities is shown in Fig. 3, for the approxima-
tion orders 1 (left panel), 2 (middle panel), and 3 (right panel). The results show
that all approaches converge as h ! 0, and the convergence orders equal the
local approximation orders. In particular, the convergence orders of the derivative
quantities are the same as those of the vector field itself. This is an important
property that finite difference methods commonly exhibit, and that is in contrast to
finite element methods that frequently lose an order of accuracy when a derivative
quantity is evaluated (in the sense of functions).
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Fig. 3 Error convergence for first (left), second (middle), and third (right) order meshfree FD
approximations. The errors are measured in the maximum norm. The results show that kth order
meshfree FD stencils result in kth order convergence rates for the solution of the VPE, and its
derivatives

3 Pressure Poisson Equation Reformulation
of the Navier-Stokes Equations

We consider the time-dependent incompressible Navier-Stokes equations (NSE)

8̂
<̂
ˆ̂:

@tu C .u � r/u D �rp C �u C f in ˝ � .0; T /
r � u D 0 in ˝ � .0; T /

u D g on @˝ � .0; T /
u D Vu on ˝ � ft D 0g ;

(12)

on a domain˝ as specified in Sect. 2.1, with compatibility conditions

Vu D g on @˝ � ft D 0g (continuity between i.c. and b.c.)

r � Vu D 0 in ˝ (incompressible i.c.)Z
@˝

n � g dx D 0 : (inflow = outflow)

Due to the lack of a time evolution of the pressure, there is no single canonical
way to numerically advance (12) forward in time. One class of approaches to do
so is based on approximating the time derivative in the momentum equation, and
solving for u andp in a fully coupled fashion. This methodology is accurate, but also
costly, because a large system must be solved that possesses a saddle point structure.
An alternative class of approaches decouples the pressure solve from the velocity
update. This methodology was first proposed in the form of projection methods
[5,30], and later employed in approaches based on pressure Poisson equation (PPE)
reformulations of the NSE [12–14, 16, 29].

A fundamental difference between projection methods (see [11] for an overview)
and PPE reformulations is that projection methods are based on a fractional step
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approach in which the time-evolution of the velocity field and its projection onto
the space of incompressible fields are alternated. In contrast, PPE reformulations
derive an equation for the pressure that replaces the incompressibility constraint
in (12) by a global pressure function p D P.u/ that is designed so that the solutions
of the PPE reformulation are identical to the solutions of the original NSE. As
a consequence, numerical methods based on PPE reformulations are structurally
easy to extend to high order accuracy in time. In addition, they do not suffer from
poor spatial accuracy near boundaries (see [29]). A difficulty of PPE reformulations
is that the Poisson equation for the pressure can involve complicated expressions,
whose interaction with the velocity field equation is not always easy to understand
and analyze. Another important property of PPE reformulations is that, unlike the
original NSE, they are also defined if the initial conditions are not incompressible,
see Sect. 3.1.

3.1 PPE Reformulation with Electric Boundary Conditions

In this paper, we are concerned with the particular PPE reformulation of the NSE
proposed in [29]. Its fundamental difference from previously proposed PPE refor-
mulations [12,13,16] is that the velocity field satisfies electric boundary conditions,
i.e., incompressibility and the tangential flow are prescribed at the boundary. In turn,
the normal velocity is enforced via a relaxation term in the pressure equation (see
[29] for a discussion on the choice of �). The PPE reformulation consists of the
momentum equation

8̂
<̂
ˆ̂:

@tu C .u � r/u D �rP.u/C �u C f in ˝ � .0; T /
r � u D 0 on @˝ � .0; T /
n � u D n � g on @˝ � .0; T /

u D Vu on ˝ � ft D 0g ;
(13)

where P.u/ is a solution of the associated pressure Poisson equation

�
�p D r � .f � .u � r/u/ in ˝
@p

@n D n � .f � @tg C �u � .u � r/u/C �n � .u � g/ on @˝ :
(14)

While a variety of modifications and additions can be applied to these equations
(cf. [29, 32]), here we study the equations exactly in the given form (with one small
caveat regarding the compatibility of the pressure boundary conditions, see below).

If the initial conditions are not incompressible, i.e., r � Vu ¤ 0, then the solution
of (13) relaxes towards a solutions of (12), for the following reason. Let � D r � u.
Then the application of r� to the momentum equation in (12), and the use of the first
equation in (14) yields that � satisfies the heat equation with homogeneous Dirichlet
boundary conditions
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8<
:
@t� D �� in ˝ � .0; T /
� D 0 on @˝ � .0; T /
� D r � Vu on˝ � ft D 0g :

(15)

This property is of great relevance. It means that in PPE reformulations, there
is no need to impose a discrete incompressibility principle. If, due to numerical
approximation errors, the numerical solution starts to drift away from the r � u D 0

manifold, Eq. (15) ensures that it is pulled back towards incompressibility.
At the same time, the fact that the numerical solution may not be exactly

incompressible, implies that the compatibility condition in the pressure Poisson
equation (14) may be violated. Specifically, (14) has a solution if

Z
˝

.�C �/� dx �
Z
@˝

.@t C �/g � n dS D 0 ; (16)

and due to numerical approximation errors (or because a problem with r � Vu ¤ 0

is considered) this condition may be violated. However, whenever this occurs, the
solution of the augmented system (22), described in Sect. 3.3 projects the right hand
side of (14) in a way that the solvability condition is satisfied.

Below, we first generalize the meshfree finite difference methods developed in
Sect. 2 for the vector Poisson equation to the vector heat equation (Sect. 3.2). Then,
we extend the methodology to the PPE reformulation (Sect. 3.3).

3.2 Meshfree Finite Differences for the Vector Heat Equation

Before moving to the full PPE reformulation (13), we first generalize the numerical
scheme developed in Sect. 2.3 for the vector Poisson equation (2) to the vector heat
equation (VHE) that describes the evolution of a vector field u.x; t/ via the system

8̂
<̂
ˆ̂:

@tu D �u C f in ˝ � .0; T /
r � u D 0 on @˝ � .0; T /
n � u D n � g on @˝ � .0; T /

u D Vu on ˝ � ft D 0g :
(17)

Here the forcing f.x; t/ and the initial data Vu.x/ are incompressible, i.e., r � f D 0

and r � Vu D 0. We discretize (17) in time via ImEx (Implicit-Explicit) schemes [3].
Specifically, we use the first-order scheme

1
�t
.u.t C�t/� u.t// D R.u.t C�t//C Q.u.t// (18)

and the second-order two-stage Runge-Kutta scheme



Meshfree FD for Vector Poisson Equations with Electric Boundary Conditions 239

1
�t

�
u� � u.t/

� D �R.u�/C �Q.u.t//

1
�t
.u.t C�t/� u.t// D �R.u.t C�t//C .1 � �/R.u�/

C ıQ.u.t//C .1 � ı/Q.u�/ ;

(19)

where � D 1 � 1
2

p
2 and ı D 1 � 1

2�
. For the VHE (17), an explicit first-order

scheme (forward Euler) is obtained by setting R.u/ D 0 and Q.u/ D �u C f
in (18). In turn, setting R.u/ D �u and Q.u/ D f yields semi-implicit schemes of
first order via (18), and of second order via (19). Moreover, the boundary conditions
are always treated implicitly, so that they are satisfied by the new state (at the end of
each Runge-Kutta stage).

The schemes that treat �u implicitly lead to relatively simple modifications of
the linear system (10) of the VPE (17). For instance, the first-order scheme,

8̂
<̂
ˆ̂:

1
�t
.u.t C�t/ � u.t// D �u.t C�t/C f.t/ in ˝

r � u.t C�t/ D 0 on @˝
n � u.t C�t/ D n � g.t C�t/ on @˝

u.0/ D Vu in ˝ ;

amounts to the following modifications of system (10): (i) The vector of unknowns
becomes the new vector field at time t C �t . (ii) In the right hand side vector, the
function g is evaluated at time t C�t . (iii) In the top two block rows of the system
matrix, multiply all entries by  and add 1=�t to the diagonal entries. (iv) Add
1=�t times the solution at time t to the top two blocks of the right hand side vector.
Everything else remains unchanged.

In the forward Euler case, the update at the interior points becomes explicit, while
the boundary conditions are still implicit. Hence, to advance the solution from time
t to t C�t , one first updates at each interior point explicitly

u.xi ; t C�t/ D u.xi ; t/C�t 
X
j2Bi

aiju.xj ; t/C�t f.xi ; t/

according to (7) and (9), and after that solves a small linear system for the boundary
points that results from the two bottom block rows of system (10), where the left
two block columns are brought to the right hand side (using the just updated interior
point values).

To study these numerical schemes, we generalize the manufactured solution from
Sect. 2.2.3 to the time-dependent case. We set  D 1, prescribe the incompressible
solution

u.x; y; t/ D
�
� cos.t/ sin.2�y/ sin2.�x/

�� cos.t/ sin.2�x/ sin2.�y/

�
; (20)
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Fig. 4 Error convergence for the vector heat equation, using a spatially second order meshfree
finite difference discretization. Left panel: using forward Euler time stepping with �t D 0:2h2 ,
confirming the expected O.h2/ convergence order. Middle panel: using backward Euler time
stepping with �t D 100h, yielding the expected O.h/ convergence due to temporal errors.
Right panel: using a second-order ImEx scheme with �t D h, confirming the expected O.h2/
convergence order

and calculate the forcing f D @tu � �u, the boundary velocity g D u, and the
initial conditions Vu D u.t D 0/ accordingly. Using this test case, we first determine,
via numerical experiments, the maximum time step that the forward Euler scheme
admits to be stable. We find �t 	 Ch2


, where for the given point clouds, C always

lies between 0.2 and 0.3. Then, we study the convergence orders of the numerical
schemes. The results are shown in Fig. 4. We use a second order meshfree FD
approximation in space, and conduct five kinds of time stepping: forward Euler
and backward Euler with �t D 0:2h2 (left panel; the plots of forward vs. backward
Euler are indistinguishable); backward Euler with �t D h (not shown; due to very
small temporal errors, the convergence looks like second order); backward Euler
with�t D 100h (middle panel; the temporal error is visible and yields the expected
drop to first order); and the second-order ImEx scheme (19) (right panel). From
these results, we can see that the solution, and its derivatives, are in fact second-order
accurate in space. Moreover, explicit and implicit time stepping (of first and second
order) can be conducted without problems; and the temporal errors are relatively
small.

3.3 Meshfree Finite Differences for the PPE Reformulation

Structurally the PPE reformulation (13) is the same as the vector heat equation (17),
“just” with the nonlinear term N.u/ D .u � r/u and the pressure term rP.u/ added
to the time evolution. We treat both of these terms, as well as the forcing, explicitly.
The first-order ImEx time-stepping (18) gives rise to the update rule

1
�t
.u.t C�t/� u.t// D �N.u.t//� rP.u.t//C �u.t C ��t/C f.t/ ; (21)
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where � 2 f0; 1g allows to switch between an explicit/implicit treatment of
viscosity. In the forward Euler case (� D 0), stability requires �t D O.h2/, and
thus the scheme’s accuracy is O.h2/ overall. In the semi-implicit case (� D 1),
one can choose larger time steps, and consequently the temporal accuracy is not
sufficient. We therefore use instead the second-order ImEx time-stepping (19) with
R.u/ D �u and Q.u/ D f � N.u/ � rP.u/, which allows for time steps
�t D O.h/ and yields an O.h2/ accurate scheme.

The Jacobi matrix ru needed for the nonlinear terms is approximated very sim-
ply via point-centered meshfree finite differences, via the methodology described in
Sect. 2.3. Clearly, such a centered treatment of advection is not the most effective
choice for high Reynolds numbers (i.e.,  � 1). And in fact, meshfree FD are
quite easily amenable to an upwind treatment (e.g., by centering the approximation
around a position xi � ˇu.xi /, where ˇ is a suitably chosen parameter). However,
for the purpose of demonstrating the convergence of meshfree FD methods for the
PPE reformulation (13), the central treatment of N.u/ is sufficient.

The pressure P.u/ results from the solution of the pressure Poisson equa-
tion (14). We discretize this problem via the same meshfree FD method described in
Sect. 2.3, with one important deviation from the standard procedure. The right hand
side of the boundary conditions in (14) requires the evaluation of�u at the boundary
@˝ . While straightforward meshfree FD for �u yield accurate approximations
inside the domain, it turns out that low accuracy (in the form of bounded but
noticeable spatial oscillations along @˝) is achieved when using the same procedure
at a boundary point. The reason is that the Laplacian is an operator that naturally
“likes” to use data around the approximation point (cf. [28]); however, at the
boundary, data in such a configuration is not accessible. We therefore employ a
different approach that remedies the problem: we use the meshfree approximation
of w D �u at the interior points (as calculated for the viscosity), and extrapolate
this field w to the boundary points, using moving least squares (MLS) interpolation
[18]. This aspect is visualized in Fig. 5: the black dots are the approximation errors
when approximating�u at @˝ via meshfree FD; the red dots are the errors obtained
when using MLS interpolation.

Since (14) is a Neumann problem, its discretization leads to a linear system A �
p D r , in which the Poisson matrixA has corank 1. In fact, because in the meshfree
FD expansion (7) the first term must vanish for any differential operator, the kernel
of A is e D .1; : : : ; 1/T . In line with the approach described in [12], we solve the
augmented system

�
A e

eT 0

�
�
�
p

˛

�
D
�
r

0

�
; (22)

whose unique solution is the one satisfying A � p D r � ˛e, where the new right
hand side is the projection of r onto the range of A. Moreover, a unique solution is
singled out by the condition eT � p D 0. This approach in particular addresses the
possibility that the PPE compatibility condition (16) may be not satisfied exactly.
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Fig. 5 Error function when approximating �u using meshfree FD. Black dots: use FD directly at
boundary points. Red dots: extrapolate function �u from interior to the boundary

The gradient of the resulting pressure is then approximated via standard meshfree
FD at all interior points.

The maximum admissible time step of the numerical scheme is determined by the
viscosity term in the explicit case, i.e.,�t D O.h2/, and by the nonlinear advection
term in the semi-implicit case, i.e.,�t D O.h/. These stability time step restrictions
are in line with those observed for the numerical method presented in [29]. However,
they are different from the phenomenon observed and analyzed in [14, 25] for a
different PPE reformulation and a different numerical discretization. In that study,
the parabolic scaling �t D O.h2/ is observed to be required for stability, even if
viscosity is treated implicitly.

3.4 Numerical Results

In order to investigate the convergence of the numerical scheme developed in
Sect. 3.3, we use the same manufactured solution (20) as for the VHE, set  D 1,
and calculate the pressure p.x; y; t/ D � cos.t/ cos.�x/ sin.�y/, the forcing
f D @tu C .u � r/u C rP.u/� �u, and the boundary velocity g D u accordingly.
We use a spatially second order meshfree FD scheme (with the special treatment
of �uj@˝ , see Sect. 3.3), and two types of time stepping: (a) forward Euler with
�t D 0:2h2 (i.e., viscosity is treated explicitly); and second-order ImEx with
�t D 0:2h (i.e., viscosity is treated implicitly). In all cases the boundary relaxation
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Fig. 6 Error convergence of the velocity field, the pressure, and their derivatives, for the PPE
reformulation of the NSE. A spatially second order meshfree FD discretization is used. Left panel:
forward Euler time stepping (with �t D 0:2h2). Right panel: ImEx2 time stepping (with �t D
0:2h). In both cases, the expected O.h2/ convergence is confirmed

value is chosen � D 30. The numerical results, shown in Fig. 6, demonstrate that
we obtain an overall second order convergence rate for all quantities of interest: the
velocity field, its gradient, the divergence, the pressure, and the pressure gradient.

Moreover, to demonstrate the applicability of the numerical methodology, we
conduct the standard benchmark lid-driven cavity test [4] for Reynolds number
100, i.e.,  D 0:01. On the domain ˝ D .0; 1/2, the velocity field is zero at the
boundaries, except for the tangential velocity at y D 1, which is 1. The initial
velocity field is zero everywhere except for y D 1, where it equals the boundary
condition. The numerical approach used here is the same forward Euler-based
scheme as in the manufactured solution test. The results of the steady-state profile
(t D 20) are shown in Fig. 7. The velocity field (left panel) is depicted in the form of
normalized vectors at the approximation points. The large center vortex and the two
vortices in the bottom corners are captured. Moreover, a comparison (right panel)
of the velocity through the centerlines of the cavity with reference data [10] shows
a good agreement even on this not very highly resolved point cloud. Note that one
particularity of the PPE reformulation (13) is that the flow through the boundary
need not necessarily be exactly zero due to numerical approximation errors. This
is why a flow through the boundaries is visible in the scaled quiver plot. However,
the actual flow through the boundary, at least an h away from the top corners, is
very small (less than 10�3 in the given example). The fact that the flow through the
boundary is negligible is also visible in the right panel of Fig. 7, in which the solid
curve at y D 0 and the dashed curve at x 2 f0; 1g are indistinguishable from 0.
Moreover, computational results on two different resolutions indicate that the total
flow through the boundary decreases with h.



244 D. Zhou et al.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Velocity field at t = 20;  4000 points

x

y

0 0.2 0.4 0.6 0.8 1
−0.4

−0.2

0

0.2

0.4

0.6

0.8

1
Flow through center lines at t = 20;  4000 points

x(y)

v(
u)

u (Ghia et al. 1982)
v (Ghia et al. 1982)
u(0.5,y)
v(x,0.5)
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4 Conclusions and Outlook

The results in this paper show that meshfree finite differences (FD) provide a
relatively straightforward methodology to approximate the solutions of vector-
valued elliptic, parabolic, and fluid flow problems with electric boundary conditions
(EBC), on domains without re-entrant corners. This is in contrast to finite element
methods (FEM), whose simplest version, nodal-based FEM on triangular elements,
fails at generating the correct solution. Instead, a Babuška paradox arises, which
is shown to arise from the fact that nodal-based FEM do not capture the domain
boundary’s curvature.

For the vector Poisson equation, meshfree FD lead to a linear system that
discretizes the Laplace operator at interior points, and the divergence operator at
boundary points, in a natural and very systematic fashion. The same methodology
is shown to yield first, second, and third order convergent numerical schemes.
Analogous statements hold for the vector-heat equation. Implicit time stepping is
a straightforward extension of the vector Poisson case; explicit time stepping is a
bit more interesting (because boundary conditions remain implicit), but poses no
conceptual complication.

The extension of the methods to a PPE reformulation of the Navier-Stokes
equation with EBC is, again, conceptually not complicated. There is one challenge
that must be overcome, namely the approximation of the Laplacian of the velocity
field at the domain boundary. Once this issue has been addressed, a second-order
accurate numerical scheme is obtained in which the pressure solve and the viscosity
solve are decoupled. As a consequence, one can choose between an explicit and an
implicit treatment of viscosity.

Being FD approaches, the numerical schemes yield the values of the velocity
field u at the approximation points only. However, meshfree stencils can be
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employed to also calculate spatial derivatives of the velocity field. For instance,
the velocity gradient ru is crucial in computing forces and stresses acting on the
boundary. Our investigation of the accuracy of these derivative quantities reveals
that, for all studied problems, they show no degradation in order: a kth order scheme
yields kth order convergence in u, and also in ru.

While the results demonstrate the potential of meshfree FD for these types of
problems, they also give rise to further questions. One important question is whether
domains with re-entrant corners can also be treated. At first glance, one would
think “no”, because of the lack of smoothness of the solutions on such domains.
However, FD methods are known to be able to yield correct answers even for certain
problems that lack smoothness (such as hyperbolic conservation laws [19]). This
work also gives rise to a number of questions regarding the high-order accurate
meshfree FD approximations. First, extensions of the numerical schemes for the
PPE reformulation to convergence orders higher than two are of interest. Second,
to avoid excessively large stencils for higher approximation orders, it is of interest
whether the numerical schemes would work equally well (or better) if the meshfree
FD approximations were obtained in a different fashion, such as via radial basis
functions, compact FD, or deferred correction.
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Numerical Integration of On-the-Fly-Computed
Enrichment Functions in the PUM

Marc Alexander Schweitzer and Sa Wu

Abstract The approximation power of a Partition of Unity Method stems from the
use of problem-dependent enrichment functions which are, in general, non-smooth
functions. However, these enrichments are not always known analytically. Even in
the case of analytically known enrichments, their integration is usually challenging.
The direct use of standard quadrature rules is, in general, not appropriate. But,
effective numerical integration is possible by using all a priori information of the
analytically known enrichment, i.e. the locations of discontinuities and singularities
and the orders of the latter.

In this study, we now consider the more involved case of numerical enrichments
which are computed on-the-fly via an embedded particle method. Therefore,
subdivision approaches using a priori information are not (directly) applicable.
This study aims to investigate, whether the particularities of the underlying particle
method and the construction of the enrichments might allow for better convergence
than theory would suggest.

Keywords Numerical enrichment functions • Quadrature • Partition of unity
methods

1 Introduction

Generalized Finite Element Methods (GFEM), also called Partition of Unity
Methods (PUM), [1,3,8,13,14,22,23,25,26,29,32,33] obtain their approximation
power from the use of local, problem-dependent approximation spaces Va; a 2 A.
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These are spliced together with some Partition of Unity (PU) f'a; a 2 Ag, see
Eq. (2), to form a global approximation space

VPU
global D

X
a2A
'aVa : (1)

The local spaces Va are in general comprised of smooth, discontinuous and singular
functions called enrichments. Often, these singularities or discontinuities are known
a priori. Hence, when actually using these enrichments, an appropriate (numerical)
integration scheme can be selected or constructed a priori [27, 28, 41]. However, if
the enrichment functions are not known analytically, the situation becomes far more
challenging.

Classical results on numerical quadrature deal with sufficiently smooth functions.
(High) Regularity of the integrand is used to derive the respective (high) order of
convergence. However, even in the case of piecewise smooth functions, a finite jump
leads to a deterioration of the convergence order. For the one-dimensional setting
with quadrature nodes

xe 2 R ; e 2 f1; : : : ;M g ; e < f ) xe < xf ; h WD max
1<e�M jxe � xe�1j ;

a modified Taylor expansion around the finite jump of some otherwise arbitrarily
smooth function f can be used to show an O.h/ error estimate [9]. In particular,
this estimate is shown to be applicable to both composite quadrature rules of finite
polynomial order, e.g. composite trapezoidal rule, composite Simpson rule, and
spectral quadrature rules, e.g. Gauss-Legendre, Gauss-Chebyshev.

Hence, with the full tensor product construction of d�dimensional quadrature
rules, this theory would suggest a convergence order of onlyO.M

�1
d / in the number

of function evaluationsM needed for application of some quadrature rule. Similarly,
for smooth functions f with jumps in their n-th derivatives f .n/, in general, only a
O.M

�n
d / error estimate holds.

However, in the one-dimensional setting, the situation improves, if the location
of the jump is known. Using a domain decomposition at this location and the sum
of the quadrature results on each of the computed subdomains, we can retrieve the
original convergence order of whatever quadrature rule is used. The same holds
in higher dimensional settings, if the domain can be split at the known “lines” of
discontinuity. Moreover, even in the case of known boundary singularities with
unknown exponent, spectral quadrature rules can be constructed [12]. But, this
construction again depends on the explicit knowledge of the location of those
singularities.

In the finite element (FE) setting, the common assumption is that the underlying
mesh resolves all the features of the solution, coefficients and the domain. Hence,
using sufficiently high order quadrature rules on each cell of the underlying mesh
yields a stable and accurate assembly of the mass and stiffness matrices. Further
studies on the relationship between quadrature error and the error of the Galerkin
solution can be found in [40].
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In the typical PUM setting, see (1) and Sect. 2, a priori knowledge of the
explicit location of discontinuities and singularities, e.g. interfaces, jump points
of coefficients, reentrant corners, is used for construction of quadrature rules for
analytically known enrichments [4,6,27,28,31,32,39]. With respect to the employed
PU, a domain decomposition can resolve the piecewise (rational) nature of the PU
[8, 32].

In this paper, we focus on the influence of the enrichments only on numerical
integration in system assembly. Thus, we employ a FE-based PU. Moreover, we
study a model problem of crack nucleation and growth in a brittle material. We
obtain the numerical enrichments for this problem from an embedded particle
method based on Peridynamics (PD), see Sect. 3. To recover the developing cracks,
the enrichments contain finite jump discontinuities. A priori knowledge on the exact
location of these is not available. In principle, the cracks may be reconstructed
a posteriori. However, this is rather expensive and too involved for on-the-fly
enrichment.

Hence, this paper presents a numerical study on the use of standard, (piecewise-)
polynomial-interpolation-based quadrature rules for a PUM discretization with
embedded PD enrichment. The reasoning behind this is that theO.h/ estimate from
theory might be too conservative and, for particular problems, convergence may be
better. In particular, convergence might be good enough to balance errors from the
remainder of the coupled global discretization.

The remainder of this paper is organized as follows. First, in Sect. 2, we briefly
review the PUM. In Sect. 3, we given an overview of the considered model problem
and its discretization. In particular, we give a short overview of PD and the
construction of the enrichments from the PD solution. Then, we present the results
of our numerical experiments in Sect. 4. The results show that, in a typical localized
fracture example, the quadrature error is less pronounced than the conservative
O.M� 1

d / estimate suggests. Finally, we conclude with some remarks in Sect. 5.

2 The Partition of Unity Method

In this section we shortly summarize the basic construction of a PUM, see [13, 25]
for details. To this end let us consider a PU 'a; a 2 A � N with D WD jAj, i.e. a set
of D sufficiently smooth functions 0 	 'a with

X
a2A
'a � 1 on N̋ ; 8a 2 A W !a WD supp .'a/ ;

[
a2A
!a � N̋ : (2)

With this PU, so called enrichments �a;b ; a 2 A; b 2 Ba � N, which span local
approximation spaces

8a 2 A W Va WD span
˚
�a;b ja 2 Ba

� 3 1 (3)
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on !a, are spliced together to form a global approximation space

VPU
global D

X
a

'aVa D ˚X
a2A

'a
X
b2Ba

ua;b�a;b jua;b 2 R
�

(4)

on N̋ . This approach is an efficient framework for the solution of problems involving
localized special behaviour, e.g. singularities, discontinuities, multiscale behaviour
[1, 3, 11, 33].

Usually, the local spaces Va are composed of a smooth, typically polynomial,
part P and a problem-dependent part Ea

Va D P C Ea : (5)

For a field problem u W ˝ ! R
d , (3) and (5) become

�a;b W supp'a ! R
d ; Va � P � spanfe1; : : : ; ed g ; with .ec/d D ıc;d :

The local spaces Va give the method its approximation power whereas the PU
'a provides the required global continuity. Thus, whenever microscale effects,
discontinuities or singularities can be found in the solutions, the enrichments �a;b 2
Ea � Va have to be able to capture these.

However, such features make numerical integration very challenging. Typically,
the PU is made up of piecewise smooth functions, e.g. they are often piecewise
polynomial FE shape functions [6, 26] or piecewise rational via a Shepard or MLS
construction [8,13]. Hence, special attention is paid to the construction of quadrature
cells !, such that 'aj!; !a \ ! ¤ ; are smooth rational functions. Then, assuming
the enrichments �a;b j! to be smooth enough on those cells, endowing the quadrature
cells ! with Gauss-type quadrature of sufficiently high order enables one to achieve
the necessary accuracy.

If the PU stems from the nodal shape functions of a FE method (FEM) [26], the
PU does not require special attention with respect to numerical integration, if the
underlying elements are used as quadrature cells. Moreover, explicit knowledge of
the location of discontinuities and singularities of the enrichments �a;b can be used
to create additional (sub-)triangulations of the underlying mesh just for the purposes
of integrating the weak forms. Yet, the challenge arising from the use of numerical
enrichments computed on-the-fly (by a particle method) still remains.

In this study, we use a PUM based on such nodal shape functions, i.e. trilinear
hexahedral finite elements in ˝ � R

3. But, we do not have explicit knowledge of
the location of discontinuities of the enrichment which is computed on-the-fly.
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3 Model Problem and Discretization

The model problem considered throughout this paper is the (linearized) elastic wave
equation u W ˝ � R

3 � Œ0; T � ! R
3

�.x/ Ru.x; t/ D 	.x/�u.x; t/C .�.x/C 	.x//r div u.x; t/C b.x; t/ (6)

with x D .x; y; z/, displacement u.x; t/ D X.x; t/ � x and Lamé-parameters
� and 	, which can be derived from the Poisson-ratio  and the bulk-modulus
K . This model is applicable in fracture mechanics to study, i.a., the growth of
already existing cracks using additional growth criteria. However, (more involved)
additional modelling is needed to allow for crack initiation.

The local particle method employed throughout this paper is based on Peri-
dynamics (PD) [2, 30, 36–38], a nonlocal formulation of the mechanics of solids
which directly allows for the nucleation and growth of multiple interacting cracks.
In the simplest, history-dependent, bond-based case with (pairwise) force density

f W �R3�.�1;0� � R
3 ! R

3 and a difference operator

.#x0;x;tu/ .t 0/ D
(

u.x0; t 0 C t/ � u.x; t 0 C t/ t 0 2 Œ�t; 0�
u.x0; 0/� u.x; 0/ t 0 2 .�1;�t/

with a local area of influence H D H.x/ � ˝ of some x 2 ˝ , the PD equation of
motion is

�.x/ Ru.x; t/ D
Z
H.x/

f
�
#x0;x;tu;x0 � x� dx0 C b.x; t/ : (7)

Note that, in this particular (common) notation, possible interactions are only
based on the reference configuration ˝ (in contrast to the current configuration
X.˝; t/ D fxC u.x; t/jx 2 ˝g at time t). In particular, only forces resulting from
the initial configuration are considered, i.e. for y … H.x/, y never influences x,
H.x/ ¤ H.X.x; t//. Hence, contact forces arising, i.a., from large deformation are
not considered. We also remark that (7) admits discontinuous solutions and is valid
even on developing cracks. Thus, this generalized continuum model directly allows
for crack initiation. Therefore, it is a suitable sub-model for our model problem.

3.1 Discretization

We employ a standard explicit temporal discretization using timesteps tn D .�t/n

and central differences (Verlet-Störmer)
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u.x; tnC1/ 
 2u.x; tn/ � u.x; tn�1/C .�t/2 Ru.x; tn/ (8)

for the treatment of time in (6) and (7).
The spatial Galerkin discretization of (6) with

uglobal.�; tn/ 2 VPU;n
global D

X
a2A
'aVna D span

˚
'a�

n
a;b ja 2 A; b 2 Bn

a

�
;

a space with basis Bn D f'a�na;bg D f
nd j1 	 d 	 Dn WD dimVPU;n
globalg,

uglobal.x; tn/ D
X
a2A
'a.x/

X
b2Bna

una;b�
n
a;b.x/ with un D .una;b/a2A;b2Bna 2 R

Dn

;

leads to the discrete linear system of equations

MnC1;nC1unC1 D 2MnC1;nun � MnC1;n�1un�1 C .�t/2
��KnC1;nun C bnC1�

(9)

where, without boundary conditions,

Mk;l WD
�Z

˝

�
1 � 
2
�

12Bk ;
22Bl

D
�

Mk;l
c;d

	
1�c�Dk;1�d�Dl

2 R
Dk�Dl

;

Kk;l WD
�Z

˝

	r
1 � r
2 C .�C 	/ div
1 div
2

�

12Bk ;
22Bl

D
�

Kk;l
c;d

	
1�k�Dk;1�d�Dl

2 R
Dk�Dl

;

bk WD
�Z

˝


.x/b.x; tn/ dx

�

2Bk

D �
bkd
�
1�d�Dk 2 R

Dk

:

(10)

For the PD (7), a choice of collocation points xi together with (8) yields

unC1
i D 2uni � un�1

i C .�t/2local

�X
xj2H.xi /

f .#xj ;xi ;tnu;xj � xi /Vi;j C b.xi ; tn/
�
:

(11)

with volume fragments Vi;j , discretized force density f and discretized “history”-
restriction #xj ;xi ;tn to accommodate for x 2 fxi g, t 2 .�t/localZ. Moreover, from
the force density f we obtain an incidence matrix

An
i;j D

(
1 f .#xj ;xi ;tnu;xj � xi / ¤ 0

0 f .#xj ;xi ;tmu;xj � xi / D 0 8m � n
(12)

as a natural damage measure to identify cracks.
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The goal now is to incorporate the cracks developing in a local PD (11) into
the global elasticity problem (9). To this end, we follow the so-called Global-Local
approach.

3.2 Global-Local Enrichments

Often, special features of the solution are known a priori because they stem
from particular features of the underlying domain, i.a. internal interfaces, reentrant
corners. In these cases, the available a priori knowledge is used to obtain the
enrichments, e.g. via an asymptotic expansion of the solution. However, in many
applications, the special features of the solution are not known analytically. Yet,
on a finer scale, these features might become apparent as solutions to some local
problems. One approach at the bidirectional coupling of such two scales is the
Global-Local approach [7, 16–18, 43, 44].

In the PUM setting, we first compute some coarse global solution uglobal on˝ . If
effects from a finer scale dominate the features of the solution on some subdomain
˝local � ˝ , uglobal is used to obtain boundary conditions on @˝local. With these,
a local, fine-scale solution ulocal on ˝local can be computed. Then, ulocal is used as
an enrichment for the improvement of uglobal. In spirit, this is similar to a residual
correction of the global solution [43] or, in other words, the application of some
Newton-like iteration for a linear problem.

In the context of (9) and (11), this yields the following Algorithm.

Algorithm 1 Global-Local iteration of PUM with embedded PD

1. Discretize PDE model (6) using a particular VPU;n
global at time tn and obtain (9) with

an approximation uglobal.�; tn/ D un � .
/
2Bn .
2. Extract subdomain˝n

local � ˝ to run PD on.
3. Run PD (11) with xi 2 ˝n

local;u
n
i D uglobal.xi ; tn/ (and (initially coarse)

boundary conditions from uglobal.�; tn/) to obtain unC1
i and AnC1

i;j .

4. Use xi ;unC1
i and AnC1

i;j to construct vector field

unC1
local W ˝n

local ! R
3 (13)

5. Obtain uglobal.�; tnC1/ D unC1 � .
/
2BnC1 from (9) with updated local spaces (5)

EnC1
a D

(
spanf.unC1

local � e1/e1; : : : ; .unC1
local � e3/e3; g !a \˝n

local ¤ ;
f0g otherwise

:

If required for stability, e.g. because .unC1
local � ed / 2 spanf1g, thin out EnC1

a ,
e.g. (19).
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6. If necessary, e.g. uglobal.�; tnC1/ does not align well with boundary conditions
obtained from uglobal.�; tn/, improve boundary conditions and return to step 3.

We point out, that, depending on the method chosen for the solution of the local
problem, a sufficiently accurate quadrature scheme might be at hand [17, 18]. For
example, when using a FEM on a locally refined mesh for the computation unC1

local,
the elements of the refined mesh readily provide viable quadrature cells for the use
of unC1

local as enrichment. Yet, this is a very expensive quadrature rule. Here, unC1
local

is obtained through a particle method. Hence, beyond issues of interpolation and
obtaining gradients, only nodal integration using the particles as nodes and their
associated volumes as weights can be applied directly.

3.3 Construction of Enrichment Functions

In this work, unC1
local in (13) is constructed using a modification of the Moving

Least Squares (MLS) Approximation [10, 20, 21, 24, 35, 42]. The details of our
construction beyond the following brief overview can be found in [34].

Given some space S � .R3/˝ and weights W nC1
i W ˝n

local ! Œ0;1/, each
representing the importance of data at xi for an evaluation of the approximand unC1

local
at some x, we introduce a family of error functionals

J nC1
x W S ! Œ0;1/ ; J nC1

x .s/ D
X
i

W nC1
i .x/

�
unC1
i � s.xi � x/�2 :

(14)

With this family of error functionals, we obtain the overall MLS approximation at
arbitrary points x as

unC1
local.x/ D sx.0/ where sx D argmin

s2S
J nC1
x .s/ : (15)

The weightsW nC1
i are typically given as shifted copies of some radial, compactly

supported, non-negative, smooth function. In [34] we introduced a modification of
these weightsW nC1

i using AnC1
i;j . This modification allows us to nullify the influence

of some data pairs .xi ;unC1
i / on the approximands value at x across a crack from

xi . In spirit, this is similar to a visibility criterion [5] and allows us to obtain an
enrichment unC1

local with finite jump discontinuities.
Throughout this paper we use the simplest choice of S D spanf.1; 1; 1/g

to obtain a Shepard-like [35] approximation of the PD displacement field as
enrichment.
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4 Numerical Examples

In the following, we present some results of our numerical experiments. Here,
we first focus on the numerical integration of analytically known discontinuous
functions to obtain a reference measure on the convergence behaviour and overall
quality of the used numerical integration schemes. These functions cover some
selected cases of finite jump discontinuities and consider the reduced problem of
numerically computing the integral

R
˝ fi .

Then, we turn to an actual example of a PD simulation of a brittle thin plate
˝ � R

3. With respect to the Algorithm 1 and (5), we use

n D 0 ; P D spanfe1; e2; e3g ; 8a 2 A W E�1
a D E1a D f0g ; ˝0

local D ˝

in this example. Thus, we need to compute the matrices M1;1, M1;0, M1;�1, K1;0 and
load vector b1, see (9) and (10), for step 5 of the algorithm in the initial timestep
n D 0. To avoid errors due to an inappropriate choice of ˝0

local, we use ˝0
local D ˝

throughout the remainder of this paper. Moreover, we assume an ordering of the
shape functions f
1d g1�d�D1 D B1 such that

81 	 d 	 D0 W 9a 2 A W 9c 2 f1; 2; 3g W 
1d D 'aec

8D0 < d 	 D1 W 9a 2 A W 9c 2 f1; 2; 3g W 
1d D 'a.u1local � ec/ec :

Then, M1;0 and M1;�1 are sub-matrices of M1;1 and, K1;0 is a sub-matrix of
K1;1 (10). Hence, we choose to only investigate M1;1 and K1;1. Also, this yields
additional insights into the numerical integration of the derivatives of the computed
discontinuous enrichments via K1;1

c;d with D0 < c; d 	 D1. The configuration and
loads are chosen to produce, after around 22;000 timesteps, a nucleating crack, see
Fig. 1, which branches after around 24;000 timesteps, see Fig. 2.

Fig. 1 Plots of the global PD solution after 22;500 timesteps. (a) Crack initiation. (b) x component
of PD solution. (c) y component of PD solution
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Fig. 2 Plots of the global PD solution after 25;000 timesteps. (a) Crack branching. (b) x
component of PD solution. (c) y component of PD solution

After having run the global PD, a FE mesh is used to discretize the domain ˝
in its initial configuration. Using the resulting FE nodal shape functions as PU, and
u1local obtained from the final configuration of the PD simulation, we then assemble
M WD M1;1, K WD K1;1, b WD b1 using various quadrature rules and compute
x WD M�1b, see (9). The boundary conditions for both the global PD and global
PUM are vanishing Neumann conditions and, the same load b is applied in both
models. However, we incorporate the global enrichment functions only locally on
some patches, see (19), to mimic the effect of having chosen ˝0

local, i.e. using
useful problem-dependent enrichments. The results of this choice are highlighted
in Figs. 6, 7, 8 and 9.

The chosen standard quadrature rules are

• Composite rectangle rule,
• Composite trapezoidal rule,
• Composite Simpson rule,
• Gauss-Legendre,

on a regular, full grid with M quadrature nodes, i.e. the full tensor product of the
1-dimensional quadrature rules.

Recall that by a “correct” choice of a domain decomposition, a higher order
convergence can be observed. To avoid such outliers cluttering the plots, we remove
results where the numerical integration yields the almost exact solution by “chance”,
i.e. we remove the configurations which gave relative errors "�

rel < 10�10 in (16)
and (17).

4.1 Reference Case

As mentioned above, we first focus on approximating the integral of a discontinuous
function f W Œ0; 1�3 ! R
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I.f / D
Z
˝

f .x/ dx 

MX
iD0

f .xi /wi D Q.f / D .Q..xi /i ; .!i /i // .f /

by a quadrature scheme Q using M point evaluations at xi with weights wi . We
consider the error measure

"Irel D "Irel.f / D jQ.f /� I.f /j
jI.f /j : (16)

As f , we use the characteristic function of the open ball of given radius r around y


r;k�kIy.x/ D
(
1 ky � xk < r
0 otherwise

with k � k 2 fk � k1; k � k2; k � k1g

as functions on˝ D Œ0; 1�3 with r 2 f 1
2
; 1p

2
g. In the case of r D 1p

2
and k�k1; k�k1

no quadrature node of the composite rules should coincide with the discontinuities.
For r D 1

2
and odd M , some quadrature nodes of the composite rules will coincide

with the location of the discontinuities. This may yield additional insight on the
influence of quadrature points coinciding with the location of the discontinuities.
When y D 0, we omit y and simplify notation to 
r;k�k. These reference cases
should model enrichments from simple crack patterns or material inclusions.

We also consider the function

f3 D1
1
2
;1I.0; 12 ; 12 / C 2
1

2
;1I.1; 12 ; 12 / C 3
1

2
;1I. 12 ;0; 12 /C

4
1
2
;1I. 12 ;1; 12 / C 5
1

2
;1I. 12 ; 12 ;0/

modeling a 6-way branching point of some cracks.
The results of these numerical experiments are given in Fig. 3. We observe that,

in general, we obtain at most the theoretical O.M� 1
d / convergence. In particular,

this estimate may not only appear sharp in the case of the complex branched crack
but even something simple as 
1;�. For multiples of characteristic functions, the
significant factor for the quadrature error appears to be the change of the volume
where the quadrature error actually occurs with M . Moreover, independent of the
exact choice of the discontinuous function, Gaussian quadrature rules do not seem
to benefit at all from their usual spectral convergence.

4.2 PUM with Global-Local PD

Now, we present some results obtained from the system assembly of an elasticity
problem with enrichments obtained through PD, see Sect. 3. We measure the errors
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Fig. 3 Convergence plots for the approximation of the integral of the functions given in Sect. 4.1.
(a) 
1; 12 . (b)
1; 1

p

2
. (c) 
2; 12 . (d) 
2; 1

p

2
. (e) 


1; 12
. (f) 


1; 1
p

2
. (g) f3. (h) Legend

in the numerical assembly of M, K, b, see (10), and the resulting x. Since no
reference solution is available, the reference solutions QM, QK, Qb and Qx D QM�1 Qb are
obtained through overkill with a composite rectangle rule using 2;0492 quadrature
nodes per element in contrast to the maximum 5132 used for the measurements. We
employ the following error measures

"M
rel D max

1�c;d�D
�.Mc;d ; QMc;d / ; "K

rel D max
1�c;d�D

�.Kc;d ; QKc;d / ;

"b
rel D max

1�d�D �.bd ;
Qbd / ; "x

rel D max
1�d�D �.xd ;

Qxd /
(17)

with

�.x; y/ WD
( jx�yj

jyj jyj � 0

jxj jyj 
 0

in the respective plots.
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Fig. 4 Plots of the global PD solution fu1i g. (a) Material failure in deformed configuration x C
u.x; tn/. (b) x component of PD solution fu1i g. (c) y component of PD solution fu1i g

The studied physical setting is that of a loaded brittle plate of dimensions

˝ D Œ�0:1; 0:1� � Œ�0:1; 0:1� � Œ�0:001; 0:001�

with material parameters

 D 0:25 ; � D 500 ; K D 109 :

Symmetric loads are applied on the top and bottom left corners, as a body force in
lieu with PD, such that a crack develops in the center of the left edge of the plate.
With time, this crack grows and branches into two separate directions, see Fig. 4.

The discretization parameters for PD are chosen as

h D 0:002 ı D 3h ;

a choice leading to a uniform 100 � 100 � 1-particle discretization of ˝ . The PD
simulation uses a force density f from the so called PMB material model [36] with
parameters c, obtained from ı and K , and s00, chosen as 0:02. The first is based
on theory [36], the latter is just chosen to produce a branching crack that yields
a challenge in the numerical integration. The PD simulation was run for 100;000
timesteps with �t D 8 � 10�9. Nonetheless, we shall refer to the final PD solution
as u1i . To avoid any additional error sources related to the global-local iteration,
we limit ourselves to just a one-way coupling in this study. Thus, we run only one
global PD simulation and use the PD approximation obtained at the final timestep
as enrichment.

With this setup, the z-component of the global PD has no dynamics and, hence,
no nonzero entries in the solution fu1i g. Therefore, the numerical quadrature used in
the assembly of M, K and b is limited to the .x; y/-plane, i.e. using only 1 node in
z direction in the centre of the quadrature cells. Moreover, the plots only show the
x; y-components of the solutions and data in the Œ�0:1; 0:1�� Œ�0:1; 0:1�� f0:001g
plane and the (G)FEM-dofs located therein.



260 M.A. Schweitzer and S. Wu

Fig. 5 Some shape functions 'a.Qu1local � e2/e2 with 'a obtained from 7� 7� 1mesh. (a) 'a.Qu1local �
e2/. (b) @

@x

�
'a.Qu1local � e2/

	
. (c) @

@y

�
'a.Qu1local � e2/

	

The employed PU is obtained from trilinear hexahedral elements. The elements
are directly used as quadrature cells and the number of quadrature nodesM is given
per element. Since this particular partition of unity does not feature a flat top [25],
care must be taken to avoid stability issues. Hence, we follow the Stabilized GFEM
(SGFEM) [15] approach to achieve a near-orthogonalization through the subtraction
of the FE interpolant of the enrichment

Qu1local.x/ D u1local.x/�
X
a2A

'a.x/u1local.xa/ ; (18)

see Fig. 5, where xa is the node 'a is based in.
As mentioned above, we have ˝0

local D ˝ , but still want to mimic most of an
actual global-local iteration. Still, not all shape functions 'a Qu1local are equally useful,
in particular with the displacement u1i having many zeroes. Hence, we are faced with
the “dual” problem of making a selection of useful enrichment segments. Since all
trilinear polynomials are already recovered with our FE-PU .'a/a, the leading term
g of any higher order function, i.e. the likely leading term of the enriched PUM
shape functions 'a�1a;b ;�

1
a;b 2 E1a after applying the SGFEM transformation Q�1a;b

to the enrichments �1a;b , on the hexahedral element supported on a reference cell
E D Œ0; hx� � Œ0; hy�;�Œ0; hz� can be written as

g.x; y; z/ D C

�
x

hx

y

hy

z

hz

�2
with C 2 R :

Since we assemble M1;1 and hence compute k
k22 ;
 2 B1 anyway, we consider

kgk22 D C2

Z hx

0

Z hy

0

Z hz

0

�
x

hx

y

hy

z

hz

�4
dx dy dz D C2

h4xh
4
yh

4
z

h5xh
5
yh

5
z

125
D C2V

125
:
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Table 1 Color coding whether 'a.u1local � ec/ec 2 B1, i.e. if .u1local � ec/ec 2 E1a

where V D hxhyhz denotes the volume of E . With jC j being the maximum of g on
E , we use

Ca;c D

vuut125
'a. Qu1local � ec/

2
2

j supp'aj (19)

as a lower cutoff for (useful) shape functions 'a. Qu1local � ec/ec 2 VPU;1
global. By

construction, this quantity is dimensionless and independent of the spacing of the
chosen FE mesh. In the subsequent examples, see Figs. 6, 7, 8 and 9, we made a
selection based on Ca;c > 1, where 1 was chosen empirically. Note that this 1 does
not reflect the actual displacement obtained from PD, but is also influenced by the
chosen scaling of 'a for computational purposes (as shape functions, often such that
k'ak2 D 1).

The enrichment Qu1local decouples into shape functions 
1d ;D
0 < d 	 D1 for the

separate dimensions e1; e2; e3 of our field problem u W ˝ � R
3 ! R

3 via the
product


1d D 'a
� Qu1local � ec

�
ec

Hence, particular nodes xa may feature enrichment for just one, or several dimen-
sions ec . Note that, in this example, no enrichment for z, i.e. . Qu1local � e3/e3, will
appear because of (19). Table 1 gives the color coding of the nodal enrichment
status employed in the following plots.

The PU is obtained from a (thin) regular hexahedral mesh with 3�3�1, 4�4�1,
7 � 7 � 1 and 8 � 8 � 1 elements. These sizes are chosen to both visualize possible
effects from part of the cracks aligning with element borders and varying mesh
sizing. Because of the lack of dynamics in z direction, we limit ourselves to plotting
only data from Œ�0:1; 0:1� � Œ�0:1; 0:1� � f0:001g

Figure 5 shows some of the shape function 'a. Qu1local � e2/e2 computed for the
example case using 7 � 7 � 1 elements. Figures 6, 7, 8 and 9 depict the enrichment
state according to Table 1 of the FE dofs. Figures 10, 11, 12 and 13 show the
convergence histories of the relative errors of the assembled entries.

It appears, as if the special features of this particular problem allow for a
higher order of convergence than suggested by the O.M� 1

d / estimate. Contrary to
the example depicted in Fig. 3g of the previous subsection, the branching cracks
does not enforce this estimate to hold sharply. But, neither the usual O.M� 4

d /
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Fig. 6 x; y-Components from u1local with underlying FE-mesh and dofs from 3 � 3� 1 elements.
Color coding shows enrichment status of dof as in Table 1
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Fig. 7 x; y-Components from u1local with underlying FE-mesh and dofs from 4 � 4� 1 elements.
Color coding shows enrichment status of dof as in Table 1

associated with the composite Simpson rule nor the spectral convergence of the
Gauss-Legendre rule are attained.

The timestep �t in (9) is limited by
p
!�2 [19], with !2 being the largest

eigenvalue of the generalized eigenvalue problem Ky D !2My. The plots of !�2
suggest that, for the presented example, there is no strong correlation between the
quadrature error in the system assembly and the attained critical timestep.
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Fig. 8 x; y-Components from u1local with underlying FE-mesh and dofs from 7 � 7� 1 elements.
Color coding shows enrichment status of dof as in Table 1
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Fig. 9 x; y-Components from u1local with underlying FE-mesh and dofs from 8 � 8� 1 elements.
Color coding shows enrichment status of dof as in Table 1

5 Summary and Outlook

We presented a PUM with embedded PD for the simulation of fracture nucleation
and growth with on-the-fly computed enrichments. The results of our numerical
experiments showed that, even though the theoretical boundO.M� 1

d / convergence
for the integration error of discontinuous functions is sharp, the impact of numerical
integration in the chosen application setting is less pronounced.

But, even with the suggested O.M� 2
d / accuracy, numerical integration comes

with a high cost, i.e. necessitating a large number M of quadrature nodes when
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Fig. 10 Convergence histories for 3�3�1 elements. (a) Mass matrix M errors. (b) Stiffness matrix
K errors. (c) Load vector b errors. (d) Errors of M�1b. (e) Maximum eigenvalue of Ky D !2My.
(f) Legend
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Fig. 11 Convergence histories for 4�4�1 elements. (a) Mass matrix M errors. (b) Stiffness matrix
K errors. (c) Load vector b errors. (d) Errors of M�1b. (e) Maximum eigenvalue of Ky D !2My.
(f) Legend

using standard quadrature rules. Yet, since these rules are usually much more easy
to implement and efficiently parallelize, they might still be an cost-effective option
on a massively-parallel-architecture, for instance, when the local PD is run a GPU.
This, however, will have to be thoroughly checked in another study.

Otherwise, this study would suggest that we need either an efficient
post-processing of the constructed enrichment which gives a good decomposition of
the integration domain with respect to the piecewise character of the enrichment or
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Fig. 12 Convergence histories for 7�7�1 elements. (a) Mass matrix M errors. (b) Stiffness matrix
K errors. (c) Load vector b errors. (d) Errors of M�1b. (e) Maximum eigenvalue of Ky D !2My.
(f) Legend
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Fig. 13 Convergence histories for 8�8�1 elements. (a)Mass matrix M errors. (b) Stiffness matrix
K errors. (c) Load vector b errors. (d) Errors of M�1b. (e) Maximum eigenvalue of Ky D !2My.
(f) Legend

a pre-processing of the PD data prior to the construction of enrichments. Again, the
actual possibilities and benefits of such an approach would have to be investigated.
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Dispersion Properties of the Partition of Unity
Method and Explicit Dynamics

Marc Alexander Schweitzer and Albert Ziegenhagel

Abstract In this paper, we focus on the dispersion properties of the partition
of unity method. To this end, we consider the semi-discretized wave equation
and determine the resulting numerical phase and group velocities when using
a consistent mass matrix and a lumped mass matrix. Our results clearly show
that the vartiational mass lumping approach due to Schweitzer (SIAM J Sci
Comput 35(2):A1073–A1097, 2013) yields comparable dispersion properties than
the consistent mass matrix approach. Thus, the lumped mass matrix approach attains
very similar accuracy at substantially lower computational cost than the consistent
mass matrix in simulations of dynamic behavior.

Keywords Partition of unity • Dispersion • Lumped mass

1 Introduction

Wave propagation problems arise in many applications and thus their efficient and
accurate approximation is of great practical interest. The classical finite element
method (FEM), however, is not very effective for such problems due to the so-called
pollution effect [2, 5, 12, 13] which is a numerical error essentially due to a
phase lag of the approximate solution. In the generalized finite element method
(GFEM) and the partition of unity method (PUM) this error can be completely
eliminated by appropriate enrichment, yet only in one dimensional problems [3,13].
In the multi-dimensional case, the number of particular solutions is infinite so that
enrichment by a finite number of functions cannot remove all dispersion errors.
However, an exponential convergence may be attained [3, 19–21].

Another issue of practical relevance in wave propagation problems is the
appropriate discretization of time. Often, explicit time stepping schemes in con-
junction with a lumped mass matrix are employed in practice since they usually
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provide the shortest time-to-solution. Yet, the use of a lumped mass matrix may
have a strong impact on the overall approximation and dispersion properties.

In this paper, we give a detailed study of the dispersion properties of the PUM
when using a consistent mass matrix and a lumped mass matrix. As it turns out,
the variational mass lumping approach due to [18] does not only yield very good
conservation properties but also shows dispersion properties comparable to those
of the consistent mass matrix. Moreover, we present some numerical results for
elastodynamics in two and three dimensions which clearly demonstrate the overall
benefits of using the lumped mass matrix.

The remainder of this paper is structured as follows. After a short summary of the
main ingredients of the PUM in Sect. 2, we present the problem setup considered
throughout this study in Sect. 2.1. The numerical dispersion analysis of our PUM
and the employed extraction approach to determine the numerical phase and group
velocities are the topic of Sect. 3. The results of our numerical experiments are
presented in Sect. 4 before we conclude with some remarks in Sect. 5.

2 Partition of Unity Method

The partition of unity method (PUM) is a generalized finite element method
(GFEM) typically employed for the spatial discretization of a partial differential
equation (PDE), see e.g. [8, 17]. The notion of a PUM was coined in [3, 4] and
is based on the special finite element methods developed in [1]. The abstract
ingredients of a PUM are a partition of unity (PU) f'i W i D 1; : : : ; N g and a

collection of local approximation spaces Vi.!i / WD spanh#mi idVimD1 defined on the
patches !i WD supp.'i / for i D 1; : : : ; N which overlap and whose union covers
the computational domain˝ � R

d . With these two ingredients we define the PUM
space

V PU WD
NX
iD1

'iVi D spanh'i#mi iI (1)

i.e., the shape functions of a PUM space are simply defined as the products of the PU
functions 'i and the local approximation functions #mi . The PU functions provide
the locality and global regularity of the product functions whereas the functions #mi
equip V PU with its approximation power.

Throughout this paper, we employ the following construction for the PU
functions which is a simplified version of [9,14]. First we define a coverC˝ WD f!i g
of the domain ˝ with the help of a uniform regular mesh of mesh-width 2h by an
isotropic scaling of the mesh cells



Dispersion Properties of PUM 271

Ci D
dY
lD1
.oli � h; oli C h/;

i.e., we define the patches !i as

!i WD
dY
lD1
.oli � ˛h; oli C ˛h/; with ˛ > 1: (2)

To obtain a PU on a cover C˝ with N WD card.C˝/ we define a weight function
Wi W ˝ ! R with supp.Wi / D !i for each cover patch !i by

Wi.x/ D
�
W ı Ti.x/ x 2 !i
0 else

(3)

with the affine transforms Ti W !i ! Œ�1; 1�d and W W Œ�1; 1�d ! R the reference
d -linear B-spline. By simple averaging of these weight functions we obtain the
functions

'i.x/ WD Wi.x/

S.x/
; with S.x/ WD

NX
lD1

Wl.x/ D
X

flW!l\!i 6D;g
Wl.x/: (4)

Note that the PU (4) is non-negative (if the employed weight functions are
non-negative) and that the 'i satisfy the so-called flat-top property for ˛ 2 .1; 2/,
see [10,15]. Due to this construction we can easily control the overlap of the patches
by the parameter ˛ 2 .1; 2/.

For the ease of notation, we make the following conventions. For an arbitrary
function u 2 V PU with the basis representation

u.x/ D
NX
iD1

dViX
mD1

umi 'i .x/#
m
i .x/ (5)

we denote the respective local contributions from Vi .!i / by

ui .x/ D
dViX
mD1

umi #
m
i .x/

and the overall coefficient vector by

Qu D .u.i;m// 2 R
dPU with dPU WD

NX
iD1

dVi : (6)
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With the help of the vector-valued function

˚ W ˝ ! R
dPU ; ˚ W x 7! ˚.x/ WD .'i .x/#

m
i .x// (7)

we can rewrite (5) as

u.x/ D
NX
iD1

dViX
mD1

umi 'i .x/#
m
i .x/ D hQu; ˚.x/i

RdPU : (8)

2.1 Model Problem

The model problems considered in this paper, complemented with appropriate
boundary and initial conditions, are the scalar wave equation

Ru D c2�u in ˝ � .0; T / (9)

and the equations of motion in a linearly elastic medium

� Ru D div � .u/ in ˝ � .0; T / (10)

where the stress tensor is given by � .u/ WD C".u/ D 2	".u/C � trace.".u//I and
the strain tensor is defined as ".u/ WD 1

2
.ru C .ru/T /.

We discretize (9) and (10) by a method of lines approach; i.e., we discretize
the PDEs in space with the help of our PUM to obtain the semi-discrete system of
ordinary differential equations (ODE)

M RQu.t/ D �K Qu.t/ (11)

for the coefficient vector Qu which still is a function of time t 2 Œ0; T �. Here M
denotes the (consistent) mass matrix and K the usual stiffness matrix respectively.
Due to the product structure of our basis functions 'i#ni these matrices are
block-structured; i.e. the (consistent) mass matrix for instance is given as

M D .M.i;n/;.j;m//; M.i;n/;.j;m/ D h'j#mj ; 'i#ni iL2.˝/: (12)

Finally, we need to discretize (11) by some time-stepping scheme which essentially
requires the solution of a particular system of linear equations

AQunC1 D Obn (13)

with some right-hand side Obn (involving information from time-step n only) for the
coefficient vector QunC1 WD Qu.tnC1/ at time tnC1, i.e. the n C 1 time-step. With an
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implicit time-stepping scheme we have A D A.M; ıt;K/ whereas explicit schemes
yield A D M only. Thus, the explicit time-stepping techniques, which usually
require a smaller time-step size ıt , may provide a more efficient approach if the
solution of the respective linear system M QunC1 D Obn can be computed much more
efficiently than for the implicit methods. To this end, the (consistent) mass matrix
M is often approximated by a so-called lumped mass matrix NM which allows for an
extremely efficient solution of NM QunC1 D Obn. For our PUM such an approximation
NM to the consistent mass matrix M was presented in [18] and is defined with the

help of a localized inner product

hf; 'i#ni iL2.˝/ D
Z
˝

f 'i#
n
i dx D

Z
˝\!i

f 'i#
n
i dx DW hf j'i j#ni iL2.˝\!i /;

by

NM WD . NM.i;n/;.j;m//; NM.i;n/;.j;m/ WD
�

0 i 6D j

h#mi j'i j#ni iL2.˝\!i / i D j
(14)

which is a symmetric positive definite block-diagonal matrix. Thus, with the help
of A D NM the coefficient vector QunC1 in (13) can be computed very efficiently and
in parallel whereas the solution of (13) with A D M in each time-step is in general
prohibitively expensive. For a detailed study of the approximation and conservation
properties of this lumped mass matrix as well as its impact on the critical time-step
size see [18].

3 Dispersion Analysis

The numerical treatment of time-dependent problems such as (9) and (10) often
gives rise to a so-called dispersion error. The characterization of this error is most
natural in the context of the Helmholtz problem where it is also referred to as the
pollution error [2, 5, 12, 13]. To this end, let us consider a Helmholtz problem with
wave number kkk and let the solution be u 2 V . The discrete Galerkin solution
uPU 2 V PU � V satisfies the asymptotic error bound

ku � uPUkV 	 C inf
vPU2V PU

ku � vPUkV

where the generic constant C actually is a function of the wave number kkk and
usually of the form

C.kkk/ D C1 C C2kkkˇ.hkkk/�
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with ˇ > 0, � � 0, C1 and C2 independent of kkk and h. Thus, the second term
may dominate the overall error in the pre-asymptotic range when hkkk is large, i.e.
for large wave numbers kkk.

The common tool to study the dispersive properties of a specific numerical
scheme is a von Neumann analysis [6, 7, 22] which is applied to the semi-discrete
PDE (11). Since plane waves

q.x; t/ D q0 exp.{.hx; ki � !t C �//; (15)

where q0 refers to the amplitude, kkk denotes the wave number, k=kkk the direction
and ! gives to the angular frequency of the wave, satisfy (9) for any wave number
on an infinite span with the dispersion relation

!.kkk/ D ckkk;

we can compare any plane wave to its semi-discrete counterpart, i.e. the solutions to
the semi-discrete equation (11), (away from the boundary @˝ of the computational
domain˝) to obtain an error measure associated with the spatial discretization only.

For spatial discretization schemes with interpolatory basis functions the common
approach is to set the entries of the coefficient vector Qd in (11), which are functions
of time t 2 Œ0; T �, simply to

dj .t/ D q0 exp.{.hxj ; ki � M!t C �//I (16)

i.e. to the function values of a plane wave with the same wave number kkk but
unknown angular frequency M!. For such coefficient vectors Qd we can easily compute
the time-derivatives and (11) simply becomes

� M!2M Qd.t/CK Qd.t/ D 0 (17)

which must hold for any time t , arbitrary amplitudes q0 and shifts � in (15). Thus,
we redefine the entries of the coefficient vector Qd as

dj WD exp.{hxj ; ki/ (18)

by choosing q0 D 1, and t D � D 0 and can then compute the numerical angular
frequency M! of the semi-discrete solution via

M!j D
vuut .K Qd/j
.M Qd/j

; (19)

where .K Qd/j denotes the j th entry of the respective vector K Qd , for any interior
node xj . Observing now, that the rows of the matrices M and K are constant
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for all interior nodes xj when the nodes xj come from a uniform grid, we can
obtain a unique numerical angular frequency M! for all interior nodes xj . To this
end, we consider an appropriately shifted plane wave q0 exp.{hx � xj ; ki/ in (18)
for each such j so that the values .K Qd/j and .M Qd/j and thus M!j in (19) become
independent of j on a uniform grid.

With the help of the numerical angular frequency M! we can then obtain values for
the numerical phase velocity Mc and the normalized phase velocity  respectively,

Mc WD M!
kkk ;  WD Mc

c
: (20)

Obviously,  gives the relative deviation of the numerical phase velocity from the
analytical phase velocity and thus defines a measure for the numerical error entirely
due to the spatial semi-discretization. The definition of the numerical group velocity
and normalized group velocity

Mcg WD @kkk M!; � WD Mcg
c

(21)

result from an analogue computation (see e.g. [7]) where we make use of the fact
that in a non-dispersive medium

c D cg D !

kkk :

3.1 Extraction Methods

For a spatial discretization with the PUM, however, the assumptions employed
above are not valid and we need to generalize the extraction of the normalized phase
and group velocities  and � slightly. In essence, in the construction given above
we choose a specific point of evaluation (any node xj of the uniform grid), then we
select a plane wave with prescribed wave number kkk that is shifted to that specific
point of evaluation and interpolate this function (on the uniform grid) at time t D 0

to attain a respective coefficient vector Qd (18). Finally, we solve (17) with this Qd for
M! (just for the particular single row j associated with xj (19)).

In the PUM the basis functions are in general non-interpolatory and thus the
entries of a coefficient vector Qd cannot be chosen as function values of a particular
plane wave. Thus, we need to compute the best-approximation to this plane wave
from our discrete space V PU with respect to the H1-seminorm to obtain a valid
coefficient vector Qd ; i.e. in general

h Qd.t/; ˚.x/i D d.t; x/ D q0˘
PU
H1.˝/

exp.{.hx; ki � M!t C �// (22)
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where ˘PU
H1.˝/

denotes the respective projection onto V PU. Moreover, an entry dni
of this coefficient vector is associated with a particular basis function 'i#ni only
and not with a specific point of evaluation since we assign a multidimensional
approximation space Vi D spanh#ni i to a patch !i . Thus, we rather need to
solve (17) globally instead of the row wise approach pursued above. Thus, we
consider

� M!2 Qd.t/CM�1K Qd.t/ D 0 (23)

and interpret this equation for the coefficient vector Qd D Qd.0/ in t D 0 as an
equation for the respective discrete function d 2 V PU; i.e. we make use of the
equality (8). Hence, we obtain a value for the numerical angular frequency for each
x 2 ˝ by

M!.x/ D
s

hM�1K Qd;˚.x/i
h Qd;˚.x/i ; (24)

assuming that d.x/ D h Qd;˚.x/i 6D 0.
Throughout this paper we consider PUM spaces (1) based on uniformly refined

covers only, compare Fig. 1. Moreover, we assign identical local approximation
spaces Vi to each patch !i . Thus, it suffices to consider a single interior patch
!i \@˝ D ;. Again, we can choose q0 D 1 and t D 0 in (22) as in the construction
above. For the phase shift �, however, we consider two cases for a particular patch
!i to account for the overlap of our cover patches and the fact that we use a flat-top
PU. In complete analogy to the approach above we shift the considered wave to
the center oi of the patch !i , see (25). Note that oi 62 !j for all j 6D i and thus the
approximation at oi is entirely due to the single local approximation space Vi . Then,
we consider an additional point o which lies in the overlap of neighboring patches,

Fig. 1 Schematic of a sequence of uniformly refined covers which come from the scaling of
uniform grid cells. Depicted is a single cover patch !i D Qd

lD1.o
l
i � ˛h; oli C ˛h/ (gray) with

2h D 1=4; 1=8; 1=16 (left to right) and its center oi
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i.e. o 2 !i \ !j 6D ;, so that the approximation at o is coming from multiple
overlapping approximation spaces Vj with o 2 !j .

In summary, we obtain the numerical phase (31) and group velocities (32)
associated with our PUM via the following approach where we in fact consider
the real part of a plane wave only.

• Choose an interior patch !i D Qd
lD1.oli � ˛h; oli C ˛h/ and o 2 !i such that

o 2 !j for some !j 6D !i .
• Choose the wave number kkk (i.e. the wave vector k) and define the (real) plane

waves

wpc.x/ WD cos.hx � oi ; ki/; wdc.x/ WD cos.hx � o; ki/ (25)

and their derivatives with respect to the wave number kkk

spc.x/ WD �hx � oi ; k=kkki sin.hx � oi ; ki/;
sdc.x/ WD �hx � o; k=kkki sin.hx � o; ki/: (26)

• Compute the respective best-approximation in V PU with regard to the H1-
seminorm to obtain the associated coefficient vectors

h Qdpc; ˚.x/i WD dpc.x/ WD ˘PU
H1.˝/

wpc.x/;

h Qddc; ˚.x/i WD ddc.x/ WD ˘PU
H1.˝/

wdc.x/
(27)

and

h Qbpc; ˚.x/i WD bpc.x/ WD ˘PU
H1.˝/

spc.x/;

h Qbdc; ˚.x/i WD bdc.x/ WD ˘PU
H1.˝/

sdc.x/:
(28)

• Define the discrete functions

qpc.x/ WD hM�1K Qdpc; ˚.x/i; qdc.x/ WD hM�1K Qddc; ˚.x/i;
lpc.x/ WD hM�1K Qspc; ˚.x/i ; ldc.x/ WD hM�1K Qsdc; ˚.x/i: (29)

• Compute the numerical angular frequencies M! for each x 2 !i via

M!pc.x/ D
s
qpc.x/

dpc.x/
; M!dc.x/ D

s
qdc.x/

ddc.x/
: (30)

• Compute the normalized phase velocities  as

 pc.x/ D M!pc.x/

ckkk ;  dc.x/ D M!dc.x/

ckkk (31)
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and the normalized group velocities � as

�pc.x/ D 1

2c

s
dpc.x/

qpc.x/

dpc.x/lpc.x/ � qpc.x/spc.x/

d2pc.x/
;

�dc.x/ D 1

2c

s
ddc.x/

qdc.x/

ddc.x/ldc.x/ � qdc.x/sdc.x/

d2dc.x/
:

(32)

Obviously, the extraction method for the group velocity (32) is arithmetically more
involved than that for the phase velocity (31). Thus, we expect that the results for �
will show more fluctuations and will be more sensitive to round-off errors.

4 Numerical Examples

In this section we present some numerical results obtained with our PUM for the
approximation of our model problems (9) and (10).

At first, we study the dispersion properties of the PUM via the approach
presented above. To this end, we consider the semi-discretization of (9) with our
PUM on a uniform cover with 32 � 32 patches and an overlap of ˛ D 1:3.
As local approximation spaces we choose linear .p D 1/ or cubic .p D 3/

Legendre polynomials on all patches only.1 We consider wave numbers kkk with
kkk diam.!i / . 1:5p and compute (31) and (32) for roughly one wavelength
of the wave. For the shifts of the plane wave we choose one of the inner most
patches !i with center oi D .0:515625; 0:515625/T which also contains the center
o D .0:5; 0:5/T of the domain˝ D .0; 1/2 which is in total covered by four patches
!j . Moreover, we fix the direction k=kkk of our plane waves (25) at .1; 0/T and can
therefore limit the extraction of the normalized phase (31) and group velocities (32)
to a cross section along the x-axis.

Then, we present some results in two and three space dimensions for the
discretization of (10) using an explicit time-stepping by central differences and
compare the overall performance and quality of the consistent and lumped mass
approaches.

Example 1. In our first experiment, we focus on the extraction scheme where we
initially consider the phase velocity (31) only. To this end, we employ our PUM
with linear local approximation spaces for the approximation of plane waves with
kkk D 12; 24; 36; 48 (i.e. approximately 17; 8; 6; 4 patches cover one wavelength)
and use a consistent mass matrix.

1This is in essence the worst case scenario since an explicit enrichment with particular waves, see
e.g. [3, 11, 19–21], will only improve the approximation properties.



Dispersion Properties of PUM 279

0.4 0.6 0.8

−1

−0.5

0

0.5

1

x

f
(x

)

‖k‖ = 12

0.4 0.5 0.6

−1

−0.5

0

0.5

1

x

f
(x

)

‖k‖ = 24

0.45 0.5 0.55

−1

−0.5

0

0.5

1

x

f
(x

)

‖k‖ = 36

0.45 0.5 0.55

−1

−0.5

0

0.5

1

x

f
(x

)

‖k‖ = 48

ψpc(x) wpc(x) dpc(x); 1/‖k‖2qpc(x);;

Fig. 2 Extraction of normalized phase velocity  pc given in (31) using the consistent mass for
a PUM space based on a uniform cover with 32 � 32 patches and linear local approximation
spaces. Depicted are the normalized phase velocity  pc.x/ (black) and the discrete functions
wpc.x/ (magenta), dpc.x/ (lime), and 1=kkk

2qpc.x/ (cyan) for reference, compare (31)

We give plots of the values  pc.x/ and  dc.x/ extracted along a cross section
with y D 0:515625 and y D 0:5 in Figs. 2 and 3 respectively. Moreover, we
depict the respective plane wave w (25) and the discrete functions d (27) and
1=kkk2q (29) which are essentially employed in the extraction to allow for a more
detailed interpretation of the results.

From these plots we can clearly observe that the extracted values are essentially
constant—at least when jd.x/j > 0. Comparing the plots for kkk D 48 in Figs. 2
and 3 we find a clear difference in the approximation when the plane wave is shifted
to the overlap region (wdc) or shifted to the center of the patch (wpc). For large wave
numbers kkk; i.e. when only a small number of patches cover one wavelength, the
approximation dpc must be flat near the maximum of the wave at the center oi of
the patch !i since no element from the local approximation space Vi allows for
the necessary change of sign of its first derivative at oi . The approximation ddc
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Fig. 3 Extraction of normalized phase velocity  dc given in (31) using the consistent mass for
a PUM space based on a uniform cover with 32 � 32 patches and linear local approximation
spaces. Depicted are the normalized phase velocity  dc.x/ (black) and the discrete functions
wdc.x/ (magenta), ddc.x/ (lime), and 1=kkk

2qdc.x/ (cyan) for reference, compare (31)

near the center of the domain o, however, employs not only the space Vi but all
Vj with o 2 !j so that the change of sign at o can be accomplished. With respect
to the normalized phase velocities  pc and  dc, however, this clear difference in
the approximation does not seem to have a substantial effect. To allow for a more
detailed comparison we give zoomed plots of just the extracted values pc and dc in
Fig. 4. From these plots we find somewhat more variation in  pc than in  dc which
is also slightly closer to the optimal value of 1. Thus, the case where the plane wave
is shifted to the overlap region (here the center of the domain o) is somewhat easier
and yields slightly better phase velocity results (when using the consistent mass).

Let us now consider the extracted group velocities (32). Figure 5 shows the
respective plots for �pc and �dc obtained for kkk D 24; 36; 48. Here, we can observe
a very similar behavior with the expected increase in the fluctuations due to the more
complex extraction expression (32).
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Fig. 4 Zoomed plots of extraction of normalized phase velocity  given in (31) using the
consistent mass for a PUM space based on a uniform cover with 32 � 32 patches and linear local
approximation spaces. Depicted are the normalized phase velocity  pc.x/ (top) and the normalized
phase velocity  dc.x/ (bottom)
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Fig. 5 Zoomed plots of extraction of normalized group velocity � given in (32) using the
consistent mass for a PUM space based on a uniform cover with 32 � 32 patches and linear local
approximation spaces. Depicted are the normalized group velocity �pc.x/ (top) and the normalized
phase velocity �dc.x/ (bottom)
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Fig. 6 Extraction of normalized phase velocity  given in (31) using the consistent mass for
a PUM space based on a uniform cover with 32 � 32 patches and cubic local approximation
spaces. Depicted are the normalized phase velocity  .x/ (black) and the discrete functions w.x/
(magenta), d.x/ (lime), and 1=kkk

2q.x/ (cyan) for reference, compare (31). Results for the plane
wave wpc shifted to patch center oi are displayed on the left, the results for plane wave shifted to
domain center o are given on the right

Before we discuss the overall dispersion properties of this configuration let us first
turn to the case of higher order local approximation spaces.

Example 2. In this example we now employ cubic local approximation spaces and
consider wave numbers kkk 	 144 on our 32 � 32 cover. Thus, roughly a single
patch covers the wavelength of a wave with kkk D 144. In Fig. 6 we give the
extraction details for wpc and wdc with kkk D 144. Again, we find an almost
constant behavior of the extracted values and ddc as before provides a slightly better
approximation to wdc than ddc to wpc which is due to the use of multiple overlapping
approximation spaces in the domain center o. With respect to the extracted phase
and group velocities, however, there is no substantial difference between the two
cases. Figures 7 and 8 show the comparison of the extracted values  pc,  dc and
�pc, �dc respectively. Also in these plots, we can observe the difference in the
approximations near the maximum of the considered waves due to the overlap of
the patches. The function  pc is concave in the vicinity of oi whereas  dc is convex
near the center of the domain o. Moreover, we also find that the values  dc are
slightly better (near o) than those of  pc (near oi ).

The differences in the behavior of the extracted group velocities �pc and �dc are
even more characteristic. For kkk D 72 �dc.o/ < 1 whereas �pc.oi / � 1 for all wave
numbers.

In summary, both experiments showed that the above extraction approach yields
very detailed results since we construct functions .�/ and �.�/ instead of just single
values. However, for an easy and compact presentation of the dispersion properties
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Fig. 7 Zoomed plots of extraction of normalized phase velocity  given in (31) using the
consistent mass for a PUM space based on a uniform cover with 32 � 32 patches and cubic local
approximation spaces. Depicted are the normalized phase velocity  pc.x/ (top) and the normalized
phase velocity  dc.x/ (bottom)
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we need to compress these functions into single values. To this end, we define (in
analogy to the standard extraction approach)

 pc WD  pc.oi /;  dc WD  dc.o/; �pc WD �pc.oi /; �dc WD �dc.o/ (33)

and use these representative values only in the following.

Example 3. Let us now summarize the dispersion properties of our PUM. To this
end, we again consider our uniform 32 � 32 cover with ˛ D 1:3 and choose at
first linear polynomials as local approximation spaces. For these parameters we
determine the (compressed) phase velocities  pc,  dc and group velocities �pc,
�dc (33) when we use the consistent mass matrix (12) in (23) and compare these
with the results when using the lumped mass matrix (14) in (23).

The only remarkable difference when comparing these plots is that for the
consistent mass matrix the values pc and �pc are larger than  dc and �dc whereas for
the lumped mass matrix they are smaller. Moreover, the variation between the results
 pc, �pc and  dc, �dc for different shifts are smaller for the lumped mass matrix than
for the consistent mass matrix. This behavior is essentially due to the fact that the use
of the lumped mass matrix (14) yields a more local approximation by construction
so that the potential benefit of using multiple patches to define the approximations
 dc D  dc.o/ and �dc D �dc.o/ is limited. Thus, these values come closer to the
values  pc D  pc.oi / and �pc D �pc.oi / which employ only the approximation
space from a single patch !i . Note, however, that the results  pc and �pc obtained
with the consistent mass matrix are larger than  pc,  dc and �pc, �dc attained for
the lumped mass matrix. Thus, the worst case dispersion error for the lumped mass
matrix is in fact smaller than for the consistent mass matrix (Fig. 9).

Overall we find an accuracy of 	5% error, which is usually deemed to be
sufficient for most engineering applications, in the phase velocity for kkk . 32, i.e.

Fig. 9 Comparison of the dispersion properties for the consistent mass (left) and the lumped mass
(right). Depicted are plots of the (compressed) normalized phase  and group velocities � given
in (33) against the employed wave number kkk
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Fig. 10 Comparison of the dispersion properties for the consistent mass (left) and the lumped mass
(right). Depicted are plots of the (compressed) normalized phase  (top) and group velocities �
(bottom) given in (33) against the employed wave number kkk

when the wavelength is covered by at least 6 patches for linear local approximation
spaces. With respect to the group velocity a 5 % error is already attained when less
than 10 patches cover a wavelength.

The results for cubic polynomials are displayed in the plots of Fig. 10. Again, we
see that the difference between the extracted values  pc and  dc as well as for �pc

and �dc are smaller when using the lumped mass matrix and the absolute values are
also smaller than the worst case results  pc and �pc for the consistent mass matrix.
Hence, the lumped mass matrix approach also yields better dispersion properties
than the consistent mass matrix for higher order approximations. The common 5 %
engineering error bound in the phase velocity for cubic local approximation spaces
is satisfied for all considered wave numbers kkk 	 144 (i.e. when the patch size
diam.!i / is at least the wavelength) with the lumped mass matrix, whereas for the
consistent mass matrix  pc 	 1:05 for kkk . 125 only. The group velocity shows
an error less than 5 % for kkk . 110 when using the lumped mass matrix and
kkk . 80 with the consistent mass matrix.
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In summary we find that the dispersion properties of our PUM with the lumped
mass matrix are very much comparable to those attained with the consistent mass
matrix—if not slightly better. We find no significant reduction in the quality of the
obtained phase or group velocity errors. Thus, an explicit time-stepping scheme
with the lumped mass matrix yields a similar dispersion error yet allows for a
larger critical time step size than the consistent mass matrix [18]. Moreover, the
computational effort associated with single time step with the lumped mass matrix
will be orders of magnitudes smaller than for the consistent mass matrix. In the final
two examples we will therefore consider explicit time stepping schemes with our
PUM in two and three dimensions for the equations of motion in a linearly elastic
medium (10) and focus on the critical time step size, the computational cost per time
step and compare the result obtained with the consistent and lumped mass matrix
directly.

An explicit time-stepping scheme with central differences yields the following
discrete two step scheme

N Qan D K Qun; QvnC1=2 D ıtnC1=2 Qan C Qvn�1=2 (34)

and

QunC1 D ıtn QvnC1=2 C Qun (35)

whereN denotes the employed mass matrix, i.e.M or NM ,K is the stiffness matrix,
QunC1 refers to the coefficient-vector of the discrete displacement at time tnC1, QvnC1=2

is the velocity coefficient-vector at time tnC1=2 D 1
2
.tnC1 C tn/ and Qan encodes

the acceleration at time tn. For the treatment of essential boundary conditions we
employ an algebraic splitting of the PUM space V PU due to [16].

Example 4. In our first time-stepping example we consider

� Ru D div � .u/ in ˝ � .0; T /; u.�; 0/ D 0 in ˝;
Pu.�; 0/ D � in ˝; u.x; t/ D 0 for x 2 @˝; t > 0; (36)

with vanishing Dirichlet boundary conditions for the displacement on @˝ with˝ D
.0; 1/2. For the realization of essential boundary conditions we use the algebraic
approach of [16] which provides (a basis transformation and) a splitting into interior
and boundary degrees of freedom, i.e. there are maps ˘ı and ˘@ such that Qu D
˘ı Qu C˘@ Qu D Quı C Qu@. Thus, we attain the scheme

N ı Qaı
n D ˘ıK Qun; Qvı

nC1=2 D ıtnC1=2 Qaı
n C Qvı

n�1=2 (37)

and

Quı
nC1 D ıtn Qvı

nC1=2 C Quı
n; Qu@ D 0 (38)



Dispersion Properties of PUM 287

with a critical time-step size

ıtcritical 	 2p
�max

; (39)

where �max denotes the maximal eigenvalue of .N ı/�1.˘ıK/. Here, we estimate
�max via a simple power iteration to control the time-step size accordingly when we
use the consistent mass matrix N D M and the lumped mass matrix N D NM .

The employed initial conditions u.�; 0/ D 0 and Pu.�; 0/ D � with

�.x/ D
 

� exp
��kx�ok2

#2

	
0

!
with # D 0:05; (40)

model an elastic body at rest with an initial momentum (near the center o D
.0:5; 0:5/T of the domain) in the x-direction.

We again employ a 32 � 32 uniform cover and cubic polynomials for the spatial
discretization. Figure 11 gives snapshots of the evolution of the displacement field
computed with the lumped mass matrix. From these plots we can clearly observe the
faster pressure wave travelling in x-direction and the slower stress wave travelling
in y-direction.

Let us know focus on the comparison of the results and the overall performance
when using the consistent mass N D M or the lumped mass N D NM . To this
end, we estimate the critical time-step in both cases and obtain ıccritical D 0:002165

and ılcritical D 0:005325 respectively. Thus, the lumped mass matrix allows for a
time-step more than twice the size of the time-step when using the consistent mass.
Moreover, the use of the consistent mass matrix requires the application of a more
involved and expensive linear solver.2 Here, we used a conjugate gradient solver
preconditioned by a symmetric block-Gauss–Seidel smoother for the consistent
mass matrix whereas for the lumped mass matrix a single application of a simple
block-Jacobi smoother already yields a direct solver. Thus, the compute time
associated with a single time-step with the lumped mass matrix is in general multiple
orders of magnitude smaller than that of a time-step with the consistent mass matrix.

In Fig. 12 we present snapshots of the computed solutions at t D 4, i.e. after
roughly 2,000 time-steps with ıt D 0:9ıtccritical and 800 time-steps with ıt D
0:9ıt lcritical respectively. From these plots we find that the dominant features are
preserved in all approaches, however, the lumped mass matrix results (computed
with the same time-step size) deviate in some details from those obtained with the
consistent mass matrix. Yet, using a much larger time-step for the lumped mass
matrix has no substantial impact on the quality of the solution. A more detailed

2In this example the use of a classical direct solver may be an option since the consistent
mass matrix is independent of time. However, in general the discretization space, especially the
enrichment functions in a PUM, may change over time so that a linear solver with an expensive
setup phase is in general prohibitively expensive.
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Fig. 11 Snapshots of the evolution of the displacement field satisfying (36) in two dimensions at
t D 0:1; 0:4; 0:68 (top to bottom)

study with respect to convergence behavior in time, however, is of course necessary
to quantify these errors and differences.

Example 5. Finally, we present some simulation results for (36) in three dimensions
on a uniform cover of ˝ D .0; 1/3 with 32 � 32 � 32 patches and quadratic
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Fig. 12 Comparison of the computed displacement fields at t D 4 obtained with the consistent
mass matrix (top) and the lumped mass matrix (center) with ı D 0:9ıt ccritical and the lumped mass
matrix with ı D 0:9ıt lcritical (bottom)

polynomials as local approximation spaces. Here, we enforce vanishing Dirichlet
conditions on the face x D 0 only (on the rest of the boundary we prescribe
vanishing Neumann conditions) and employ the initial conditions u.�; 0/ D 0 and
Pu.�; 0/ D � with



290 M.A. Schweitzer and A. Ziegenhagel

Fig. 13 Snapshots of the evolution of the displacement field satisfying (36) in three dimensions at
t D 0:08m withm D 1; 3; 4; : : : ; 10 (top left to bottom right). The magnitude of the displacement
field is color-coded on 3=4 of the deformed configuration (exaggerated by a factor of 10)

�.x/ D

0
B@

� exp
��kx�Mok2

#2

	
0

0

1
CA with # D 0:05; (41)

and Mo D .1; 0:5; 0:5/T denoting the center of the face x D 1. Here, we employ only
the lumped mass matrix approach since the adverse effect on the computational
time when using the consistent mass matrix is substantially increased in three
dimensions. The estimated critical time-step size in this configuration was ılcritical D
0:0075 and we employed a time-step ıt D 0:0066. Figure 13 displays snapshots of
the evolution of the displacement field. Again, we can observe the resulting pressure
wave travelling faster through the domain in the x-direction than the stress waves
travelling in the .y; z/-plane.
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5 Concluding Remarks

We analyzed the dispersion properties of the PUM with polynomial enrichment
functions using the consistent mass matrix as well as a lumped mass matrix
according to [18]. Our results show that the dispersion errors attained with the
lumped mass matrix are at least comparable to those associated with the consistent
mass matrix. Thus, the use of the lumped mass matrix in a transient analysis with our
PUM is well justified and yields a similar accuracy as the consistent mass matrix.
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An Immersed Meshfree Galerkin Approach
for Particle-Reinforced Composite Analysis

Cheng-Tang Wu

Abstract This paper introduces an immersed meshfree approach within a Galerkin
framework for the elastic analysis of particle-reinforced composites. A new mesh-
free discretization is developed and applied to the composite solids with overlapping
sub-domains. Since each sub-domain is discretized independently, the generation
of a conforming mesh in the finite element method can be evaded. A meshfree
convex approximation is employed to approximate the overlapping sub-domains
and to enforce the global Dirichlet boundary conditions. In addition, a point-wise
continuity is imposed on displacements of interfacial nodes across the interface.
This leads to a nonconforming meshfree Galerkin formulation which can be shown
to satisfy an optimal error estimate in the energy and L2 norms. Two numerical
benchmarks are analyzed to study the accuracy and the applicability of the method.

Keywords Interface problem • Meshfree method • Convex approximation •
Nonconforming • Error estimate

1 Introduction

Numerical modeling of composite solids in elasticity problems has been extensively
studied in last three decades. Mathematically, this type of boundary value problems
can be modeled by the elliptic equations containing discontinuous coefficients [2].
The discontinuous coefficients introduce the jump conditions across the interface
in displacements as well as in the flux. These jump conditions generally are
determined by the relevant physics. The elasticity interface problems presented
in this paper considers the homogeneous jump conditions which arise in a wide
range of mathematical modeling in material science and bio-medical applications
such as the elastic analysis of rubber compounds [40, 47], modeling of bone
structures [21] and brain shifting [50]. The conventional finite element method
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in this context is to generate a matching (conforming) mesh across the material
interface and use standard finite element shape functions to approximate the solution
of the boundary value problems. However, generating matching meshes in multi-
dimensional composite solids suitable for the finite element analysis is difficult in
particular having interfaces in irregular geometries.

The mortar finite element method [10] provides a flexible way to couple
mismatching meshes across the interface. The mortar finite element method is
a domain decomposition technique that enforces the jump conditions across the
interface by Lagrange multipliers and results in a saddle point problem which
requires appropriate solvers. Nevertheless, an arbitrary choice of the approximation
space for Lagrange multipliers may violate the inf-sup condition [3, 10, 12] and can
lead to instabilities that eventually cause artificial oscillations in the traction fields.
Alternative variational approach for the discretization of interface problem is offered
by Nitsche’s method [24]. The Nitsche’s method has a close relationship [39] with
Barbosa and Hughes’ least-squares stabilized Lagrange multiplier formulation [7]
in circumventing the inf-sup condition. Despite the fact that it is non-trivial in the
implementation and there is a need to determine the penalty parameters, Nitsche’s
method does not suffer from ill-conditioning and has been shown to preserve
optimal convergence in L2 and energy norms for elasticity interface problems [23].

On the other hand, the partition of unity method (PUM) [5, 6] employs a priori
knowledge about the behavior of the solution at the interface to obtain special
finite element spaces. Later in [41], the method was referred to as generalized
finite element method (GFEM), since the classical FEM is a special case of this
method [4]. The ability of choosing a wide variety of enrichment functions in GFEM
allows it to approximate non-smooth solutions of BVPs on domains having internal
boundaries, corners or multiple cracks [20,40]. The enrichment function is extrinsic
to the finite element basis function and is not limited to polynomials. Nevertheless,
this advantage is achieved at a high computational cost due to expensive numerical
integration [4]. The extended finite element method (XFEM) [8, 19, 33] is an
application of PUM for problems of interface tracking and crack growth. Since the
solution spaces of XFEM using discontinuous enrichment function generally do
not satisfy the Dirichlet jump condition on the interface, linear or tied constraint
methods such as Lagrangian multipliers or penalty methods [18, 37] are often
utilized to enforce the Dirichlet jump condition as the one in the mortar finite
element method. Inspired by the variational multiscale method [25], the bubble-
stabilized method [34, 37] can be viewed as another improvement of Lagrangian
multiplier method in solving the interface problem. The corresponding pair of
spaces in displacement and Lagrangian multiplier fields can be proven to meet the
inf-sup stable condition [34].

Similar implicit boundary representation techniques have been developed based
on a uniform Cartesian mesh under different versions of immersed or fictitious
domain approaches. Among them are finite cell method for geometrical modeling
of immersed problems [35], immersed finite element method for fluid-structure
interaction problems [36] and immersed finite element method for elasticity inter-
face problems [27, 28, 30]. The recently developed non-conforming immersed
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finite element method (IFEM) [28] is also rooted in the GFEM. A sophisticated
conforming local basis functions [29] has also been introduced to non-conforming
IFEM and shown to be optimally convergent in L2 and energy norms. However,
the extension of IFEM to the three-dimensional case is not clear. A different way
of enlarging the local ansatz space in modeling interface elasticity problem was
presented in the composite finite element method (CFE) [38]. The elements in CFE
are constructed hierarchically in a way that the shape functions of the coarse grid
elements are combinations of the ones of fine grid elements. The coarse grid shape
functions are used to approximate the interface problem whereas the linear system
can be solved efficiently on the fine scale by the multi-grid algorithm.

The idea of solving elasticity interface problems using meshfree method is not
new. Cordes and Moran [17] impose the jump condition by adding an interface
constraint in the variational formulation and solve the equation by Lagrange
multiplier method. Since the material interface serves as a visibility criterion for
the construction of meshfree approximation in bi-material model, a set of interface
nodes has to be manually added along the interface together with properly adjusted
integration cells for the domain integration. A parallel research [26,32] is devoted to
the development of particular meshfree approximation that contains discontinuities
in the derivatives across the material interface. This approach bears a need to define
the interface nodes and may not be easily performed when the interface involves
complex three-dimensional geometries object.

The aim of this study is to present an alternative approach for elasticity interface
problem using a meshfree method. A significant feature of the present approach
is its flexibility to adopt the overlapping meshes in immersed structures that can
be easily discretized using the finite element model. As a consequence, there is no
need to insert the interface nodes and their corresponding integration cells in the
proposed method. The reminder of the paper is outlined as follows: In the next
section we define the elliptic boundary-value problem containing discontinuous
coefficients and formulates the weak form of the equilibrium equation. In Sect. 3,
we modify the variational formulation for the meshfree method to be used in the
elasticity interface problem. The details of numerical discretization, approximation
and domain integration for the modified variational method are described. An a
priori estimate is provided for the error measures in the energy and L2 norms.
Two numerical examples are presented in Sect. 4 to illustrate the accuracy and
applicability of the method. Final remarks are drawn in Sect. 5.

2 Preliminary

We consider an elastic solid occupying a bounded and open domain ˝ � R2 with
Lipschitz boundary. Let @˝D and @˝N be two open subsets of boundary @˝ such
that @˝ D @˝D

S
@˝N and @˝D

T
@˝N D 0. g(x) is the prescribed displacement

applied on the Dirichlet boundary @˝D , and t .x/ 2 L2 .@˝N / is the prescribed
traction applied on the Neumann boundary @˝N with n0 denoting the outward unit
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normal to the boundary @˝N . The elastic body is composed of two perfectly bonded
materials with a zero-thickness interface � . The equilibrium configuration of the
elastic body is characterized by the continuity of displacement and continuity of
normal stress across the material interface � . The elasticity interface problem can
be described by the following second-order elliptic boundary value problem with the
associated homogeneous Dirichlet and Neumann jump conditions on the interface�

�r � .C .x/ � rsu .x// D f .x/ x 2 ˝n�
u D g .x/ x 2 @˝D

C .x/ � rsu .x/ � n0 D t .x/ x 2 @˝N

ŒŒ u �� D 0 x 2 �
ŒŒ C .x/ � rsu .x/ � n �� D 0 x 2 �

(1)

where the function uW ˝ ! R2 is the displacement and f W ˝ ! R2 is the
prescribed body force over the domain˝ . The notation rsu denotes the symmetric
gradient of the displacement. Without loss of generality, we assume the interface �
is a smoothed and closed curve that divides the global domain ˝ into two regions:
˝C representing the matrix and˝� denoting the immersed media or inclusion such
that their union gives the global domain˝ , N̋ D ˝CS˝� and � D @˝CT @˝�
as depicted in Fig. 1. The symbol n in Fig. 1 denotes the outward unit normal vector
on � . We also define the jump operator ŒŒ � �� by

ŒŒ q �� .x/ D qC .x/ � q� .x/ (2)

in which C and � denote the two sides of the interface � with the jump of
quantity q across the interface. The body force and material constants can exhibit
discontinuities across the interface � , but have smooth restrictions f C; CC to˝C
and f �; C� to ˝�. They are given by

f D
�
f C in ˝C
f � in ˝� ; and C D

�
CC in ˝C
C� in ˝� : (3)

Fig. 1 Graphical depiction
for interface elasticity model
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The infinitesimal strain tensor " .u/ is defined by

" .u/ D rsu D 1

2

�
ru C .ru/T

	
(4)

CC and C� 2 L1 .˝/ are elasticity tensors with major and minor symmetries and
are corresponding to different materials in ˝C and ˝� respectively. In the case of
linear isotropic elasticity, we take CC and C� to be constants. The Cauchy stress
tensor � and strain tensor " have the following relationship

�
�C D CC � " D 2	C"C �C t r ."/ I in ˝C
�� D C� � " D 2	�"C �� tr ."/ I in ˝� (5)

where the positive constants 	C, 	� and �C, �� are the Lamé constants. The
Lamé constants are related to the Young’s modulus E and Poisson ratio v by
	 D E= .2 .1C v// ; � D vE ..1C v/ .1 � 2v//.

The variational form of this problem is to find the displacement u 2 V g D˚
v 2 H1 .˝/ W v D g on @˝D

�
such that for all v 2 V

a .u; v/ D l .v/ (6)

where the functional space V D H1
0 .˝/ consists of functions in Sobolev space

H1 .˝/ which vanish on the boundary @˝ and is defined by

V .˝/ D ˚
v W v 2 H 1; v D 0 on @˝D

�
: (7)

The bilinear form a .�;�/ and linear functional l .�/ are obtained by multiplying the
test function v 2 V to both sides of Eq. (6) and integrating over the regions˝C and
˝� separately using Green’s formula.

Z
˝C

f C .x/ � vd˝ C
Z
˝�

f � .x/ � vd˝ D
�
Z
˝C

r � �CC .x/ � rsu .x/
� � vd˝ �

Z
˝�

r � .C� .x/ � rsu .x// � vd˝ DZ
˝C

" .u/ � CC � " .v/ d˝ �
Z
�

CC .x/ � rsu .x/ � nC � vd�

C
Z
˝�

" .u/ � C� � " .v/ d˝ �
Z
�

C� .x/ � rsu .x/ � n� � vd�

�
Z
@˝N

.t � v/ d@˝:

(8)

Using the fact that nC D �n�, we can rewrite the above equation to become
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Z
˝C

f C .x/ � vd˝ C
Z
˝�

f � .x/ � vd˝ DZ
˝C

" .u/ � CC � " .v/ d˝ C
Z
˝�

" .u/ � C� � " .v/ d˝�
Z
@˝N

.t � v/ d@˝

�
Z
�

ŒŒC .x/ � rsu .x/ � n�� � v d� :

(9)

Applying the homogeneous Neumann jump condition to Eq. (9) yields

Z
˝C

" .u/ � CC � " .v/ d˝ C
Z
˝�

" .u/ � C� � " .v/ d˝�Z
˝C

f C � vd˝ �
Z
˝�

f � � vd˝ �
Z
@˝N

t � vd@˝ D
a .u; v/� l .v/ D 0

(10)

where

a .u; v/ D
Z
˝C

" .u/ � CC � " .v/ d˝ C
Z
˝�

" .u/ � C� � " .v/ d˝ (11)

l .v/ D
Z
˝C

f C � vd˝ C
Z
˝�

f � � vd˝ C
Z
@˝N

t � vd@˝ (12)

It is noted that the elasticity tensors CC and C� are symmetric, and homogeneous
Neumann jump condition is enforced in the variational level. Obviously, the bilinear
form a .�;�/ in Eq. (11) is symmetric, bounded and coercive by Friedrich’s inequality.
The existence and uniqueness of the problem is ensured by the Lax-Milgram
theorem [2].

3 Immersed Meshfree Formulation

3.1 Immersed Meshfree Discretization and Integration

For simplicity, we only consider the case of a pure displacement problem under a
homogeneous boundary condition .@˝D D 0/. The standard meshfree Galerkin
method is formulated on a finite dimensional space Vh � V employing the
variational formulation of Eq. (10) to find uh 2 Vh such that

a .uh; vh/ D l .vh/ 8vh 2 Vh (13)

where Vh D span f �I W I 2 ZI g and ZI is an index set. f�I .x/gI2ZI are
shape functions constructed using meshfree convex approximation [49]. Using the
superposition principle for the above linear system, the discrete bilinear form in
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Eq. (13) can be re-expressed by

a .uh; vh/ DZ
˝C

" .uh/ � CC � " .vh/ d˝ C
Z
˝�

" .uh/ � C� � " .vh/ d˝ DZ
˝C

S
˝�

" .uh/ � CC � " .vh/ d˝ C
Z
˝�

" .uh/ � �C� � CC� � " .vh/ d˝
(14)

Similarly, we have the discrete linear functional to be rewritten as

l .vh/ D
Z
˝C

f C � vhd˝ C
Z
˝�

f � � vhd˝

D
Z
˝C

S
˝�

f C � vhd˝ C
Z
˝�

� � vhd˝�
Z
˝�

f C � vhd˝

D
Z
˝C

S
˝�

f C � vhd˝ C
Z
˝�

�
f � � f C� � vhd˝

(15)

The expression of discrete forms in Eqs. (14) and (15) allows us to reset the meshfree
computation domain by two overlapping sub-regions; namely ˝CS˝� and ˝�.
In another words, the computation domain ˝� can be considered “immersed” in
computation domain ˝CS˝�. Consequently, we can define the computational
sub-regions as follows:

Given a bounded domain˝ � R2, we consider sub-regions˝1 and˝2 to be the
overlapping sub-regions satisfying

˝ D
2[
iD1

˝i (16)

where˝1 D ˝CS˝� is the computation domain containing the base matrix, and
˝2 D ˝� is the computation domain containing the inclusion.

In the sub-region ˝1, the total number of meshfree nodes consists of a set of
component nodes that overlap and cover the domain ˝ . The overlapping nodes
include a set of structured nodes from sub-region ˝1 and a set of interface-fitted
nodes and interior nodes from sub-region ˝2. Let Z1 D fxl ; l D 1; : : :NPg be the
set of distinct nodes in ˝1. NP indicates the total number of overlapping nodes in
sub-region˝1. For each xl 2 Z1, �l .x/ denotes the corresponding meshfree shape
function. We define the meshfree interpolant of u(x) by the formula

uI .x/ D
NPX
ID1

�I .x/ u .xI / D
NPX
ID1

�I .x/ uI 8x 2 ˝1 (17)

where uI D u .xI / is called the ‘generalized’ displacement of node I. In general,
conventional meshfree approximations are not interpolants, i.e., uI ¤ uI .xI /.
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For this reason, special treatment [13, 44] is required to impose the essential
boundary conditions on the global boundary @˝ of the model problem. In this
study an alternative meshfree approximation that restores a weak Kronecker-delta
property at the boundary, the convex meshfree approximation [1, 42], is utilized
to allow the direct treatment of essential boundary conditions on @˝ for elasticity
interface problem. We employ the generalized meshfree approximation method
(GMF) [46, 47, 49] to obtain the first-order meshfree convex approximation.

The convex approximation space constructed by GMF method is a subspace of
H 1

0 .˝/ and conforms to the boundary conditions if the approximating domain is
convex. Ideally this conforming meshfree approximation secures H 1-compatibility
and the homogeneous Dirichlet jump condition across the interface is verified
automatically. On the other hand, the meshfree approximation also introduces the
non-locality [15] across the interface. This gives rise to a solution that exhibits a
smearing near the interface. To remove the smearing, we invoke a second meshfree
approximation in sub-region˝2, e.g. by zero extension in the sub-region˝1.

To be more precise, we let QZ2 D f Qxl ; l D 1; : : :MPg � Z1 be the subset nodes
that contain the overlapping nodes in the sub-region˝2. MP is the total number of

overlapping nodes in sub-region ˝2. We also define QQZ2 D
n QQxl ; l D 1; : : : IP

o
�

QZ1 � Z1 to be the subset nodes that collect the interface-fitted nodes along
the boundary of sub-region ˝2. IP is the total number of interface-fitted nodes.
Analogously, every function Quh .x/ 2 QVh2 .˝2/ has a unique representation of the
form

Quh .x/ D
MPX
ID1

Q�I .x/ QuI 8x 2 ˝2 (18)

Since the sub-region ˝2 is assumed to be convex, the subspace QVh2 .˝2/ is defined
by

QVh2 .˝2/ D
n
v W v j˝2 2 H 1 .˝2/ ; v D 0 on @˝

[
@˝2

o
(19)

Apparently, the subspace QVh2 .˝2/ is not a subset of subspace Vh .˝1/, i.e.,
QVh2 .˝2/ 6� Vh .˝1/. Since the approximations in sub-region˝1 and sub-region˝2

are constructed independently, the meshfree shape functions Q�l .x/ and ‰l .x/
of the same node xl 2 QZ2 � Z1 are not necessarily the same. This is true in
particular when the support of node xl covers the interface � , i.e.,

Q�l .x/ ¤ �l .x/ for xl 2 QZ2 � Z1 and supp .xl /
\
� ¤ 0 (20)

The support of shape function in sub-region˝2 is defined by

supp .xl / D supp
� Q�l .x/

� D ˚
xj 2 ˝2 and Q‰l .x/ ¤ 0

�
(21)
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As a result, it leads to a non-conforming meshfree approximation and the
continuity of displacement across the interface is not ensured.

4 Construction of Meshfree Approximation and Modified
Variational Formulation

In standard mortar finite element method [10], the constraint equation is imposed
weakly across the interface and is sufficient to guarantee an approximation with
a consistency error of order h if the weak solution u is smooth enough. However
in immersed meshfree method, the sharing nodes are well-defined in the subset

of interface-fitted nodes QQZ2 D
n QQxl ; l D 1; : : : IP

o
. Indeed, the non-conformity of

approximation in immersed meshfree method is due to the non-matching meshfree
shape functions in the overlapping domain. Since the sub-region ˝2 is immersed
in the sub-region ˝1 .˝2 � ˝1/, we can redefine the approximation in sub-region
˝1 such that QVh2 .˝2/ � Vh .˝1/ and Q�l .x/ D �l .x/ for xl 2 QZ2 � Z1 .
This can be achieved by decomposing the approximation in sub-region˝1 into two
approximations in non-overlapping sub-domains (˝1n˝2 and˝2) and enforcing the
nodal-wise continuity in displacement by introducing the Kronecker-delta property

to the interface-fitted nodes set QQZ2. Namely we define a new constrained discrete
meshfree approximation space by

OVh .˝/ D 2
˘
iD1

QVhi .˝i/ (22)

where the definition of subspace QVh2 .˝2/ � OVh .˝/ is given in Eq. (19) and
additional subspace QVh1 .˝1/ is defined by

QVh1 .˝1/ D ˚
v W v

ˇ̌
˝1n˝2

2 H 1 .˝1n˝2/ ; v D 0 on @�
� � OVh .�/ (23)

We note that QVhi .˝i/ ; i D 1; 2 stand for the spaces of linear conforming
meshfree approximations that satisfy homogeneous Dirichlet boundary conditions
on @˝

T
@˝i ; i D 1; 2 in the sub-regions ˝1n˝2 and ˝2 respectively. Let

QZ1 D f Qxl ; l D 1; : : : LPg � Z1 be the subset nodes such that

QZ1 D �
Z1n QZ2

�[ QQZ2 and LP=NP-MP+IP: (24)

In the general case, it is difficult to construct a conforming approximation
across the interface. We will look into the possibility of constructing a conforming
meshfree approximation for the interface problem in the future. In this study, we
consider to impose the displacement continuity weakly and point-wisely across
the interface by introducing the Kronecker-delta property to the approximation
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of the interface-fitted nodes. This can be done by either employing a singular
kernel function [14, 47] to the interface-fitted nodes or applying a transformation
method [13, 14] to those nodes whose supports cover the interface nodes. We
have adopted the transformation method in this study. With the introduction of
Kronecker-delta property to the shape functions at the interface-fitted nodes set
QQZ2 D

n QQxl ; l D 1; : : : IP
o
, the reconstructed meshfree shape functions in sub-region

˝1 have the following form:

˝1W

8̂
<
:̂

O� 1
I .x/ if xI 2 QZ1; x 2 ˝1n˝2O� 2
I .x/ D Q�I .x/ if xI 2 QZ2; x 2 ˝2

O� 1
I .xJ / D O� 2

I .xJ / D ıIJ if xI ; xJ 2 QQZ2
(25)

satisfying

uh .x/ D

8̂
<
:̂

PLP
ID1

O� 1
I .x/ uI if xI 2 QZl; x 2 ˝1n˝2PMP

ID1
O� 2
I .x/ uI D PMP

ID1
Q�I .x/ uI if xI 2 QZ2 x 2 ˝2PLP

ID1
O� 1
I .xJ / uI D PMP

ID1
O� 2
I .xJ / uI D uJ if xJ 2 QQZ2

:

(26)

In general O� 1
I .x/ ¤ O� 2

I .x/ on interface � except at the interface nodes. Since
the displacement continuity across the interface is only imposed point-wisely at
the interface-fitted nodes, the weak form of Eq. (13) is reformulated based on
the nonconforming meshfree approximation. We can now define the immersed
meshfree solution of the elasticity interface problem as a function uh 2 OVh satisfying

Oa .uh; vh/ D hf; vh;i ; 8vh 2 OVh (27)

where

Oa .uh; vh/ D
Z
˝1n˝2

" .uh/ � CC � " .vh/ d˝ C
Z
˝2

" .uh/ � CC � " .vh/ d˝
„ ƒ‚ …

integrating using integration cells from base matrix

C
Z
�2

" .uh/ � �C� � CC� � " .vh/ d�

„ ƒ‚ …
integrating using integration cells from inclusion

(28)

hf; vhi D
Z
˝1n˝2

f C � vhd˝ C
Z
˝2

f C � vhd˝

„ ƒ‚ …
integrating using integration cells from base matrix

C
Z
�2

�
f� � fC� � vhd�

„ ƒ‚ …
integrating using integration cells from inclusion

(29)
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and the associated discrete (broken) energy norm is defined by

kvhk1;h D Oa .vh; vh/ 12 ; vh 2 OVh: (30)

Using the Cauchy-Schwarz inequality and triangle inequality, it can be shown
that the modified bilinear form Oa .�;�/ is bounded on OVh � OVh with respect to the
broken energy norm on ˝ .

Lemma 1. There exists a positive constant cb such that for any uh; vh 2 OVh, we
have

j Oa .uh; vh/j 	 cb kuhk1;h kvhk1;h : (31)

Proof. Wu et al., [45, Lemma 3.1].

It is also not difficult to show that the modified bilinear form Oa .�;�/ is positive-
definite on OVh.

Lemma 2. There exists a positive constant cc such that for any vh 2 OVh, we have

Oa .vh; vh/ � cc kvhk2
1;h (32)

Proof. Observing that Oa .vh; vh/ D 0 implies vh is constant. Since vh vanishes on
global boundary @˝ and satisfies continuity at the interface-fitted nodes, we have
vh D 0 in ˝ and, thus, we ensure the coercivity of the modified bilinear form.

The uniqueness of the solution of the discretization problem (27) then follows by
the Lax-Milgram theorem.

Theorem 1. Let u 2 V be the solution of the variational problem (7). Then the
discretized problem (27) in immersed meshfree method admits a uniqueness solution
uh 2 OVh.

5 A Degenerated Mortar Method and Error Estimate

Since Oa .�;�/ is coercive, we can apply the well-known second Strang’s lemma [11]
for the energy-norm error estimate.

ku�uhk1;h 	 C

(
inf

v2 OVh
ku � vk1;h C sup

wh2 OVhnf0g

j Oa .u � uh;wh/j
kwhk1;h

)
(33)

where the first term on the R.H.S. of inequality (33) is the best approximation
error which can be obtained by the meshfree approximation error estimate and, the
second term is the consistency error which comes from the nonconforming of OVh.
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Assume the regularity on the exact solution u 2 H 2 .˝/, we have the following
error estimate by Céa’s inequality [22]

inf
v2 OVh

ku�vk1;h 	 ku � I huk1;h 	 ch juj2;˝ (34)

where h is the largest nodal support radius, i.e., h D supI2Zl fdiam .rI /g. Note that,
it is sufficient to choose the inverse tangent basis function and C2 window function
in GMF method to haveH 2 meshfree shape functions.

Because the interface � is associated with a one dimensional triangulation, we
call this one dimensional triangulation on � , �h. Each integration segment ei 2
�h is a boundary edge of integration cell (finite element triangulation) Th2 in ˝2.
For the consistency error, we use the definition of Oa .�;�/ in Eq. (28) and Galerkin
orthogonality together with Green’s theorem to yield

Oa .u�uh;wh/ D Oa .u;wh/� hf;whi
D
Z
˝1n˝2

r � �CC � rsu
� � whd˝ C

Z
˝2

r � .C� � rsu/ � whd˝

�
Z
˝

f � whd˝

D
Z
˝1n˝2

r � �CC � rsu
� � whd˝ C

Z
˝2

r � .C� � rsu/ � whd˝

�
�Z

˝1n˝2
r � �CC � rsu

� � whd˝ C
Z
˝2

r � .C� � rsu/ � whd˝

�
Z
�

C � " .u/ � n � whd�

�

D
X

ei2�h

Z
ei

.C � " .u/ � n/ � ŒŒwh�� ds (35)

where the term
R
ei
.C � " .u/ � n/ � ŒŒwh�� ds can be realized as the weak constraint

equation appearing in the Lagrange multiplier-type mortar method in which �h D
C � " .u/ � n 2 �

L2 .� /
�2

are Lagrange multipliers. The symbol ŒŒw�� denotes the
restriction of jump as defined in Eq. (2) for w 2 � . A natural choice for the
construction of Lagrange multiplier spaces in nonconforming formulation of the
mortar method is to define the Lagrange multiplier basis function locally associated
with the discrete nodes. From this point of view, we regard the proposed immersed
meshfree method as a degenerated Lagrange multiplier-type mortar method due to
the fact that the displacement jump vanishes at the interface-fitted nodes, i.e.,

ŒŒwh��I D �
wC
I � w�

I

� D 0 8I 2 QQZ2: (36)
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Applying the point collocation method to the assembly of discrete constraint
equation in mortar method and using Eq. (35) lead to the primal problem presented
in Eq. (27).

Oa .u;wh/ � hf;whi D P
ei2�h

R
ei
C W " .u/ � n � ŒŒwh�� ds

D P
ei�h

P
ID1 C � " �uI � � nI � �wC

I � w�
I

� D 0 8wh 2 OVh :
(37)

Despite the vanishing constraint equation in the primal problem, the proposed
immersed meshfree method still presents certain boundary quadrature error by
different quadrature rules and requires a consistency error estimate to ensure a
stable and convergent meshfree discretization. This consistency error estimate
resembles the consistency error estimate of meshfree solution in standard Galerkin
meshfree method using moving least-squares approximation [9] or reproducing
kernel approximation [31] when Dirichlet boundary conditions are imposed point-
wisely.

Lemma 3. Assume that u 2 H 2 .˝/ be the solution of elasticity interface problem
in Eq. (7), there exists a constant cc independent of h and function u such that

j Oa .u;wh/ � hf; whij 	 cch juj2 kwhk1;h 8wh 2 OVh: (38)

Proof. Wu et al. [45, Lemma 3.3].

Combining inequalities (33), (34) and (38), we obtain the following result for the
energy error.

Proposition 1. Assume u 2 H 2 .˝/ and uh 2 OVh be respectively the solutions of
the weak problem (6) and of the discretized problem (27). Then it holds

ku�uhk1;h 	 Ceh juj2 : (39)

By Proposition 1, we expect the optimal rate of convergence for immersed
meshfree method to be one for u in H 2 .˝/. We also can obtain an optimal
error estimate in L2-norm for the problem (27). Assume that the conditions of
Proposition 1 are met. According to the Aubin-Nitsche lemma [16], the immersed
meshfree Galerkin solution uh satisfies

ku � uhk0 	 sup
g2L2

C2kgk0
n
ku � uhk1;h � �g � �h


1;h

C ˇ̌ Oa �u � uh; �g
� � hu � uh; giˇ̌

C ˇ̌ Oa �u; �g � �h
� � hf; � � �hi

ˇ̌�
D sup

g2L2

C2kgk0
n
ku � uhk1;h � �g � �h


1;h

C ˇ̌ Oa ��g; u � uh
� � hg; u � uhi

ˇ̌

C ˇ̌ Oa �u; �g � �h
� � hf; � � �hi

ˇ̌�
(40)
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where for any g 2 L2; �g 2 H1 is the unique solution of the variational problem

Oa ��g; v� D hg; vi for any v 2 H1 (41)

We can also consider �g � �his the discretization error for the problem (41). Using
Proposition 1, we have

�g��h1;h
	 Ceh

ˇ̌
�g
ˇ̌
2

	 Ceh kgk0 (42)

Therefore the first term on the R.H.S. of inequality (40) can be bounded by

ku � uhk1;h � �g � �h

1;h

	 Ce1h
2 .juj2 kgk0/ (43)

Using Lemma 3, the second term on the R.H.S. of inequality (40) can also be
bounded by

ˇ̌ Oa ��g; u � uh
� � hg; u � uhi

ˇ̌ 	 Ce2h
ˇ̌
�g
ˇ̌
2

ku � uhk1;h 	 Ce2h
2 kgk0 juj2

(44)

Using similar argument as above we obtain the third term on the R.H.S. of
inequality (40) to be bounded by

ˇ̌ Oa �u; �g � �h
� � hf; � � �hi

ˇ̌ 	 Ce3h
2 juj2 kgk0 (45)

Applying inequalities (43)–(45) to inequality (40) leads to the following error in the
L2 norm:

Proposition 2. The L2 discrete error of the immersed meshfree method is of order
h2

ku�uhk0;h 	 Clh
2 juj2 (46)

6 Numerical Examples

In this section, we analyze two linear benchmark examples to study the performance
of the proposed method in the interface elasticity problems. Unless otherwise
specified, the following conditions are considered: (1) The weight function is chosen
to be the cubic B-spline kernel function with normalized support size equal to 1.6 for
the construction of meshfree shape functions. (2) A six-point Gauss quadrature rule
is used in each integration cell for all examples. (3) The materials are considered to
be compressible with Poisson ratio v D 0:3 and plane strain condition is assumed
for the two-dimensional case. (4) For convergence, dimensionless unit system is
adopted in this paper. (5) All the contour plots are reported at Gauss points for the
stress field.
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Fig. 2 One dimensional interface problem. (a) Graphical presentation of 1D model. (b) Dis-
cretization

Fig. 3 Displacement distribution in d D 2:0 case

6.1 One-Dimensional Bi-Material Rod

A one-dimensional bi-material rod is subjected to a unit end force on the free end
of the rod as described in Fig. 2a. The bi-material is made of elastic material with
Young’s modulusEC D 1:0 for base material andE� D 1;000:0 for inclusion. The
computational domain is discretized uniformly and separately for base matrix and
inclusion as shown in Fig. 2b.
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Fig. 4 Displacement distribution in d D 0:5 case

The problem is first analyzed with the inclusion located in the mid-way of the
rod. Figure 3 depicts the nodal displacement of presented result where the numerical
solution agrees with analytic solution very well.

In the second case, the inclusion is placed near the physical boundary. This is
done by simply moving the whole inclusion mesh close to the fixed end and no
repartition of the domain is required in this case. Compared to the exact solution,
the presented immersed meshfree method remains to produce a very good result
in displacement field using only 13 nodes as shown in Fig. 4. In both cases, the
displacements are well-captured and no noticeable oscillations are observed near
the interface.

The effect of particle refinement in the base material is also studied. The result
of tip displacement against the total number of base matrix nodes is plotted in
Fig. 5a which indicates a convergence in the displacement field as mesh is refined.
In addition, the effect of nodal support size is investigated and presented in Fig. 5b.
The non-sensitivity of the tip displacement to the nodal support size is an outcome
of convex approximation. Similar observation has been reported elsewhere [49] in
the structural analysis when meshfree convex approximation is adopted.

7 Cantilever Beam

In this example, accuracy and convergence of a beam problem for both single
and composite solid models are studied. The problem statement and boundary
conditions of the beam problem are given in Fig. 6a. For a single material model,
it is assumed that the material contains only base matrix with Young’s modulus
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Fig. 5 Refinement and support size effects on normalized tip displacement. (a) Refinement effect.
(b) Support size effect

Fig. 6 Cantilever beam problem. (a) Geometry and boundary conditions. (b) 91 nodes. (c) 346
nodes. (d) 1,274 nodes
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Fig. 7 L2 and energy error norms in single material model

Fig. 8 Distribution of displacements along the cross-section x D 2:11 and stresses along the
cross-section x D 2:01 in single material model (346 nodes). (a) Displacements. (b) Stresses

EC D 2:0e C 07. Three regularly refined meshfree discretizations for the beam
model are shown in Fig. 6b.

The single material model is first analyzed using the overlapping mesh to
verify the theoretical rate of convergence derived in the previous section. Since the
beam is composed of one material, the analytical solution of the beam problem
is available [43]. The results of L2-norm and energy-norm errors against the
element size are shown in Fig. 7. The proposed method achieves an optimal rate
of convergence in both L2-norm and energy-norm errors. Figure 8a displays the
distribution of displacement along the cross-section x D 2:11 and compares with the
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Fig. 9 Deformation plot in single material model (displacement scaled by 50 times): analytical
(mesh), numerical (black dot)

Fig. 10 Two conforming finite element meshes. (a) 1,074 nodes. (b) 4,055 nodes

analytical solution. Both displacement components are in good agreement with the
analytical solution. Figure 8b compares the stresses distribution with the analytical
solution along the cross-section x D 2:01 and good agreements are obtained. A
more detailed comparison of displacement solution is shown in Fig. 9. Black dots
in this figure denote the nodal locations obtained from the immersed meshfree
method, while the mesh represents the analytical solution. In both solutions, the
displacements are scaled by a factor of 50. Superior performance of the proposed
method is apparent in this deformation plot.

In the composite solid model, we have chosen the Young’s modulus of inclusion
to be E� D 2:0e C 10 which is 1,000 times higher than that of base matrix. Since
the exact solution is not available, two reference solutions are generated from the
conforming finite element method using the standard displacement-based bilinear
element formulation. Two finite element meshes shown in Fig. 10a, b represent two
level of mesh refinement that conform to the bi-material interface with total number
of 1,074 and 4,055 nodes respectively.

A comparison of energy norm,L2 norm and tip displacement using the immersed
meshfree method and conforming finite element method are listed in Table 1.
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Table 1 The convergence
study in composite cantilever
beam

Energy norm L2 norm Tip displacement

Present

91 nodes 3.3941 1.1480E�02 �1.1450E�02

346 nodes 3.3801 1.1352E�02 �1.1386E�02

1,274 nodes 3.3708 1.1338E�02 �1.1299E�02

FEM

4,055 nodes 3.3700 1.1336E�02 �1.1290E�02

1,074 nodes 3.3669 1.1320E�02 �1.1272E�02

Fig. 11 Maximum principle stress contour on deformed plot (scaled by 50 times) in composite
solid model. (a) Present solution (346 nodes). (b) Reference solution from conforming finite
element mesh (1,074 nodes)

As shown in Table 1, the immersed meshfree solution converges to the finite
element solution of the most refined mesh. Furthermore, the prediction of immersed
meshfree method using a coarser discretization is comparable to the finite element
solution with a finer mesh. Figure 11a, b show the comparison of maximum
principle stress distribution in immersed meshfree method using 346 nodes and
conforming finite element method using 1,074 nodes respectively. The stress
contours are plotted on a deformed configuration with the scale factor of 50 in the
displacement field. As shown in the comparison, the immersed meshfree method
predicts similar results for the maximum principle stress.
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8 Conclusion

We analyzed the elasticity interface problems using an immersed meshfree method.
This method introduces a new discretization to approximate the overlapping
sub-domains in the immersed structure. The method can be regarded as a non-
conforming method which is related to the Lagrangian-type mortar method in
treating the material discontinuity across the interface. In contrast to the existing
Lagrangian-type mortar finite element and mortar meshfree methods, the proposed
approach eliminates the interface constraint equation explicitly from the variational
formulation by introducing the new meshfree discretization and a point-wise
continuity across the material interface, thus involves no control or stabilization
parameters. This unique property offers a great flexibility over the other methods
with respect to the adoption of overlapping mesh in the immersed structure analyses.
Theoretical results such as uniform ellipticity and consistency error are given
in separate lemmas. Optimal energy and L2 norm error estimates are provided
and illustrated by numerical experiments. Our numerical results indicate that the
solution is comparable with the solution obtained from the conforming finite
element method.

An extension of the present study to the large-scale nonlinear cases is trivial but
computationally expensive due to the high-order integration rule. The employment
of conjugate gradient solvers in conjunction with appropriate preconditioning
methods and parallelization will be considered in the future to improve the com-
putation efficiency in the large-scale analysis. Attempts such as nodal integration,
a coupling of meshfree approximation with finite element shape function [44] and
the introduction of meshfree-enriched finite element approximation [46, 48] to the
interface-fitted nodes are under investigation.
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