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Preface

Several years ago, I was intensively studying semilinear biharmonic elliptic
equations, a topic quite far away from suspension bridges. In 2009, I was invited
at a conference in Bertinoro (Italy) and I had the occasion to listen to a talk by Joe
McKenna. I had already met Joe several times, including during a beautiful visit
to the Corcovado in Rio de Janeiro, and I had also heard some of his talks. But
it was on that occasion that I realized that a fourth order equation that he used to
describe traveling waves in suspension bridges was identical to an equation that I
obtained, after some change of variables, when studying radial entire solutions of
semilinear biharmonic equations at critical growth, see [122]. That day I understood
that some beautiful pieces of mathematics were certainly hidden into suspension
bridges models.

Suddenly, I started getting interested in suspension bridges, in their history, in
their mysteries. I spent some time in digging in the engineering literature and I found
very interesting debates with divergent opinions leading quite naturally to open
problems, of great appeal also for mathematicians. I soon discovered that problems
related to structures, and therefore to nonlinear elasticity, are awfully complicated
and very little information may be derived from a correct mathematical model. My
personal challenge became to find reasonably simple mathematical models able to
describe some of the phenomena visible in actual bridges and also able to give
reliable responses to designers. This challenge had started some years earlier with
the work by McKenna, followed by several other colleagues.

In this book I collected some of the historical material that I found in literature
as well as the material that I produced in recent years, thanks to a wide and nice
team of collaborators. Hopefully more mathematicians will find some interest in the
models and in the open problems presented here, much work is still to be done,
many improvements are needed on the models discussed in this monograph. And
hopefully engineers will take advantage of several mathematical tools available for
the study of nonlinear phenomena and, even better, use them for their future plans.

The main purpose of this book is to observe the static and dynamic behavior of
suspension bridges and to try to fit them in suitable mathematical models. Several
models suggested in literature are too poor both to describe with sufficient accuracy
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viii Preface

the behavior of actual bridges and to give reliable responses. Classical mechanics
tells us that the models should be nonlinear with enough degrees of freedom but,
due to their difficulty, many tools of nonlinear analysis have been developed only in
recent years. As a simple but extremely meaningful example, consider the classical
Hill [141] equation

Ry.t/C a.t/y.t/ D 0 (1)

where a is a periodic function. For more than one century, mathematicians have
sought refined criteria for the stability of the trivial solution y � 0 of (1) but only
in recent time, see e.g. [213], the stability of the trivial solution has been studied
for nonlinear versions of the Hill equation. I come back to this problem with more
details in Chap. 3.

Throughout the book I will discuss classical linear models and revisit them by
placing suitable nonlinearities into the equations. Then I analyze the qualitative
behavior of the solutions while it is not a primary scope of this book to reach
exact quantitative responses. The following step should be to improve further the
models and to put the correct values of all the parameters involved, in order to
obtain also precise quantitative information and practical suggestions for future
plans: some parameters may be determined theoretically whereas other parameters
need to be determined experimentally. This step is usually called structural analysis
and consists in studying the design and, for given structural geometry, materials and
sizes. But this is beyond the scope of this book.

In order to shorten the exposition and to concentrate on the main core, I decided
to drop all the proofs and I merely give precise references where to find most of
them. Throughout the book I distinguish between Theorems (rigorous statements
with all the assumptions) and Propositions (informal statements with qualitative
assumptions). The parts of the text written in a smaller type are quotations taken
from literature. The parts of the text written in bold face and entered in a
minibox are statements by myself. One further remark: I give some biographical
information only about the authors of historical and old contributions, the whole list
of biographies being in the index named “Historical Biographies”.

In the next few pages I describe in some detail the purposes and the contents of
this book.

Milan, Italy Filippo Gazzola
December 2014
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About this book

For later use, let us explain how we name the different components of a suspension
bridge, see Fig. 1. The roadway is supported from below by a girder which is
often composed by stiffening trusses. Four high towers sustain two parallel cables
which in turn sustain the hangers: we will emphasize the importance of cables by
calling them sustaining cables. At their lower endpoint the hangers are linked to the
roadway and sustain it from above. A suspension bridge is usually erected starting
from the anchorages and the towers. Then the sustaining cables are installed between
the two couples of towers. Once the cables are in position, they furnish a stable
working base from which the roadway and the stiffening truss can be raised from
floating barges. The hangers are hooked to the cables and the roadway is hooked
to the hangers; this deforms the cable and stretches the hangers which start their
restoring action on the roadway. We refer to [221, Section 15.23] for full details.
We are here concerned with the main span, namely the part of the roadway between
the four towers. It has a rectangular shape with two long free edges (of the order
of 1 km) and two shorter edges (of the order of 20 m) fixed and hinged between the
towers.

The complex composition of a suspension bridge yields two major difficulties:
firstly it appears aerodynamically quite vulnerable, secondly it appears very hard to

roadway

girder

cable

towers

hangers

Fig. 1 Sketch of a suspension bridge

xi



xii About this book

describe its behavior through simple and reliable mathematical models. In this book
we suggest some new models and discuss whether the existing mathematical models
are suitable to describe a suspension bridge or if they need some improvements.
From classical mechanics we learn that any mathematical model aiming to describe
the behavior of suspension bridges needs to have enough degrees of freedom
and to contain some nonlinearity. As should be expected, nonlinearities allow to
view some hidden phenomena. In particular, we will show that nonlinear models
exhibit a critical energy, depending only on the structural parameters, which, if
exceeded, gives rise to uncontrolled vibrations within the structure: the critical
energy coincides with the onset of structural instability. This suggests us to give
a definition of flutter based on the internal energy, and not on the strength of an
external wind as in most classical approaches.

Nowadays, the dominant explanation for the instability of suspension bridges
relies on the so-called aerodynamic forces generated by the wind-structure interac-
tion (see Billah-Scalan [47]). These forces act in several different ways according
to how far is the structure from equilibrium, in particular how large is the torsional
angle, and may generate self-excitation and negative damping effects. Our attention
is focused on the cause of wide torsional oscillations. In this book we emphasise a
structural instability and explain why large vertical oscillations may instantaneously
switch to the more destructive torsional ones. In order to achieve this task, we
need to strip the model of any interaction with external effects such as the action
of the wind, damping and dissipation, and aerodynamic forces. This enables us
to show that, in several models representing ideally isolated bridges in vacuum,
a structural instability may occur provided enough energy is initially put inside the
structure. The wind and vortex shedding are usually responsible for introducing
energy within the structure, and our analysis starts after that the energy is inserted.
The structural instability highlighted in this book is then combined with the well-
known aerodynamic effect. Let us now make a detailed summary of the contents of
each chapter. In turn, each chapter starts with a preface explaining its contents.

Brief History of Suspension Bridges

Any reliable theory needs experimental observations but since any experiment
on an actual bridge is extremely expensive, we observe what has occurred in
history. In this chapter we recall some historical events and testimony concerning
oscillations in suspension bridges. Most of the early bridges, from the dawn of
the nineteenth century until the Tacoma Narrows Bridge collapse in 1940, did not
have strong enough stiffening girders and the roadway displayed several forms of
oscillations. Longitudinal oscillations (which we simply call vertical oscillations in
the sequel) were expected, but, in flexible bridges, these could suddenly transform
into more dangerous oscillations, such as torsional oscillations. We revisit the main
events where this phenomenon occurred, as well as many attempts of explanations,
mostly of aerodynamic nature. None of these explanations seems to be unanimously
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accepted in the scientific community, and some fundamental questions still appear to
be unanswered. We conclude the chapter by giving strong evidence of the necessity
of more reliable mathematical models describing the nonlinear structural behavior
of suspension bridges.

One-Dimensional Models

The first mathematical equations aiming to describe suspension bridges or some
parts of it (such as the roadway, the cables, and the towers) appear in two milestone
contributions by Navier [210] and Melan [199]. Due to the difficulties of models
with more degrees of freedom, the equations suggested were essentially ODEs. In
this chapter we describe in detail these models and we derive the corresponding
equations by recalling what is known in literature. In many models the roadway
is seen as a one-dimensional beam and the equations are linearized. It was
McKenna with several coauthors [134, 168, 196] who first introduced nonlinearities
in the equations: we illustrate his models and contributions. We then show that
nonlinear beam equations may display self-excited oscillations, that is, solutions
with oscillations having increasing and thinning amplitude and blowing up in finite
space length. From a physical point of view, this leads to the fracture of the beam.
We also show how the nonlinearities increase the number of vibrations of the beam.

A Fish-Bone Beam Model

The same phenomenon of self-excited oscillations may be displayed in models with
more degrees of freedom. A linear model suggested by Moore [205] describes the
roadway as a plate having a center beam with rigid cross sections. In this chapter we
modify this model by considering nonlinear interactions between different kinds
of oscillations, and we show that vertical oscillations may suddenly transform
into torsional oscillations. This occurs when enough energy is present within the
structure. We call this energy threshold the flutter energy. The full model is then
approximated with a finite number of degrees of freedom through a Galerkin
approximation. This enables us to show that the flutter energy depends on the
nonlinear modes of oscillation. The analysis is here performed both theoretically
(with a detailed study of the stability of nonlinear Hill equations) and numerically.
An explanation of how the stability is lost is also given; this enables us to give an
effective method to compute the flutter energy, at least in some simplified models.
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Models with Interacting Oscillators

The Newton equation for a simple rod model representing the cross section of
the roadway was introduced by McKenna [191] and subsequently improved by
McKenna-Tuama [195]. In this chapter we slightly modify this model both by
considering multiple cross sections interacting with the adjacent ones and by con-
sidering isolated systems, with energy conservation. We are so able to show that
in nonlinear models with interacting oscillators, the sudden transition from vertical
oscillations to torsional oscillations is intrinsic within the structure and does not
depend on the external forcing term acting on it. The sudden transition may occur
only when the internal energy is larger than some critical energy threshold, which
we call again flutter energy. The flutter energy depends on the oscillating modes and
we give an effective way to compute it. This phenomenon has a sound explanation
in terms of the behavior of suitable evolution maps which, in the simplest case of
one cross section, may be taken to be Poincaré maps. It turns out that the starting
spark for torsional oscillations is a resonance between nonlinear oscillators which
can occur when the internal energy is larger than the flutter energy.

Plate Models

In this chapter we model the roadway as a long and narrow rectangular thin plate. We
first recall some models from classical elasticity theory, both linear and nonlinear.
Since fully nonlinear equations appear mathematically untractable and since linear
equations are unreliable, as a compromise we consider several semilinear and
quasilinear differential equations. For each problem we set up the variational
formulation, we go through a careful study of the spectrum of the differential
operator involved, and we end up with the evolution equation modeling the bridge.
The study of the spectrum enables us to fully describe the oscillating modes of
a bridge and to explain how the cables may induce vertical oscillations to switch
to torsional ones. The first model, with no stretching energy, leads to a semilinear
equation for which, once more, large vertical oscillations may suddenly transform
into destructive torsional oscillations: we estimate the flutter energy through a
finite dimensional approximation of the phase space. We are so able to provide
an explanation why the oscillations at the Tacoma Narrows Bridge switched from
the tenth vertical mode to the second torsional mode. Then we revisit a quasilinear
system due to von Kármán which appears suitable for large deformations of the
plate: it requires the introduction of the Airy function and a careful choice of the
boundary conditions. For this system, the stretching energy comes naturally within
the model. But in case of prestressed structures, suitable stretching terms should be
included in the model. In this respect, we suggest three different stretching terms: the
first one leads to another semilinear equation, while the other two lead to quasilinear
equations which take into account the strength of prestressing.
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Conclusions

In this final section we answer to the questions raised in the first chapter and we
draw our conclusions. All the models considered display the same phenomenon and
yield the same explanation: besides the well-known aerodynamic instability there
exists also a structural instability which is the cause of many troubles for suspension
bridges. Thus we formally suggest a definition of flutter energy, which is the energy
threshold above which the structural instability appears.
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Chapter 1
Brief History of Suspension Bridges

The sound modeling of any mechanical system requires careful experimental
observations. For complex structures such as suspension bridges, the observations
have to be taken from history and not just from lab experiments. In this chapter we
survey several historical events and we attempt to classify the observed phenomena
in suitable categories. The most instructive event is certainly the Tacoma Narrows
Bridge collapse which is analysed in great detail, together with many different
attempts of explanations. None of them seems to answer to all the questions raised
by the collapse.

We explain why nonlinear modeling seems unavoidable for suspension bridges
and we conclude the chapter with some hints on how to proceed in order to reach
more reliable models.

1.1 First Suspension Bridges

Who really had the first idea of suspension bridge is hard to say. In [273, Chap. I],
the Canadian engineer John Alexander Low Waddell (1854–1938) suggests that we
should go

. . . back to the days when our arboreal ancestors formed living chains of their own bodies,
holding to each other with arms, legs, and tails, thus constructing suspension bridges across
the water from the overhanging branches of opposite trees, in order to let their tribe pass
over in safety to the other side. . .

Instead of animals (monkeys) one can also attribute the original ideas to plants:
Pugsley [227, p. 1] writes that

. . . the suspension bridge owes its origin to the extravagancies of ropes of creepers, vines
and other trailing plants in warm countries.

But, of course, the modern feeling of a suspension bridge is fairly different.
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2 1 Brief History of Suspension Bridges

In 1433, Thangtong Gyalpo built eight bridges in eastern Bhutan but his iron
chain bridges did not include a suspended deck bridge as in all modern suspension
bridges. Instead, both the railing and the walking layer of Gyalpo bridges used wires
and the stress points that carried the screed were reinforced by the iron chains. This
is the reason why Gyalpo is not considered the first designer of a suspension bridge.
A diagram of one of the Gyalpo bridges was published by the British explorer
Laurence Austine Waddell in 1905 in the report [274]: the diagram is represented
in Fig. 1.1. Gerner [132] describes Thangtong Gyalpo as an iron chain suspension
bridge builder, a universal genius with supernatural abilities.

The first design of a modern suspension bridge is attributed by Navier [210, p. 7]
and Kawada [153, p. 16] to the Italian engineer Fausto Veranzio (1551–1617) in the
year 1595, see [265]; this is also the oldest reference in our bibliography. Veranzio
proposed an iron bridge (Pons Ferreus) which is somehow a compromise between a
suspension bridge and a cable-stayed bridge, see Fig. 1.2.

He also designed a wooden bridge deck suspended by hemp ropes (Pons
Canabeus) which is quite similar to modern suspension bridges, see Fig. 1.3. None
of these bridges was ever built.

The first suspension bridges were erected only about two centuries later. As far
as we are aware, the first one was the Jacob Creek Bridge, built in Pennsylvania in
1801 by the Irish judge and engineer James Finley (1756–1828). This is the first
example of a suspension bridge using wrought iron chains and with a level deck,
see the picture in Fig. 1.4.

IRON SUSPENSION BRIDGE OVER TSANGPO.
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Fig. 1.1 Picture of the Chushul Chakzam suspension bridge (Source: [274], http://commons.
wikimedia.org/wiki/File:Chakzampa.png)
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Fig. 1.2 Picture of the Pons Ferreus by Fausto Veranzio (1595) (Reproduced with permission from
Fondazione Biblioteca di via Senato, Milano, Italy)

Fig. 1.3 Picture of the Pons Canabeus by Fausto Veranzio (1595) (Reproduced with permission
from Fondazione Biblioteca di via Senato, Milano, Italy)

Fernández Troyano [109, p. 544] writes that Finley

. . . built a series of them similar to the Chinese but making the deck separate from the main
cables and this was probably never done in Eastern bridges even though the method is in F.
Veranzio’s drawings.
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Fig. 1.4 View of the Jacob Creek Bridge (1801) (Source: [112, p. 441], http://commons.
wikimedia.org/wiki/File:Jacobs-creek-bridge-1.jpg)

Several suspension bridges were erected in Great Britain during the nineteenth
century. Quite soon they showed to be quite pregnable in presence of strong
winds. Between 1818 and 1889, ten suspension bridges suffered major damages
or collapsed in windstorms, see [105, Table 1, p. 13], which is commented by

An examination of the British press for the 18 years between 1821 and 1839 shows it to
be more replete with disastrous news of suspension bridges troubles than Table 1 reveals,
since some of these structures suffered from the wind several times during this period and a
number of other suspension bridges were damaged or destroyed as a result of overloading.

It is not our purpose to give a detailed list of all the collapses for which we refer
to the bibliographical notes in Sect. 1.9. In the next sections, we merely describe
those events which are particularly meaningful for our purposes. As we shall see,
the mathematical models suggested in this monograph, well describe these events
and enable us to give reliable explanations of them.

1.2 Collapses Due to an External Resonance

In this section we show that an external forcing, even if fairly weak, may consider-
ably amplify the oscillations of a bridge. This happens if the force is somehow “able
to adapt itself” to the already existing oscillations. This is what we call external
resonance, namely a precise matching between the frequency of the forcing term
and a natural frequency of the structure. An external resonance yields a strongly
cooperative interaction between the forcing and the oscillations of a bridge, the so-
called negative damping effect. We point out that the analysis of this phenomenon is
not among the scopes of the present monograph. However, since many people tend
to attribute to an external resonance the failure of some suspension bridges, we think
it is of some interest to focus on it. This will enable us to avoid misunderstanding:
in the next sections we will explain in detail why an external resonance cannot be
the culprit of bridges collapses in presence of windstorms.

The Broughton Suspension Bridge, close to Manchester, was built in 1826 and
collapsed in 1831 due to an external resonance. A troop was marching over the
bridge in step. According to [10],

http://commons.wikimedia.org/wiki/File:Jacobs-creek-bridge-1.jpg
http://commons.wikimedia.org/wiki/File:Jacobs-creek-bridge-1.jpg
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Shortly after they got upon the bridge, the men, who were marching four abreast, found that
the structure vibrated in unison with the measured step with which they marched; and as
this vibration was by no means unpleasant, they were inclined to humour it by the manner
in which they stepped. As they proceeded, and as a greater number of them got upon the
bridge, the vibration went on increasing.

And when the vibration was of large amplitude a bolt in one of the stay-chains
snapped, causing the bridge to collapse at one end. No lives were lost but 40 men
fell into the river. Then the report [10] analyses the causes of the collapse:

There is no doubt that the immediate cause was the powerful vibration communicated to
the bridge by the measure and uniform step of the soldiers. If the same, or a much larger
number of persons had passed over in a crowd, and without observing any regular step, in
all probability the accident would not have happened, because the tread of one person would
have counteracted the vibration arising from that of another. But the soldiers all stepping at
the same time, and at regular intervals, communicated, as we mentioned in describing the
accident, a powerful vibration to the bridge, which went on increasing with every successive
step.

This description corresponds to what we call external resonance. Finally, [10]
concludes with the following recommendation:

We hope the commanding officer will take the precaution of dismissing his men from their
ranks before they attempt to cross: indeed, that precaution should be observed by troops
crossing all chain bridges, however small they may be.

And indeed, as a consequence of the Broughton incident, the British Army issued
an order that troops should “break step” when crossing a bridge.

This collapse well explains what we mean by external resonance. From a math-
ematical point of view, the probability that the step frequency of a troop coincides
exactly with a natural frequency of a bridge is zero. However, as also occurred in
further events, if the two frequencies almost coincide then, unconsciously, the step
of the humans tends to approach a natural frequency of the structure.

The Angers Suspension Bridge over the Maine River in France was built in
1839 and collapsed in 1850, see Fig. 1.5. The collapse occurred while a battalion
of French soldiers was marching across it, killing 226 of them. The soldiers had
been ordered to break step and to space themselves farther apart than normal. But
the battalion arrived during a thunderstorm when the wind was making the bridge
oscillate and their efforts to match the swaying and keep their balance had caused
them to involuntarily march with the same cadence, contributing to the resonance:
they were in step at a natural frequency of the bridge. This is well described in the
Report [101]:

Les soldats avaient peine à se tenir en équilibre; ils ont déclaré qu’ils marchaient comme des
hommes ivres, craignant de tomber tantôt à droite, tantôt à gauche. Il est à croire qu’ainsi
ballottés sous l’influence d’une cause qui se faisait sentir à tous de la même manière, ils
ont donné involontairement à leur pas une certaine cadence d’accord avec le va et vient des
oscillations. C’est un mouvement instinctif auquel il est difficile et dangereux de résister
sous d’autres rapports.

In some sense, the soldiers were forced to walk at the same frequency of the
oscillating bridge. And also [101] names this phenomenon as a resonance:
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Fig. 1.5 Collapse of the Angers Bridge (1850)
(Source: (a) http://commons.wikimedia.org/wiki/File:Pont1839.jpg;
(b) http://commons.wikimedia.org/wiki/File:Pont_de_la_Basse-Chaîne_(7).jpg)

C’est un effet de mécanique bien connu que quand un corps oscillant reste soumis pendant
quelque temps à la force qui produit les oscillations, son amplitude va toujours en croissant,
les efforts faits successivement s’ajoutent aux efforts antérieurs et occasionnent des effets
de plus en plus considérables.

This is also the opinion of more recent reports, see [109, p. 63]:

Why the bridge broke up is not precisely known . . . but it is now thought that the
phenomenon of resonance must have been involved.

The Angers Bridge tragedy had significant implications: France abandoned the
use of suspension bridges during the following decades.

In 1886, the Austrian bridge over the Ostrawitza River collapsed when a troop of
Uhlan cavalry charged over it. The load merely consisted of 26 soldiers, 16 horses,
2 carts, who were probably all moving synchronously at a natural frequency of the
bridge; see [11, 181] and also [50, p. 7], [234, p. 93]. According to [185, pp. 52–53],

The structure gave way so suddenly that the whole troop was precipitated into the river
among the ruins, six men being killed instantly.

The word “suddenly” is alarming and is certainly the reason why lives were lost.

http://commons.wikimedia.org/wiki/File:Pont1839.jpg
http://commons.wikimedia.org/wiki/File:Pont_de_la_Basse-Cha�ne_(7).jpg
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Fig. 1.6 The London Millennium Bridge (2000) (Reproduced with permission from Nadja
Levtsenko, http://myself113.deviantart.com/art/Millenium-Bridge-97396006)

Let us now skip forward until June 2000. The very same day of the opening of the
London Millennium Bridge, see Fig. 1.6. The crowd streamed on it and the bridge
started to sway from side to side: the pedestrians fell spontaneously into step with
the vibrations, thereby amplifying them. The bridge was closed in order to prevent a
possible tragedy. The specialist of vibration Parker [214] confirmed that pedestrian
behavior could be at the root of the problem:

A pedestrian’s centre of gravity is about 1m above his feet and as he walks normally he puts
his feet alternately about 100mm each side of a centre line. Thus each pedestrian exerts a
cyclic lateral force of about 8% of body weight at a frequency of around 1Hz. If a large
number of people walk - not in step - across a bridge, the resultant mean lateral force would
be the force from one pedestrian multiplied by the square root of the total number. This
would probably be enough to start the bridge swaying at the critical frequency. At this
point more and more pedestrians would find it more comfortable to walk in phase with the
movement, feeding more and more lateral energy into the structure.

The bridge wobble was due to the way people balanced themselves, rather than
the timing of their steps, see [2, 179, 236]. The pedestrians acted as negative
dampers, adding energy to the bridge natural sway. The London Millennium
Bridge was re-opened after the addition of positive dampers. Since then, only
tiny oscillations have been detected. Also this event may be classified as external
resonance.

1.3 Collapses Due to Unexpected Oscillations

In this section we recall several collapses of suspension bridges, occurred in the
nineteenth century, as described by some witnesses. As we shall see, they all exhibit
some common features. The nonlinear mathematical models that we suggest in the
next chapters are able to reproduce the destructive oscillations described in this
section.

http://myself113.deviantart.com/art/Millenium-Bridge-97396006


8 1 Brief History of Suspension Bridges

Fig. 1.7 Collapse of the Brighton Chain Pier (1836) (Reproduced with permission from the
Library of Royal Engineers, Kent)

A first event deserving to be mentioned is the collapse of the Brighton Chain Pier,
built in 1823. It collapsed a first time in 1833, it was rebuilt and partially destroyed
once again in 1836. Both the collapses are attributed to violent windstorms. For
the second collapse a witness, the British Royal engineer Col. William Reid
(1791–1858) reported valuable observations and sketched a picture illustrating the
destruction [230], see Fig. 1.7. The report by Reid [230] also describes the collapse
as follows:

For a considerable time, the undulations of all the spans seemed nearly equal . . . but soon
after midday the lateral oscillations of the third span increased to a degree to make it
doubtful whether the work could withstand the storm; and soon afterwards the oscillating
motion across the roadway, seemed to the eye to be lost in the undulating one, which in
the third span was much greater than in the other three; the undulatory motion which was
along the length of the road is that which is shown in the first sketch; but there was also an
oscillating motion of the great chains across the work, though the one seemed to destroy the
other.

This description highlights the presence of different oscillations, including a
torsional one. More comments about this collapse, and on Reid report, are due to
Russell [235] who claims, in particular, that

the remedies I have proposed, are those by which such destructive vibrations would have
been rendered impossible.
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Fig. 1.8 The suspension bridge over the Menai Straits (1826) (Reproduced with permission from
Menai Heritage, www.menaibridges.co.uk)

His remedies were to alter the place of the cross bars and to put stays below the
bridge which should be put at distances not perfectly equal. The scope is to break
symmetry in the vertical oscillating modes of the roadway. As we shall see in the
next chapters, he had seen right!

A second event deserving mention is the inauguration of the Menai Straits
Bridge, in 1826. The project of the bridge was due to Thomas Telford and the
opening of the bridge is considered as the beginning of a new science nowadays
known as “Structural Engineering”. In Fig. 1.8 we show the Telford original design.
The construction of this bridge had a huge impact in the English society, a group
of engineers founded the “Institution of Civil Engineers” and Telford was elected
the first president of this association. In 1839 the Menai Bridge collapsed due to a
hurricane. In that occasion, unexpected oscillations appeared; Provis [225] provided
the following description:

the character of the motion of the platform was not that of a simple undulation, as had been
anticipated, but the movement of the undulatory wave was oblique, both with respect to the
lines of the bearers, and to the general direction of the bridge.

One year later, Provis [226] pointed out that the Menai Bridge collapse had
generated many erroneous and contradictory reports; therefore, he clarifies several
aspects which appear quite important for our purposes. He writes:

The motion which had been anticipated was that of simple undulation flowing in waves at
right angles to the length of the bridge; and had this been the only motion, the bearers, it
is apprehended, would not have been injured by the gale. They would have been equally
raised or depressed throughout their lengths as the wave rolled forward, and been subjected
to no strain which they were not fully competent to resist.

Whence, vertical oscillations were expected and the bridge would have been safe
if only these oscillations would have shown up. The bridge was not ready to resist
to strain, that is, to other kinds of oscillations. Then Provis continues by writing:

The movement of this undulatory wave, however, was oblique with the lines of the bearers
and their suspending rods as well as with the general direction of the bridge.

Doubtless, this comment describes a combination of vertical and torsional
oscillations. Summarising, Provis tells us that vertical oscillations were expected
and harmless, while torsional oscillations were unexpected at that time and turned
out to be destructive.

www.menaibridges.co.uk
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The Wheeling Suspension Bridge was erected in 1849 in West Virginia; it
collapsed in 1854 during a violent storm. From [255] we quote the following
dramatic description of the collapse:

About 3 o’clock we walked up towards the Suspension Bridge, and went upon it, intending
to take a walk across it for pleasure, as we have frequently done, enjoying the cool breeze
and the undulating motion of the bridge . . . as it began to sway violently we thought it
prudent to retrace our steps. We had been off the flooring only two minutes . . . just in
time to see the whole structure of cables and flooring heaving and dashing with tremendous
force. For a few moments we watched it with breathless anxiety, lunging like a ship in
the storm; at one time it rose to nearly the height of the towers then fell, and twisted and
writhed, and was dashed almost bottom upward. At last there seemed to be a determined
twist along the entire span, about one half of the flooring being nearly reversed, and down
went the immense structure from its dizzy height to the stream below, with an appalling
crash and roar. . . . We witnessed the terrific scene and saw that it was brought about by the
tremendous violence of the gale. The great body of the flooring and the suspenders, forming
something like a basket swung between the towers, was swayed to and from, like the motion
of a pendulum.

Quite luckily no lives were lost. Also this terrific description is very useful for
our purposes. In particular, we underline the movement which was “twisted and
writhed” (which yields the keyword “torsional”) and the timing “only two minutes”
(which yields the keyword “suddenly”).

What we learned from these three collapses may be summarised as follows.
Vertical oscillations are to be expected in suspension bridges and do not appear
dangerous for the structure. Different kinds of oscillations, in particular torsional
oscillations, may suddenly appear and destroy the bridge. So, we learned that

destructive oscillations may appear suddenly in suspension bridges.

By “destructive” we mean any kind of oscillation which is different from the vertical
oscillations. As we have seen, these are mostly torsional oscillations. In Fig. 1.9 we
sketch vertical and torsional oscillations in a suspension bridge.

Some decades before the above described collapses, at the end of the eighteenth
century, the German physicist Ernst Chladni (1756–1827) was touring Europe
and showing, among other things, the nodal line patterns of vibrating plates, see
Fig. 1.10. The Chladni experiment, first published in [77], consisted of creating
vibrations in a square-shaped metal plate whose surface was covered with light
sand. The plate was bowed until it reached resonance, when the vibration caused
the sand to concentrate along the nodal lines of vibrations: this experiment is still

Fig. 1.9 Vertical (left) and torsional (right) oscillations in suspension bridges
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Fig. 1.10 Chladni patterns in a vibrating plate (Source: http://it.wikipedia.org/wiki/File:
Ernst_Chladni_tab_II.gif)

in use nowadays and the videos are easily found on the web. This simple but very
effective way to display the nodal lines of vibrations was seen by Navier [209] as

Les curieuses expériences de M. Chaldni sur les vibrations des plaques.

It appears quite clearly from Fig. 1.10 how complicated may be the vibrations of
a thin plate and hence of a bridge. And, indeed, the just described events testify
that, besides the somehow expected vertical oscillations, also different kinds of
oscillations may appear. The description of different coexisting forms of oscillations

http://it.wikipedia.org/wiki/File:Ernst_Chladni_tab_II.gif
http://it.wikipedia.org/wiki/File:Ernst_Chladni_tab_II.gif
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within the structure is probably the most challenging problem in suspension bridges.
The pattern of oscillations depends both on the forcing and on the conditions at
the boundary of the plate. In Sect. 5.3.3 we analyse the eigenfunctions of plates
modeling suspension bridges.

The reasons of the failures described in the present section are completely
different from the ones described in Sect. 1.2. In this section the external force was
violent and disordered whereas in Sect. 1.2 it was light and precise. A random and
variable wind does not adapt itself to a natural frequency of a bridge and cannot
create an external resonance.

1.4 The Tacoma Narrows Bridge Collapse

The history of bridges, suspended and not, contains many further dramatic events
(see Sect. 1.9), an amazing amount of bridges had troubles for different reasons.
Among them, the most celebrated is certainly the Tacoma Narrows Bridge (TNB),
collapsed in 1940 just a few months after its opening, both because of the impressive
video available on the web [253] and because of the large number of studies that it
has inspired.

The TNB was considered very light and flexible. Not only this was apparent to
traffic after the opening, but also it was felt during the construction. According to
[241, pp. 46–47],

. . . during the final stages of work, an unusual rhythmic vertical motion began to grip
the main span in only moderate winds . . . these gentle but perceptible undulations were
sufficient to induce both bridgeworker nausea and engineering concern.

The undulatory motion of the span attracted the local interest and

. . . motorists ventured onto the TNB to observe vehicles ahead of them slowly disappearing
in the trough of a wave.

So, it was not surprising that vertical oscillations were visible on the day of the
collapse. On November 7, 1940, around 8.30 a.m.

the bridge appeared to be behaving in the customary manner . . . oscillating in a four noded
manner . . . these motions, however, were considerably less than had occurred many times
before. . .

See [9, Appendix V-3]. Nevertheless, a sudden change in the motion was alarming,
a violent destructive torsional movement started. All this happened under not
extremely strong winds, about 80 km/h, and under a relatively high frequency
of oscillation, about 36 cpm, see [105, p. 23]. A witness to the collapse was
Farquharson, the man escaping in the video [253]. According to his detailed
testimony in [104],

. . . a violent change in the motion was noted. This change appeared to take place without
any intermediate stages and with such extreme violence that the span appeared to be about
to roll completely over.
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Farquharson then continues with an important description of the modes:

The motion, which a moment before had involved a number of waves (nine or ten) had
shifted almost instantly to two.

This fundamental observation establishes the following unquestionable facts:

the oscillations in suspension bridges are not periodic in time, (1.1)

vertical and torsional oscillations are not independent, (1.2)

since, otherwise, vertical oscillations would not transform into torsional oscillations.
This justifies both the conclusions (1.1) and (1.2).

Figure 1.11 shows the original TNB with its torsional oscillations. This picture
should be compared with Fig. 1.7. And the description in the present section should
be compared with the descriptions in Sect. 1.3: although the TNB collapse is the
most widely studied bridge failure, it is not an isolated event. In this respect, Rocard
[234, p. 99] writes

the oscillation of the Tacoma Bridge then corresponded exactly to Lt.-Col. Reid’s descrip-
tion of the Brighton Chain Pier.

After the TNB accident three engineers (Ammann, von Kármán, and Woodruff)
were assigned to investigate the collapse and report to the Public Works Administra-
tion. Their Report [9] contains several answers to major questions such as technical
details on the project and comments on the flexibility. The Report considers

the crucial event in the collapse to be the sudden change from a vertical to a torsional mode
of oscillation;

see [241, p. 63]. In the Report [9, p. 28] one finds a letter by Durkee, a project
engineer, which states that

There appears to be no difference in the motion whether the wind is steady or gusty.

Fig. 1.11 The collapsed Tacoma Narrows Bridge (1940) (From [9, p. 6], reproduced with
permission from the University of Washington Libraries, Special Collections)
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As we shall see in the next chapters, also this observation is of crucial importance,
it suggests that

the qualitative behavior of the wind plays no direct role,

what counts is the amount of energy that it inserts in the structure. (1.3)

1.5 Some Bridges That Did Not Collapse

In this section we analyse three bridges which were built at the same time as the
TNB but which were more lucky since they still stand. We emphasise the main
differences with the TNB and we raise some questions.

The Golden Gate Bridge was inaugurated in 1937. It is usually classified as “very
flexible” although it is strongly stiffened by a thick girder, see Fig. 1.12. The original
roadway was heavy and made with concrete; the weight was reduced in 1986 when
a new roadway was installed. Nowadays, in spite of the girder, the bridge can swing
more than an amazing 8 m and flex about 3 m under big loads, which explains why
the bridge is classified as very flexible. Due to high winds around 120 km/h, the
Golden Gate Bridge has been closed, without suffering structural damage, only three
times: in 1951, 1982, 1983, always during the month of December. Wide vertical
oscillations were well visible in 1938: in [9, Appendix IX], the chief engineer of the
Golden Gate Bridge writes

I observed that the suspended structure of the bridge was undulating vertically in a wavelike
motion of considerable amplitude.

Fig. 1.12 The Golden Gate Bridge (1937) with its stiffening trusses (Source: http://commons.
wikimedia.org/wiki/File:Golden_Gate_Bridge_from_underneath.jpg by Ambush Commander)

http://commons.wikimedia.org/wiki/File:Golden_Gate_Bridge_from_underneath.jpg
http://commons.wikimedia.org/wiki/File:Golden_Gate_Bridge_from_underneath.jpg


1.5 Some Bridges That Did Not Collapse 15

See also the related detailed description in [197, Sect. 1]. Hence, even in presence of
stiffening trusses, one should expect vertical oscillations although the truss seems
to prevent these oscillations to be transformed into torsional oscillations. Some
people believe that trusses do not solve completely the problem and that torsional
oscillations might still appear but, of course, only in presence of very large energy
inputs. In this respect, we quote from [105, p. 13] a comment on suspension bridges
strengthened by stiffening trusses:

That significant motions have not been recorded on most of these bridges is conceivably
due to the fact that they have never been subjected to optimum winds for a sufficient period
of time.

So, it is expected that under prolonged winds, not necessarily hurricanes, or
heavy and synchronised traffic loads, a stiffening truss may become useless. The
replacement of the original TNB opened in 1950 with stiffening trusses, see [107]
for the description of the plans, and still stands today as the westbound lanes of the
present-day twin bridge complex, the eastbound lanes opened in 2007. Figure 1.13
shows the bridge as it is today. It should be compared with the one in Fig. 1.11.

The Deer Isle Bridge, see Fig. 1.14, is a suspension bridge in the state of Maine
which encountered wind stability problems similar to those of the original TNB.
Before the bridge was finished, in 1939, the wind induced motion in the relatively
lightweight roadway. Diagonal stays running from the sustaining cables to the
stiffening girders on both towers were added to stabilize the bridge. Nevertheless,
the oscillations of the roadway during some windstorms in 1942 caused extensive
damage and destroyed some of the stays. At that time everybody had the collapse of
the TNB in mind, so that stronger and more extensive longitudinal and transverse
diagonal stays were added. In her report, Moran [206] wrote

Like the Tacoma Narrows, Maine’s Deer Isle Bridge was designed long and thin and turned
out to be dangerously unstable. Unlike the Tacoma Narrows, it’s still standing.

Fig. 1.13 The current twins Tacoma Bridges (1950 and 2007) (Reproduced with permission from
Michael Goff, Oregon Department of Transportation, US, http://structurae.de/photos/index.cfm?
id=100618)

http://structurae.de/photos/index.cfm?id=100618
http://structurae.de/photos/index.cfm?id=100618
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Fig. 1.14 The Deer Isle Bridge (1939) (Reproduced with permission from Thaddeus Roan, https://
www.flickr.com/photos/80651083@N00/164141206/)

Fig. 1.15 The Bronx-Whitestone Bridge (1939) (Reproduced with permission from Jason Joel
Photography, www.jasonjoelphotography.com)

This shows a strong dependence of the response of a bridge on its structure:
even if two bridges are almost similar they can react very differently to external
forcing. Is there a correct mathematical model able to justify how small structural
differences may generate highly different responses? We will try to give an answer
to this question in the next chapters. In particular, in Sect. 3.6 we show how small
variations of the natural frequencies may have a huge consequence on the stability
behavior.

The Bronx-Whitestone Bridge displayed in Fig. 1.15, was built in New York in
1939 and has shown an intermitted tendency to mild vertical motion from the time
the floor system was installed. The reported motions have never been very large,

https://www.flickr.com/photos/80651083@N00/164141206/
https://www.flickr.com/photos/80651083@N00/164141206/
www.jasonjoelphotography.com
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Fig. 1.16 The Akashi Kaikyo Bridge (1998) (From http://commons.wikimedia.org/wiki/File:
Akashi_Bridge.JPG. Permission is granted by GNU Free Documentation License)

but were noticeable to the traveling public. Several successive steps were taken to
stabilize the structure, see [12]. Midspan diagonal stays and friction dampers at the
towers were first installed; these were later supplemented by diagonal stayropes
from the tower tops to the roadway level. However, even these devices were not
entirely adequate and in 1946 the roadway was stiffened by the addition of truss
members mounted above the original plate girders, the latter becoming the lower
chords of the trusses [8, 215]. This is an example of bridge built without considering
all the possible external effects, subsequently stiffened and damped by means of
several additional components.

Nowadays suspension bridges are quite safe precisely because stiffening trusses
rule out the possibility of the appearance of torsional motions. We show here
two recent beautiful suspension bridges which are certainly well-known among
engineers; our purpose is to convince mathematicians of their beauty and elegance.
The Akashi Kaikyo Bridge was built in Japan in 1998, see Fig. 1.16. With its
3,911 m, and main span of 1,991 m, the Akashi Bridge is so far the longest
suspension bridge in the world. A curiosity is that, during its construction an
earthquake increased the distance between towers of about 1 m. A description of
the plans of the Akashi Bridge, in particular of the stiffening trusses, may be found
in the monograph by Kawada [153]. Even more recent is the Aizhai Bridge in China
opened to traffic in 2012, see Fig. 1.17. The Aizhai Bridge is one of the highest
suspension bridges in the world and it has a unique span of 1,146 m.

What we have seen in this section enables us to draw the following conclu-
sions.

1. In a suspension bridge vertical oscillations may appear under strong winds.
2. Vertical oscillations may transform into destructive torsional oscillations; this

transformation requires more external energy if the roadway is stiffened.
3. Structural solutions may improve considerably the stability of bridges.
4. The aerodynamic response of a bridge strongly depends on its structure.

http://commons.wikimedia.org/wiki/File:Akashi_Bridge.JPG
http://commons.wikimedia.org/wiki/File:Akashi_Bridge.JPG
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Fig. 1.17 The Aizhai Bridge (2012) (Reproduced with permission from Eric Sakowski, Highest-
Bridges.com)

1.6 Some Doubts and Questions

The events described in Sects. 1.3 and 1.4 taught us that not only vertical oscillations
appear in bridges but also that they can partially switch to torsional oscillations, see
the pictures in Fig. 1.18 which display (from top to bottom) the first two vertical
modes and a combined vertical-torsional mode with a node at midspan: in each
picture the position of the roadway is compared with equilibrium.

The possible appearance of torsional oscillations was already noticed in [9, 50]
(see also [241, pp. 50–51]):

large vertical oscillations can rapidly change, almost instantaneously, to a torsional
oscillation.

However, a careful look at [253] shows that vertical oscillations continue also
after the appearance of torsional oscillations; in the video, one sees that in the first
part of the bridge the street-lamps oscillate in opposition of phase when compared
with the street-lamps in the second part of the bridge. This behavior is confirmed by
the description of the events in Sect. 1.3 which also show that torsional oscillations
are destructive. And this means that a combined vertical-torsional configuration may
indeed occur; throughout this book we will bring evidence that this occurs when
vertical oscillations become too large. This configuration is represented in the lowest
picture in Fig. 1.18: in Sect. 5.3.3 we will explain why the torsional oscillations
appear in this precise form. In fact, what really occurs is better described by:

large vertical oscillations can rapidly create, almost instantaneously,
additional torsional oscillations.
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Fig. 1.18 Some possible oscillations of a bridge roadway

Scott [241, p. 53] raises two fundamental questions about the TNB collapse:

– How could a span designed to withstand 161 km/h winds and a static horizontal
wind pressure of 146 kg/m2 succumb under a wind of less than half that velocity
imposing a static force one-sixth the design limit?

– How could horizontal wind forces be translated into dynamic vertical and
torsional motion?

In view of what we just discussed, the answer to the first question is that the TNB
was ready to withstand 161 km/h wind provided that the oscillations would have
been vertical, but since torsional oscillations appeared, this considerably lowered
the critical speed of the wind. Therefore, the two above questions reduce to the
following main question:

(Q1) why do torsional oscillations appear suddenly in suspension bridges?
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Further questions, still without an answer, were raised about the TNB in the
Report [9, p. 125]:

(Q2) why the self-induced oscillations did not appear at earlier occasions
when high wind velocity prevailed?

(Q3) why have self-induced oscillations not been observed in other modern
bridges?

Some attempts to give an answer to the above questions were made soon after
the TNB collapse. Let us quote the following comments by Bleich-McCullough-
Rosecrans-Vincent [50, Appendix D]:

If vertical and torsional oscillations occur, they must be caused by vertical components of
wind forces or by some structural action which derives vertical reactions from a horizontally
acting wind.

This part is continued in [50] by stating that there exist references to both
alternatives and that

A few instrumental measurements have been made . . . which showed the wind varying up
to 8 degrees from the horizontal. Such variation from the horizontal is not the only, and
perhaps not the principal source of vertical wind force on a structure.

Not much progress was made since then. In 1978, Scanlan [237, p. 209] writes

The original Tacoma Narrows Bridge withstood random buffeting for some hours with
relatively little harm until some fortuitous condition “broke” the bridge action over into
its low antisymmetrical torsion flutter mode.

In 1999, the mathematician McKenna [191, Sect. 2.3] writes that

there is no consensus on what caused the sudden change to torsional motion.

In 2001, Scott [241] writes

Opinion on the exact cause of the Tacoma Narrows Bridge collapse is even today not
unanimously shared.

So, there seems to be no convincing explanation why torsional oscillations
appear: of course, a “fortuitous condition” is not an explanation. In [121] we
suggested that there might exist a strong instability of the vertical oscillatory
motion as if, after reaching some critical energy threshold, an impulse generated a
new unexpected oscillation. Roughly speaking, we believe that part of the energy
responsible of vertical oscillations switches to another energy which generates
torsional oscillations; the switch occurs without intermediate stages. As we shall
see in the next three chapters, it is precisely a bifurcation occurring for large energy
which is the onset for torsional oscillations in nonlinear mechanical systems.

Many other attempts to give an answer to the above questions have been made
but, after 75 years, a full explanation of the reasons of the TNB collapse is not
available. Any possible explanation has received criticisms and none of them is
unanimously considered conclusive. Many further bridges failures, including recent
events, still remain without explanations, see [5]. For instance, the Matukituki
Bridge collapse, which occurred in April 1977 just 12 days after completion during
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a windstorm, is described in [149] with words such as believed and suspected
leaving some incertitude on the reasons of the failure, although it was officially
attributed to an aeroelastic instability; further information about this small bridge
and some pictures of the injured structure may be found in the book [252]. Irvine
[149, Example 4.6, p. 180] describes the oscillations of the Matukituki Suspension
Footbridge as

. . . the deck persisted in lurching and twisting wildly until failure occurred, and for part of
the time a node was noticeable at midspan.

The last part of this comment is well represented in Figs. 1.7 and 1.11, as well as
in the lowest picture of Fig. 1.18. According to the detailed analysis on the TNB by
Smith-Vincent [245, p. 21], this form of torsional oscillations seems to be the only
possible one:

The only torsional mode which developed under wind action on the bridge or on the model
is that with a single node at the center of the main span.

This immediately raises a further natural question: why do torsional oscillations
appear with a node at midspan? In Sect. 5.3.3 we will explain why a node appears
at midspan.

It is one of the purposes of the present book also to venture satisfactory answers
to questions (Q1)–(Q2)–(Q3). In order to do so, we first need to survey all prior
attempts to give answers: this will be done in the next section. Then we will
introduce several mathematical models for suspension bridges and find the answers
within the behavior of the solutions of the corresponding equations.

1.7 Partial Explanations of the Tacoma Narrows Bridge
Collapse

1.7.1 Structural Failure

Leon Moisseiff (1873–1943), who was charged with the project, had an eye to
economy and aesthetics, but he was not considered guilty for the TNB failure. For
instance, Steinman-Watson [251] wrote that

. . . the span failure is not to be blamed on him; the entire profession shares in the
responsibility. It is simply that the profession had neglected to combine, and apply in
time, the knowledge of aerodynamics and of dynamic vibrations with its rapidly advancing
knowledge of structural design.

And also the first conclusion of the Report [9] states that

The Tacoma Narrows Bridge was well designed and built to resist safely all static forces,
including wind, usually considered in the design of similar structures.
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Moreover, the analysis of the Report [9, p. 59] indicate that

. . . neither faulty design, nor defective material or workmanship, contributed to such failure
or to permanent local damage.

The reason of the Moisseiff discharge probably relies on forgotten similar
collapses previously occurred, see Sect. 1.3. Let us mention that a couple of decades
earlier, Mann [185, p. 84] concludes his bachelor thesis about the development of
suspension bridges by writing

The lack of rigidity combined with the inadequate allowance for stresses due to wind action
has been the cause of the greater portion of the failures of this type of bridge.

Mann wrote a detailed list of all the collapses from the nineteenth century,
including the ones reported in Sects. 1.2 and 1.3, and he was well aware that
stiffening trusses were necessary. Why did the entire profession overlook these facts
is unclear.

According to the above comments, no mistakes in the project were found and the
attention has then turned to find design mistakes. From the New York Times [211,
p. 5] we quote a comment by Andrew, chief engineer in charge of constructing the
bridge, who claims that

the collapse probably was due to the fact that flat, solid girders were used along one side of
the span. These girders, he said, caught the wind like a kite and caused the bridge to sway.

A common belief is that this explanation is too simplistic and that the video of
the collapse [253] does not show the TNB as a kite.

Then several people attempted to justify the collapse with a structural failure, as
if some components might have reacted too weakly to the strong wind. Delatte [91,
p. 31] suggests that

A contributing factor may have been slippage of a band that retained the cables.

Then, by invoking [115, p. 226], he writes that

on November 7 a cable band slipped out of place at mid-span, and the motions became
asymmetrical, like an airplane banking in different directions. The twisting caused metal
fatigue, and the hangers broke like paper clips that had been bent too often.

By referring to the recent monograph [241], Plaut-Davis [220] claim that

The initiation of the disastrous torsional oscillations of the original Tacoma Narrows Bridge
involved a sudden lateral asymmetry due to the loosening of a cable band at midspan.

They justify the subsequent collapse by analysing a suitable model. Also Malík
[183, p. 3787] concludes his analysis of a particular model by claiming that

One diagonal tie broke and the corresponding midspan cable band loosened.

However, none of these failures is unanimously accepted to be responsible of the
TNB collapse. For instance, concerning the diagonal ties [190, p. 1548] writes that

. . . this explanation has not been proved yet and the effects of center diagonal stays may be
questionable.
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In Chap. VI of his monograph [234], Rocard attributes the collapse to a
dynamic instability also visible in prior bridges, see Sect. 1.3. And making explicit
comparisons with other bridges he views the structural failure as a consequence of
a manifested instability: the TNB collapsed because its dynamic instability created
torsional oscillations which, in turn, caused the structural failure. This is also clearly
stated in the Report [9, p. 59]:

. . . the torsional shearing stresses in the concrete slab exceeded the ultimate strength and
this explains the breaking down of the slab in that vicinity as one of the first failures.

On the other hand, according to [91, p. 30], one of the conclusions of the Report
[9] was that

The failure of the cable band on the north end, which was connected to the center ties,
probably started the twisting motion of the bridge. The twisting motion caused high stresses
throughout the bridge, which led to the failure of the suspenders and the collapse of the main
span.

This kind of “domino effect” was not analysed further in the sequel and, a few
years after the collapse, Steinman [250] wrote that the ties

permitted - not caused - the catastrophic oscillations that wrecked the structure.

Steinman [249] claimed that the Report [9]

leaves many questions unanswered. It does not tell what combinations of cross-sections
produce aerodynamic instability, how aerodynamic instability can be reasonably predicted
or readily tested, nor how it can be prevented.

His final observation is that

It is more scientific to eliminate the cause than to build up the structure to resist the effect.

The same conclusion, from a mathematical point of view, was reached by
McKenna [191, p. 2]:

. . . to remove the offending behaviour is not the same as mathematically understanding its
cause.

As we have seen in Sect. 1.5, stiffening trusses are nowadays used to resist the
effect of wind but Steinman claims that the cause of oscillations has not been
eliminated. In order to eliminate the cause, one should revisit the collapses described
in Sect. 1.3 which occurred at a time when suspension bridges did not have stiffening
trusses resisting to the effect.

The main reason why a structural failure is rejected as a possible explanation
of the origin of torsional oscillations, and therefore of the TNB collapse, is that
the very same behavior was seen in several other bridges. At the Menai Straits
Bridge the movement of the undulatory wave was oblique, Fig. 1.7 well shows
torsional oscillations at the Brighton Chain Pier, the Wheeling Suspension Bridge
twisted and writhed, the deck of the Matukituki Suspension Bridge was lurching
and twisting wildly. Can it really be that for all these bridges there was some partial
failure giving rise to torsional oscillations? More reasonable appears to consider a
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structural failure, such as the loosening of a cable or the breaking of a diagonal tie,
as the consequence and not the cause of torsional oscillations.

1.7.2 External Resonance

In an article appeared in the New York Times [212] a couple of days after the
collapse, one may read

Like all suspension bridges, that at Tacoma both heaved and swayed with a high wind. It
takes only a tap to start a pendulum swinging. Time successive taps correctly and soon the
pendulum swings with its maximum amplitude. So with the bridge. What physicists call
resonance was established, with the result that the swaying and heaving exceeded the limits
of safety.

Let us avoid obvious comments, who wrote these lines was certainly not a
scientist.

According to [91, p. 31], the Federal Report [9] concluded that

because of the TNB’s extreme flexibility, narrowness, and lightness, the random force of
the wind that day caused the torsional oscillations that destroyed the bridge. The Authors
believed that wind-induced oscillations approached the natural frequencies of the structure,
causing resonance (the process by which the frequency of an object matches its natural
frequency, causing a dramatic increase in amplitude).

Most people believe that these explanations overlook the important question as to
how wind, random in nature, could produce a precise periodic impulse. For instance,
the mathematicians Lazer-McKenna [168, Sect. 1] point out that

the phenomenon of linear resonance is very precise. Could it really be that such precise
conditions existed in the middle of the Tacoma Narrows, in an extremely powerful storm?

Not only resonance is very precise but, if it occurs, the strength of the forcing
term plays a minor role. To see this, consider the simple forced linear pendulum
equation y00.t/ C y.t/ D " cos t with " > 0. Its solutions have the form y.x/ D
a cos t C b sin t C "

2
t sin t with a and b to be determined by the initial conditions;

however, for any couple of initial conditions (that is, for any values of a and b) the
principal part of the solution as t ! 1 is given by "

2
t sin t . Whence, the strength

" of the forcing term does not change qualitatively the solution while its frequency
creates a resonance and determines the leading term of the solution. We have seen in
Sect. 1.2 that even small periodic forcing terms (small when compared with a gale)
may cause collapses provided their frequency coincides with a natural frequency of
the structure. But this was not the case of the TNB where the forcing term was not
periodic: Billah-Scanlan [47, p. 119] write that

. . . “gusts” and “gale” do not connote any well-defined periodicity.
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The physicists Green-Unruh [136] mention that

making the comparison to a forced harmonic oscillator requires that the wind generates a
periodic force tuned to the natural frequency of the bridge.

Among engineers, Scanlan [238] discards the possibility of resonance while
Billah-Scanlan [47] make a fool of physics textbooks who attempt to explain the
TNB collapse with an aerodynamic resonance. Probably, the reason why the TNB
collapse was attributed to resonance is hidden in history: some people tend to
confuse the phenomena described in Sect. 1.2 with the TNB collapse. For instance,
Braun [58, p. 83] claims that the TNB collapse was due to a resonance and that

. . . the phenomenon of resonance was also responsible for the collapse of the Broughton
suspension bridge. . .

But we have seen that, as long as humans create the forcing term on the bridge,
unconsciously their step tends to approach a natural frequency of the structure. And
these accidents are fairly different from the TNB collapse: for the formers there
was an extremely precise periodic forcing term which was similar to one of the
eigenfunctions of the vibrating plate sustaining the bridges, while for the latter
the forcing term was very disordered and could not create a resonance. Hence,
mechanical resonance, intended as a perfect matching between the exterior wind
and the parameters of the bridge, is not the culprit for the TNB collapse.

1.7.3 Vortices

Every oscillating structure has its own natural frequencies and resonance occurs if
the excitation force acts periodically and with one of the natural frequencies. Due
to the non-streamlined shape of the TNB, a possible candidate of the periodicity
in the wind force was the vortex shedding, see e.g. [58, § 2.6.1]. These wakes are
accompanied by alternating low-pressure vortices on the downwind side of the road-
way, the von Kármán vortex street, see Fig. 1.19 in Sect. 1.7.6. As a consequence,
the bridge would move towards the low-pressure zone, in an oscillating movement
called vortex-induced vibration. If the frequency of vortex shedding matches the
natural frequency of the bridge, then the structure will resonate and oscillations will
become self-sustaining.

Von Kármán proposed that the motion seen on the day of the collapse was due
to these vortices and that the von Kármán street wake reinforced the already present
oscillations and caused the center span to violent twist until the bridge failure, see
[91, p. 31]. But, according to Scanlan [238, p. 841],

some of the writings of von Kármán leave a trail of confusion . . . it can clearly be shown
that the rhythm of the failure (torsion) mode has nothing to do with the natural rhythm of
shed vortices following the Kármán vortex street pattern.
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And, indeed, the calculated frequency of a vortex caused by a 68 km/h wind is
1 Hz, whereas the frequency of the torsional oscillations measured by Farquharson
was 0.2 Hz, see [47, p. 120]. The conclusion in [47, p. 122] is that

we see the flutter vortex trail as a consequence, not as a primary cause.

In fact, when a suspension bridge is attacked by wind its starts oscillating
due to the vortex shedding, but soon afterwards the wind itself modifies its
behavior following the oscillations of the bridge. A qualitative description of this
phenomenon was given by Rocard [234, p. 135]:

it is physically certain and confirmed by ordinary experience, although the effect is known
only qualitatively, that a bridge vibrating with an appreciable amplitude completely imposes
its own frequency on the vortices of its wake. It appears as if in some way the bridge
itself discharges the vortices into the fluid with a constant phase relationship with its own
oscillation.

This may remind the behavior of footbridges, see Sect. 1.2, where pedestrians
fall spontaneously into step with the vibrations: for both kinds of bridges, external
forces synchronise their effect and amplify the oscillations of the bridge. But Rocard
[234, p. 142] also claims that

it is unlikely that the vortices alone can create an effective coupled vibration if the
independent natural frequencies of bending and of torsion are very different.

On a fairly simplified model, in Sect. 3.6 we will show that very different
frequencies of bending and of torsion lead to more stable structures.

Also Green-Unruh [136, § III] believe that

the von Kármán vortex street forms at a frequency determined by the geometry and the wind
velocity. These vortices form independently of the motion and are not responsible for the
catastrophic oscillations of the TNB.

Their own conclusion is similar, namely

vortices are also produced as a result of the body’s motion.

Only much later, in 2000, the vortex theory was partially readmitted by Larsen
[166, p. 247] who writes

the vortex street may cause limited torsion oscillations, but cannot be held responsible for
divergent large-amplitude torsion oscillations.

And indeed, what remained obscure until that time was a deep understanding of
how vortices may be responsible for the wind-excited twisting motion. Larsen [166,
p. 245] claims that

The key to the torsion instability mechanism is the formation and drift of large-scale vortices
on the cross section. A discrete vortex simulation of the flow around a simplified model of
the Tacoma Narrows section shape, in which the angle of attack changes stepwise from 0 to
10ı , highlights the vortex dynamics involved.

Roughly speaking, it is claimed that the variation of the angle of attack creates
an alternation of vortices characterised by the direction of rotation and the position
above/below the roadway. These vortices are also due to the H-form of the cross
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section and may either push up or pull down the endpoints of the cross section.
The variation of the angles also generates extra energy that gives rise to higher
amplitudes of torsional oscillations and the cross section oscillates in a self-
sustaining motion. Design modifications, such as replacing the H-shaped section
of the deck with an open girder, that would have rendered the original TNB more
aerodynamically stable, are also suggested by Larsen. This explanation seems to
have convinced the engineering community since [166] received the “Outstanding
Paper Award” remitted each year to the author of a paper published in the issues
of the IABSE Journal Structural Engineering International. But did the wind really
change stepwise the angle of attack from 0ı to 10ı? Moreover, did this also happen
during all the collapses described in Sect. 1.3?

The Report [9] does not clarify if the wind did really vary stepwise the angle
of attack on November 7, 1940. Also recall that resonance is discarded precisely
because nobody believes in “regular” winds. Moreover, the Report [9, p. 130] writes
that

It is very improbable that resonance with alternating vortices plays an important role in the
oscillations of bridges.

And this statement is justified by

. . . there is no sharp correlation between wind velocity and oscillation frequency such as
required in case of resonance with vortices whose frequency depends on the wind velocity
. . . there is no evidence for the formation of alternating vortices at a cross section similar to
that used in the Tacoma Bridge. . .

The final conclusion of the Report [9, p. 131] is that

. . . it is more correct to say that the vortex formation and frequency is determined by
the oscillation of the structure than that the oscillatory motion is induced by the vortex
formation.

These statements raise some doubts on the work by Larsen [166]. More recently,
McKenna [193] wrote that

In Larsen [166], Figure 9 shows a graph of the simulated torsional response to one wind
speed. The graph looks like a graph of t sin.!t/. As we have seen, this behavior was
never observed. The periodic torsional oscillations that lasted forty five minutes are never
observed.

Skeptic comments on the Larsen work were also made by Green-Unruh [136]
who write

despite this success, this analysis is somewhat incomplete given the data available

and claim that

the Larsen model does not adequately explain data at around 23 m/s,

which was the wind velocity the day of the TNB collapse. Green-Unruh pursue
the Larsen explanation under three different aspects: they study how vortices drift
near boundaries, how a vortex drifts near the trailing edge of the bridge, and the
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production of vortices at the leading edge. The conclusion in [136] contains several
criticisms on their own work; they write

The detailed method through which the oscillatory behavior is established may require
further details . . . the range of wind speeds where the model is applicable has not been
fully established. At the extreme high and low values, computational calculations become
less reliable.

This is true in general: as long as a phenomenon is in a suitable range, any
explanation is satisfactory. But was TNB behavior in a “reasonable range”?

1.7.4 Flutter

Flutter is a form of instability which can be seen in many objects and appears as
an uncontrolled vibration; the simplest example are waving flags, if the air hits a
flag with high velocity one sees a quivering within the flag. Rocard [234, p. 185]
attributes to Bleich [49]

. . . to have pointed out the connection with the flutter speed of aircraft wings. . . He
distinguishes clearly between flutter and the effect of the staggered vortices and expresses
the opinion that two degrees of freedom (bending and torsion) at least are necessary for
oscillations of this kind.

In [50, pp. 246–247] it is assumed that the bridge is subject to a natural steady
state oscillating motion and the flutter speed is defined as follows.

With increasing wind speed the external force necessary to maintain the motion at first
increases and then decreases until a point is reached where the air forces alone sustain
a constant amplitude of the oscillation. The corresponding velocity is called the critical
velocity or flutter speed.

The flutter speed is then further characterised by noticing that

. . . below the critical velocity Vc an exciting force is necessary to maintain a steady-state
motion; above the critical velocity the direction of the force must be reversed (damping
force) to maintain the steady state motion. In absence of such a damping force the slightest
increase of the velocity above Vc causes augmentation of the amplitude.

More credit to Bleich [49] is given in [241, p. 80] where one can read

. . . Bleich’s work . . . ultimately opened up a whole new field of study. Wind tunnel tests
on thin plates suggested that higher wind velocities increased the frequency of vertical
oscillation while decreasing that of torsional oscillation.

However, the conclusion is that

. . . Bleich’s work could not be used to explain the Tacoma Narrows Bridge collapse.

The target of Bleich [50, p. 52] was

to determine the relationship between the frequency and mode of motion and the corre-
sponding “critical” or “resonant” wind velocity.
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Bleich also suggests an implicit way to compute the flutter (or critical) speed, see
[50, (7.28)]. Podolny [221, 15.89] comments these results by writing

F. Bleich presented tables for calculation of flutter speed vF for a given bridge, based on
flat-plate airfoil flutter theory. These tables are applicable principally to trusses. But the
tables are difficult to apply, and there is some uncertainty as to their range of validity.

Rocard [234, p. 101] writes that the main contribution of his own work is a

. . . precise method of calculating the critical speed of wind for any given suspension bridge.

He uses the parameters of the TNB and concludes that his computations lead to
a critical speed of wind basically coinciding with the speed of the wind the day of
the collapse, see [234, p. 158]. Let m be the mass of the unit length of the roadway
(steel and concrete assembled within the same unit length) and let m0 be the mass
of air in a square parallelepiped erected above unit length; for common bridges, the
ratiom=m0 is around 50. Let 2` be the width of the roadway and let r be the radius
of gyration of the unit length in the roadway so that r � `=

p
2. Finally, let !v and

!t denote, respectively, the natural vertical and torsional frequencies of the bridge:
Rocard [234, p. 169] claims that for common bridges one has

!t > !v (1.4)

and that if !t < !v then the bridge would be stable under wind. Then, according to
Rocard, the formula to compute the critical velocity Vc of the wind is

V 2
c D 2r2`2

2r2 C `2
m

m0

.!2t � !2v/ : (1.5)

With the parameters of the original TNB, (1.5) yields Vc D 47mph (see [234,
p. 178]) while the TNB collapsed under a wind having velocity V D 42mph. There
seems to be no continuous dependence in (1.5): the bridge is stable if !t < !v and
very unstable (with small Vc) if !t � !v with !t > !v . We refer to Sect. 3.6 for an
explanation of how the ratio between these two frequencies affects the stability of
the bridge.

Formula (1.5) was later modified by Selberg [242] who obtains

V 2
c D .3:71/2

2
p
3

m

m0

.!2t � !2v/ : (1.6)

More recently, [189, (18)] suggests a larger coefficient for Vc , namely

V 2
c D .3:81/2

2
p
3

m

m0

.!2t � !2v/ : (1.7)

Finally, let us mention that different formulas were also suggested by Irvine
[149, (4.91)] and by Como-Del Ferraro-Grimaldi [85, Sect. 8]. A mathematician
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is naturally brought to raise the question: which is the correct formula for the flutter
speed?

As far as we are aware, the Rocard formula (1.5) to compute the flutter speed
was never used in later projects. A skeptic comment on how Rocard derived (1.5)
comes from [282, p. 457]:

His method, however, is not rigorous, and the logical inferences at some points are doubtful.

While referring explicitly to the work by Bleich and Rocard, Billah-Scanlan [47,
p. 122] write that

Another error accompanying many accounts has been the confusion of the phenomenon of
bridge flutter with that of airplane wing flutter as though they were identical.

This was previously pointed out by Scanlan-Tomko [239, p. 1733]:

. . . the most striking differences between airfoil and bridge deck results is revealed by the
flutter coefficients.

Moreover, Scanlan [238, p. 841] comments the work by Bleich by writing

. . . such an effort is doomed to failure because of the huge physical dissimilarity between a
bluff bridge deck section and a streamlined airfoil.

Billah-Scanlan also emphasise that

forced resonance and self-excitation are fundamentally different phenomena

and they claim that their work demonstrates that

the ultimate failure of the bridge was in fact related to an aerodynamically induced condition
of self-excitation or “negative damping” in a torsional degree of freedom.

The negative damping together with the torsional degree of freedom caused the
torsional flutter so that, as the roadway rotated, the wind force acting on the surface
changed, when the bridge rotated back the forces pushed the bridge in the opposite
direction. They claim that this negative damping effect and increase in rotation lead
up to the torsional oscillation that caused the collapse of the bridge. But Larsen
[166, p. 244] writes that

Billah and Scanlan . . . fail to connect the vortex pattern to the shift of apparent section
damping from positive to negative, which signifies the onset of torsional instability.

Scanlan-Tomko [239] do not mention neither Bleich nor Rocard, and attribute to
Theodorsen [256] to have

. . . greatly influenced American flutter work. . .

They compute the flutter coefficients first with the so-called Theodorsen cir-
culation function [256] and then experimentally: the comparison of these two
computations shows a general good agreement with some discrepancies. Bleich [50,
p. 248] comments the results by Theodorsen by emphasising that they are derived
for small oscillations about the position of equilibrium, that

. . . they apply solely to the narrow zone of transition from stable to unstable motion. . .
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and he then concludes that they are suitable to determine the critical wind speed.
Also, Scanlan-Tomko [239, p. 1718] are mainly interested in small oscillations:

While linearization of the aerodynamics of such models is still open to some criticism, it
appears reasonable for small amplitudes of motion.

Nevertheless, the TNB collapsed because of wide oscillations, see [9].
The model in [239] was subsequently revisited by Billah-Scanlan [47] who,

however, made no substantial progress. On [47, p. 121] they write that Scanlan-
Tomko [239]

. . . demonstrated conclusively that the catastrophic mode of the old Tacoma Narrows bridge
was a case of what they termed single-degree-of-freedom torsional flutter due to complex,
separated flow.

But, more recently, McKenna [193] wrote that Billah-Scanlan [47]

. . . offered a mathematical model which is only valid for very small displacements and can
only be verified in ideal wind tunnel experiments of “in torsion 0 � ˛ � ˙3o”. We are
asked to believe that these “penetrating insights” explain the Tacoma Narrows oscillation.
To us, the case is less than convincing.

With some badinage McKenna comments by writing that apparently the authors
were not familiar with the concept of absolute value and then he continues by saying
that [47]

. . . is a perfectly good explanation of something that was never observed, namely small
torsional oscillations, and no explanation of what did occur, namely a large vertical
oscillation with a double amplitude of five ft. and a frequency of 38 per min. followed
by a change to the torsional.

And indeed, from the Report [9, p. 31] we learn that torsional oscillations were
never recorded prior to the day of the TNB collapse, see also Sect. 1.7.6 for further
details. Finally, McKenna wonders why

. . . if the explanation in [47] has any validity, why were small torsional oscillations never
observed? After all, the bridge was known to have oscillated vertically in winds of 3
m.p.h., and remained motionless in winds of 35 m.p.h., (when according to [47], “divergent
amplitudes” are reached). It is also worth noting that the bridge had survived winds of 48
m.p.h. without undergoing torsional oscillations, [9], page 28.

In fact, none of the above formulas (1.5)–(1.6)–(1.7) is usually employed to
compute the flutter speed which is instead determined by fine experiments on
prototypes in wind tunnels, see [84, Sect. 2.2.3]. Since wind tunnel tests are costly
both in time and financial terms, it appears desirable to have a rigorous and
unanimously shared formula for the computation of the flutter speed. But what we
have seen so far in this section tells us that the major difficulty while studying flutter
is that it is not just one but many phenomena. Scanlan [237, p. 194] writes that

the term “flutter” is used broadly in the context of any oscillatory dynamic instabilities that
typically exhibit divergent character with increasing wind velocity.

Como [84, Sect. 2.2.3] writes that (our translation):
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Flutter occurs when a resonance is established between non stationary aerodynamic forces,
resulting from the movement of the structure, and the oscillating structure.

This sentence highlights the keywords resonance and structure and states that
flutter should be evaluated in two steps: one should first determine the impact of
the wind and the “resulting movement of the structure”, then one should see if
a “resonance is established”. A few lines below, Como continues by writing (our
translation):

The most classical flutter is the one which occurs during combined vertical and torsional
oscillations. In this case, the flutter condition is attained when the frequencies of the vertical
and torsional oscillations, which vary for increasing wind speed, become equal and suitably
out of phase at a given speed.

The main concern is then to determine in which way the wind speed varies the
frequencies of vertical and torsional oscillations.

We conclude the present survey on flutter with a characterisation taken from [238,
p. 840]:

Classical flutter of the lifting-surface type occurs when an aerodynamically forced coales-
cence of frequencies occurs between two degrees of freedom.

Again, a resonance (coalescence of frequencies) seems to be somewhere hidden.
In this section we have seen that flutter is defined as a self-feeding and

potentially destructive vibration where aerodynamic forces on an object couple
with a natural mode of vibration of the structure to produce rapid periodic motion.
Flutter may occur in any object within a strong fluid flow, under the conditions
that a positive feedback occurs between the structure natural vibration and the
aerodynamic forces. That is, the vibrational movement of the object increases an
aerodynamic load, which in turn drives the object to move further. If the energy
input by the aerodynamic excitation in a cycle is larger than that dissipated by
the damping in the system, the amplitude of vibration will increase, resulting in
self-exciting oscillations. This definition implicitly assumes the appearance of an
external resonance or of a parametric resonance.

1.7.5 Parametric Resonance

A mathematical approach to study the instability of suspension bridges consists in
the so-called parametric resonance which, as far as we are aware, was introduced
by the Russian mathematicians Malkin-Krein-Yakubovich [159, 184, 281] around
1960. We refer to Sect. 3.2 for the application of this approach to a particular
model. The parametric resonance method was adapted to the TNB model by Pittel-
Yakubovich [218, 219], see also [282, Chap. VI] for the English translation and a
more general setting. The conclusion on [282, p. 457] states that

. . . the most dangerous phenomenon for the stability of suspension bridges is a combination
of parametric resonance.
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Scanlan [238, p. 841] comments the attempts for an explanation to the TNB
collapse by Yakubovich-Starzhinskii [282, Chap. VI] as follows:

Others have added to the confusion. A recent mathematics text [282], for example, seeking
an application for a developed theory of parametric resonance, attempts to explain the
Tacoma Narrows failure through this phenomenon.

A simplified approach to parametric resonance may be found in the monograph
by Irvine [149]. He models the cross section of the bridge section as a rod subject
to the forces exerted at its endpoints by the two lateral hangers, see Sect. 4.1 for
more details. This model has two degrees of freedom, the vertical displacement y
of the barycenter of the rod and the torsional angle � of the rod with respect to
horizontal. Irvine [149, (4.78)–(4.79)] reaches the following dimensionless linear
system of PDE’s (to be compared with (4.1)):

I�tt��xx��1V 2�Ch.�/ D 0; ytt�yxx��2V 2�Ch.y/ D 0 .0 < x < 1; t > 0/

(1.8)

where h.w/ WD �
R 1
0

w.x/dx for any w 2 L1.0; 1/ and � > 0, I 2 . 1
3
; 1/,

�1 > 0, �2 > 0 are physical constants depending on the structure, while V � 0

is the scalar speed of the wind. When V D 0 (absence of wind) the system (1.8)
is uncoupled and the two equations describe free vibrations. Since I < 1 it is
straightforward to verify that the frequency of � is larger than the frequency of y,
thereby confirming (1.4). When V ¤ 0, the system (1.8) may be solved in two steps:
one solves the first equation and finds � , then one replaces � in the second equation
and finds y. This procedure raises some doubts on the reliableness of (1.8) since we
have learned from Sect. 1.3 that vertical oscillations influence torsional oscillations
and not viceversa. However, forgetting this crucial point, let us proceed further with
the analysis of (1.8). For varying V the frequencies of � and y in (1.8) also vary.
For a certain critical value of V , the so-called flutter speed, the two frequencies
coincide, giving rise to a resonance, the so-called parametric resonance, and to
instability.

This sketchy description on a simplified model such as (1.8) well describes
what is, nowadays, the most common procedure. In fact, a parametric resonance
is fairly similar to an external resonance, which was discussed in Sect. 1.7.2. The
difference is that the disordered action of the wind is regularised within vortices
(as in (1.8)) and becomes more similar to a periodic forcing: one can then pretend
that the frequency of this regularised action may match the natural frequency of
the structure. However, we have already pointed out that the frequency of a vortex
caused by a 68 km/h wind and the frequency of the oscillations at the TNB were
fairly different, see [47, p. 120].

A further recent attempt of mathematical explanation of the TNB collapse is
based on the self-oscillation phenomenon, as suggested by Jenkins [152].

We have seen several different keywords for a theoretical explanation of the TNB
collapse: flutter, parametric resonance, self-oscillation. All these phenomena seem
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to be somehow related. For instance, parametric resonance is shown to be connected
with flutter, see [66, 140], while Jenkins [152, p. 178] writes first that

In self-oscillating “aeroelastic flutter”, including the motion of the bridge . . . vortices are
shed at the frequency of fluttering. . .

and then he writes

. . . parametric resonance resembles self-oscillation in that the growth of the amplitude of
small oscillations is exponential in time, as long as there is some initial perturbation away
from the unstable equilibrium. . .

Moreover, these three phenomena are all linear phenomena while we will see
in next section that there is strong evidence for nonlinear behaviors of suspension
bridges. For this reason, and for the existence of fairly divergent opinions, the history
of possible explanations of the TNB failure seems far away from its end.

1.7.6 Partial Conclusions: Aerodynamic Effects

It is clear that in absence of wind or external sources a bridge remains still. A vertical
load, such as a vehicle, bends the bridge and creates a bending energy. Less obvious
is the way the wind inserts energy into the bridge: let us outline how this happens.
When a fluid hits a bluff body its flow is modified and goes around the body.
Behind the body, or a “hidden part” of the body, the flow creates vortices, see
the sketch in Fig. 1.19. This is just a simplified explanation, further vortices and
more complicated phenomena may appear. An event of probability zero is that the
flow remains perfectly symmetric with respect to the obstacle. Whence, in general,
asymmetric vortices appear: this asymmetry generates a forcing lift which starts the
vertical oscillations of the body. Up to some minor details, this explanation is shared
by the whole community and it has been studied with great precision in wind tunnel
tests, see e.g. [166, 241].

Fig. 1.19 Wind hitting the section of the roadway of a bridge
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The questions (Q1)–(Q2)–(Q3) raised in Sect. 1.6 become quite natural imme-
diately after that this aerodynamic effect started the vertical oscillations. The
partial explanations discussed in the previous subsections are all based on further
aerodynamic effects such as an external resonance (Sect. 1.7.2), the vortex shedding
(Sect. 1.7.3), the flutter theory (Sect. 1.7.4), a parametric resonance (Sect. 1.7.5).
All these phenomena may contribute to amplify the oscillations but, for several
different reasons, none of them is unanimously recognized to be the origin of wide
torsional oscillations. As an example, we quote several sentences from [190] about
aerodynamic interferences between vertical and torsional oscillations at the TNB:

. . . the mystery of onset velocity of torsional flutter . . . it can be supposed that the wind
velocity increased till the torsional flutter region . . . after this failure, there are two
hypotheses. . .

The words mystery, supposed, hypotheses, suggest to afford the conclusion that

no aerodynamic effect seems to be able to give a complete answer to (Q1).

For both the model problems considered in [47] and [149] (see (1.8) for the
latter), we may rephrase McKenna [193], as quoted in Sect. 1.7.4:

these models are a perfectly good explanation of something that was
never observed in suspension bridges, namely small torsional oscillations, but
do no explain what usually occurs, namely sudden wide oscillations.

This is confirmed by the Report [9, p. 31]:

Prior to 10:00 A.M. on the day of the failure, there were no recorded instances of the
oscillations being otherwise than the two cables in phase and with no torsional motions.

What was observed in suspension bridges may be summarised as follows.

weak wind ! small vertical oscillations � no torsional oscillations;

moderate wind ! medium vertical oscillations � no torsional oscillations;

strong wind ! large vertical oscillations � large torsional oscillations.
(1.9)

The arrow ! indicates an aerodynamic effect whereas the arrow � indicates
a structural effect. Two facts appear evident from (1.9). The interaction between
the wind and the structure is “almost linear”: by this we mean that the amplitude
of vertical oscillations is regularly increasing with respect to the strength of the
wind. The interaction within the structure, from vertical to torsional oscillations,
appears nonlinear and subject to a “sudden” phenomenon such as a resonance. As a
consequence of these facts we may conclude the following:

• The origin of torsional oscillations should be sought within the structure.
• Nonlinear structural models are unavoidable.
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Throughout this book we will try to convince the reader that the answers to (Q1)–
(Q2)–(Q3) are hidden within the structure. The nonlinear structural behavior of a
suspension bridge may give satisfactory answers to these questions.

1.8 Nonlinear Behavior of Suspension Bridges

Roughly speaking, one can say that chaos manifests itself as a disordered and
unpredictable behavior of the solutions of a dynamical system. Jenkins [152, p. 185]
writes that the chaotic behavior appears in pendulum-type equations where

. . . solutions may show sensitive dependence on initial conditions, making the precise
behavior of the oscillator effectively unpredictable, even though it is governed by a
deterministic equation.

With this characterisation, there is no doubt that chaos was somehow present in
the dynamic described in Sects. 1.3 and 1.4. From [135, § 11.7] we recall a General
Principle of Classical Mechanics (GPCM):

neither linear differential equations nor systems of less than three first-order equations can
exhibit chaos.

The (GPCM) states that any model aiming to describe the dynamics of sus-
pension bridges should be nonlinear and involve at least three (mathematical)
degrees of freedom. By “mathematical degrees of freedom” we mean here the order
of a PDE, or the number of initial conditions for an ODE or a system of ODE’s.
A linear model obtained after linearisation of a nonlinear model makes sense for
small deflections, for positions close to equilibrium. Lazer-McKenna [168, p. 550]
write that

a linear model is insufficient to explain the large oscillatory behavior that has been observed.

Hence, if somebody aims to afford an explanation of the TNB collapse, and how
large oscillations may appear, he must necessarily use a nonlinear model.

A nonlinear effect is observable in pedestrian bridges, as the ones considered in
Sect. 1.2. While studying the action of the negative damping due to pedestrians on
the London Millennium Bridge, Macdonald [179, p. 1056] observes that

above a certain critical number of pedestrians, this negative damping overcomes the positive
structural damping, causing the onset of exponentially increasing vibrations.

Some doubts may arise about the precise meaning of “exponentially increasing
vibrations” but, in any case, it describes a superlinear behavior which has also been
observed in several further pedestrian bridges, see [114] and [285] from which we
quote

damping usually increases with increasing vibration magnitude due to engagement of
additional damping mechanisms.

So, the oscillations are amplified by an observable superlinear effect.
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This also occurs in suspension bridges: more the bridge is far from its equilibrium
position, more the role of the restoring forces becomes relevant. Supported by
analytical and experimental studies on the dynamic response of suspension bridges,
Brownjohn [62] is able to show a strong nonlinear contribution of the cable/hanger
effects. McKenna-Tuama [195] write

. . . we expect the bridge to behave like a stiff spring, with a restoring force that becomes
somewhat superlinear.

It is well-known that traveling waves are a nonlinear phenomenon, they do not
appear in fourth order linear equations. Cone [9, IX-1], chief engineer of the Golden
Gate Bridge, observed some traveling waves during a windstorm on February 9,
1938:

I also observed that the suspended structure of the Bridge was undulating vertically in a
wavelike motion of considerable amplitude . . . the wave motion appeared to be a running
wave similar to that made by cracking a whip.

One may also have a look at the video on the Volgograd Bridge [270]: although
some people believe it is fake, it well describes what is meant by traveling waves.
The existence of traveling waves is another proof of the nonlinear behavior of
bridges.

A further source of nonlinearity is the interaction between the structure and the
air; we have seen in Sect. 1.7.3 that first the wind forces the bridge to oscillate but
then the bridge imposes its own phase on the vortices; in this respect, Rocard [234,
p. 141] writes

The bridge excited by impulses due to the vortices is a nonlinear system . . . One cause of
non-linearity has already been described . . . another much more important cause originates
from interaction with the vortices.

Again, this describes a superlinear behavior of the forces with respect to the
displacement.

Arena-Lacarbonara [17] use a nonlinear model for suspension bridges to describe
its three-dimensional motions. They study the torsional divergence caused by
the static part of the wind-induced forces and the onset of the static instability.
They also study the dynamic bifurcation that occurs at the onset of flutter. The
matching between theory and practice shows that their nonlinear model is much
more powerful than previous linear models. In his monograph, Lacarbonara [160]
studies the static and dynamic behavior of several structures and, in particular, of
suspension bridges. In the introduction he writes

Structures are very slender and flexible, and thus they respond nonlinearly to typical
disturbances. The nonlinearities become an essential aspect of the structural behaviors under
both static and dynamic excitation.

All these contributions enable us to conclude that it is by now well understood
that suspension bridges behave nonlinearly and that nonlinearities are present
everywhere in the structure. One can place into the hangers all the interactions of
the roadway with the rest of the structure (including the sustaining cable and the
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towers). The system consisting of the towers, the cable and the hangers is strongly
elastic, and the forces behave in an elastic fashion. In this respect, the linear Hooke
law of elasticity, discovered by the English scientist Robert Hooke in 1660, states
that for small elongations of a spring from equilibrium, the restoring force of the
spring is directly proportional to the elongation. This follows from the fact that,
as a consequence of Taylor formula, any smooth function f can be written as
f .w/ D f .0/ C f 0.0/w C o.w/ when w ! 0. However, at relatively large values
of the applied force, the deformation of any elastic material is often larger than
expected on the basis of the linear law, thereby displaying a superlinear behavior.
Whence, the usual form f .w/ D kw, where w is the displacement from equilibrium
and k > 0 depends on the elasticity of the spring, should be complemented with an
additional superlinear term '.w/ which becomes negligible for small displacements
w. More precisely,

f .w/ D kw C '.w/ with lim
w!0

'.w/

w
D 0 : (1.10)

The superlinear term ' may be arbitrarily small and should describe with more
precision the elastic behavior of the spring when larger displacements w are
involved. As we shall see, this apparently harmless and tiny nonlinear perturbation
has devastative effects on the models and, moreover, it is amazingly useful to display
self-excited oscillations as the ones visible in actual bridges. On the contrary, linear
models prevent to view the real phenomena which occur in bridges, such as the
sudden increase of the width of their oscillations and the switch to different ones.
These conclusions are consistent with the (GPCM) stated above.

Which is the correct choice for the restoring force f due to the structure
and transmitted by the hangers? Some springs resist to extensions but not to
compressions. However, a remark by Brownjohn [62, p. 1364] implicitly claims that
this choice is not adequate for suspension bridges:

The hangers are critical elements in a suspension bridge and for large-amplitude motion
their behaviour is not well modelled by either simple on/off stiffness or invariant connec-
tions.

This means that f should be active also across the equilibrium w D 0 so that

f 2 Liploc.R/ ; f .w/w > 0 8w 2 R n f0g: (1.11)

A natural choice seems to be

f .w/ D kw C "w3 ." > 0/ (1.12)

where k > 0 is the modulus of elasticity of the structure as transmitted by the
springs. We will often use this form to introduce perturbations of nonlinear forces
although we do not pretend it to be optimal. In fact, we will see that the qualitative
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behavior of the solutions does not depend on the value of " > 0 nor on more general
superlinear perturbations '.w/.

From [234, p. 186] we quote

a bridge twice as wide will have exactly double the critical speed wind.

This simple remark shows that structural solutions may be planned in order to
improve the stability of a bridge. More recently, some attempts to improve bridges
performances can be found in [138] where, in particular, a careful analysis of the
role played by the hangers is made. But much work has still to be done; Haberland-
Hass-Starossek [138, p. 1624] assert that

Research on the robustness of suspension bridges is at the very beginning.

We agree and we believe that a correct mathematical modeling would be of great
help to improve the performances of suspension bridges through design factors. This
is also one of the purposes of the next chapters.

Let us now summarise the contents of this chapter and how it will be linked
to the subsequent chapters. We have seen that destructive torsional oscillations
may appear in suspension bridges and, so far, there is no explanation for their
appearance. Moreover, in this section we saw that the behavior of suspension bridges
is nonlinear. The purpose of the next chapters is to derive nonlinear mathematical
models able to explain the appearance of torsional oscillations.

In Chap. 2 we revisit the beam models which were initially used to describe the
behavior of suspension bridges. Clearly, in such a model one cannot view torsional
oscillations but, still, we can show that unexpected self-excited oscillations may also
appear within this model provided some nonlinearity is present.

In Chap. 3, we consider a “fish-bone” model, namely a beam representing the
midline of the roadway with orthogonal cross sections able to describe torsional
oscillations; the Hill equation in its numerous versions enables us to give a detailed
description of the origin of torsional instability.

In Chap. 4 we model a suspension bridge through several nonlinear coupled
oscillators. This system has many mathematical degrees of freedom and represents
a discrete version of a bridge. Classical mathematical tools, such as the Poincaré
maps, enable us to give theoretical explanations of the observed torsional instability.

In Chap. 5 we explain why a suspension bridge is well described by a plate
in nonlinear elasticity. The corresponding fourth order equations are derived after
a careful analysis of the energies involved. As a compromise between a full
quasilinear model and a linear one, we consider a semilinear model. Of particular
interest appears the behavior of the eigenfunctions which describe the oscillating
modes of the roadway. These plate models seem more reliable but they still need
quantitative refinements.

In Chap. 6 we show how all these models enable us to give exhaustive answers
to the questions (Q1)–(Q2)–(Q3) raised in Sect. 1.6. Hence these models allow to
explain collapses from the past and, hopefully, may give some hints for future plans.
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1.9 Bibliographical Notes

In his marvelous illustrated book Machinae Novae [265], Fausto Veranzio accom-
panied Figs. 1.2 and 1.3 with the descriptions in Fig. 1.20.

We quoted here the Italian version of the descriptions: in [265] one may also find
the Latin version and the translation to French, Spanish, and German.

In 1808, Finley patented his system, see Fig. 1.4, and also published a description
of the principles of the deck-stiffened suspension bridge [112]. We also refer to [210,
p. 9] for the description of the patent. In Great Britain, Samuel Brown (1776–1852)
was considered an early pioneer of suspension bridge design and construction. He
is best known for the Union Bridge of 1820, the first vehicular suspension bridge in
Britain. According to Bender [33],

The invention of the suspension bridges by Sir Samuel Brown sprung from the sight of a
spider’s web hanging across the path of the inventor, observed on a morning’s walk, when
his mind was occupied with the idea of bridging the Tweed.

For an accurate description of early suspension bridges, prior to 1823, we refer
to [210, Première Partie]. Figure 1.8 comes from a publication entitled Papers
Relating to the building of a Bridge over the Menai Strait, near Bangor Ferry,
published on 18 February 1819 by the United Kingdom House of Commons. For
a detailed history of bridges collapses we refer to [50, Sect. 1.1], to [234, Chap. IV],
to [84, 105, 139, 278], to the monographs [5, 153], and also to [148] for a complete
database. We also refer to the beautiful book by Fernández Troyano [109] which
contains an amazing number of pictures of bridges from all over the world.

The historical sources [10, 101, 225, 226, 255] may be downloaded from the web,
the second paper by Provis [226] may also be found in [105, pp. 78–83]. The paper
by Russell [235] is reproduced in [105, pp. 84–88]; in turn, the paper by Russell

Fig. 1.20 Italian description of the Pons Ferreus and of the Pons Canabeus by Veranzio (1595)
(Reproduced with permission from Fondazione Biblioteca di via Senato, Milano, Italy)
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repeats word by word the description from the paper by Reid [230], see also [234].
Further details on the Brighton Chair Pier collapse may be found on [50, pp. 4–5].
Figure 1.10 is taken from [77].

As we already pointed out, the Chladni experiment [77] described in Sect. 1.3
raised the curiosity of Navier and other mathematicians. In 1809, the French
Academy of Sciences promoted a competition in order to find some explanations to
these experiments. Napoleon himself was very interested and he offered a golden
medal of 1kg as a prize for an explanation. Marie-Sophie Germain took up the
challenge and at the deadline of the competition she was the only candidate with
a possible explanation. Lagrange was a member of the committee and found some
mistakes in her arguments; therefore the committee rejected her work. Lagrange
then helped Germain to correct the mistake and the prize was promoted a second
time in 1813. But even this second prize was not attributed to her due to some
further glitches in the proof. Only after the third attempt, in 1815, the tenacity
of Germain received the deserved prize: the Chladni experiments finally had a
theoretical explanation. The published work by Germain [131] should be considered
the starting point of the theory of plates that we analyse in some detail in Chap. 5,
see in particular Sect. 5.8 for more historical details. The book [131] is motivated by
the Chladni experiment and the first lines of the introduction read

Les phénomènes acoustiques, dont on doit la connaissance à M. Chladni, ont dirigé
l’attention des géomètres vers la question des surfaces élastiques.

Most of the material in Sect. 1.4 comes from the Report [9], which contains also a
copy of the letter by Farquharson [104], see [9, Appendix V]. Other material comes
from the more recent monograph by Scott [241]. For the full description of the
Tacoma collapse, including structural information, we refer to both [9, 241] and
also to preliminary studies in [50, 105–107, 245, 269].

More details on the bridges described in Sect. 1.5 are available in the work by
Farquharson [105, p. 15]. Rocard [234, p. 100] classifies some bridges as “stable”
and some others as “unstable” according to some characteristic parameters (length
of span, roadway width, sag of cables, etc.) but does not explain how he uses them in
order to reach the conclusion; of course, the original TNB results as unstable. Simi-
lar pictures as those in Fig. 1.18 may be found in [276, p. 143] and in [160, Chap. 9].

Section 1.6 may be complemented with more questions and doubts. In the
monograph by Akesson [5] one finds further attempts of explanations of more
general collapses and some further questions. The Storebaelt East Bridge was built
in 1998 in Denmark; it is the second largest suspension bridge in the world. During
its construction several unexpected oscillations appeared and it was necessary to fix
some additional anchorages on the bottom of the sea [89, p. 32]: this shows that new
solutions are necessary to solve old problems and that unexpected oscillations still
remain unexplained.

Section 1.7 is the extended version of the explanations given in [21]. Some
complements to the description given in Sect. 1.7.6, namely more details on how
the wind flow creates vortices, may be found in [227, Sect. 12.3]. Further evidence
of the nonlinear behavior of suspension bridges may be found in [52, 121].



Chapter 2
One Dimensional Models

The first attempts to model suspension bridges were to view the roadway as a beam.
Although this point of view rules out an important degree of freedom, the torsion,
it appears to be a reasonable approximation since the width of the roadway is much
smaller than its length. In this chapter we review classical modeling of beams and
cables and of their interaction.

We analyse in detail the Melan equation and its variants by emphasising the role
of the nonlinear nonlocal term which models the additional extension of the cable
due to the live load. We discuss several different existing approximations of this term
and we study the corresponding responses of the model equation. We also show that
the problem is delicate from a theoretical point of view since it may admit multiple
solutions.

Then we survey historical linear models from the twentieth century; these models
take their origin from the Tacoma collapse and aim to justify its behavior. The
role of nonlinearities is then studied in beam equations, both for ideal unbounded
beams and for hinged beams. It turns out that they may generate sudden self-excited
oscillations leading to blow up in unbounded beams, a phenomenon which is visible
only because the equation is nonlinear and of higher (fourth) order. In the case of
a hinged bounded beam we show that the (finite) number of oscillations increases
with the nonlinearity.

Then we revisit the nonlinear behavior of the hangers and cables starting from
the fundamental work by McKenna who first modeled, at the end of the 1980s, their
possible slackening. We also discuss several subsequent nonlinear models which
highlight interesting phenomena such as the multiplicity of solutions.

© Springer International Publishing Switzerland 2015
F. Gazzola, Mathematical Models for Suspension Bridges, MS&A 15,
DOI 10.1007/978-3-319-15434-3_2
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2.1 From Navier to Melan

The celebrated report [210] by the French engineer and mathematician Claude-
Louis Navier (1785–1836) published in 1823, see the cover in Fig. 2.1, has been
for several decades the only mathematical treatise of suspension bridges.

Kawada [153, p. 97] describes the work by Navier as a Bible for engineers for
almost half a century. It mainly deals with the static of cables and their interaction
with towers: some second order ODE’s are derived and solved. At that time,
no stiffening trusses had yet appeared and the models suggested by Navier are
oversimplified in several aspects. Moreover, no collapse had occurred and Navier
treats first and with more accuracy the impact of vehicles [210, p. 134] rather than
the impact of wind [210, p. 161]. Navier also describes the plan of the Menai Straits
Bridge with great enthusiasm, see [210, p. vii]; as we have seen in Sect. 1.3 this
bridge collapsed a few years later during a hurricane. But Navier was aware that
wind could have caused serious troubles in suspension bridges; while describing the
action of the wind, he writes [210, p. 161]:

Les accidens qui résulteraient de cette action ne peuvent être appréciés et prévenus que
d’après les lumières fournies par l’observation et l’expérience.

Fig. 2.1 Covers of the books by Navier [209] and Melan [199] (Source: (a) https://archive.org/
details/theoryarchesand00melagoog; (b) https://archive.org/details/rapportamonsieu00navigoog)

https://archive.org/details/theoryarchesand00melagoog
https://archive.org/details/theoryarchesand00melagoog
https://archive.org/details/rapportamonsieu00navigoog
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In spite of a lack of prior history, the report by Navier appears as a masterpiece
of amazing precision, including a part of applications intended to suggest how to
plan some suspension bridges, see [210, Troisième Partie].

In the nineteenth century some further contributions deserve to be mentioned.
The Theory of structures, contained in the monograph [229] by the Scottish
engineer and physicist William John Macquorn Rankine (1820–1872), makes an
analysis of the general principles governing chains, cords, ribs and arches; the part
on suspension bridge with sloping rods [229, pp. 171–173] makes questionable
assumptions and rough approximations. As far as we are aware, this contribution
has not been applied to real bridges even if Rankine [229, p. 173] claims that

The formulae of this Article are applicable to Mr. Dredge’s suspension bridges, in which
the suspending rods are inclined, and although not exactly parallel, are nearly so.

In a seminal paper [68] published in 1875, the Italian mathematician and engineer
Carlo Alberto Castigliano (1847–1884) suggested a new theory for elastic systems
close to equilibrium and proved a result known nowadays as the Castigliano
Theorem; this theorem became the core of his main work [69], published in 1879,
and allows to study the deflection of structures by strain energy method. His
Theorem of the derivatives of internal work of deformation extended its application
to the calculation of relative rotations and displacements between points in the
structure and to the study of beams in flexure.

A milestone theoretical contribution to suspension bridges is certainly the
monograph [199] by the Austrian engineer Joseph Melan (1854–1941), see again
Fig. 2.1. This book was translated in English by the American engineer David
Bernard Steinman (1886–1960) who, in the preface to his translation, writes

The work has been enthusiastically received in Europe where it has already gone through
three editions and the highest honors have been awarded the author.

In the book, Melan considers the bridges with

all those forms of construction having the characteristic of transmitting oblique forces to
the abutments even when the applied loads are vertical in direction.

Melan makes a detailed study of the static of cables and beams through a careful
analysis of the different kinds of suspension bridges according to the number of
spans, the stiffened or unstiffened structure, the effect of temperature. He repeatedly
uses the Castigliano Theorem, in particular for the computation of deflection [199,
p. 69]. It was Melan [199, p. 77] who first suggested a fourth order equation to
describe suspension bridges; the equation reads

EI w0000.x/ � .H C h/w00.x/ � hy00.x/ D p.x/ (2.1)

and will be widely discussed in the next sections to which we refer for the
interpretation of the functions and parameters appearing in (2.1).
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2.2 Linear and Quasilinear Beam Equations

A beam is a prismatical body with a resistance to bending and twisting. A beam
is called a straight beam when the centers of gravity of all cross sections lie on a
straight line, called the beam axis.

Assume that the x-axis of R
3 coincides with the beam axis while the cross

section is parallel to the yz-plane and it is symmetric with respect to the xz-plane. If
w.x/ denotes the deviation in the z-direction from the horizontal equilibrium of the
idealized one-dimensional beam at the point x, then the elastic energy stored in the
beam due to the deformation consists of bending and stretching. Stretching occurs
when the horizontal position of the beam is fixed at both endpoints and the beam
increases its length. Assuming that the elastic force is proportional to the increase
of length through the constant tension T > 0, the stretching energy for the beam in
position w fixed at level 0 at the endpoints a and b is

TS.w/ D T

Z b

a

�p
1C w0.x/2 � 1

�
dx: (2.2)

Concerning the bending energy, several constants must be introduced. The Young
modulus E is a measure of the stiffness of an elastic material and is defined as
the ratio of the stress along the x-axis over the strain along the same axis: it is
relatively small for very elastic materials such as rubber for which E < 0:1GN/m2,
while for concrete E � 30GN/m2, for aluminium E � 70GN/m2, for copper
E � 117GN/m2, for steel E � 190GN/m2. The moment of inertia I of the cross
section of the beam is calculated with respect to the axis containing the barycenter:
since the cross section is in the yz-plane and the deformation is in the z-direction,
if the barycenter is at y D z D 0, then I D R

z2 dydz. The constant quantity EI is
called the flexural rigidity of the beam. For a thin beam the energy stored by bending
the beam is the square of the curvature times half the flexural rigidity:

TB.w/ D EI

2

Z b

a

w00.x/2

.1C w0.x/2/3
p
1C w0.x/2 dx (2.3)

where we highlighted the curvature and the arclength. Denote by p D p.x/ a load
per unit length applied to the beam, then the total energy in the beam is given by

EI

2

Z b

a

w00.x/2

.1C w0.x/2/5=2
dx C T

Z b

a

�p
1C w0.x/2 � 1

�
dx �

Z b

a

p.x/w.x/ dx :
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This energy function is not convex and it fails to be coercive in any reasonable
functional space. Therefore, standard methods of calculus of variations do not apply.
Formally, its critical points w satisfy the Euler–Lagrange equation

EI

�
w00.x/

Œ1Cw0.x/2�5=2

�00
C 5

2
EI

�
w0.x/w00.x/2

Œ1Cw0.x/2�7=2

�0
�T

"
w0.x/

p
1Cw0.x/2

#0
Dp.x/;

(2.4)

a fairly complicated quasilinear fourth order equation. And even if we drop the
stretching energy (T D 0), the equation remains quite unpleasant:

EI

�
w00.x/

Œ1C w0.x/2�5=2

�00
C 5

2
EI

�
w0.x/w00.x/2

Œ1C w0.x/2�7=2

�0
D p.x/ :

We refer to [90] and references therein for some delicate results about this equation.
At this point, a possible way out is to linearise the equation. For

small deformations w of the beam (2.5)

we may use the asymptotic expansions of the involved formulas (as w0 ! 0) so that
TS and TB simplify as follows:

TS .w/ D T

2

Z b

a

w0.x/2 dx ; TB.w/ D EI

2

Z b

a

w00.x/2 dx :

Therefore, if (2.5) holds then the total elastic energy may be approximated by

T .w/ D
Z b

a

�
EI

2
w00.x/2 C T

2
w0.x/2 � p.x/w.x/

�

dx: (2.6)

The linear Euler–Lagrange equation that formally arises from (2.6) contains both
second and fourth order terms and reads

EI w0000.x/ � Tw00.x/ D p.x/ : (2.7)

If the beam is moving in an elastic medium and if it can move freely at the endpoints,
in case of zero tension there is no stretching component and we get

T .w/ D
Z b

a

�
EI

2
w00.x/2 � p.x/w.x/

�

dx:

This leads to the Euler–Lagrange equation

EI w0000.x/ D p.x/ : (2.8)
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Fig. 2.2 A beam with left endpoint clamped and right endpoint hinged

The boundary conditions to be associated to these equations depend on the
problem considered. If the beam is clamped at its endpoints then we impose the
Dirichlet boundary conditions

w.a/ D w0.a/ D w.b/ D w0.b/ D 0 : (2.9)

If the beam is hinged at its endpoints then we impose the Navier boundary
conditions

w.a/ D w00.a/ D w.b/ D w00.b/ D 0 : (2.10)

In Fig. 2.2 we represent both conditions (2.9) and (2.10).
These boundary conditions are variational and may be derived while minimising

the energy functional in a suitable functional space. We say that w 2 H2
0 .a; b/

(respectively, w 2 H2 \ H1
0 .a; b/) is a weak solution of (2.7)–(2.9) [respec-

tively, (2.7)–(2.10)] if

Z b

a

�
EI w00.x/' 00.x/C w0.x/' 0.x/

	
dx D

Z b

a

p.x/'.x/ dx

for all ' 2 H2
0 .a; b/ (respectively, ' 2 H2 \ H1

0 .a; b/). By the Lax–Milgram
Theorem we infer

Theorem 2.1 Assume that p 2 L2.a; b/. Then there exists a unique weak solution
w of (2.7) [with one of the boundary conditions (2.9) or (2.10)] which is also the
unique minimiser of the energy (2.6). If p 2 C0Œa; b� then w 2 C4Œa; b� is a classical
solution of (2.7) and satisfies the boundary conditions (2.9) or (2.10).

Whence, assumption (2.5) allows to linearise the equation and to study the
problem with the classical tools of calculus of variations. However, it is not
always possible to assume (2.5), in particular if one considers models where
large oscillations appear. In this situation the linear equation does not reflect with
sufficient accuracy the model. As a compromise between a rough approximation
[leading to the linear equation (2.7)] and the full problem [leading to the quasilinear
equation (2.4)] one may consider a semilinear equation, that is, an equation where
the nonlinearities are concentrated in the zero order terms. This procedure is
somehow justified in elasticity, see Sect. 5.1, and we will follow this trend in
Sect. 2.6 below.
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2.3 Deflection of Cables Under Vertical Loads

For several reasons, the sustaining cables have to be considered the main component
of a suspension bridge. Not only they interact directly with the towers and the
hangers, but also the stiffening trusses must be designed to take the compression
induced by the cables. According to Podolny [221, Sect. 15.9],

cables are one of the main components to inhibit the extension of suspension bridge spans.

The reason is that the weight of the cable grows more quickly than the weight of
the roadway it supports; moreover, their dead load is superlinear with respect to the
span length, see [221, Fig. 15.27].

In this section we derive the equation of the deflection of cables. We model the
cable as a perfectly flexible string subject to vertical loads. If we assume that the
string has no resistance to bending, as in the case of a rope, the only internal force
is the tension F D F.x/ of the string which acts tangentially to the position of
the curve representing the string. In Fig. 2.3 we sketch a picture of the string whose
endpoints are A and B . The horizontal direction represents the abscissa x whereas
the downwards axis represents the vertical displacement y. Denote by � D �.x/ the
angle between the horizontal x-direction and the tangent to the curve so that

y0.x/ D tan �.x/ : (2.11)

Assume that the string is subject to a downwards vertical dead load q.x/. The
horizontal component of the tension is constant, that is,

F.x/ cos �.x/ � H > 0 : (2.12)

At this point, two cases must be distinguished.

The load is distributed per horizontal unit. This is the situation which occurs when
a beam is suspended to a cable as in Fig. 2.4. If we neglect the mass of the cable
(dead load) then the load is distributed per horizontal unit. If we assume that spacing
between hangers is small relative to the span, then the hangers can be considered as a

Fig. 2.3 Equilibrium of a string
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cable membrane

beam

Fig. 2.4 Beam (red) sustained by a cable (black) through a membrane (grey)

continuous sheet or a membrane uniformly connecting the cable and the beam. This
is a simplified sketch of what occurs in a suspension bridge, see Fig. 1, provided that
the mass of the cable is neglected and that the roadway is sought as a beam. In this
case, the vertical component of the tension has a variation given by

d

dx
ŒF .x/ sin �.x/� D �q.x/

where we recall that the positive vertical axis is oriented downwards. In view
of (2.12) we then obtain

H
d

dx
Œtan �.x/� D �q.x/:

Moreover, by using (2.11), this equation yields

Hy00.x/ D �q.x/ : (2.13)

If the left endpoint of the string is at the origin, A.0; 0/, the other endpoint is at
B.x0; y0/, and the load is constant, q.x/ � q, the solution of (2.13) is given by

y.x/ D � q

2H
x2 C

�
y0

x0
C q x0

2H

�

x :

Hence, the cable takes the shape of a parabola (recall that y is positive downwards
so that it has a [-shaped graph). The length Lc of the cable is then given by

Lc D Lc.x0; y0; q;H/ D
Z x0

0

p
1C y0.x/2 dx : (2.14)

If B is at the same height as A (as in suspension bridges, see Fig. 2.4), and if
L D x0 denotes the distance between the towers, then B.L; 0/ and (2.13)–(2.14)
yield

y.x/D q

2H
x.L�x/ ; Lc D L

2

r

1C q2L2

4H2
C H

q
log

 
qL

2H
C
r

1C q2L2

4H2

!

:

(2.15)
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The load is distributed per unit length. This occurs when the cable is only subject to
its own weight (dead load) or, at least, when its weight is the dominant part of the
load. In this case, the vertical component of the tension has a variation given by

d

dx
ŒF .x/ sin �.x/� D �q.x/

p
1C y0.x/2

which, combined with (2.12), yields

H
d

dx
Œtan �.x/� D �q.x/

p
1C y0.x/2 :

In turn, by using (2.11), we obtain

Hy00.x/ D �q.x/
p
1C y0.x/2 : (2.16)

If the left endpoint of the string is at the origin, A.0; 0/, the other endpoint is at
B.L; 0/, and the load is constant, q.x/ � q, the solution of (2.16) is given by

y.x/ D H

q

�

cosh

�
qL

2H

�

� cosh
� q

2H
.2x �L/

��

: (2.17)

Hence, the cable takes the shape of a catenary (again, a [-shaped graph). The length
Lc of the cable is given by (2.14) which, for (2.17), yields

Lc D 2H

q
sinh

qL

2H
:

2.4 Suspension Bridges Modeled by Beams and Cables

The deflection theory models a suspension bridge as a combination of a string
(the sustaining cable) and a beam (the roadway), see Fig. 2.5. The point O is the
origin of the orthogonal coordinate system and positive displacements are oriented
downwards. The pointM has coordinatesM.0;L/ where L is the distance between

Fig. 2.5 Beam (red) sustained by a cable (black) through parallel hangers
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the two towers. When the system is only subject to the action of dead loads, the cable
is in position y.x/ while the unloaded beam is the segment connecting O and M .
We assume that the cable is adjusted in such a way that it carries its own weight, the
weight of the hangers and the dead weight of the roadway (beam) without producing
a bending moment in the beam so that all additional deformations of the cable
and the beam due to live loads are small, see (2.5). We have already underlined
in Sect. 2.2 that assumption (2.5) is not always correct and therefore, in Sect. 2.6,
we will also consider a nonlinear model. We assume that the cable is extensible,
that is, it may increase its length due to both dead and live loads. We denote by:

L the length of the beam (the distance between the towers) and x 2 .0; L/ the
position on the beam;
q and p D p.x/ the dead and live loads per unit length applied to the beam;
y D y.x/ the downwards displacement of the cable from the horizontal line
connecting the endpoints of the cable, due to the dead load q;
w D w.x/ the downwards displacement of the beam and, hence, the additional
displacement of the cable due to the live load p;
H the horizontal tension in the cable, when subject to the dead load q only;
h D h.w/ the additional tension in the cable produced by the live load p.

The function w describes both the downwards displacements of the beam and the
cable because

the elastic deformation of the hangers is neglected. (2.18)

This assumption is a traditional simplification of the model and appears justifiable
as far as lower modes and weakly stiffened bridges are involved, see the results by
Luco and Turmo [177]. However, since the flexibility of the hangers has a significant
effect on the frequencies of the higher modes when the stiffness of the girder is
important, see again [177] and previous work in [233, p. 123], in the nonlinear model
we will remove this assumption.

Since the dead load q of the beam is constant, (2.13) yields

y00.x/ D � q

H
; y0.x/ D q

H

�
L

2
� x

�

8x 2 .0; L/ : (2.19)

We have here assumed that the endpoints of the cable are at the same altitude (which
is here irrelevant), see again Fig. 2.5. Note that such altitude does not modify (2.19)
in view of (2.18): it does not matter how large are the hangers since they are
undeformable.

When a live load p is added, a certain amount p1 of p is carried by the cable
whereas the remaining part p � p1 is carried by the bending stiffness of the beam.
The horizontal tension of the cable is increased to H C h.w/ and the deflection w
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is added to the displacement y. Hence, according to (2.13), the equation for this
condition reads

.H C h.w//
�
y00.x/C w00.x/

�
D �q � p1.x/ 8x 2 .0; L/ : (2.20)

On the other hand, by (2.8) the equation for the displacement of the beam is

EI w0000.x/ D p.x/ � p1.x/ 8x 2 .0; L/ : (2.21)

Then, by combining (2.19)–(2.21) we obtain

EI w0000.x/ � .H C h.w// w00.x/C q

H
h.w/ D p.x/ 8x 2 .0; L/; (2.22)

which coincides with (2.1); the beam is assumed to be hinged at the endpoints which
means that the boundary conditions read

w.0/ D w.L/ D w00.0/ D w00.L/ D 0 : (2.23)

We recall that (2.22) is obtained under assumption (2.18) and using repeatedly (2.5);
in particular,

it is assumption (2.18) which allows the motions of the cable and of the
beam to be treated within a single equation.

Even after all these approximations, (2.22) is by far nontrivial: it is a nonlinear
integrodifferential equation of fourth order which we analyse in detail in next
section. A further simplification is to consider h as a small constant (see e.g. [84,
(4.10)]) and obtain the linear equation

EI w0000.x/ � .H C h/w00.x/ D p.x/ � hq

H
8x 2 .0; L/

which can be integrated with classical methods. However, since the main concern
of this book is precisely not to oversimplify (nor abuse with linearisations) we will
not pursue this further and, in next section, we explain how to proceed with the
computation of h. In classical engineering literature, (2.22) and its simplifications
have been used for the computation of moments and shears for different kinds of
suspension bridges, see [199, 248].
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2.5 The Melan Equation

2.5.1 How to Compute the Additional Tension of the Cables

In this section we address the problem of the computation of the additional tension
h D h.w/ in (2.22). Since the cable is extensible, it may be that h.w/ ¤ 0. We first
recall that

the sag-span ratio is always in the range .
1

12
;
1

8
/ (2.24)

and, most frequently, it is around 1=10, see e.g. [221, Sect. 15.17]. By using
both (2.15) and (2.19), this means that

y

�
L

2

�

� y.0/ D L

10
H) q

H
D 4

5L
H) y0.0/ D 0:4 : (2.25)

The length Lc of the cable at rest is given by

Lc D
Z L

0

p
1C y0.x/2 dx D L

2

r

1C L2q2

4H2
C H

q
log

 
Lq

2H
C
r

1C L2q2

4H2

!

:

If we assume (2.25) then Lc may be written as a linear function of L:

Lc D
 p

29

10
C 5

4
log

2C p
29

5

!

L � 1:026L : (2.26)

The increment�Lc of the length Lc due to the deformation w is

�Lc D 	 .w/ WD
Z L

0

�p
1C Œy0.x/C w0.x/�2 �

p
1C y0.x/2

�
dx : (2.27)

According to (2.19) and (2.27), the explicit value of 	 .w/ is

	 .w/ D
Z L

0

s

1C
�

w0.x/C q

H

�
L

2
� x

��2
dx � Lc : (2.28)

Finally, ifA denotes the cross-sectional area of the cable andE denotes the modulus
of elasticity of the material, then the additional tension in the cable produced by the
live load p is given by

h D EA

Lc
�Lc ; h.w/ D EA

Lc
	 .w/ : (2.29)
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In literature, there are at least three different ways to approximate 	 .w/. Let us
analyse them in detail.

2.5.1.1 First Approximation

Recall the asymptotic expansion, valid for any 
 ¤ 0,

p
1C .
C "/2 �

p
1C 
2 	 "


p
1C 
2

as " ! 0 : (2.30)

By applying it to (2.28) one obtains

�Lc �
Z L

0

y0.x/w0.x/
p
1C y0.x/2

dx: (2.31)

While introducing the model in Fig. 2.5, Biot and von Kármán [48, p. 277] warn the
reader by writing

whereas the deflection of the beam may be considered small, the deflection of the string, i.e.,
the deviation of its shape from a straight line, has to be considered as of finite magnitude.

However, after reaching (2.31), Biot-von Kármán [48, (5.14)] decide to neglect
y0.x/2 in comparison with unity and write

	 .w/ � 	1.w/ D
Z L

0

y0.x/w0.x/ dx D �
Z L

0

w.x/y00.x/ dx D q

H

Z L

0

w.x/ dx

where the integration by parts takes into account that w.0/ D w.L/ D 0 and, for
the second equality, one uses (2.19). We denote by 	1 the approximated quantity
obtained in [48]. A first approximation of 	 .w/ is then

	1.w/ D q

H

Z L

0

w.x/ dx : (2.32)

Assuming that y0.x/ is small means that the cable is almost horizontal, which seems
quite far from the truth, see (2.24). This is a mistake while deriving (2.32): it was
already present in the Report [9, VI-5] and also appears in more recent literature,
see [280, (17)] and [85, (1)].

In order to quantify the error of this approximation, we notice that (2.25) yields

p
1C y0.0/2 � 1:077
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yielding an error of 7.7 % if we approximate with unity. The same error occurs at
the other endpoint (x D L). Using again (2.25), a similar computation leads to

q
1C y0.L

4
/2 � 1:02

yielding an error of 2 %, while it is clear that there is no error at all at the vertex
of the parabola x D L=2. In some particular situations one may also have a sag-
span ratio of 1=8, see (2.24), in which case y0.0/ D 1=2 and

p
1C y0.0/2 � 1:12,

yielding an error of 12 %. In any case, this approximation appears too rude.

2.5.1.2 Second Approximation

After reaching (2.27), Timoshenko [257] (see also [261, Chap. 11]) multiplies and
divides the integrand by its conjugate expression and obtains

	 .w/ D
Z L

0

2w0.x/y0.x/C w0.x/2
p
1C Œy0.x/C w0.x/�2 Cp

1C y0.x/2
dx :

Then he neglects the derivatives and approximates the denominator with 2:

	 .w/ �
Z L

0

�

w0.x/y0.x/C w0.x/2

2

�

dx :

With an integration by parts and taking into account both w.0/ D w.L/ D 0

and (2.19) we obtain

	2.w/ D q

H

Z L

0

w.x/ dx C
Z L

0

w0.x/2

2
dx : (2.33)

With a further integration by parts one may also obtain (see [261, (11.16)])

	2.w/ D q

H

Z L

0

w.x/ dx � 1

2

Z L

0

w.x/w00.x/ dx

but we prefer to stick to (2.33) since it does not involve the second derivative of w.
Note that also 	2 is obtained by neglecting y0 which, as already underlined, is not
small compared to unity, especially near the endpoints x D 0 and x D L.
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2.5.1.3 Third Approximation

Without neglecting y0, an integration by parts and the conditions w.0/ D w.L/ D 0

transform (2.31) into

�Lc � �
Z L

0

y00.x/w.x/
.1C y0.x/2/3=2

dx:

Hence, invoking (2.19), a third approximation of 	 is

	3.w/ D q

H

Z
L

0

w.x/
h
1C q2

H2



x � L

2

�2i3=2
dx : (2.34)

In order to obtain (2.34), one uses the asymptotic expansion (2.30) which holds for
any 
 ¤ 0 and for j"j 
 j
j. But, in our case, from (2.19) we have that 
 D y0.x/
and hence 
 D 0 if x D L

2
. More generally, since y is given and w depends on the

load p, jw0.x/j may not be small when compared to jy0.x/j. So, a second mistake is
that (2.30) is not correct for any x 2 .0; L/. Nevertheless, if the live load p D p.x/

is assumed to be symmetric with respect to x D L
2

(the center of the beam) also
the displacement w will have such symmetry and then jw0.x/j will indeed be small
with respect to jy0.x/j for all x; in particular, w0.L

2
/ D y0.L

2
/ D 0. Hence, this

approximation appears reasonable only if the live load p is “almost” symmetric.
Quite curiously, the approximations yielding	1 and	3 are based on two opposite

wrong arguments: basically, one follows by assuming that jy0j is too small, the other
follows by assuming that jy0j is too large. Note that 	2 equals 	1 plus an additional
positive term and that 	3 has a smaller integrand when compared to 	1; therefore,

	3.w/ < 	1.w/ < 	2.w/ 8w :

Here and in the next sections we compare (2.28)–(2.32)–(2.33)–(2.34) and we
show that there may be large discrepancies. We estimate the difference between the
	i ’s for some given vertical displacements w. To this end, we notice that it is likely
to expect that the maximum vertical displacement of the beam is around 1=100 of the
length of the span; if the bridge is 1 km long, the maximum amplitude of the vertical
oscillation should be expected of at most 10 m. Whence, a reasonable assumption is
that

w

�
L

2

�

D L

100
: (2.35)

We now compute the 	i ’s on three different configurations of the beam.
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2.5.1.4 Parabolic Shape

Assume that the displacement w has the shape of a parabola,

w.x/ D ıx.L� x/ .ı > 0/; (2.36)

although this does not represent a hinged beam since it fails to satisfy the conditions
w00.0/ D w00.L/ D 0. However, this simple case allows by hand computations and
gives a qualitative idea of the differences between 	 and its approximations 	i
(i D 1; 2; 3). For the configuration (2.36), the constraint (2.35) implies that

ı D 1

25L
: (2.37)

The computations in [124] show that if w is as in (2.36) and we assume both (2.25)
and (2.37), then

	1.w/ � 	 .w/ ; 	2.w/ � 1:05 	 .w/ ; 	3.w/ � 0:96 	 .w/ :

But, as already mentioned, (2.36) does not represent a hinged beam. So, let us
consider a realistic beam.

2.5.1.5 Simplest Symmetric Beam Shape

The simplest shape for a hinged beam is the fourth order polynomial

w.x/ D ıx.x3 � 2Lx2 C L3/ .ı > 0/ I (2.38)

this function will also serve to build a counterexample in Sect. 2.5.2. In this case, if
we assume again (2.35), we obtain

ı D 4

125L3
:

The computations in [124] show that

	1.w/ � 	2.w/ � 	 .w/ � 1:05 	3.w/ :

2.5.1.6 Asymmetric Beams

We assume here that there is some load concentrated on the interval .0; `/ for some
` 2 .0; L

2
/ (the case ` > L

2
being specular) and that the corresponding deformation
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w has the shape of the piecewise affine function

w.x/ D �x if x 2 .0; `/ ; w.x/ D �`

L � `.L � x/ if x 2 .`; L/ (2.39)

so that w.`/ D �`. A reasonable value of � satisfies the rule in (2.35), that is,

�` D w.`/ D `

50
H) � D 1

50
:

Then the computations in [124] show that

	1.w/

	 .w/
! 1:054 ;

	2.w/

	 .w/
! 1:08 ;

	3.w/

	 .w/
! 1:015 as ` ! 0 ;

yielding approximate errors of 5:4%, 8%, 1:5% respectively. Moreover,

	 .w/

	1.w/
! 1:008 ;

	 .w/

	2.w/
! 0:96 ;

	 .w/

	3.w/
! 1:047 as ` ! L

2
;

yielding approximate errors of 0:8%, 4%, 4:7% respectively.

2.5.2 Existence and Uniqueness Results

In this section we simply denote the Lp-norms by

kvkp WD kvkLp.0;L/ 8p 2 Œ1;1� ; 8v 2 Lp.0;L/ :

Our purpose is to state the existence of at least a solution of (2.22) and (2.23). For
simplicity, we drop some constants and consider the problem

�
w0000.x/�.aCh.w// w00.x/Cb h.w/Dp.x/ for x 2 .0; L/
w.0/Dw.L/Dw00.0/Dw00.L/D0 (2.40)

where a; b > 0 and h.w/ is a nonlocal term, of indefinite sign, satisfying

9c > 0 ; jh.u/j � ckuk1 8u 2 H1
0 .0; L/ : (2.41)

Note that assumption (2.41) is satisfied when h is defined by

h.w/ D EA

Lc
	i .w/ .i D 1; 3/ ;
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see (2.29), with 	1 and 	3 defined in (2.32) and (2.34). In both these cases, one can
take c D EA

Lc

q

H
.

The first results yields the existence of a solution of (2.40) provided that L and
p are sufficiently small.

Theorem 2.2 Let a; b > 0 and let h W H1
0 .0; L/ ! R be a continuous functional

such that there exists c > 0 satisfying (2.41). Assume that L5 < �3=bc. Then for all
p 2 L1.0;L/ satisfying

kpk1 � a.�3 � bcL5/

c L4

there exists at least one solution w 2 W 4;1.0; L/\H1
0 .0; L/ of (2.40) which satisfies

the estimate

kwk1 � L3

�3 � bcL5
kpk1 :

Theorem 2.2 does not apply to 	 since the corresponding functional h in (2.29)
fails to satisfy (2.41). So, we now state a different result which allows to include 	 .

Consider again (2.40) with a; b > 0 and h.w/ being a nonlocal term, of indefinite
sign, satisfying

9c > 0 ; jh.u/j � cku0k1 8u 2 H1
0 .0; L/ : (2.42)

Note that assumption (2.42) is satisfied when h is defined by (2.29), with 	 defined
in (2.28). Indeed, from the simple inequality

p
1C .� C s/2 �

p
1C �2 � jsj 8� 2 R ; 8s 2 R ;

we infer that

j	 .w/j �
Z L

0

ˇ
ˇ
ˇ
p
1C Œy0.x/C w0.x/�2 �

p
1C y0.x/2

ˇ
ˇ
ˇ dx �

Z L

0

jw0.x/j dx

and therefore one can take c D 1 in (2.42). Then we have

Theorem 2.3 Let a; b > 0 and let h W H1
0 .0; L/ ! R be a continuous functional

such that there exists c > 0 satisfying (2.42). Assume that L4 < 1=bc. Then for all
p 2 L1.0;L/ satisfying

kpk1 � a.1 � bcL4/

c L3
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there exists at least one solution w 2 W 4;1.0; L/\H1
0 .0; L/ of (2.40) which satisfies

the estimate

kw0k1 � L2

1 � bcL4
kpk1 :

Remark 2.4 Neither Theorem 2.2 nor Theorem 2.3 cover the case where h is defined
through 	2 since

j	2.w/j � ckwk1 C kw0k22
2

8w 2 H1
0 .0; L/

and therefore 	2 has quadratic growth. However, using some a priori bounds for the
linearised equation, one may estimate the quadratic term kw0k22 with a linear term
kw0k2 and, consequently, obtain a result in the spirit of Theorems 2.2 and 2.3 also
when h is defined through 	2.

So far, we merely stated existence results for small solutions of (2.40). We now
state an existence and uniqueness result (for small solutions) which, however, has
the disadvantage of some tedious and painful assumptions. We first assume that

h.0/ D 0; 9c > 0; jh.u/� h.v/j � cku00 � v00k2 8u; v 2 H2 \H1
0 .0; L/:

(2.43)

When h is defined by (2.29), the condition (2.43) is satisfied for 	 , 	1 and 	3.
Let us state the following existence and uniqueness result for small solutions

of (2.40) which, again, holds when both L and p are sufficiently small.

Theorem 2.5 Let a; b > 0 and let h W H1
0 .0; L/ ! R be a continuous functional

such that there exists c > 0 satisfying (2.43). Assume that

L < min

�
1

.bc/2
;

�

.bc/2=5



: (2.44)

Then for all p 2 L1.0;L/ satisfying

kpk1 < min

(
��

L

�3=2 .�5=2 � bcL5=2/.1 � bc
p
L/

c.�5=2 � bcL5=2 C bc� L7=2/
;
a.�5=2 � bcL5=2/

�c L5=2

)

(2.45)

there exists a unique solution w 2 W 4;1.0; L/\H1
0 .0; L/ of (2.40) satisfying

kw00k2 � � L5=2

�5=2 � bcL5=2
kpk1 : (2.46)
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Note that the smallness of L assumed in (2.44) ensures that the right hand side
of (2.45) is positive. Clearly, which is the maximum to be considered in (2.44)
depends on whether bc 7 1. We also emphasise that Theorem 2.5 only states
the existence and uniqueness of a small solution satisfying (2.46) but it does not
clarify if there exist additional large solutions violating (2.46). And, indeed, as the
following counterexample shows, there may exist additional large solutions.

Remark 2.6 For a given L >
p
12 consider the functional

h.w/ D
Z L

0

w00.x/ dx 8w 2 H2.0;L/\H1
0 .0; L/

so that (2.43) is satisfied with c D p
L. Fix ı > 0 and consider the problem

�
w0000.x/�
2ıL3C"Ch.w/�w00.x/C 12

L3
h.w/Dp".x/ for x 2 .0; L/

w.0/Dw.L/Dw00.0/Dw00.L/D0 (2.47)

where p".x/ D 12ı".Lx � x2/ and " > 0 will be fixed later. Equation (2.47) is
as (2.40) with

a D 2ı L3 C " ; b D 12

L3
; c D p

L ; p.x/ D p".x/ :

Whence,

1

.bc/2
D L5

144
;

�

.bc/2=5
D � L

122=5
:

Since we assumed L >
p
12 and since 122=5 < � , the condition (2.44) is satisfied.

Now we choose " > 0 sufficiently small so that p" satisfies the bound (2.45). Then
all the assumptions of Theorem 2.5 are fulfilled and there exists a unique solution w
of (2.47) satisfying (2.46).

Note that the function wı.x/ D ıx.x3�2Lx2CL3/, already considered in (2.38),
solves (2.47). However, if " > 0 is sufficiently small, it fails to satisfy (2.46) and
therefore wı is not the small solution found in Theorem 2.5. This shows that, besides
a small solution, also a large solution may exist.

We conclude this section with a simple calculus statement which will be
repeatedly used while implementing the numerical procedures in the next sections.
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Proposition 2.7 Let ˛ > 0 and f 2 L1.0;L/. The unique solution u 2
W 4;1.0; L/\H1

0 .0; L/ of the problem

u0000.x/� ˛2 u00.x/ D f .x/ in .0; L/ ; u.0/ D u.L/ D u00.0/ D u00.L/ D 0

(2.48)

is given by

u.x/ D x

˛2 L

Z L

0

.L � t/f .t/ dt � sinh.˛x/

˛3 sinh.˛L/

Z L

0

sinhŒ˛.L � t/� f .t/ dt

C
Z x

0

�
t � x
˛2

C sinhŒ˛.x � t/�
˛3

�

f .t/ dt :

Note that the assumption ˛2 > 0 in Proposition 2.7 is crucial since otherwise the
equation (2.48) changes type: instead of hyperbolic functions one has trigonometric
functions with possible resonance problems.

2.5.3 Numerical Implementations with a Stable Fixed Point

In this section and the following one we apply an iterative procedure in order to
numerically determine a solution of (2.40). We inductively construct sequences fwng
of approximating solutions and it turns out that an excellent estimator of the rate
of approximation is the corresponding numerical sequence fh.wn/g. As we shall
see, depending on the parameters involved, the fixed points of our iterative method
may be both stable or unstable. In this section we deal with stable cases whereas in
Sect. 2.5.4, which involves an actual bridge, we deal with an unstable case.

We drop here the constant EA=Lc so that h.w/ D 	 .w/, we fix constants
a; b; c > 0 and a load p, and consider the equations

aw0000.x/ � .b C h.w// w00.x/C c h.w/ D p.x/ 8x 2 .0; L/ ; (2.49)

complemented with the boundary conditions (2.23). We define a map � W R ! R

as follows. For any 2 R we denote by W the unique solution w of the equation

aw0000.x/ � .b C/ w00.x/C c  D p.x/ 8x 2 .0; L/ ;

satisfying (2.23). The solution of this equation may be obtained by using Proposi-
tion 2.7. Then we put

�./ WD h.W/ : (2.50)
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Clearly,W is a solution of (2.49)–(2.23) if and only if is a fixed point for�, that
is, h.W/ D �./ D .

If �./ ¤  we try to find a fixed point for � by an iterative procedure. We fix
some 0 2 R (for instance, 0 D 0) and define a sequencen WD �.n�1/ for all
n � 1. This defines a discrete dynamical system which, under suitable conditions,
may force the sequence to converge to a fixed point  of �. For the equations
considered in this section, this procedure works out perfectly.

In Tables 2.1, 2.2, 2.3, 2.4, 2.5, and 2.6 we report some of our numerical results;
we always started with 0 D 0. For each table we emphasise the values of the
parameters involved in (2.49). Since  turned out to be small, we magnify �.n/
by some powers of 10.

In all the above results it appears that the sequence f�.n/g is not monotonic but
the two subsequences of odd and even iterations appear, respectively, decreasing and
increasing. Since they converge to the same limit, this means that

�.2k/ < �.2kC2/ <  < �.2kC1/ < �.2k�1/ 8k � 1 : (2.51)

Table 2.1 Case L D 2, a D b D c D 1, p.x/ � 1

n 1 2 3 4 5 6 7 8

100�.n/ 9.55239 8.1815 8.37021 8.34408 8.3477 8.3472 8.34727 8.34726

Table 2.2 Case L D 2, a D b D c D 1, p.x/ D 0 in .0; 1/ and p.x/ D 10 in .1; 2/

n 1 2 3 4 5 6 7 8

10�.n/ 8.04928 4.80539 5.90186 5.50443 5.6451 5.59488 5.61276 5.60638

Table 2.3 Case L D 2, a D b D c D 1, p.x/ D 0 in .0; 3=2/ and p.x/ D 20 in .3=2; 2/

n 1 2 3 4 5 6 7 8

10�.n/ 3.93699 2.84652 3.1149 3.04668 3.06388 3.05954 3.06064 3.06036

Table 2.4 Case L D 2, a D b D c D 1, p.x/ D 10e�10.x�1/2

n 1 2 3 4 5 6 7 8

10�.n/ 6.19365 3.96853 4.65526 4.4316 4.50324 4.48017 4.48758 4.4852

Table 2.5 Case L D 2,
a D 10, b D c D 1,
p.x/ � 1

n 1 2 3 4

100�.n/ 1.02565 1.01427 1.01439 1.01439

Table 2.6 Case L D 2, a D b D 1, c D 10, p.x/ � 1

n 1 2 3 4 5 6 7 8

100�.n/ 9.55239 0.3214 9.16847 0.60499 8.83393 0.858085 8.5387 1.08607
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This readily gives an approximation of  and, in turn, of the solution w of (2.49).
As should be expected, the convergence is slower for larger values of c: in the very
last experiment we found 100�.126/ < 4:3 and 100�.127/ > 4:7.

In all these cases this procedure worked out, which means that the fixed point
 is stable and that the discrete dynamical system behaves as in Fig. 2.6. The map
 7! �./ is decreasing and its slope is larger than �1 in a neighborhood of .

We also used this procedure in order to estimate the responses of the different
forms of h D 	i . We fix the parameters involved in (2.49) and we perform
the iterative procedure for each one of the 	i (i D 1; 2; 3) and 	0 D 	 . We
define again �i./ (i D 0; 1; 2; 3) as in (2.50). After some iterations we have
an approximation of

i WD lim
n!1�i.n/ :

Then, we obtain a limit equation (2.49) having the form

aw0000.x/� 

b Ci

�
w00.x/C c i D p.x/ 8x 2 .0; L/ ; .i D 0; 1; 2; 3/ :

By integrating these linear equations with the boundary conditions (2.23) we obtain
the different solutions. In Tables 2.7 and 2.8 we quote our numerical results for the
different values of i .

In all these experiments we found the same qualitative behavior represented in
Fig. 2.6: the sequence f�i.n/g is not monotonic, it satisfies (2.51), and it converges
to a fixed point for �i . As we shall see in next section, this is not the case for
different values of the parameters.

Fig. 2.6 The stable fixed
point for the map  7! �./

defined by (2.50)

Table 2.7 Case L D 2,
a D c D 1, b D 10,
p.x/ � 1

1000 1001 1002 1003

2.15633 2.07143 2.26845 1.98463

Table 2.8 Case L D 2, a D c D 1, b D 10, p.x/ D 0 in .0; 3=2/ and p.x/ D 20 in .3=2; 2/

1000 1001 1002 1003

7.7621 6.19506 8.47472 5.91363
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2.5.4 Numerics with an Unstable Fixed Point
for an Actual Bridge

We consider here a possible actual bridge and we fix the parameters in (2.22)
following Wollmann [280]. The stiffness EI is known to be EI D 57 � 106 kN � m2

whereas EA D 36 � 108 kN. Wollmann considers a bridge with main span of length
L D 460m and he assumes (2.25) so that

q

H
D 1:739 � 10�3 m�1 ; q D 170 kN=m ; H D 97:75 � 103 kN :

By (2.26) we find Lc D 472m, while from (2.29) we infer

h.w/ D .7:627 � 106 kN=m/ 	i .w/

where the 	i .w/ are measured in meters; we will consider i D 0; 1; 2; 3 with 	0 D
	 as in (2.28) and the remaining 	i as in (2.32)–(2.34).

We first take as live load a vehicle, a coach of length 10m having a weight density
of 10 kN/m, that is

p.x/ D 10 �.d;dC10/ kN=m 0 < d < 230 ;

where �.d;dC10/ denotes the characteristic function of the interval .d; dC10/. Then,
after dropping the unity measure kN/m and dividing by 10, (2.22) reads

57 � 105 w0000.x/ �
�
9775C 7:627 � 105 	i .w/

�
w00.x/C 1326 	i.w/ D �.d;dC10/

(2.52)

for x 2 .0; 460/, where the solution w is computed in meters. For numerical reasons,
it is better to rescale (2.52): we put

w.x/ D v
� x

230

�
D v.s/ : (2.53)

Let us compute the different values of 	i after this change. We have

	0.w/ D
Z 460

0

p
1C Œw0.x/C 1:739 � 10�3 .230� x/�2 dx � 1:026 � 460

D 230

�Z 2

0

p
1C Œ4:35 � 10�3 v0.s/C 0:4 .1� s/�2 ds � 2:052

�

DW �0.v/ I

	1.w/ D 1:739 � 10�3
Z 460

0

w.x/ dx D 0:4

Z 2

0

v.s/ ds DW �1.v/ I
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	2.w/ D 0:4

Z 2

0

v.s/ ds C 2:17 � 10�3
Z 2

0

v0.s/2 ds DW �2.v/ I

	3.w/ D 1:739 � 10�3
Z 460

0

w.x/ dx

Œ1C 3:02 � 10�6 .x � 230/2�3=2

D 0:4

Z 2

0

v.s/ ds

Œ1C 0:16.s � 1/2�3=2 DW �3.v/ :

After the change (2.53) and division by 57�105
2304

, Eq. (2.52) becomes

v0000.s/�
�
90:72C7078 �i.v/

�
v00.s/C650999 �i.v/D491 d .s/ 8s 2 .0; 2/

(2.54)

where d is the characteristic function of the interval . d
230
; dC10
230

/. We try to proceed
as in Sect. 2.5.3. We fix some  > 0 and we solve Eq. (2.54) by replacing �i .v/
with :

v0000.s/ � ˛2 v00.s/ D f .s/ 8s 2 .0; 2/ (2.55)

where ˛2 WD 90:72 C 7078 and f .s/ WD 491 d.s/ � 650999. By Propo-
sition 2.7, this linear equation, complemented with hinged boundary conditions,
admits a unique solution V given by

V.s/D491�d;.s/C
�
491.455�d/
10580

� 650999

�
s

˛2

C650999

2 ˛2
s2 C 650999

˛4

�
1�cosh.˛s/

�

C
�

650999
�

cosh.2˛/�1
�

� 982 sinh
˛

46
sinh

˛.455�d/
230

�
sinh.˛s/

˛4 sinh.2˛/

where

�d;.s/ D

8
<̂

:̂

0 if 0 � s � d
230

1
˛4



coshŒ˛.s � d

230
/� � 1

�� .s� d
230 /

2

2 ˛2
if d

230
< s < dC10

230
2
˛4

sinh ˛
46

sinh


˛


s � dC5

230

��C 1
46 ˛2



dC5
115

� 2s� if dC10
230

� s � 2 :

We then compute �i .V/ according to the above formulas and we put

�i./ D �i .V/ : (2.56)

Again, this defines a sequence n D �i.n�1/. However, for the values in (2.54),
this sequence appears to diverge and to be quite unstable: contrary to the exper-
iments in Sect. 2.5.3, see (2.51), we have here that �i.2k/ ! C1 and
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�i.2kC1/ ! �1 as k ! 1. This behavior describes an unstable fixed point,
as represented in Fig. 2.7. Here, the slope of  7! �i./ is smaller than �1. In
fact, our experiments show that it is very negative, possibly �1.

In order to apply Proposition 2.7 one needs 90:72C7078n > 0 since otherwise
the equation changes type. These difficulties suggest to proceed differently. We fix
0 D 0 and, for any k � 0, if 2kC1 D �i.2k/ > 2k (resp. 2kC1 < 2k)
we take some 2kC2 2 .2k;2kC1/ (resp. 2kC2 2 .2kC1; 2k/). With this
procedure we obtained a bounded sequence such that .2kC1 � 2k/ ! 0 as k !
1, that is,

9 i D lim
n!1n .i D 0; 1; 2; 3/ (2.57)

where the index i identifies the �i used to construct the sequence, see (2.56).
We numerically computed these limits for different values of d , see Table 2.9

where we only report the first digits ofi : the results turned out to be very sensitive
to modifications of these values up to four more digits and our numerical procedure
stopped precisely when2k and2kC1 had the first seven nonzero digits coinciding.

It appears that the best approximation of0 is2 if d D 0; 50; 100 (asymmetric
load) whereas it is 3 if d D 225 (symmetric load). The most frequently used
approximation in literature is 1 and it is never the best one. The corresponding

Fig. 2.7 The unstable fixed
point for the map
 7! �i./ defined
by (2.56)

Table 2.9 Approximate value of the optimal constants i in (2.57), case of a single coach

d 0 50 100 225

0 1:131 � 10�6 1:021 � 10�5 1:74 � 10�5 2:509 � 10�5

1 9:842 � 10�7 1:016 � 10�5 1:729 � 10�5 2:477 � 10�5

2 9:843 � 10�7 1:017 � 10�5 1:73 � 10�5 2:477 � 10�5

3 9:672 � 10�7 1:005 � 10�5 1:723 � 10�5 2:492 � 10�5
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Fig. 2.8 Plots of the solutions of (2.54) for i D 0 and d D 0; 50; 100; 225 (from left to right and
top to bottom)

solutions of (2.54), which we denote by vi , satisfy the linear equation

v0000
i .s/�

�
90:72C 7078i

�
v00
i .s/C 650999i D 491 d.s/ 8s 2 .0; 2/

and can be explicitly computed by means of Proposition 2.7. In Fig. 2.8 we plot the
solutions of (2.54) for i D 0 and for the different positions of the coach, represented
in thick black: the vertical scale is very small.

Instead of giving the analytic form of the vi , we plot the differences between
these solutions. Since 1 � 2 in all the above experiments, we also found that
v1 � v2. Therefore, in Fig. 2.9 we only plot the functions v2 � v0 and v3 � v0.

We now take as live load a freight train of length 230 m having a weight density
of 20 kN=m, that is

p.x/ D 20 �.d;dC230/ kN=m 0 < d < 230

where �.d;dC230/ is the characteristic function of the interval .d; d C 230/. We
consider both the cases where the train occupies the first half of the span (d D 0)
and the case where the train is in the middle of the span (d D 115). With the same
scaling as above, instead of (2.54) we obtain

v0000.s/�
�
90:72C7078 �i.v/

�
v00.s/C650999 �i.v/D982 ı.s/ 8s 2 .0; 2/

(2.58)
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Fig. 2.9 Plots of the functions v2 � v0 (thick) and v3 � v0 (thin) for d D 0; 50; 100; 250 (from
left to right and top to bottom)

where  ı is the characteristic function of .ı; 1C ı/ with ı D 0 or ı D 1
2
. We solve

Eq. (2.58) by replacing �i .v/ with , that is, we consider again (2.55) where

˛2 WD 90:72C 7078 ; f .s/ WD 491 ı.s/ � 650999 :

By Proposition 2.7, this linear equation, complemented with hinged boundary
conditions, admits a unique solution V given by

V.s/ D 982�ı;.s/C
�
491.3� 2ı/

2
� 650999

�
s

˛2

C650999

2 ˛2
s2 C 650999

˛4

�
1 � cosh.˛s/

�

C
�

650999
�

cosh.2˛/� 1
�

� 1964 sinh
˛

2
sinh

˛.3 � 2ı/

2

�
sinh.˛s/

˛4 sinh.2˛/
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where

�ı;.s/ D

8
<̂

:̂

0 if 0 � s � ı
1
˛4
.coshŒ˛.s � ı/� � 1/� .s�ı/2

2 ˛2
if ı < s < ı C 1

2
˛4

sinh ˛
2

sinh ˛.2s�2ı�1/
2

C 1C2ı�2s
2 ˛2

if ı C 1 � s � 2 :

We then define again �i as in (2.56) and we find that it has an unstable fixed point,
that is, the behavior of the sequence n is well described by Fig. 2.7. With the
same previously described algorithm, we are again able to construct a converging
sequence and we denote again byi its limit, see (2.57), where the index i identifies
which of the �i ’s is used to construct the sequence, see (2.56). We numerically
computed these limits for d D 0 (train in the first half of the span) and d D 115

(train in the middle of the span), see Table 2.10 where we only report the first digits
of i : again, the results turned out to be very sensitive to modifications of these
values up to four more digits and our numerical procedure stopped when 2k and
2kC1 had the first seven nonzero digits coinciding.

Again, the best approximation of 0 is 2 if d D 0 (asymmetric load) whereas
it is 3 if d D 115 (symmetric load). And, again, 1 is never the best one. The
corresponding solutions of (2.58), which we denote by vi , satisfy the linear equation

v0000
i .s/�

�
90:72C 7078i

�
v00
i .s/C 650999i D 982 ı.s/ 8s 2 .0; 2/

and can be explicitly computed by means of Proposition 2.7. In Fig. 2.10 we plot
the solution of (2.58) for i D 0 and for the two positions of the train, represented in
thick black. Again, the vertical scale is very small.

Table 2.10 Approximate
value of the optimal constants
i in (2.57), case of a whole
train

d 0 115

0 7:582 � 10�4 1:047 � 10�3

1 7:538 � 10�4 1:042 � 10�3

2 7:582 � 10�4 1:044 � 10�3

3 7:538 � 10�4 1:046 � 10�3
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0.5 1.0 1.5 2.0
0.5 1.0 1.5 2.0

–0.4

–0.6

–0.2

–0.2

–0.1

0.4

Fig. 2.10 Plots of the solutions of (2.58) for i D 0 and d D 0; 115 (from left to right)
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Fig. 2.11 Left plot of the function v1 � v0 for d D 0; Right plots of the functions v1 � v0 (thick),
v2 � v0 (intermediate), v3 � v0 (thin) for d D 115

In Fig. 2.11 we plot the differences between the solutions of (2.58) for different
i . When d D 0we have1 � 3 and2 � 0: whence, we only plot the function
v1 � v0 since v3 � v0 is almost identical and v2 � v0 is almost 0. When d D 115 we
plot the differences vi � v0 (i D 1; 2; 3) which show how the vi ’s are ordered. By
scaling, similar pictures can be obtained for the original solutions wi of (2.52) after
undoing the change of variables (2.53).

2.6 Self-excited Oscillations in Semilinear Beam Equations

2.6.1 A Model with Superlinear Springs

Assume that a beam, possibly unbounded, is subject to the restoring forces of a large
number of nonlinear two-sided springs as in Fig. 2.12.

If the beam has finite length, it is intended to model the roadway of a suspension
bridge and the springs model the hangers. Assume that, besides the nonlinear
restoring force g D g.w/ due to the springs [taken as in (1.12)], there is a uniform
downwards load P.x/ � P acting on the beam, for instance, its weight per unit
length. Then, the same arguments which lead to (2.7) yield the semilinear equation

EI w0000.x/ � Tw00.x/ D P � .kw.x/C "w.x/3/ .x > 0/ (2.59)

where EI is the flexural rigidity and T � 0 is the constant tension which is usually
small compared with the flexural rigidity; therefore, we assume that

0 � T < 2
p
k EI : (2.60)

This assumption gives the “right behavior” to the solutions of the linear version
of (2.59), see (2.62) below. Take g as in (1.12) and consider first the case where



2.6 Self-excited Oscillations in Semilinear Beam Equations 73

Fig. 2.12 Beam subject to two-sided restoring springs

" D 0. Then (2.59) reads

EI w0000.x/ � Tw00.x/C kw.x/ D P : (2.61)

If (2.60) is satisfied then the solutions of (2.61) have the form

w.x/Da cosh

�

x

q
2
p

kEICT
4EI

�

cos

�

x

q
2
p

kEI�T
4EI

�

Cb cosh

�

x

q
2
p

kEICT
4EI

�

sin

�

x

q
2
p

kEI�T
4EI

�

Cc sinh

�

x

q
2
p

kEICT
4EI

�

cos

�

x

q
2
p

kEI�T
4EI

�

Cd sinh

�

x

q
2
p

kEICT
4EI

�

sin

�

x

q
2
p

kEI�T
4EI

�

CP

k
(2.62)

with the coefficients a; b; c; d depending on the boundary or initial conditions.
Consider now g as in (1.12) with " > 0. If T > 0, after the changes of variables

x 7! x

r
T

EI
; � D k EI

T 2
>
1

4
; ı D "EI

T 2
; Q D P EI

T 2
;

Eq. (2.59) becomes

w0000.x/ � w00.x/C �w.x/C ıw.x/3 D Q : (2.63)

In the pictures of Fig. 2.13, we plot the solutions wı of the initial value problem

w0000
ı .x/�w00

ı .x/Cwı.x/Cıwı.x/3D1; wı.0/Dw0
ı.0/Dw00

ı .0/Dw000
ı .0/D0;

(2.64)

for ı D 0 (linear case), ı D 0:01, ı D 0:02. Close to x D 0, say for x 2 Œ0; 4:5�, the
solutions are almost identical. Then, the larger is ı, the earlier an oscillation starts.
For ı D 0:02 the solution numerically appears to blow up for x � 7:1.

The purpose of the next sections is to explain these behaviors and to study
the difference between the solutions of (2.61) and (2.63). We will show that the
presence of ı > 0 creates a phenomenon of self-excited oscillations which increases
immeasurably the vibrations of the beam.
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Fig. 2.13 Solutions of (2.64) when ı D 0 (green), ı D 0:01 (red), ı D 0:02 (black)

2.6.2 Unbounded Beams and Self-excited Oscillations

An unbounded beam allows to emphasise the natural behavior of a free beam with
no constraints such as the boundary conditions (clamped or hinged beams). In this
section we show that nonlinear springs may produce self-excited oscillations in an
ideal unbounded beam.

For the reader convenience, we recall the “minimal” assumption (1.11) on f :

f 2 Liploc.R/ ; f .w/w > 0 8w 2 R n f0g: (2.65)

Then, for any T 2 R, we consider the ordinary differential equation

w0000.x/ � Tw00.x/C f .w.x// D 0 .x 2 R/ : (2.66)

We wish to emphasise some properties of the solutions of (2.66). The first statement
describes how nonlinear springs may cause a fracture within the infinite beam.

Theorem 2.8 Let T 2 R and assume that f satisfies (2.65).

.i/ If a local solution w of (2.66) blows up at some finite R 2 R, then

lim inf
x!R

w.x/ D �1 and lim sup
x!R

w.x/ D C1 : (2.67)

.ii/ If f also satisfies

lim sup
w!C1

f .w/

w
< C1 or lim sup

w!�1
f .w/

w
< C1; (2.68)

then any local solution of (2.66) exists for all x 2 R.
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If both the conditions in (2.68) are satisfied then global existence follows from the
classical theory of ODE’s. But (2.68) merely requires that f is “one-sided at most
linear” so that statement .ii/ is far from being trivial and, as shown in [126], it does
not hold for differential equations of order at most 3; this is related to the (GPCM),
see Sect. 1.8. Theorem 2.8.i/ states that, under the sole assumption (2.65), the only
way that finite space blow up can occur is with “wide and thinning oscillations” of
the solution w; again, in [126] it is shown that this kind of blow up is a phenomenon
typical of (at least) fourth order problems such as (2.66) since it does not occur in
similar lower order equations. Note that assumption (2.68) includes, in particular,
the cases where f is either concave or convex.

Theorem 2.8 does not tell if (2.67) indeed occurs. Under some restriction on T
and f , it may be complemented with the following statement.

Theorem 2.9 Let T � 0 and assume that

f .w/ D ˛jwjq�1w C ˇjwjp�1w .p > q � 1; ˛ � 0; ˇ > 0/ : (2.69)

Assume that w D w.x/ is a local solution of (2.66) in a neighborhood of x D 0

which satisfies

w0.0/w00.0/� w.0/w000.0/C Tw.0/w0.0/ > 0 : (2.70)

Then, w blows up in finite time for x > 0, that is, there exists R < C1 such
that (2.67) holds. Therefore, there exists an increasing sequence fzj gj2N such
that:

.i/ zj % R as j ! 1.
.ii/ w.zj / D 0 and w has constant sign in .zj ; zjC1/ for all j 2 N.

Furthermore, in each interval .zj ; zjC1/ where w.x/ > 0 the following facts
occur:

.iii/ 0 < w0.zj / < �w0.zjC1/ and there exists a unique mj 2 .zj ; zjC1/ such that
w0.mj / D 0.

.iv/ w00.zjC1/ < 0 < w00.zj /, there exists a unique rj 2 .zj ; zjC1/ where w00
changes sign, and rj < mj .

Similar facts as .iii/–.iv/ (with obvious changes) occur in intervals .zj ; zjC1/ where
w.x/ < 0. Finally, with the notations of .iii/,

.v/ jw.mj /j ! C1 monotonically as j ! 1.
.vi/ There exist �1; �2 > 0 (depending only on ˛, ˇ, p, q) such that

mjC1 �mj � �1

jw.mj /j.p�1/=4 ; zjC1 � zj � �2

jw.mj /j.p�1/=4 8j :
(2.71)
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A particular example of function f satisfying (2.69) is (1.12) for any k; " > 0,
so any tiny nonlinear perturbation of a linear force yields the result. But much more
general nonlinearities are allowed, see [125]. In particular, statements .i/–.iv/ of
Theorem 2.9 still hold if f is increasing and satisfies the regularity conditions

f 2 Liploc.R/\ C1.R n f0g/ (2.72)

and the growth conditions

9c; ı; � > 0; s.t. wf .w/ � cjwj2Cı 8w 2 R;

wf .w/ � cF.w/ 8jwj � �; (2.73)

9� 2 .0; 1/; 9˛ > 0; s.t. lim inf
w!˙1

F.�w/

F.w/˛
> 0 (2.74)

where F.w/ WD R w
0 f .s/ ds is an antiderivative of f . Clearly, f in (2.69) satisfies

these conditions. A further example is obtained by taking f .w/ D sinh w: in
particular, f .w/ is allowed to grow exponentially fast as w ! C1. These general
forms of f show that the self-excited blow up described by Theorem 2.9, see (2.67),
is a very general phenomenon appearing for a wide class of nonlinear restoring
forces f .

Let us now explain how this result may be applied to a beam modeling a
suspension bridge. Let w D w.x/ denote the vertical displacement of the beam
in position x. If the beam is subject to both a nonlinear (increasing) restoring force
g D g.w/ due to the hangers and to a uniform downwards load P.x/ � P , we have
seen that the corresponding equation is (2.59). Let WP > 0 be the unique solution
of g.WP / D P . Put f .w/ WD g.w C WP / � P so that f is also increasing and
f .0/ D 0. Translate w.x/ �WP 7! w.x/, then w solves the equation

EI w0000.x/ � Tw00.x/C f .w.x// D 0 .x 2 R/

which coincides with (2.66), up to the division by EI. Then Theorem 2.9 ensures
(finite-in-space) fracture of the beam, provided f satisfies (2.72)–(2.74).

Back to the simple form (2.69), in [128] one finds numerical evidence that,
when all the other parameters remain fixed, the map w00.0/ 7! R.w00.0// is
strictly increasing, whereas the maps p 7! R.p/, ˛ 7! R.˛/, w.0/ 7! R.w.0//,
T 7! R.T / are strictly decreasing. The oscillations of the solutions of (2.66)
cannot be prevented since they arise suddenly for large x after a “long apparent
calm”. In Fig. 2.14, we display the plot of a solution of (2.66). It can be observed
that the solution has oscillations with increasing amplitude and rapidly decreasing
“nonlinear frequency”; numerically, the blow up seems to occur at x D 8:164. Even
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Fig. 2.14 Solution of (2.66) for T D 3, Œw.0/;w0.0/;w00.0/;w000.0/� D Œ1; 0; 0; 0�, f .w/ D w C
w3. The three intervals are x 2 Œ0; 7�, x 2 Œ7; 8�, x 2 Œ8; 8:16� (from left to right)
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Fig. 2.15 Solution of (2.66) for T D 3:6, Œw.0/;w0.0/;w00.0/;w000.0/� D Œ0:9; 0; 0; 0�, f .w/ D
w C w3. The three intervals are x 2 Œ0; 80�, x 2 Œ80; 95�, x 2 Œ95; 96:55� (from left to right)

more impressive appears the plot in Fig. 2.15. Here the solution has “almost regular”
oscillations between �1 and C1 for x 2 Œ0; 80�. Then the amplitude of oscillations
nearly doubles in the interval Œ80; 93� and, suddenly, it violently amplifies after
x D 96:5 until the blow up which seems to occur only slightly later at x D 96:59.

This sudden and violent self-excited blow up is quite alarming regardless of the
physical model considered. In (free) beams and bridges it leads to a fracture.
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2.6.3 Hinged Beams Subject to Nonlinear Elastic Forces

In the previous section we saw that an unbounded beam subject to superlinear
restoring forces has a natural tendency to vibrate with self-excited oscillations,
leading to fracture. It is then reasonable to expect that a similar behavior, although
less accentuated, might be visible in beams of finite length and, for instance, hinged
at the endpoints. This is the purpose of the present section.

Consider a hinged beam, of finite length 2R, subject to the restoring forces of a
large number of nonlinear two-sided springs as in Fig. 2.16.

Assume that, besides the nonlinear restoring force g due to the springs there
is a downwards distributed load P D P.x/ acting on the beam. The vertical
deformation w of the beam is then governed by the semilinear equation (2.59), which
we rewrite here in a bounded interval,

EI w0000.x/ � Tw00.x/ D P.x/ � g.w.x// .�R < x < R/ (2.75)

complemented with the hinged boundary conditions

w.˙R/ D w00.˙R/ D 0 : (2.76)

To begin we just assume that g 2 C0.R/ is increasing. Then it is quite standard to
prove that (2.75) is well-posed, it suffices to set up a suitable variational formulation.
Let us briefly sketch what is meant by weak solution and under which assumptions
it exists and is unique. Consider the second order Sobolev space H2 \H1

0 .�R;R/
and let H�.�R;R/ denote its dual space. The space H2 \H1

0 .�R;R/ is a Hilbert
space when endowed with the scalar product

.u; v/ D
Z R

�R
u00.x/v00.x/ dx 8u; v 2 H2 \H1

0 .�R;R/ :

Fig. 2.16 A hinged beam subject to two-sided restoring springs
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For P 2 H�.�R;R/ we call w 2 H2 \H1
0 .�R;R/ a weak solution of (2.75) and

(2.76) if

Z R

�R

�
EIw00.x/v00.x/C Tw0.x/v0.x/C g.w.x//v.x/

�
dx D hP; vi (2.77)

for all v 2 H2 \H1
0 .�R;R/, where h�; �i denotes the duality betweenH�.�R;R/

andH2\H1
0 .�R;R/. SinceH2\H1

0 .�R;R/ � C1Œ�R;R�, the integral
R
g.w/v

makes sense. Weak solutions of (2.75) and (2.76), as defined in (2.77), are critical
points of the energy functional

J.u/D
Z R

�R

�
EI

2
u00.x/2C T

2
u0.x/2CG.u.x//

�

dx�hp; ui 8u 2 H2\H1
0 .�R;R/

where G.s/ D R s
0
g.�/d� . Since g is increasing, G 2 C1.R/ is a convex function.

Hence, the functional J consists in the sum of two quadratic (convex) terms, of an
additional convex term containing G, and of a linear term. Therefore, J is convex
and since it is continuous and coercive in H2 \ H1

0 .�R;R/ it admits a unique
critical point, its absolute minimum, which is a weak solution w of (2.77). If we
additionally assume that P 2 C0Œ�R;R� (in particular, if P is constant) then the
weak solution w belongs to C4Œ�R;R� and it is a classical solution of (2.75) and
(2.76). Let us summarise these facts in the following

Theorem 2.10 Assume that g is increasing and (2.60). Then for all P 2
H�.�R;R/ there exists a unique w 2 H2 \ H1

0 .�R;R/ satisfying (2.77). If
p 2 C0Œ�R;R� then w 2 C4Œ�R;R� and w is a classical solution of (2.75) and
(2.76).

We now consider nonlinearities g as in (1.12) with " > 0. In view of the
general results in [125, 128], we expect different nonlinearities to generate the
same qualitative behavior of solutions. To simplify further the task, we restrict our
attention to the case of a constant load P.x/ � P . Then we obtain (2.59) on the
interval .�R;R/. After the changes of variables

x 7! x
4

q
k
4EI ; � D T

2
p
k EI

; ı D 4"

k
; P 7! 4

k
P ; L D R

4

q
k
4EI ;

the equation becomes

w0000.x/ � 4�w00.x/C 4w.x/C ıw.x/3 D P .�L < x < L/ (2.78)

with � < 1 in view of (2.60). The boundary conditions (2.76) simply become

w.˙L/ D w00.˙L/ D 0 : (2.79)
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We wish to compare the behavior of the solution of (2.78) and (2.79) with the
solution of the corresponding linear problem. If " D 0 then g.w/ D kw and the
springs obey the classical linear Hooke law. Then ı D 0 and Eq. (2.78) becomes

w0000.x/ � 4�w00.x/C 4w.x/ D P .�L < x < L/ : (2.80)

The solution of (2.80) satisfying (2.79) is even for all L > 0 so that the general
solution of (2.80)–(2.79) reads

w.x/ D a cosh
h
x

p
1C �

i
cos

h
x

p
1 � �

i
Cb sinh

h
x

p
1C �

i
sin
h
x

p
1 � �

i
CP

4

with a and b to be determined in dependence of L. For our convenience we restrict
the possible values of L by requiring that

ap
1C �

D bp
1 � �

DW � (2.81)

in such a way that the solution of (2.80)–(2.79) reads

w.x/ D �
hp
1C � cosh

h
x

p
1C �

i
cos

h
x

p
1 � �

i

C p
1 � � sinh

h
x

p
1C �

i
sin
h
x

p
1 � �

ii
C P

4
:

By differentiating we find w0.x/ D 2� sinh
�
x

p
1C �

	
cos

h
x

p
1 � �

i
and it is

therefore quite simple to compute the number of critical points of w. Restricting to
the half-line x � 0, we see that w0.x/ D 0 if and only if

x D x0 WD 0 or x D xj WD .2j � 1/ �
2
p
1 � � .j 2 N ; j � 1/ : (2.82)

A further differentiation yields

w00.x/ D 2�
hp
1C � cosh

h
x

p
1C �

i
cos

h
x

p
1 � �

i

�p
1 � � sinh

h
x

p
1C �

i
sin
h
x

p
1 � �

i i
:

By imposing the second boundary condition in (2.79) we find

tan
h
L

p
1 � �

i
D
r
1C �

1� �
coth

h
L

p
1C �

i
(2.83)
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and it is clear that

8m 2 N .m � 1/ 9Š Lm 2
�
.m � 1/ �p
1 � �

;
.2m � 1/ �
2
p
1 � �

�

s.t. Lm satisfies (2.83):

(2.84)

We refer to Fig. 2.17, where �m D .2m�1/ �
2
p
1�� , for the qualitative description of the

position of Lm as defined in (2.84). In fact, since the right hand side of (2.83) is
larger than 1, we know that Lm >

.4m�3/ �
4
p
1�� . Once Lm is fixed we compute � D �m

by imposing the first boundary condition in (2.79) and by using (2.84):

�m D � P

8
p
1C� cosh

�
Lm

p
1C�	 cos

h
Lm

p
1��

i : (2.85)

Since Lm satisfies (2.84) we have �m < 0.
Let us summarise the above results in the following statement.

Theorem 2.11 Assume that L D Lm and � D �m for some m 2 N .m � 1/, where
Lm is defined in (2.84) and �m is defined in (2.85). Then the function

wm.x/ D �m

hp
1C � coshŒx

p
1C � � cosŒx

p
1 � � �

C p
1 � � sinhŒx

p
1C � � sinŒx

p
1 � ��

i
C P

4

solves the problem

w0000
m .x/ � 4�w00

m.x/C 4wm.x/ D P 8x 2 .�Lm;Lm/;
wm.˙Lm/ D w00

m.˙Lm/ D 0:

Therefore, wm admits 2m�1 critical points given by x0 and ˙xj for j D 1; : : :; m�
1, see (2.82); in particular, w1 only admits the unique critical point x0 D 0.

Fig. 2.17 Positions of Lm as defined in (2.84)
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Fig. 2.18 Graphs of w1, w2, w3, as defined in Theorem 2.11

Theorem 2.11 counts the number of critical points of wm. Recalling that the
vertical axis is oriented downwards, the unique constant solution of (2.80) is
given by

Qw.x/ � P

4
: (2.86)

Roughly speaking, we can say that the “target” of wm, who aims to minimise the
energy of the beam, is to approach as much as possible the equilibrium position Qw.
In Fig. 2.18 we plot the qualitative graphs of w1, w2, w3. One sees that the first beam
is not large enough to allow w1 to reach P=4. On the other hand, the second beam
is large enough and w2 goes beyond P=4 in order to get close to it after the first
maximum point. Finally, the third beam tends to hide the oscillations of w3 around
P=4; after the first maximum, w3 just slightly oscillates aroundP=4 and w3 appears
almost constant in the central part of the beam. The same phenomenon becomes
more and more evident as m increases, that is, as the length of the beam increases.

As a complement to Theorem 2.11 we add two information on the qualitative
behavior of wm. First, we distinguish between maxima and minima points; we have

8m 2 N ; m � 1 .�1/mCjw00
m.xj / > 0 8j D 0; : : :; m � 1 :

Then, we formalise the tendency to flatten in the center of the beam as follows

the map f0; : : :;m � 1g ! RC defined by j 7!
ˇ
ˇ
ˇ
ˇwm.xj / � P

4

ˇ
ˇ
ˇ
ˇ is strictly increasing.

Due to the linear nature of (2.80), it is clear that the number of critical points
of wm does not depend on P . Moreover, we have linked � to Lm through (2.84).
Therefore, the number of critical points of the solution wm of (2.80)–(2.79) (for
L D Lm) merely depends on m. Theorem 2.11 states that it equals 2m � 1.

We now compute numerically the number of critical points of the solution
of (2.78) and (2.79) and we compare it with 2m � 1; for the nonlinear problem, the
number of critical points depends both onP and ı. In the nonlinear case ı ¤ 0we do
not have explicit solutions of (2.78) and (2.79) and we cannot proceed theoretically
in order to find the number of critical points of the corresponding solutions. Let
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us notice that, by the Cardano formula, the unique constant solution of (2.78) is
given by

w.x/�W.ı; P / WD 3 � 41=3 � P
Œ3P

p
3ıCp

27P 2ıC256�2=3C44=3CŒ3Pp
3ı�p

27P 2ıC256�2=3
(2.87)

which coincides with (2.86) when ı D 0.
Assume again that, for a given � 2 .0; 1/, the length of the beam is given

by (2.84) for some m 2 N (m � 1). We are interested in finding the number
of critical points of the solution of (2.78) and (2.79) when L D Lm and �

satisfies (2.84): by symmetry, we may restrict our attention to the interval Œ0; Lm/.
This number also depends both on the load P and on the nonlinear coefficient ı; let
us denote it by

Z.Lm;P; ı/ WDnumber of critical points of the solution of (2.78) and (2.79) in Œ0; Lm/:

Note that Z.Lm;P; 0/ D m for all P . By putting w.x/ D ˛z.x/, one sees that

Z.Lm;P; ı/ D Z

�

Lm;
P

˛
; ı˛2

�

8˛ > 0 (2.88)

which states that the number of critical points does not vary if we decrease the
nonlinearity and we increase the load (or viceversa) following a suitable rule.

In order to compute Z.Lm;P; ı/ we proceeded numerically by using the
bvptwp code, whose MATLAB version was published in [67]. It is an optimised
high-quality code and we refer to [129] for the details of how it has been
implemented for the problem under study. We first tested this code on the linear
case ı D 0: to rule out possible roundoff errors we studied the oscillations the
function z.x/ D w.x/ � P=4 so that, instead of (2.80), we dealt with the problem

z0000 � 4�z00 C 4z D 0 ; z.˙L/ D �P
4
; z00.˙L/ D 0 : (2.89)

The numerical critical values that we found exhibited a very good accordance with
the analytical ones as they had more than seven correct digits. For the nonlinear
equation we introduced the variable z.x/ D w.x/ � W.ı; P / where W.ı; P / is
defined in (2.87). Then, instead of (2.78) and (2.79), we considered the problem

8
<̂

:̂

z0000�4�z00C
�
4C3W.ı; P /2

�
zC3ıW.ı; P /z2Cız3D0

z.˙L/D�W.ı; P / ; z00.˙L/D0 :
(2.90)
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Fig. 2.19 The maps m 7! Z.Lm; 10; ı/ for ı D 0; 0:1; 16 when � D 0:1 (left) and � D 0:9

(right)

In all our experiments we found Z.Lm;P; ı/ � m for all ı > 0, that is,

the number of critical points of the solution of the nonlinear equation is
larger than the number of critical points of the solution of the linear equation

and, consequently, the last maximum, which is the absolute maximum, is closer
to the right end of the integration interval. In order to check this behavior, we
considered some different values of ı and � whereas we always assumed P D 10 in
view of (2.88). In Fig. 2.19 we quote the plots of the map Z.Lm;P; ı/ for different
values of its arguments. It appears that the gap Z.Lm;P; ı/ �m increases with � .

We also introduce the two numbers

Ml WDmaxfjz.x/jI z0.x/ D 0; z solves (2.89)g;
Mnl WDmaxfjz.x/jI z0.x/ D 0; z solves (2.90)g

which represent the maximum deviation of critical points with respect to the equi-
librium positions (2.86) and (2.87): we found that the deviation from equilibrium
decreases for increasing tension � .

Moreover, the numerical results obtained in [129] suggest that

the map ı 7! Z.Lm;P; ı/ is increasing;

the map P 7! Z.Lm;P; ı/ is increasing;

the map � 7! Z.Lm;P; ı/ is increasing;

the maps � 7! Ml and � 7! Mnl are decreasing.

Recalling the meaning of the parameters, we may conclude that a stronger
nonlinearity of the restoring force, an increasing load, an increasing tension of the
sustaining cable, all contribute to increase the number of vibrations within the beam.
Moreover, the mapm 7! Z.Lm;P; ı/�m is increasing; sincem somehow measures
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the length of the beam, asm ! 1 we obtain the limit situation of an infinite number
of oscillations, as shown in detail in Sect. 2.6.2.

2.7 The Birth of Aerodynamics

2.7.1 From Melan Until the Wake of Tacoma

The first reference of the bibliography in the book by Melan [199] is the contribution
by Navier [210], whereas the last one is a contribution by Moisseiff, the chief
engineer of the TNB project. For this and other reasons, the book by Melan should
be considered as the connection between the first theoretical attempts to model
suspension bridges and the Tacoma collapse. Rocard [234, p. 184] writes

Before the accident of the Tacoma Bridge - 7th November 1940 - no mention could be found
in literature of any work analysing the effect of wind on suspension bridges.

After the Tacoma collapse, the engineering community felt the necessity to
introduce the time variable in mathematical models and equations in order to attempt
explanations of what had occurred. In the Federal Report, Rannie [9, Appendix VI]
considers inextensible cables and derives the linearised Melan equation [9, (10), VI-
15] with the mistake explained in Sect. 2.5.1: he considers the wrong form (2.32)
so that the inextensibility assumption reduces to

R L
0

w.x/ dx D 0. He then makes
an analysis of both symmetric and asymmetric modes, aiming to compare the
theoretical results with the behavior of the TNB. His conclusion is that

The agreement of the theoretical results with the observations of frequencies and modes on
both prototype and model is remarkably good.

But then he defines this agreement rather surprising since the observations were
not obtained very accurately, see [9, VI-19,20]. It is hard to say if his results are
reliable: the formulas are obtained by neglecting many terms and Rannie himself
admits that they are not accurate. In any case, his work fails to give an answer to the
questions (Q1)–(Q2)–(Q3) raised in Sect. 1.6.

Further important contributions are the works by Smith and Vincent [245], which
was written precisely with special reference to the Tacoma Narrows Bridge, and
the analysis of vibrations in suspension bridges by Bleich et al. [50] which was
published in the same year (1950) and appears more detailed. The downwards
vertical displacement u of the beam, seen again as the space interval x 2 .0; L/,
depends on the time t > 0 as well, u D u.x; t/. The fundamental rule of the
classical dynamics states that the acceleration of the mass at any instant has the
opposite direction to u; this yields the following partial differential equation:

m utt C ı ut C EI uxxxx � .H C h.u// uxx C q

H
h.u/ D p ; x 2 .0; L/ ; t > 0 ;

(2.91)
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where m denotes the mass per unit length, ı > 0 is a damping parameter, q D mg

is the weight (dead load) and p D p.x; t/ is the live load per unit length applied to
the beam; also the live load p depends on time, modeling either a variable wind, or
rain, or the dynamic load of vehicles crossing the bridge. All the other parameters
are as in Sect. 2.4. The beam is assumed to be hinged at its endpoints:

u.0; t/ D u.L; t/ D uxx.0; t/ D uxx.L; t/ D 0 8t > 0 : (2.92)

The solutions of (2.91) and (2.92) are determined by the initial conditions. An
undamped (ı D 0), simplified (and incomplete) version of (2.91) first appears in [50,
(2.6)]: the term h.u/uxx is dropped because it is considered quadratically small and
h.u/ is computed in an incorrect way, see Sect. 2.5.1. The live load is taken periodic
in time and in the form p.x; t/ D p.x/ sin.!t/ where ! > 0 is the frequency. Also
the function u is then periodic in time, that is,

u.x; t/ D w.x/ sin.!t/:

Here w D w.x/ denotes the maximum values of the deflection at any point. Since
Eq. (2.91) is linearised by dropping the term h.u/uxx, after deleting the term sin.!t/
one finds that w satisfies the equation (see [50, (2.7)])

EI w0000.x/ �H w00.x/ �m!2 w.x/C q

H
h.w/ D p.x/ 8x 2 .0; L/

which is just the Melan equation (2.22) with the nonlinear term dropped and with the
additional term due to the acceleration. Unfortunately, there is no justification for the
assumption that p and u are periodic in time. On the contrary, the events described
in Sects. 1.3 and 1.4 allowed to conclude (1.1). Moreover, the recorded oscillations
at the TNB had a fairly variable frequency, see [9, pp. 21–27]. In particular, from [9,
p. 118], we quote

The observations of the Tacoma Bridge oscillations . . . show that in most cases one definite
mode prevailed over a certain length of time. However, the modes frequently changed.

Summarising, in [50, 245] Eq. (2.91) is oversimplified and only (unjustified)
periodic solutions are sought. The spirit of these works is well explained at [50,
p. 23]:

. . . the degree of nonlinearity of the system, taken as a whole, is so small for small
amplitudes of vibration that it may be neglected with only negligible error.

It is obviously true that small amplitudes may be well described by linear theory
but the amplitudes visible on the collapses described in Sects. 1.3 and 1.4 cannot be
classified as small. Therefore, linear models fail to give an answer to the questions
(Q1)–(Q2)–(Q3) raised in Sect. 1.6.

The main purpose of Bleich et al. [50] is to provide a systematic method (called
the energy method) for the treatment of free vibrations in order to analyse the modes
of oscillation, the frequencies, and the energy storage capacity of the suspension
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bridge structures. This method, which is none other than a variational method,
allows to study the dependence of the performances of a bridge with respect to
its structural parameters such as the mass, the lengths of the span and of the cable,
the flexibility of the materials. For these reasons, the contribution of [50] appears
interesting and innovative but, as far as we are aware, it has never been used for
practical purposes. We believe that it could be extremely useful to repeat its analysis
on more reliable models by following a couple of fundamental suggestions which
we now emphasise.

The first suggestion is already mentioned at [50, p. 52]: one of the phases of the
research on suspension bridges aims to determine

the relationship between the frequency and mode of motion and the corresponding “critical”
or “resonant” wind velocity. In general, each mode of motion is generated at a particular
wind velocity which appears to be either in resonance or in subharmonic resonance with the
natural frequency of the structure for that particular mode.

From these sentences we understand that [50] had the intuition that there is no
absolute critical wind velocity which, instead, depends on the oscillating mode.
There is also an explicit reference to an external resonance with wind, a phe-
nomenon which was described in Sect. 1.2 and subsequently ruled out in Sect. 1.7.2.
However, up to replacing the external resonance with an internal resonance and the
critical speed with a critical energy, we believe that this is the correct way to study
the instability of a suspension bridge. We refer to Sect. 6.1 for our own conclusions,
after having analysed several different models.

The second suggestion is to simplify the task: [50, p. 23] observes that

. . . out of the infinite number of possible modes of motion in which a suspension bridge
might vibrate, we are interested only in a few, to wit: the ones having the smaller numbers
of loops or half waves.

There is a deep physical reason why only low modes should be considered:
higher modes require large bending energy. This is well explained in [245, p. 11]:

The higher modes with their shorter waves involve sharper curvature in the truss and,
therefore, greater bending moment at a given amplitude and accordingly reflect the influence
of the truss stiffness to a greater degree than do the lower modes.

The suggestion to restrict attention to lower modes mathematically corresponds
to project an infinite dimensional phase space on a finite dimensional subspace, a
technique which should be attributed to Galerkin [119]. We will use this technique
for the nonlinear models studied in Chaps. 3 and 5.

Summarising, we feel that it would be interesting to revisit [50] with the just
mentioned suggestions. One should introduce more reliable nonlinear models and
focus the attention on the structural behavior. And this target may be reached by
analysing a finite number of modes through a Galerkin procedure, see Chaps. 3
and 5.

A quite accurate analysis of (2.91) was also performed by Rocard [234] who
first considers several particular cases (linearised, undamped, unforced) and then he
ends up with (2.91): he makes estimates of how much is lost by linearising and by
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neglecting terms. Assuming that the load p is periodic in time, he seeks solutions
of (2.91) which are periodic both in space and time; we have already observed that
this should not be the target, see (1.1). Rocard makes a clear distinction between
symmetric and asymmetric spatial modes. Subsequently, he introduces a similar
equation for torsional oscillations and on [234, p. 122] he writes:

If the bridge is excited only in bending, no torsional motion can arise, and vice versa.
Mathematically this is shown by the fact that the bending variable does not appear in the
torsional equation and that the torsion variable not in the bending equation.

We believe that this is incorrect and that it is precisely a coupling between
vibrating modes which is responsible of the torsional instability of suspension
bridges. In Chap. 3 we explain what we mean by “coupling” in a specific model;
further examples will be given in Chaps. 4 and 5. Rocard [234, p. 130] essentially
feels that the torsional oscillations cannot be predicted:

If a horizontal wind impinges on a horizontal bridge, the force acts vertically and excites
vertical bending vibrations. As moreover there is no reason why the resultant force should
have its point of application at the centre of the profile . . . the wind will also excite torsional
vibrations.

Assuming that vertical and torsional oscillations are governed by uncoupled
linear equations of the kind of (2.91), each one having its own natural frequency, he
then claims that only the aerodynamic forces may synchronize vertical and torsional
modes, see [234, p. 142]. This claim is absolutely reasonable but, in our opinion,
it is incomplete. In view of (1.2) we believe that the equations are nonlinear
and coupled, two properties which yield variable frequencies also if we neglect
aerodynamic forces. In fact, there may exist some unstable situation where the two
nonlinear equations are perfectly synchronized and yield periodic solutions, see
Chap. 4 and, in particular, Fig. 4.5. But precisely because this solution is unstable,
it has no physical relevance. As a conclusion about the bending and twisting of the
roadway, Rocard [234, p. 142] writes

. . . the two modes will appear coupled by the aerodynamic forces

while we also believe that the two modes will be coupled provided enough
energy is present within the structure. This is one of the main contribution of this
monograph: it shows that the starting spark for instability has to be sought inside the
structure, in particular by measuring the internal energy, see the next three chapters,
and that aerodynamic forces play a major role only after the instability appears, see
Sect. 3.7. All this will be made precise in the concluding Sect. 6.1.

While commenting some of the made assumptions, Rocard [234, pp. 140–141]
recognizes that theory and reality are fairly different:

. . . the author knows of no accident inflicted on a suspension bridge by this type of action.

. . . The authors knows of no suspension bridge fractured by the action of vortices during a
pure oscillation in a single mode. . .

Summarising, although Rocard makes several hardly verifiable assumptions
and seeks periodic solutions, from his work we learn that a kind of internal
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resonance between different oscillations may occur in the structure. We will follow
some of his suggestions by modifying several fundamental parts. First of all, the
problems are nonlinear and this yields a strong coupling between vertical and
torsional oscillations. Second fact, nonlinear systems have variable frequencies also
in absence of an external forcing; this means that the resonance may also occur
independently of the source (wind) which can then be assumed to be non-periodic.
Finally, these arguments show that instead of a critical wind speed one could seek
a critical energy; and, of course, one should define rigorously this energy and
determine an effective way how to compute it. We will do all this work starting
from the one dimensional model considered in Chap. 3, then on the model involving
coupled oscillators considered in Chap. 4, and finally on the plate model in Chap. 5.

2.7.2 More Recent Models and the Sin of Mathematics

The mathematical contributions which followed the TNB collapse leave several
nagging doubts. The models are derived by approximating factors, by linearising
equations, by neglecting higher order terms. Are the so obtained equations reliable?
Do these equations give satisfactory responses? More doubts are added by the
authors themselves. In the Federal Report, Rannie [9, VI-1] writes

In order to make the problem tractable, the equations may be linearized . . . neglecting
second and higher order terms.

And we know that linearisation may lead to incorrect problems, see for instance
Sect. 2.5.1. Smith and Vincent [245, p. 9] admit that

The formulas developed here, like most others used in engineering, are not precise.
The engineer starts with certain more or less valid assumptions, makes a series of
approximations of varying degree, and attempts to develop equations that will predict with
fair precision the performance of the designed structure.

Unfortunately, the gap between models and reality has not been filled even in
recent years; Podolny [221, 15.61] writes that

Much of the literature on classical suspension-bridge theory deals with the effects of minor
terms neglected in the assumptions of deflection theory.

Let us also recall that assumption (2.18) and, consequently, Eq. (2.22) are not
realistic, the hangers play a major role both directly with their extension and
indirectly by transmitting to the roadway the actions of towers and cables. In this
respect, Robinson and West [233, p. 26] claim that

The nonlinear response of the bridge is a result of the changes of cable geometry.

Hence, at least for a first approximation, the nonlinear behavior of a suspension
bridge may be concentrated into the action of the hangers. Lazer and McKenna [168,
p. 559] believe that (2.22)

. . . is clearly inappropriate when considering the large scale oscillations in which the stays
are known to alternately loosen and tighten.
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In Sects. 2.8.1 and 2.8.2 we give further details on this deep remark and we
describe alternative models.

Let u.x; t/ and �.x; t/ denote respectively the vertical and torsional components
of the oscillation of the bridge, then the following linearised equations of the elastic
combined vertical-torsional oscillation motion are used in [85, (1)–(2)]:

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

m utt C EI uxxxx �H uxx C q2

H2

EA

Lc

Z L

0

u.z; t/ dz D f .x; t/

I0 �tt C C1 �xxxx � .C2 CH`2/ �xx C `2q2

H2

EA

Lc

Z L

0

�.z; t/ dz D g.x; t/

x 2 .0; L/ ; t > 0;
(2.93)

where m, EI, q, H are as in (2.91), EA is as in (2.29), C1 and C2 are respectively
the warping and torsional stiffness of the girder, I0 the polar moment of inertia
of the girder section, L is the roadway length and 2` is the roadway width, Lc
is the length of the cable as given by (2.14), f .x; t/ and g.x; t/ are the lift and
the moment per unit girder length of the external forces. The system (2.93) is an
improved version of (2.1), showing that the Melan equation is considered a good
model for small oscillations in suspension bridges. But when large oscillations are
involved, linearisation should be avoided. The linearisation here consists in dropping
the term h.u/uxx.

All the just described doubts are strengthened by the impossibility for the models
considered to give an answer to the questions (Q1)–(Q2)–(Q3) raised in Sect. 1.6.
In turn, the models appear inadequate because they fail to fulfil the (GPCM), in
particular they fail to be nonlinear. One should then choose a compromise between
realistic and tractable models. However, for suspension bridges, this was not the
initial strategy since several tools of nonlinear analysis were not yet developed. For
long time nonlinear mathematical problems have been considered intractable due
to their difficulty; whence, it is mathematics with its difficulties which should be
considered guilty for the lack of reliable models. However, in recent years some
progress has been made and one may try to take advantage of modern tools from
nonlinear analysis.

2.8 McKenna and the Awakening of Nonlinearity

Any model aiming to describe the behavior of suspension bridges must satisfy three
main requirements. First, it should be physically correct and reproduce, at least
qualitatively, the phenomena of actual bridges; we already underlined that in order to



2.8 McKenna and the Awakening of Nonlinearity 91

be as close as possible to reality, one should avoid excessive linearisations. Second,
it must be well-posed and theoretically tractable; this requirement needs a correct
mathematical setting and rigorous theoretical proofs. The third requirement is the
possibility to use the information obtained theoretically into practical measures for
engineering projects. In this section we mainly deal with the second requirement.

The demand for more reliable models from the engineers dates of about half a
century ago, see e.g. [233]; the discrepancy between theory and practice and the
appearance of computers lead the scientific community to start tackling nonlinear
models. From [233, p. 15] we quote

Actually, some linear theories serve a simple introduction to some of the essential problems
of the stiffened suspension bridge. Nevertheless, all major modern bridges are such that
linear theories are unacceptable.

Mathematicians have not shown an interest in suspension bridges until recent
years. It was McKenna in 1987, followed by several other mathematicians, who
started to introduce nonlinear models and to study them from a theoretical point
of view.

2.8.1 Beam Suspended by Possibly Slackening Hangers

Consider a beam which is hanged to a fixed upper base by means of a large number
of nonlinear springs as in Fig. 2.20.

The springs model the hangers which tend to return the beam to equilibrium
if stretched but exert no restoring force if compressed. If we denote by u the
downwards displacement of the beam, the restoring force due to the hangers is then
described by kuC where k > 0 denotes the elastic constant and uC D maxfu; 0g
is the positive part of u. This nonlinearity describes the possible slackening of the
hangers which was observed by Farquharson [9, V-12] during the TNB collapse:

one of the four suspenders in its group was permanently slack.

Let m denote the mass of the beam per unit length and let EI denote the flexural
rigidity of the beam. By modeling the beam with the segment x 2 .0; �/ and by
arguing as for (2.8) and (2.91), one finds that the displacement u D u.x; t/ solves
the equation

m utt C EI uxxxx C kuC D f .x; t/ ; x 2 .0; �/ ; t > 0 ; (2.94)

Fig. 2.20 Beam hanged with springs
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where f represents the forcing term acting on the beam (both dead and live loads),
including its own weight per unit length, the wind, the traffic loads, or other external
sources. We assume that the beam is hinged so that to (2.94) we associate the
boundary conditions

u.0; t/ D u.�; t/ D uxx.0; t/ D uxx.�; t/ D 0 8t > 0 : (2.95)

We restrict our attention to functions  W Œ0; �� � RC ! R satisfying

8
ˆ̂
<̂

ˆ̂
:̂

x � symmetry:  .�
2

C x; t/ D  .�
2

� x; t/ 8jxj � �
2
; 8t � 0

t � symmetry:  .x; �
2

C t/ D  .x; �
2

� t/ 8jt j � �
2
; 8x 2 Œ0; ��

t � periodicity:  .x; t C �/ D  .x; t/ 8t � 0 ; 8x 2 Œ0; �� :
(2.96)

Let us introduce the spaces

HD
�

 W Œ0; �� � RC ! RI  satisfies (2.96) and
Z �

0

Z �

0

 .x; t/2dxdt < C1


;

DDf 2 H \ C1.Œ0; �� � RC/I  .0; t/D .�; t/D xx.0; t/D xx.�; t/D0 8t > 0g :

We consider a particular form for the forcing term f , we take f .x; t/ D qCh.x; t/

where q > 0 denotes the dead load (the constant weight per unit length) and h 2 H .
For simplicity we normalise the constants so that (2.94) becomes

utt C uxxxx C kuC D 1C "h.x; t/ ; x 2 .0; �/ ; t > 0 ; (2.97)

where the coefficient " emphasises the fact that only small live loads will be
considered. We say that u D u.x; t/ is a weak solution of (2.97)–(2.95) if u 2 H

and
Z �

0

Z �

0

.�tt C �xxxx/u dxdt D
Z �

0

Z �

0

.1C "h� kuC/� dxdt 8� 2 D :

Some integrations by parts show that any smooth weak solution is also a strong solu-
tion of (2.97) satisfying the boundary conditions (2.95). The following multiplicity
result is due to McKenna and Walter [196]:

Theorem 2.12 Assume that 3 < k < 15. For all h 2 H there exists "h > 0 such
that if j"j < "h then the problem (2.97)–(2.95) admits at least two weak solutions.

We discuss Theorem 2.12 with an explicit example. By [196, Lemma 5] we know
that for all k > 0 there exists a unique solution yk of the boundary value problem

y0000
k .x/Ckyk.x/

C D 1 ; x 2 .0; �/ ; yk.0/ D yk.�/ D y00
k .0/ D y00

k .�/ D 0I
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moreover, yk is positive and symmetric with respect to x D �
2

and satisfies y0
k.0/ D

�y0
k.�/ > 0. In particular,

y4.x/ D 1

4
C cos.x/ sinh.x � �=2/

4 sinh.�=2/
:

Some computations show that, for any 0 < k < 15, the problem

utt C uxxxx C kuC D 1C " sin.x/ cos.4t/ ; x 2 .0; �/ ; t > 0 ; (2.98)

with boundary conditions (2.95), admits the solution

u.x; t/ D yk.x/C "

k � 15 sin.x/ cos.4t/ (2.99)

which is positive provided " is sufficiently small; for instance, when k D 4 one
has u.x; t/ > 0 in .0; �/ � .0;C1/ if and only if j"j < 11

4
. Thanks to the usual

contraction mapping principle one sees that if 0 < k < 3 then (2.98)–(2.95) admits
a unique solution in H , which is necessarily u in (2.99). But if 3 < k < 15,
then Theorem 2.12 states that there exists at least another solution which is sign-
changing.

Which periodic solution appears depends on the energy within the structure, that
is, on the initial conditions on u at t D 0. A positive solution for " small is physically
obvious: small oscillatory forces give rise to small oscillations about the (positive)
equilibrium position generated by the uniform load. Theorem 2.12 states that, if
3 < k < 15 then there also exists a (less obvious) solution which changes sign.
Hence, if the elastic constant k is sufficiently large, there exists a sign-changing
periodic solution, which appears because Eq. (2.98) operates in its nonlinear regime
(when u changes sign). According to [168, p. 555], this shows that

strengthening a bridge can lead to its destruction.

For all these reasons, and also because it is the first rigorous mathematical result
on a model for suspension bridges, Theorem 2.12 deserves a deep attention. But,
possibly, it may be improved. Firstly, we have already discussed why periodic
solutions are misleading, see (1.1). Secondly, the model described by Fig. 2.20
appears too far from an actual suspension bridge: no damping, no flexible cables,
no towers, etc. However, if this simplified model displays a neat phenomenon one
should expect a similar phenomenon to appear also in more sophisticated models.

The multiplicity statement in Theorem 2.12 may be improved. In fact, if 3 <
k < 15 the problem (2.97)–(2.95) admits at least three weak solutions, see [78].
Moreover, if 15 < k < 15 C � with � > 0 sufficiently small, then (2.97)–(2.95)
admits at least four weak solutions, see [143]. These results are related to the so-
called “crossing of eigenvalues”; further multiplicity results for (2.97) are obtained
in [98] which also shows that multiple solutions exist because of the absence of a
damping term. Last but not least, let us mention multiplicity results by Drábek and
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Nečesal [97] for arbitrarily large periodic solutions; these depend on the periods
considered and create somehow an external resonance phenomenon.

Attempting to reproduce the nonlinear phenomenon of traveling waves, see
Sect. 1.8, one is led to consider the equation in (2.94) on the whole real line by
dropping the conditions (2.95) at the endpoints. In such infinite beam, the (finite)
energy of the beam plays the role of the live load; so, one can restrict the attention
to a conservative system and consider different energy levels. By dropping the
contribution of the live load, we obtain the equation (q > 0 is the dead load)

m utt C EI uxxxx C kuC D q ; x 2 R ; t > 0 : (2.100)

This ideal beam is at equilibrium for u.x; t/ � q=k. A traveling wave for (2.100) is
a solution of the form u.x; t/ D w.x � ct/ where c > 0 is the speed of propagation
of the wave. Chen and McKenna [75] and Lazer and McKenna [169] proved the
following statement:

Theorem 2.13 The nonlinear beam Eq. (2.100) has traveling waves solutions. As
c ! 0, the amplitude of traveling waves tends to C1.

The range of possible speed velocities c depends on all the parameters involved:
m, EI, k and q. Theorem 2.13 confirms the nonlinear nature of (2.100) and
also states that traveling waves change sign, that is, they go again in the region
where (2.100) displays a nonlinear behavior. To push the beam in such region
requires a lot of energy and this explains why traveling waves and slacken hangers
have been observed only in violent storms.

A first possible variant of (2.94) consists in adding a term representing the
structural damping. The new equation reads

m utt C EI uxxxx C ıut C kuC D qC h.x; t/ ; x 2 .0; �/ ; t > 0 ; (2.101)

where q represents the weight (dead load) whereas h.x; t/ is a live load; ı > 0 is
the damping coefficient. After division by EI and the changes of variables

u.x; t/!u

�

x;

q
EI
m
t

�

;
h


x;
p

m
EI t
�

EI
!"h.x; t/;

ıp
mEI

!ı;
k

EI
!k;

q

EI
!q;

the equation may be rewritten as

utt C uxxxx C ıut C kuC D q C "h.x; t/ ; x 2 .0; �/ ; t > 0 : (2.102)

Fonda et al. [113] found large amplitude subharmonic solutions of (2.101) with
hinged boundary conditions by assuming that the forcing term is periodic; subhar-
monic means here periodic solutions whose period is an integer multiple of the
period of the forcing term h. Their conclusion [113, p. 138] is that their results

. . . should at least produce the suspicion that the oscillation could have been of a nonlinear
nature.
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Consider again a hinged beam so that u satisfies (2.95). We now drop the
symmetry assumption (2.96) and consider the more general spaces

HD
�

 W Œ0; �� � RC ! RI  .x; �/ is �-periodic;
Z �

0

Z �

0

 .x; t/2dxdt < C1


;

DDf 2 H \ C1.Œ0; �� � RC/I  .0; t/D .�; t/D xx.0; t/D xx.�; t/D0 8t > 0g :

We say that u 2 L2
.0; �/2/ is a weak solution of (2.102)–(2.95) if

Z �

0

Z �

0

.�tt C �xxxx � ı�t /u dxdt D
Z �

0

Z �

0

.q C "h � kuC/� dxdt 8� 2 D :

The following result is due to Berkovits et al. [45]:

Theorem 2.14 Assume ı > 0. For all h 2 H there exists "h > 0 such that if
j"j < "h then the problem (2.102)–(2.95) admits a unique weak solution.

Some remarks are in order. Theorems 2.12 and 2.14 show a striking difference
between the undamped and the damped equation: multiplicity against uniqueness of
periodic solutions. Although the equations considered are of hyperbolic type, some
regularity for the solutions is available and one may find strong solutions. Finally,
let us mention that any period T > 0 in time can replace T D � in the statements.

2.8.2 A Cable-Beam System with Possibly Slackening Hangers

In the previous section, we considered the case where a beam is sustained, through
nonlinear hangers, to a fixed base as in Fig. 2.20. We consider here the case where
the fixed base is replaced by an extensible cable, see the model represented in
Fig. 2.5 where the sustaining cable may increase its length if forced by a load. Since
time is introduced, we denote now by u D u.x; t/ and v D v.x; t/, respectively,
the downwards displacements of the beam and the cable. The same arguments
developed so far lead to the system

8
<

:

mc vtt �H vxx C ıcvt � k.u � v/C D qc C fc.x; t/ x 2 .0; �/ ; t >0;
mb utt C EI uxxxx C ıbut C k.u � v/C D qb C fb.x; t/ x 2 .0; �/ ; t >0;

(2.103)

where v and u are the displacements of, respectively, the cable and the beam,
both measured in the downwards direction. The cable is assumed to be fixed at
its endpoints whereas the beam is hinged; this leads to the boundary conditions

v.0; t/ D v.�; t/ D u.0; t/ D u.�; t/ D uxx.0; t/ D uxx.�; t/ D 0 8t > 0 :
(2.104)
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The constants appearing in (2.103) have the following meaning:

mc andmb are the masses per unit length of, respectively, the cable and the beam;
qc D mcg and qb D mbg are the weights per unit length of, respectively, the
cable and the beam;
H is the horizontal component of the tension of the cable, see (2.12);
EI is the flexural rigidity of the beam;
ıc and ıb are the structural damping of, respectively, the cable and the beam;
k > 0 is the elastic Hooke constant of the hangers.

The positive part .u � v/C describes again the fact that the hangers exert a
restoring force only under extension while if compressed they slacken. This is a
crucial difference with the classical systems in [50, 234] described in Sect. 2.7.1,
where the hangers were treated as inextensible rods, incapable of either extension
or compression. Numerical results lead Lazer and McKenna [168, p. 561] to the
following explanation of oscillations in bridges in violent storms:

First, the gusts of wind would act as a random large buffeting force on the cable
superstructure, causing the towers and cable to go into a high frequency periodic motion
(much as what happens when a guitar string is struck randomly). Then . . . nonlinear
coupling would take place, and the bridge would go into a low frequency motion.

This is the reason why the live load fc plays a major role, the action of the wind
starts by moving the cables. Let us also mention that somehow surprising numerical
results by Humphreys and Shammas [146] (see also [113, 144, 145]) show that if
a nonlinear mechanical model of a suspension bridge is subject to a low-frequency
periodic force, it may give different responses, some of them having high-frequency
components.

In literature both periodic solutions and solutions of the Cauchy problem

v.x; 0/Dv0.x/; vt .x; 0/Dv1.x/; u.x; 0/Du0.x/; ut .x; 0/Du1.x/; 8x 2 .0; �/
(2.105)

have been considered. Similar to problem (2.100), also well-posedness of (2.103)
was proved. We summarise some results in the following informal statement.

Proposition 2.15

.i/ If ıc D ıb D 0, if k > 0 lies in a suitable range and if fc.x; �/ and fb.x; �/
are periodic and sufficiently small, then there exists at least two t-periodic
solutions .u; v/ of (2.103) and (2.104).

.ii/ If ıc; ıb > 0, if mc 
 mb and if fc.x; �/ and fb.x; �/ are periodic
and sufficiently small, then there exists a unique t-periodic solution .u; v/
of (2.103) and (2.104).

.iii/ For any fc and fb (not necessarily periodic) there exists a unique solution
.u; v/ of (2.103)–(2.104)–(2.105).

We refer to Sect. 2.9 for the references to the precise statements.
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We conclude this section by emphasising that (2.103) is considered also in
the engineering community, see e.g. [175] where the interactions between moving
vehicle loads and vertical seismic excitations are studied in a suspension bridge.

Since the Tacoma Bridge collapse was mainly due to a wide torsional motion of
the bridge, see [253], the bridge cannot be considered as a one dimensional beam.
If some model aims to display the instability of bridges, it should necessarily take
into account more degrees of freedom than just a beam. In fact, to be exhaustive
one should consider vertical oscillations y of the roadway, its torsional angle � , and
coupling with the two sustaining cables u and v. This model was suggested by Matas
and Očenášek [187] who consider the hangers as linear springs and obtain a system
of four equations; three of them are second order wave-type equations, the last one
is again a fourth order equation such as

mytt Ck yxxxx Cı yt CE1.y�u�` sin �/CE2.y�vC` sin �/ D W.x/Cf .x; t/ I

we refer to .SB4/ in [99] for an interpretation of the parameters involved.

2.8.3 Stretching Energy in a Compressed Beam

In 1744, Euler [102] gave a mathematical description of the action of an axial
thrust on a uniform elastic beam and he reduced this problem to a description of
the solutions of the following quasilinear boundary value problem

u00.x/C Pu.x/
�
1C u0.x/2

�3=2 D 0 ; u.0/ D u.1/ D 0 :

Euler found that the beam deflects out of its plane which means, in modern language,
that the beam is subject to buckling: if P > 0 is large enough this problem also
admits nontrivial solutions.

Woinowsky-Krieger [279] modified the classical beam theory by Bernoulli–
Euler assuming a nonlinear dependence of the axial strain on the deformation
gradient, by taking into account the midplane stretching of the roadway due to
its elongation. For simplicity, we consider again a beam modeled by the segment
x 2 .0; �/. The resulting nonlinear beam equation reads

m utt C EI uxxxx C
h
� �M kuxk2L2.0;�/

i
uxx D f x 2 .0; �/ t > 0 ; (2.106)

where the termM kuxk2L2.0;�/ D M
R �
0 ux.x; t/2dx takes into account the geometric

nonlinearity of the beam due to its stretching and � > 0 is the axial force acting at
the endpoints of the beam; we have a positive � because the beam is compressed
(see e.g. the Deer Isle Bridge in Fig. 1.14) while a negative � would mean that the
beam is stretched. The constant M > 0 depends on the elasticity of the material
composing the beam. Here f D f .x; t/ is an external load.
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More recently, Bochicchio et al. [52–54] connected the beam, as described by
Eq. (2.106), with a moving cable through hangers, thereby generalising (2.103). The
equations now read

8
<̂

:̂

mcvtt �HvxxCıcvt�k.u�v/C DqcCfc.x; t/ x 2 .0; �/; t >0;
mbutt CEIuxxxxCıbutC

h
� �M kuxk2L2.0;�/

i
uxxCk.u � v/C DqbCfb.x; t/;

(2.107)

where the constants have the same meaning as in (2.103) and (2.106). This system is
complemented with the boundary and initial conditions (2.104) and (2.105). Well-
posedness of this problem is known:

Proposition 2.16 For any fc and fb there exists a unique solution .u; v/
of (2.107)–(2.104)–(2.105).

The first step to understand the dynamics of the model described by (2.107) is
to study its stationary solutions. By dropping all the loads and by normalising the
constants, we are led to the following system of ODE’s:

8
<̂

:̂

u0000.x/C
h
� � 2

�
ku0k2

L2.0;�/

i
u00.x/C k



u.x/� v.x/

�C D 0 x 2 .0; �/
�v00.x/ � k
u.x/� v.x/

�C D 0 x 2 .0; �/ ;
(2.108)

complemented with the boundary conditions

v.0/ D v.�/ D u.0/ D u.�/ D u00.0/ D u00.�/ D 0 : (2.109)

Bochicchio et al. [53] proved the following statement.

Theorem 2.17 If � < 1 then .u; v/ D .0; 0/ is the unique solution of (2.108) and
(2.109).

If � > 1 then (2.108) and (2.109) also admits the solution u.x/ D
�p

��1 sin.x/, v.x/D0.
If � > 1C2k

1Ck then (2.108) and (2.109) also admits the solution

u.x/ D
s

� � 1C 2k

1C k
sin.x/ ; v.x/ D k

1C k

s

� � 1C 2k

1C k
sin.x/ :

The trivial solution .u; v/ D .0; 0/ corresponds to the position at rest and exists
for any � > 0. For large enough � , that is � > 1, there is a buckling effect and
Theorem 2.17 states that there exists also an additional equilibrium position where
the beam is displaced upwards (u < 0) while the cable is at rest (v D 0); in this case
the hangers are slacken because u � v < 0 and .u � v/C D 0. If we increase further
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Fig. 2.21 Slacken hangers (left) and hangers in tension (right), as described in Theorem 2.17

� , that is � > 1C k
1Ck , there is another equilibrium position where the hangers are

in tension since u � v > 0. These two situations are described in Fig. 2.21.
By recalling the meaning of � , we conclude that if the beam is weakly

compressed at the endpoints then there exists only the trivial equilibrium position,
while if the beam is strongly compressed there exist two additional equilibrium
positions, one with slack hangers and the other with hangers in tension.

2.9 Bibliographical Notes

The study of the deflection of cables goes back to the Swiss mathematician Jacques
Bernoulli (1654–1705). All the material from Sects. 2.2–2.4 is by now classical and
may be found in several sources; here we followed [199, Sect. 3], [48, Chap. VII],
[84, Sect. 4] and [123, Sect. 1.1.1]. Not enough credit is given in literature to Melan
[199] for his contribution and for his fundamental equation (2.1). It was Steinman
who took care of the translation to English of the book by Melan; but then, in his
subsequent monograph he quotes [199] as “Melan–Steinman”, see [248, Footnote
p. 19]. Moreover, [9, 48, 234, 245] and several subsequent papers make no mention
of [199].

The necessity of having exact parameters of catenaries modeling cables is
known since the very beginning of the history of suspension bridges, see [133].
For a modern modeling of elastic cables and an accurate technical description of
different kinds of cables, the interested reader may have a look at the monograph by
Lacarbonara [160, Chap. III] and at the contribution by Podolny [221].

The Young modulus is named after the British scientist Thomas Young (1773–
1829). However, the concept was developed in 1727 by the Swiss mathematician
Leonhard Euler (1707–1783), and the first experiments that used the concept of
Young modulus in its current form were performed in 1782 by the Italian scientist
Giordano Riccati (1709–1790), predating Young work by 25 years, see The Rational
Mechanics of Flexible or Elastic Bodies, 1638–1788: Introduction to Leonhardi
Euleri Opera Omnia, Volumes X and XI.

The problem of computing the additional tension (2.28), see Sect. 2.5.1, was
also initially studied by Melan [199] (see also [48]) who suggested (2.32). The
alternative form (2.33) is taken from [124], while Timoshenko [261, (11.16)]
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suggested (2.34). All the material in Sect. 2.5 is an extended version of a paper
by Gazzola et al. [124] where one can find the proofs of Theorems 2.2, 2.3, and 2.5.

In its full complete form, (2.91) was essentially suggested by Rocard [234]; he
first considers the linearised equation, then he adds the nonlinear term, the source
and the damping term. All the rest of the material from Sect. 2.7 is taken from
[50, 234, 239, 245]. The Report [245] studies in detail the effect of the torsional
rigidity of towers and the energy of vibrations in dependence of the modes of vertical
oscillations; this is done for several different structures (flexible bridges, bridges
with stiffening trusses, bridges with torsional rigidity).

Both Bleich [50, (7.16)] and Rocard [234, p. 167] exhibit coupled linear equa-
tions to describe vertical and torsional oscillations. In this case, it is well-known
that a suitable change of unknowns (a diagonalisation procedure) will decouple
the equations. Moreover, solutions of linear equations cannot display self-excited
oscillations.

With few variants, Eq. (2.91) seems nowadays to be well-accepted among
engineers, see e.g. [84, Sect. VII.4]; moreover, quite similar equations are derived
to describe related phenomena in cable-stayed bridges [63, (1)] and in arch bridges
traversed by high-speed trains [161, (14)–(15)].

Abdel-Ghaffar [1] makes use of variational principles to obtain the combined
equations of a suspension bridge motion in a fairly general nonlinear form although
he starts with the “usual” linearisation sin � ' � , see [1, (1)]. The effect of coupled
vertical-torsional oscillations as well as cross-distortional of the stiffening structure
is clarified by separating them into four different kinds of displacements: the vertical
displacement v, the torsional angle � , the cross section distortional angle  , the
warping displacement u which can be expressed in terms of � and  . After making
such huge effort (with an unjustified initial linearisation), Abdel-Ghaffar simplifies
the problem by neglecting the cross section deformation, the shear deformation
and rotatory inertia; he obtains a coupled nonlinear vertical-torsional system of
two equations in the two unknowns functions v and � . These equations are finally
linearised further, by neglecting terms considered small when compared with the
initial tension H . Then the coupling effect disappears and Eq. (2.93) are recovered,
see [1, (34)–(35)].

Section 2.6.3 contains results by Gazzola and Pavani [129] where one can also
find several tables with detailed numerical results. The material in Sect. 2.7 is taken
from [50, 234, 245]. The copyright for the wake of Tacoma has to be attributed to
Scott [241].

As we have seen in Sect. 2.7, after the pioneering equation (2.1) by Melan
[199] and the TNB collapse the attention of engineers has turned to improving
performances of bridges through design factors or how to solve structural problems,
rather than improving the mathematical models. Only modeling modern footbridges
has attracted some interest from a theoretical point of view. As already mentioned,
pedestrian bridges are extremely flexible and display elastic behaviors similar to
suspension bridges, although the oscillations are of different kind. In [55] a simple
1D model was proposed in order to describe the crowd-flow phenomena occurring
when pedestrians walk on a flexible footbridge.
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Equation (2.66) arises in several contexts. With no hope of being exhaustive,
let us mention some related models. When T > 0 (2.66) is known as the
extended Fisher–Kolmogorov equation, whereas when T < 0 it is referred to as
Swift–Hohenberg equation, see [216]. For f .w/ D w � w2, (2.66) arises in the
dynamic phase-space analogy of a nonlinearly supported elastic strut [147]. In
[7] the existence of even homoclinics to w � 0 was proved whenever T � 0.
When f .w/ D w3 � w, (2.110) serves as a model of pattern formation in many
physical, chemical or biological systems, see [56, 57] and references therein. The
slightly different nonlinearity f .w/ D w � w3 C w5 was used in [217] in order
to investigate localisation and spreading of deformation of a strut confined by an
elastic foundation. After a change of variables, (2.66) with T D n2�4nC8

2
> 0

and f .w/ D n2.n�4/2
16

w C jwj8=.n�4/w appears in the study of radial entire solutions
of critical biharmonic equations in R

n (n � 5), see [122]. Last but not least, we
mention the book by Peletier and Troy [216] where one can find more physical
models, a survey of existing results, and further references.

The model described in Fig. 2.12 is taken from [121]. Theorem 2.8 is due to
Berchio et al. [35]; in this paper, one may find more qualitative properties of the
solutions of (2.110). Theorem 2.9 is due to Gazzola and Pavani [128]. This theorem
has been recently extended to the case �2 < T < 0, see [228]: in this case, T
does not represent the tension but �T > 0 may be seen as the squared velocity of
traveling waves for the general equation (2.111), see (2.110). The numerical results
and the material in Sect. 2.6 are taken from [35, 125–128] where one can find further
properties of the solutions of (2.110), different nonlinearities f , more detailed
description of how the blow up occurs. In particular, since the term jw00.x/j measures
the vertical acceleration whereas jw.x/j measures the vertical displacement, [128,
Theorem 3] states that the vertical acceleration has a higher rate of blow up when
compared with the vertical displacement. The generalised assumptions (2.72)–
(2.73)–(2.74) are due to Gazzola and Karageorgis [125]. Figures 2.14 and 2.15
are taken from [121]. We refer again to [126–128] for further plots. We also
refer to [125, 126, 128] for numerical results and plots of solutions of (2.66) with
nonlinearities f D f .w/ having different growths as w ! ˙1. In such case, the
solution still blows up according to (2.67) but, although its “limsup” and “liminf”
are respectively C1 and �1, the divergence occurs at different rates.

The story of the book [50] is quite sad since two of the authors (McCullough
and Bleich) passed away during its preparation. This book appears to be the first
reference for a systematic theoretical treatise of vibrations in suspension bridges.
It certainly appears more of theoretical than of practical interest since engineers
usually refer to it for the models but not for the quantitative analysis.

A further source to derive the equation of vertical oscillations in suspension
bridges is [234, Chap. IV] where all the details are explained. The author, the French
physicist Yves-André Rocard (1903–1992), also helped to develop the atomic bomb
for France after the end of the second world war.
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The beam equation (2.94) was suggested by Lazer and McKenna [167],
Theorem 2.12 and the subsequent comments are due to McKenna and Walter
[196]. For stability results of large solutions of (2.98)–(2.95) we refer to [134]. For
the study of periodic solutions of (2.98) with free boundary conditions (floating
beam) we refer to [201, 202]. The first traveling waves for (2.100) were obtained
by McKenna and Walter [197] by sticking together the solutions in the two regimes
when the hangers exert a restoring force and when they are slacken. The first part
of Theorem 2.13 is due to Chen and McKenna, see [75, Theorem 2.7], the behavior
as c ! 0 is due to Lazer and McKenna [169, Theorem 2]. Slightly more general
nonlinearities are considered in [75, Theorem 2.9]: they also study the stability of
traveling waves and they numerically show that not only some of them are extremely
stable but also that when two such waves collide, they interact nonlinearly and
then emerge intact. Multiplicity results for traveling waves were obtained in [73]:
multiplicity means here not merely traveling waves which are translations of each
other but which are substantially different. After some normalisation, by seeking
traveling waves of (2.100) of the kind u.x; t/ D 1 C w.x � ct/, McKenna and
Walter [197] reach the following ODE

w0000.�/C c2w00.�/C f .w.�// D 0 .x � ct D � 2 R/ (2.110)

where f .w/ D .w C 1/C � 1. Subsequently, in order to maintain the same behavior
but with a smooth nonlinearity, Chen and McKenna [75] suggest to consider (2.110)
with f .w/ D ew � 1. Note that both these nonlinearities satisfy (2.65) and
that (2.110) resembles to (2.66) with a different sign for the coefficient of w00; we
recall that Theorem 2.8 holds for any coefficient multiplying w00. We also notice
that (2.100) is a special case of the more general semilinear fourth order wave
equation

utt C uxxxx C f .u/ D 0 ; x 2 R ; t > 0 ; (2.111)

where the natural assumptions on f are (2.65) plus further conditions, according
to the model considered. Traveling waves of (2.111) solve (2.110). For f .u/ D
.u C 1/C � 1 and its variants, Benci and Fortunato [32] proved the existence of
special solutions of (2.110) deduced by solitons of the beam equation (2.111) while
we refer to [59] for a computer assisted proof of the existence of multiple traveling
waves. Recent results in [228] show that there exist no traveling waves of (2.111)
if f is as in (2.69), see also [110] for an alternative proof. The blow-up profile
for (2.66) has been studied in [87].

The rigorous statements and proofs of the results contained in Proposition 2.15
may be found in the following references: statement .i/ is taken from [95,
Theorem 2.2] where some technical restrictions on the parameters are made and the
same symmetries as Theorem 2.12 are assumed, statement .ii/ is taken from [100,
Theorem 4.2], while statement .iii/ is quite standard, see [4, Theorem 4.6] where the
initial data (2.105) satisfy u0 2 H2 \H1

0 .0; �/, v0 2 H1
0 .0; �/, u1; v1 2 L2.0; �/.

We also refer to [99] for a condensed survey of results and for further references.
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Equation (2.106) was suggested by Woinowsky-Krieger [279]; the nonlinear
problem of the free vibrations of a bar with hinged ends is reduced to a nonlinear
ordinary differential equation which is solved with the aid of elliptic functions.
A table then gives numerical values of frequencies versus amplitude of vibration.
Complemented with the initial and hinged boundary conditions (2.104) and (2.105),
Eq. (2.106) has then been intensively studied by Dickey [93, 94] and Ball [27, 28].

The beam equation (2.106) with an additional restoring force kuC, as in (2.97)
was introduced in [51] where well-posedness was also established, see [51, Proposi-
tion 2.1]. Since this models the case where the sustaining cable is fixed, we skipped
directly to the more reliable model (2.107); here the coupling term is just k.u � v/C
and we refer to [54] for more general coupling terms involving also the derivatives
ut and vt . The proof of Proposition 2.16 is somehow standard and may be obtained
with the Galerkin method, see [52, Proposition 2.3] and [53, Proposition 4.1].
Theorem 2.17 is due to Bochicchio et al. [53, Theorem 3.2].



Chapter 3
A Fish-Bone Beam Model

In the previous chapter we saw beam models for the main span of a bridge, within
different equations and different coupling with the sustaining cable. However,
modeling the roadway of a suspension bridge as a beam prevents to highlight
the most dangerous oscillations in bridges, the torsional oscillations which are
considered responsible for the TNB collapse. If one wishes to give an answer
to question (Q1) raised in Sect. 1.6, the bridge cannot be seen as a simple one
dimensional beam.

In this chapter we study a fish-bone beam model which also allows to describe
torsional oscillations. We give both theoretical and numerical explanations of the
structural mechanism which creates a sudden appearance of torsional oscillations.
The main theoretical tools are suitable Hill equations and related stability criteria.
We study a mechanically isolated system and we show that its conserved internal
energy may transfer from vertical oscillating modes to torsional modes. This
happens when enough energy is present within the structure. We name flutter energy
the critical energy threshold where this transfer may occur. The conclusion is that
if the internal energy exceeds the flutter energy then torsional oscillations suddenly
appear and this mechanism is purely structural, with no aerodynamic effect. Since
the energy is strictly related to the width of the amplitudes, torsional oscillations
arise only when vertical oscillations are sufficiently large. A simplified analysis
explains which torsional mode captures the energy of the active vertical mode.

We also analyse the effect of aerodynamic forces: the theoretical and numerical
results suggest that the aerodynamic forces do not create torsional instability but
they play a destructive role only after that the structural instability is manifested.

© Springer International Publishing Switzerland 2015
F. Gazzola, Mathematical Models for Suspension Bridges, MS&A 15,
DOI 10.1007/978-3-319-15434-3_3
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3.1 A Beam Showing Torsional Oscillations

Consider a suspension bridge whose main span has length L and width 2`, let
y D y.x; t/ denote the vertical deflection of the bridge axis and let � D �.x; t/ be
the angle of torsion of the cross-section. In Fig. 3.1 we sketch the model that we call
fish-bone. The grey part is the roadway, the two extremal black cross sections are
fixed and the plate is hinged there. The red line contains the barycenters of the cross
sections and is the line where y is computed. The green orthogonal lines are virtual
cross sections that can rotate around their barycenter and the angle of rotation with
respect to the horizontal position is denoted by � .

The kinetic energy of a rotating object is 1
2
I P�2 where I is the moment of inertia

and P� is the angular velocity. The moment of inertia of a rod of length 2` about the
perpendicular axis through its center is given by 1

3
m`2 where m is the mass of the

rod. Hence,

the kinetic energy of a rod having mass m and half-length `,
rotating about its center with angular velocity P� , is given by m

6
`2 P�2 : (3.1)

In this chapter we consider systems of PDE’s based on this model. We will see
that linear equations do not allow to explain the possible appearance of torsional
oscillations while nonlinear equations do. In particular, the results obtained will
enable us to give an answer to the main question (Q1) raised in Sect. 1.6: when
enough energy is present within the model, a sudden transition between vertical and
torsional oscillations may occur. The reason is a kind of internal resonance which
gives rise to an instability. The target is then to estimate the energy threshold of
instability: we will give both theoretical and numerical bounds. We will also explain
the criterion which determines the torsional mode which will capture the energy of
the system.

A linearised fish-bone model has been previously studied with other tools such
as parametric resonance. Hence, in next section we start by recalling its story.

Fig. 3.1 The fish-bone model
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3.2 Parametric Resonance in a Linearised Model

Pittel-Yakubovich [219] suggest, as differential equations for the vertical-torsional
oscillations of the bridge modeled by the just described fish-bone, the system
8
ˆ̂
<̂

ˆ̂
:̂

mytt � 
Iyxxtt C EIyxxxx � Hyxx C W
2 .x.L � x/�/xx D 0 x 2 .0; L/; t > 0

m`2

3 �tt � �1�xxtt C W
2 x.L � x/yxx C �2�xxxx � ��xx �W `� D 0 x 2 .0; L/; t > 0

y.0; t/ D y.L; t/ D yxx.0; t/ D yxx.L; t/ D 0 t > 0

�.0; t/ D �.L; t/ D �xx.0; t/ D �xx.L; t/ D 0 t > 0 ;
(3.2)

where L is the length of the roadway while 2` is its width, m is the mass per
unit length in the x-direction, 
 is the density of the material, I is the moment of
inertia of the cross-section, EI is the flexural rigidity,H is the tension of the cables,
W is the uniformly distributed horizontal wind load, �1 and �2 are two geometric
parameters of the cross section, � D GJ C H`2 (with G D shear modulus, J D
moment of inertia of the pure torsion). All these constants are positive.

An interesting approach to study the instability of this model consists in the
so-called parametric resonance. In Sect. 1.7.5 we saw a simple application of this
approach. In the present situation, one puts UT D .y; �/ so that U is a column
vector and system (3.2) may be written as

d2

dt2
.MU/C AU D 0 .A D A0 C WA1/ (3.3)

where

MUD
 

my � 
Iyxx
m`2

3
� � �1�xx

!

; A0UD
�
EIyxxxx�Hyxx

�2�xxxx���xx

�

; A1UD
�

1
2
.x.L�x/�/xx

1
2
x.L � x/yxx�`�

�

:

Several integrations by parts show that, for all U; V 2 C4Œ0; L� satisfying the
boundary conditions in (3.2), we have

.MU; V /L2.0;L/D
R L
0

MU � V D .MV; U /L2.0;L/ ; .A0U; V /L2.0;L/D .A0V;U /L2.0;L/ ;

.MU; U /L2.0;L/ � c1kU k2
H1.0;L/

; .A0U;U /L2.0;L/ � c2kU k2
H2.0;L/

;

for some c1; c2 > 0. Whence, M and A1 are symmetric positive operators. The
theory of self-adjoint differential operators then tells us that (3.3) is stable if and
only if all the eigenvalues of A are positive. Since U � 0 solves (3.3), stability
means here that this trivial solution is stable, that is, that any solution of (3.3) is
globally bounded. This is certainly true if W D 0 because A0 is positive definite.
The important parameter is then

W WD minfW > 0I the least eigenvalue of A is 0g :
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It can be shown that system (3.3) is stable if 0 � W < W and unstable if W � W .
Unfortunately, W is not easily determined in dependence of the parameters in the
system and one is led to find lower bounds. We refer to [282, Sect. IV.1.1] for some
possible lower bounds. The doubts about this approach are the usual ones: is a linear
model sufficiently accurate? what are the correct assumptions on the wind?

3.3 A Nonlinear Version

3.3.1 Well Posedness

In this section we introduce some nonlinearities in the fish-bone model (3.2). At
the same time, we neglect some terms, in particular the mixed derivatives. We also
drop damping and forcing: the former because its only effect is to diminish the
amplitudes of the oscillations, the latter because the frequency of the external force
may give rise to unexpected responses [144–146]. From [233, p. 26] we learn that
the nonlinear behavior of a suspension bridge is mainly due to the changes of the
cables geometry. Since the cables are connected to the fish-bone beam through the
hangers, the nonlinearity should explicitly appear in the restoring force due to the
hangers, both because they are extensible springs not obeying the Hooke law and
because they transmit the nonlinear behavior of the cables. The latter cause was
suggested by Bartoli-Spinelli [30, p. 180] who, in their model, assume that

The nonlinear behavior of the two springs has been evaluated thinking the cables as the only
cause of this nonlinearity.

We consider the system

(
mytt CEIyxxxxCf .yC` sin �/Cf .y�` sin �/D0 0<x<L t >0
m`2

3
�tt ��`2�xxC` cos � .f .yC` sin �/�f .y�` sin �//D0 0<x<L t >0;

(3.4)

where � > 0 is a constant depending on the shear modulus and the moment of
inertia of the pure torsion, EI > 0 is the flexural rigidity of the beam (both as
in (3.2)) while f represents the restoring action of the prestressed hangers and also
includes the action of gravity. We have not yet simplified by ` the second equation
in (3.4) in order to emphasise all the terms.

To (3.4) we associate the following boundary-initial conditions:

y.0; t/ D yxx.0; t/ D y.L; t/ D yxx.L; t/ D �.0; t/ D �.L; t/ D 0 t � 0

(3.5)

y.x; 0/D�0.x/; yt .x; 0/D�1.x/; �.x; 0/D�0.x/; �t .x; 0/D�1.x/ 0<x<L:

(3.6)
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The first four boundary conditions in (3.5) model a beam hinged at its endpoints
whereas the last two boundary conditions model the fixed cross sections between
towers.

It is not our purpose to give the precise quantitative behavior of the model under
consideration. Therefore, we make several simplifications which do not modify the
qualitative behavior of the nonlinear system (3.4). First of all, up to scaling we may
assume that L D �; this will simplify the Fourier series expansion. Then we take
EI D 3� D 1 although these parameters may be fairly different in actual bridges.
Moreover, we are not interested in describing accurately the behavior of the bridge
under large torsional oscillations. Instead, we are willing to describe how small
torsional oscillations may suddenly become larger ones. And if � is small (and only
in this case), then the approximations sin � Š � and cos � Š 1 are legitimate; these
approximations will be fully justified in Sect. 3.3.2. Then we set z WD `� and this
cancels the dependence of (3.4) on the width `; to recover the dependence on `, note
that � D z

`
so that

smaller ` yield larger � , that is, less stability. (3.7)

Finally, note that the change of variable t 7! p
mt results in a positive or negative

delay in the occurrence of any (possibly catastrophic) phenomenon; whence, we
may take m D 1. After all these changes, (3.4) becomes

�
ytt C yxxxx C f .y C z/C f .y � z/ D 0 .0 < x < �; t > 0/

zt t � zxx C 3f .y C z/ � 3f .y � z/ D 0 .0 < x < �; t > 0/ :
(3.8)

The boundary-initial conditions (3.5)–(3.6) may be rewritten as

y.0; t/ D yxx.0; t/ D y.�; t/ D yxx.�; t/ D z.0; t/ D z.�; t/ D 0 t � 0

(3.9)

y.x; 0/D�0.x/; yt .x; 0/D�1.x/; z.x; 0/D�0.x/; zt .x; 0/D�1.x/ 0<x<�

(3.10)

where �0.x/ WD `�0.x/ and �1.x/ WD `�1.x/. If f .0/ D 0 and f is nondecreasing,
as in the physical situation, then

F.s/ WD
Z s

0

f .�/ d� > 0 (3.11)

is a convex function. Therefore, the convex and coercive functional (here 0 D d
dx )

J.y; z/ D ky00k22
2

C kz0k22
6

C
Z �

0

ŒF.y C z/C F.y � z/� dx

8y 2 H2 \H1
0 .0; �/; 8z 2 H1

0 .0; �/
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admits a unique critical point, which is the absolute minimum and coincides with
.y; z/ D .0; 0/; in this section k � k2 denotes the L2.0; �/-norm. Hence, (3.8) admits
a unique stationary solution (equilibrium) given by y D z D 0 and corresponding
to the initial conditions �0 D �1 D �0 D �1 D 0.

We say that the functions

y 2 C0.RCIH2 \H1
0 .0; �//\ C1.RCIL2.0; �// \ C2.RCIH�.0; �//

z 2 C0.RCIH1
0 .0; �//\ C1.RCIL2.0; �// \ C2.RCIH�1.0; �//

are solutions of (3.8)–(3.9)–(3.10) if they satisfy the initial conditions (3.10) and

hytt; 'iH� C .yxx; '
00/C .f .y�z/C f .yCz/; '/ D 0 8 ' 2 H2 \H1

0 .0; �/ ;8t > 0 ;
hztt;  iH�1 C .zx;  0/C 3.f .y C z/ � f .y � z/;  / D 0 8 2 H1

0 .0; �/ ;8t > 0 ;

where h�; �iH�1 and h�; �iH� are the duality pairings in H�1 D .H1
0 .0; �//

0 and
H� D .H2 \ H1

0 .0; �//
0 while .�; �/ denotes the scalar product in L2.0; �/. From

[36] we know that the problem is well-posed.

Theorem 3.1 Let �0 2 H2 \H1
0 .0; �/, �0 2 H1

0 .0; �/, �1; �1 2 L2.0; �/. Assume
that f 2 Liploc.R/ is nondecreasing, with f .0/ D 0, and jf .s/j � C.1C jsjp/ for
every s 2 R n f0g and for some p � 1. Then there exists a unique solution .y; z/
of (3.8)–(3.9)–(3.10).

The main concern is then to establish if the solution is torsionally stable in the
following sense: do small initial torsional data give rise to small torsional behavior?
In Sect. 3.4 we answer to this question through a finite dimensional approximation
of the dynamical system.

3.3.2 Dropping the Trigonometric Functions

Since we are willing to describe how small torsional oscillations may suddenly
become larger ones, we can use the following approximations:

sin � Š � and cos � Š 1 : (3.12)

This statement requires a rigorous justification. It is known from the Report [9,
p. 59] that the torsional angle of the Tacoma Narrows Bridge prior to its collapse
grew up until 45ı. On the other hand, Scanlan-Tomko [239, p. 1723] judge that the
torsional angle can be considered harmless provided that it remains smaller than 3ı.
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In radians this means that

the torsional angle may grow up until
�

4
and remains harmless until

�

60
:

(3.13)

By the Taylor expansion with the Lagrange remainder term, we know that

sin " D
nX

kD0
.�1/k "2kC1

.2k C 1/Š
C .�1/2nC3 cos."�/

"2nC3

.2nC 3/Š
WD P."; n/C 	s."; n/

for all " 2 R, where j"� j < j"j while P and 	s represent, respectively, the
approximating polynomial and the approximating error. We have that

P
� �

60
; 0
�

D �

60
; P

� �

60
; 1
�

D �

60
� �3

1296
� 10�3 ;

P
��

4
; 0
�

D �

4
; P

��

4
; 1
�

D �

4
� �3

384
;

while we know that

sin
�

60
� 0:0523 ; sin

�

4
D 1p

2
:

Then the relative error Rs."; n/ WD j sin "�P.";n/
sin " j (or percentage error) is given by

Rs

� �

60
; 0
�

� 4:6 � 10�4 ; Rs

� �

60
; 1
�

� 6:3 � 10�8 ;

Rs

��

4
; 0
�

� 0:11 ; Rs

��

4
; 1
�

� 3:5 � 10�3 :

Similarly, we proceed with the cosine function. The Taylor expansion yields

cos " D
nX

kD0
.�1/k "2k

.2k/Š
C .�1/2nC2 sin."� /

"2nC2

.2nC 2/Š
WD Q."; n/C 	c."; n/

for all " 2 R. We have that

Q
� �

60
; 0
�

D 1 ; Q
� �

60
; 1
�

D 1� �2

7200
; Q

��

4
; 0
�

D 1 ; Q
��

4
; 1
�

D 1� �
2

32
;
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while we also know that

cos
�

60
� 0:999 ; cos

�

4
D 1p

2
:

Then the relative error Rc."; n/ WD j cos "�P.";n/
cos " j is given by

Rc

� �

60
; 0
�

� 1:4 � 10�3 ; Rc

� �

60
; 1
�

� 3:1 � 10�7 ;

Rc

��

4
; 0
�

� 0:41 ; Rc

��

4
; 1
�

� 2:2 � 10�2 :

The above results enable us to draw the following conclusions.

Proposition 3.2

• If the model allows torsional angles up to �
4

, then the approximation (3.12) is
incorrect, yielding large relative errors (41% for the cosine and 11% for the
sine); a second order approximation still yields fairly large relative errors (2:2%
for the cosine and 0:4% for the sine).

• If the model allows torsional angles up to �
60

, the approximation (3.12) is quite
accurate, yielding small relative errors (0:14% for the cosine and less than
0:05% for the sine); a second order approximation does not improve significantly
the precision of the model.

Since the purpose of our numerical results is to consider small torsional data, of
the order of 10�4, and since our purpose is merely to detect when the torsional angle
� increases of two orders of magnitude, thereby reaching at most 10�2 
 �

60
, we

can make use of the approximation (3.12). We emphasise that our results do not aim
to describe the behavior of the bridge when the torsional angle becomes large, they
just aim to describe how a small torsional angle ceases to be small.

Proposition 3.2 allows us to implement the approximation suggested by (3.12);
we set z WD `� so that (3.4) becomes (3.8). In (3.8) the dependence on the width
` is somehow hidden and we already pointed out that, in fact, smaller ` yield less
stability, see (3.7).

3.3.3 Choosing the Nonlinearity

We consider a specific nonlinearity f satisfying the assumptions of Theorem 3.1.
Since our purpose is merely to describe the qualitative phenomenon, the choice
of the nonlinearity is not of fundamental importance; it is shown in [22] that
several different nonlinearities yield the same qualitative behavior for the solutions.
Augusti-Sepe [25] (see also [24]) view the restoring force at the endpoints of a
cross-section of the roadway as composed by two connected springs, the top one
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Fig. 3.2 The system
cables-hangers modeled with
two connected springs

representing the action of the sustaining cable and the bottom one (connected with
the roadway) representing the hangers, see Fig. 3.2. The action of the hangers is
almost linear since they have only small elongations, see [177]. The action of
the cables is considered by Bartoli-Spinelli [30, p. 180] the main cause of the
nonlinearity of the restoring force: following [240], they suggest [30, (15)] quadratic
and cubic perturbations of a linear behavior. Here we simply take

f .s/ D s C �s3 for � > 0 ; (3.14)

which allows to simplify several computations. Let us also mention that Plaut-Davis
[220, Sect. 3.5] make the same choice and that this nonlinearity appears in several
elasticity contexts, see e.g. [150, (1)].

The parameter � measures how far is f from a linear function. When f is as
in (3.14), the system (3.8) becomes

�
ytt C yxxxx C 2y.1C �y2 C 3�z2/ D 0 .0 < x < �; t > 0/

zt t � zxx C 6z.1C 3�y2 C �z2/ D 0 .0 < x < �; t > 0/ :
(3.15)

To (3.15) we associate some initial conditions which determine the conserved
energy of the system, that is,

E� D kyt .t/k22
2

C kzt .t /k22
6

C kyxx.t/k22
2

C kzx.t/k22
6

C
Z �

0

�
y.x; t/2 C z.x; t/2 C 3�z.x; t/2y.x; t/2 C �

y.x; t/4

2
C �

z.x; t/4

2

�
dx :

Let .y� ; z� / be the solution of (3.15) with some initial conditions. If we put
.y; z/ D p

� .y� ; y� /, then .y; z/ solves system (3.15) when � D 1. Accordingly,
the conserved energy is modified:

Proposition 3.3 Let � > 0. The conserved energy of (3.15) satisfies E� D E1=� ,
where E1 is the conserved energy of (3.15) when � D 1. Moreover, the widest
vertical amplitude ky�k1 satisfies ky�k1 D kyk1=

p
� .
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The proof of Proposition 3.3 follows by rescaling. Proposition 3.3 enables us to
restrict our attention to the case � D 1, that is,

f .s/ D s C s3 : (3.16)

In this case (3.8) reduces to

�
ytt C yxxxx C 2y.1C y2 C 3z2/ D 0 .0 < x < �; t � 0/

ztt � zxx C 6z.1C 3y2 C z2/ D 0 .0 < x < �; t � 0/ :
(3.17)

Moreover, the conserved energy is given by

E D kyt .t/k22
2

C kzt .t/k22
6

C kyxx.t/k22
2

C kzx.t/k22
6

(3.18)

C
Z �

0

�
y.x; t/4

2
C z.x; t/4

2
C 3z.x; t/2y.x; t/2 C y.x; t/2 C z.x; t/2

�

dx :

We aim to determine energy thresholds for torsional stability of vertical modes
(still to be rigorously defined), see Sect. 3.4.2. From Proposition 3.3 we see that
� 7! E� and � 7! ky�k1 are decreasing with respect to � and both tend to 0 if
� ! 1, whereas they tend to 1 if � ! 0. This shows that the nonlinearity plays
against stability:

more nonlinearity yields more instability and almost linear elastic behav-
iors are extremely stable.

3.4 Finite Dimensional Torsional Stability

3.4.1 Why Can We Neglect High Torsional Modes?

Our finite dimensional analysis is performed on the low modes. This procedure is
widely accepted in classical engineering literature, see the comments by Bleich-
McCullough-Rosecrans-Vincent [50, p. 23] and Smith-Vincent [245, p. 11] reported
in Sect. 2.7.1. In order to restrict the study to low modes, we project the infinite
dimensional phase space on a finite dimensional subspace, following the original
technique by Galerkin [119].

Consider the solution .y; z/ of (3.17)–(3.9)–(3.10), as given by Theorem 3.1, and
let us expand it in Fourier series with respect to x:

y.x; t/ D
1X

jD1
yj .t/ sin.jx/ ; z.x; t/ D

1X

jD1
zj .t/ sin.jx/ ; (3.19)

where the functions yj and zj are the unknowns. Denote by zm the projection of z
on the space spanned by fsin.x/; : : : ; sin.mx/g and by wm the projection of z on the
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infinite dimensional space spanned by fsin..mC 1/x/; sin..mC 2/x/ : : :g:

z.x; t/ D zm.x; t/C wm.x; t/ ;

zm.x; t/ D
mX

jD1
zj .t/ sin.jx/ ; wm.x; t/ D

1X

jDmC1
zj .t/ sin.jx/ : (3.20)

In [36] the following sufficient smallness condition for wm is obtained.

Theorem 3.4 Let ! > 0, let .y; z/ be a solution of (3.17)–(3.9)–(3.10) having
energy E > 0 and let (3.20) be the decomposition of z. Then kwmk1 < ! provided
that at least one of the following inequalities holds

� !4 .mC1/2
h
�.m2C2mC7/2C36E

i
�36 �2 E2 .mC1/4�9!8 � 0 (3.21)

E3 C �

2
E2 � 3 !4

4
E � 3 !8

32 �
� � !4

3
� 0 : (3.22)

The choice of ! depends both on ` (through the substitution z D `�) and on
the harmless criterion (3.13), see Sect. 3.3.2. Nevertheless, since the purpose here is
merely to give a qualitative description of the phenomena and of the corresponding
procedures, we will not quantify its value.

The two inequalities (3.21) and (3.22) have a completely different meaning.
The condition (3.22) is somehow obvious and uninteresting: it states that if the
total energy E is sufficiently small then all the torsional components are small.
In Table 3.1 we give some numerical bounds for E in dependence of the maximum
allowed amplitude !. It appears that the energyE needs to be very small.

On the contrary, the condition (3.21) is much more useful: it gives an upper bound
on the modes to be checked. High torsional modes remain small provided that they
are above a threshold which depends on the energyE and on the maximum allowed
amplitude !. In Tables 3.2 and 3.3 we give some numerical bounds on the modesm
in dependence of the energyE , when ! is fixed.

Table 3.1 Upper bound for
E in dependence of !

! 0:2 0:1 0:05 0:01

E 3:3 � 10�2 8:2 � 10�3 2 � 10�3 8:2 � 10�5

Table 3.2 Upper bound for
m in dependence of E when
! D 0:1

E 1 0.5 0.4 0.3 0.2 0.1 0.05

m 598 298 238 178 118 58 28

Table 3.3 Upper bound for
m in dependence of E when
! D 0:2

E 1 0.5 0.4 0.3 0.2 0.1 0.05

m 148 73 58 43 28 13 5
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It turns out that the map E 7! m appears to be almost linear: in fact, we have

m � 6E

!2
� 2 :

This approximation is reliable for small !: it follows by dropping the term 9!8

in (3.21), by dividing by .m C 1/2, and by solving the remaining second order
algebraic inequality with respect to m.

With the very same procedure we may rule out high vertical modes where,
possibly, (3.22) becomes more useful. We have here focused our attention only on
the torsional modes because they are more dangerous for the safety of the bridge.

3.4.2 Stability of the Low Modes

Let us fix some energy E > 0. After having ruled out high modes (say, larger than
m) through Theorem 3.4, we focus our attention on the lowest m modes, j � m.
The proof of Theorem 3.1 in [36] is constructive: it ensures that finite sums such as

ym.x; t/ D
mX

jD1
yj .t/ sin.jx/ ; zm.x; t/ D

mX

jD1
zj .t/ sin.jx/ (3.23)

approximate the solution (3.19) of (3.17) as m ! 1. The time-dependent Fourier
coefficients yj and zj (j D 1; : : : ; m) are solutions of the system

� Ryj .t/C j 4yj .t/C 4
�

R �
0
ym.x; t/.1Cym.x; t/2C3zm.x; t/2/ sin.jx/ dx D 0

Rzj .t/C j 2zj .t/C 12
�

R �
0

zm.x; t/.1C3ym.x; t/2Czm.x; t/2/ sin.jx/ dx D 0:
(3.24)

The proof of Theorem 3.1 in [36] then ensures that ym and zm converge (asm ! 1)
to the unique solution of (3.17). We call (3.24) the approximatedm-mode system
and, for simplicity, we put .Y;Z/D .y1; : : : ; ym; z1; : : : ; zm/ 2 R

2m. To (3.24) we
associate the initial conditions

Y.0/ D Y0 ; PY .0/ D Y1 ; Z.0/ D Z0 ; PZ.0/ D Z1 ; (3.25)

where the components of the vector Y0 2 R
m are the Fourier coefficients of the

projection of y.0/ onto the finite dimensional space spanned by fsin.jx/gmjD1;
similarly for Y1, Z0, Z1. In the sequel, we denote by

fej gmjD1 the canonical basis of R
m :
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The conserved total energy of (3.24), to be compared with (3.18), is given by

E WD j PY j2
2

C j PZj2
6

C 1

2

mX

jD1
j 4y2j C 1

6

mX

jD1
j 2z2j (3.26)

C 2

�

Z �

0

�
ym.x; t/4

2
C zm.x; t/4

2
C3ym.x; t/2zm.x; t/2Cym.x; t/2Czm.x; t/2

�

dx:

Note that (3.26) implies the boundedness of each of the yj , Pyj , zj , Pzj .
Once (3.24) is solved, the functions ym and zm in (3.23) provide finite dimensional
approximations of the solutions (3.19) of (3.17). In view of Theorem 3.4, this
approximation is reliable since higher modes have small components.

Let us describe rigorously what we mean by vertical mode of (3.24).

Definition 3.5 (Vertical Mode) Let m � 1 and 1 � k � m; let R2 3 .˛; ˇ/ ¤
.0; 0/. We say that Yk is the k-th vertical mode at energy Ek.˛; ˇ/ if .Yk; 0/ 2 R

2m

is the solution of (3.24) with initial conditions (3.25) satisfying

Y.0/ D ˛ek ; PY .0/ D ˇek ; Z.0/ D PZ.0/ D 0 2 R
m : (3.27)

Next, we state a calculus lemma which is needed to compute the integrals
in (3.24) and to determine the coefficients of all the terms in the system.

Lemma 3.6 For all k 2 N we have

ck;k;k D 8

�

Z �

0

sin4.kx/ dx D 3 :

For all l; k 2 N (l ¤ k) we have

cl;k;k D 8

�

Z �

0

sin3.kx/ sin.lx/ dx D
� �1 if l D 3k

0 if l ¤ 3k :

For all l; k 2 N (l ¤ k) we have

cl;l;k D 8

�

Z �

0

sin2.kx/ sin2.lx/ dx D 2 :

For all l; j; k 2 N (all different and l < j ) we have

cl;j;k D 8

�

Z �

0

sin2.kx/ sin.jx/ sin.lx/ dx D
8
<

:

1 if j C l D 2k

�1 if j � l D 2k

0 if j ˙ l ¤ 2k :
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By (3.26) and Lemma 3.6 the conserved energy of (3.24)–(3.27) is given by

Ek.˛; ˇ/ WD ˇ2

2
C .k4 C 2/

˛2

2
C 3

8
˛4 : (3.28)

The initial conditions in (3.27) determine the constant value of the energyEk.˛; ˇ/.
Different couples of data .˛; ˇ/ in (3.27) may yield the same energy; in particular,
for all .˛; ˇ/ 2 R

2 there exists a unique � > 0 such that

Ek.�; 0/ D Ek.˛; ˇ/ W

� is the amplitude of the initial oscillation of the k-th vertical mode.
The standard procedure to deduce the stability of .Yk; 0/ consists in studying the

behavior of the perturbed vector .Y � Yk;Z/ where .Y;Z/ solves (3.24), see [266,
Chap. 5]. This leads to linearise the system (3.24) around .Yk; 0/ and, subsequently,
to apply the Floquet theory for differential equations with periodic coefficients, at
least form D 1; 2. The torsional components �j of the linearisation of system (3.24)
around .Yk; 0/ satisfy

R� C Pk.t/� D 0 ; (3.29)

where � D .�1; : : : ; �m/ and Pk.t/ is a m �m matrix depending on Yk .

Definition 3.7 (Torsional Stability) We say that the k-th vertical mode Yk at
energy Ek.˛; ˇ/ (that is, the solution of (3.24)–(3.27)) is torsionally stable if the
trivial solution of (3.29) is stable.

In Sect. 3.6.2 we give numerical evidence that this definition is well suited
to characterise the torsional stability, see Remark 3.15. In the two following
subsections we state the (theoretical and numerical) stability results when m D 1

and m D 2. The cases where m � 3 are more involved because Y may spread
on more components; this will be discussed in Sect. 3.5. The results lead to the
conclusion that

if the energyEk.˛; ˇ/ in (3.28) is small enough then small initial torsional
oscillations remain small for all time t > 0, whereas if Ek.˛; ˇ/ is large (that
is, the vertical oscillations are initially large) then small torsional oscillations
suddenly become wider.

Therefore, a crucial role is played by the amount of energy inside the sys-
tem (3.17). In the next sections we analyse the energy, both theoretically and
numerically, within (3.24) whenm D 1 and m D 2. For the theoretical estimates of
the critical energy we make use of a stability criterion by Zhukovskii [284] applied
to suitable Hill equations [141]. For the numerical estimates, we choose “small”
data Z0 and Z1 in (3.25) and, to evaluate the stability of the k-th vertical mode
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of (3.24), we consider data Y0 and Y1 concentrated on the k-th component of the
canonical basis of Rm. More precisely, we take

Y0 D �ek ; Y1 D 0 2 R
m ; jZ0j � j�j � 10�4 ; jZ1j � j�j � 10�4 :

(3.30)

Then the initial (constant) energy (3.26) is approximatelyE�.k4C2/�2
2

C 3
8
�4 and

the remaining (small) part of the initial energy is the torsional energy of Z0 and Z1
plus some coupling energy. We also found that different initial data, with Y1 ¤ 0,
give the same behavior provided the initial energy is the same.

3.4.3 The Approximated 1-Mode System

When m D 1, the approximated 1-mode solutions (3.23) have the form

y1.x; t/ D y1.t/ sin x ; z1.x; t/ D z1.t/ sin x :

By Lemma 3.6, the approximated 1-system (3.24) reads

� Ry1 C 3y1 C 3
2
y31 C 9

2
y1z21 D 0

Rz1 C 7z1 C 9
2
z31 C 27

2
z1y21 D 0 ;

(3.31)

with some initial conditions

y1.0/ D �0 ; Py1.0/ D �1 ; z1.0/ D �0 ; Pz1.0/ D �1 : (3.32)

In this case Y1 D y, where y is the unique (periodic) solution of

Ry C 3y C 3

2
y3 D 0 ; y.0/ D ˛ ; Py.0/ D ˇ I (3.33)

this problem admits the conserved quantity

E D Py2
2

C 3

2
y2 C 3

8
y4 � ˇ2

2
C 3

2
˛2 C 3

8
˛4 : (3.34)

For any E > 0, define

�˙.E/ WD 2

r

1C 2

3
E ˙ 2:

The following result is proved in [36]:
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Theorem 3.8 For any ˛; ˇ 2 R problem (3.33) admits a unique solution y which
is periodic of period

T .E/ D 8p
3

Z 1

0

ds
p
.�C.E/C��.E/s2/.1 � s2/

: (3.35)

In particular, the map E 7! T .E/ is strictly decreasing and limE!0 T .E/ D
2�=

p
3.

Therefore, in the 1-mode system, (3.29) reduces to the following Hill equation:

R� C a.t/� D 0 with a.t/ D 7C 27

2
y.t/2 ; (3.36)

The following result holds (see again [36] for the proof):

Theorem 3.9 The first vertical mode Y1 D y at energy E1.˛; ˇ/ (that is, the
solution of (3.33)) is torsionally stable provided that the two following (equivalent)
inequalities hold

kyk1 �
r
10

21
� 0:69 and E1 � 235

294
� 0:799 :

The first vertical mode is represented in the top picture of Fig. 1.18. As already
remarked, since it deals with the linear equation (3.29), Definition 3.7 is the usual
one. Nevertheless, the stability results obtained in [213] for suitable nonlinear Hill
equations suggest that different equivalent definitions can be stated, possibly not
involving a linearisation process. As far as we are aware, there is no general theory
for nonlinear systems of any number of equations but it is reasonable to expect
that results similar to [213] might hold. This is why, in our numerical experiments,
we consider system (3.31) without any linearisation. The below numerical results
suggest that the threshold of instability is larger than the one in Theorem 3.9.
Clearly, they only give a “local stability” information (for finite time), but the
observed phenomenon is very precise and the thresholds of torsional instability
are determined with high accuracy. The pictures in Fig. 3.3 display the plots of the
solutions of (3.31) with initial data

y1.0/ D ky1k1 D 104z1.0/ ; Py1.0/ D Pz1.0/ D 0 (3.37)

for different values of ky1k1. The green plot is y1 and the black plot is z1. For
ky1k1 D 1:45 no wide torsion appears, which means that the solution .y1; 0/ is
torsionally stable. For ky1k1 D 1:47 we see a sudden increase of the torsional
oscillation around t � 50. Therefore, the stability threshold for the vertical
amplitude of oscillation lies in the interval Œ1:45; 1:47�. Finer experiments show that
the threshold is ky1k1 � 1:46, corresponding to a critical energy of aboutE � 4:9:
these values should be compared with the statement of Theorem 3.9. When the
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Fig. 3.3 On the interval t 2 Œ0; 200�, plot of the solutions y1 (green) and z1 (black) of (3.31)–
(3.37) for ky1k1 D 1:45; 1:47; 1:5; 1:7 (from left to right and top to bottom)

amplitude is increased further, for ky1k1 D 1:5 and ky1k1 D 1:7, the appearance
of wide torsional oscillations is anticipated (earlier in time) and amplified (larger in
magnitude). This phenomenon continues to increase for increasing ky1k1. We then
tried different initial data with Py1.0/ ¤ 0; as expected, the sudden appearance of
torsional oscillations always occurs at the energy levelE � 4:9, no matter of how it
is initially distributed between the kinetic and potential energies of y1. Whence, we
have seen that the “true” (numerical) thresholds are larger than the ones obtained in
Theorem 3.9.

For suspension bridges in absence of wind, it is well-known that the torsional
frequency is always greater than its vertical counterpart, see (1.4). We wish to
emphasise this fact in our fish-bone model. We slightly modify the parameters
involved: instead of EI D 3� D 1, we take EI D � D 1 and (3.31) is then
replaced by

� Ry1 C 3y1 C 3
2
y31 C 9

2
y1z21 D 0

Rz1 C 9z1 C 9
2
z31 C 27

2
z1y21 D 0 :

(3.38)

Then the following result from [36] holds:

Theorem 3.10 Let .y1; z1/ be a nontrivial solution of (3.38). Let t1 < t2 be
two consecutive critical points of y1.t/. Then there exists � 2 .t1; t2/ such that
z1.�/ D 0.

Theorem 3.8 states that the frequency of a nonlinear oscillator depends on the
amplitude of oscillations. Theorem 3.10 also shows that the nonlinear frequency
of z1 is always larger than the frequency of y1, thereby confirming experimental
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observations, see (1.4). Further evidence of this fact comes from [149, p. 178] from
which we quote

: : : in the absence of wind the torsional frequency was always greater than its vertical
counterpart.

The results discussed in this section complement Theorem 3.10 as follows:

if the nonlinear frequency of z1 reaches a multiple of the frequency of
y1 then an internal resonance is created and this yields a possible transfer of
energy from y1 to z1.

3.4.4 The Approximated 2-Modes System

Let us fix m D 2 in (3.23) and (3.24) and put

y2.x; t/ D y1.t/ sin x C y2.t/ sin.2x/ ; z2.x; t/ D z1.t/ sin x C z2.t/ sin.2x/ :

Then, after integration over .0; �/ and using Lemma 3.6, we see that yj and zj
satisfy the approximated 2-system

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

Ry1 C 3y1 C 9

2
y1z

2
1 C 3y1z

2
2 C 3y1y

2
2 C 3

2
y31 C 6z1z2y2 D 0

Ry2 C 18y2 C 9

2
y2z

2
2 C 3y2z

2
1 C 3y2y

2
1 C 3

2
y32 C 6z1z2y1 D 0

Rz1 C 7z1 C 27

2
z1y

2
1 C 9z1y

2
2 C 9z1z

2
2 C 9

2
z31 C 18y1y2z2 D 0

Rz2 C 10z2 C 27

2
z2y

2
2 C 9z2y

2
1 C 9z2z

2
1 C 9

2
z32 C 18y1y2z1 D 0 ;

(3.39)

while the energy becomes

E D 1

2
. Py21 C Py22/C 1

6
.Pz21 C Pz22/C 3

2
y21 C 9y22 C 7

6
z21 C 5

3
z22 C 6y1y2z1z2

C9

4
.y21z21 C y22z22/C 3

2
.y21y

2
2 Cy21 z22 Cy22 z21 C z21z

2
2/C 3

8
.y41 Cy42 C z41 C z42/ :

Since our purpose is to emphasise perturbations of linear equations, it is more
convenient to rewrite the two last equations in (3.39) as

8
ˆ̂
<

ˆ̂
:

Rz1 C
�

7C 27

2
y21 C 9y22 C 9z22

�

z1 C 9

2
z31 D �18y1y2z2

Rz2 C
�

10C 27

2
y22 C 9y21 C 9z21

�

z2 C 9

2
z32 D �18y1y2z1 :

(3.40)
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In this case we have Yj D yj ej (j D 1; 2), where yj is the unique solution of

Ryj .t/C .j 4 C 2/yj .t/C 3

2
yj .t/

3 D 0 ; yj .0/ D ˛ ; Pyj .0/ D ˇ I

this problem admits the conserved energy

Ej D Py.t/2
2

C.j 4C2/y.t/
2

2
C 3y.t/4

8
D ˇ2

2
C.j 4C2/˛

2

2
C 3

8
˛4 � 0 : (3.41)

Then (3.29) becomes the following system of uncoupled Hill equations:

� R�1.t/C a1;j .t/�1.t/ D 0
R�2.t/C a2;j .t/�2.t/ D 0

.j D 1; 2/ (3.42)

where ai;j .t/ D i 2 C 6C 9˛i;j yj .t/
2, ˛i;j D 1 if i ¤ j and ˛i;i D 3

2
.

The following result taken from [36] holds:

Theorem 3.11 The first vertical mode Y1 D .y1; 0/ of (3.39) at energy E1 is
torsionally stable provided that

ky1k1 � 1p
3

� 0:577 ” E1 � 13

24
� 0:542 : (3.43)

The second vertical mode Y2D.0; y2/ of (3.39) at energy E2 is torsionally stable
provided that

ky2k1 �
r
32

51
� 0:792 ” E2 � 5024

867
� 5:795 :

The second vertical mode is represented in the middle picture of Fig. 1.18. Again,
Theorem 3.11 merely gives a sufficient condition for the torsional stability and,
numerically, the thresholds seem to be larger. Once more, numerics only shows
local stability but the observed phenomena are very precise and hence they appear
reliable. Here the situation is slightly more complicated because two modes (four
equations) are involved. Therefore, we proceed differently.

We start by studying the stability of the first vertical mode. The pictures in
Fig. 3.4 display the plots of the torsional components .z1; z2/ of the solutions
of (3.39) with initial data

y1.0/ D ky1k1 D 104y2.0/D 104z1.0/D 104z2.0/;

Py1.0/ D Py2.0/D Pz1.0/D Pz2.0/D 0 (3.44)

for different values of ky1k1. The green plot is z1 and the black plot is z2. Recalling
that the initial torsional amplitudes are of the order of 10�4 we can see that, for
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Fig. 3.4 On the interval t 2 Œ0; 200�, plot of the torsional components z1 (green) and z2 (black)
of (3.39)–(3.44) for ky1k1 D 1; 1:4; 1:45; 1:47 (from left to right and top to bottom)

Fig. 3.5 On the interval t 2 Œ0; 100�, plot of the solution of (3.39)–(3.44) for ky1k1 D 3. Left
green=y1 , black=z1; Right green=y2 , black=z2

ky1k1 D 1, both torsional components remain small, although z1 is slightly larger
than z2. By increasing the y1 amplitude, ky1k1 D 1:4 and ky1k1 D 1:45, we see
that z1 and z2 still remain small but now z1 is significantly larger than z2 and displays
bumps. When ky1k1 D 1:47, z1 has become so large that z2, which is still of the
order of 10�4, is no longer visible in the fourth plot of Fig. 3.4. The threshold for the
appearance of z1 � z2 is again ky1k1 � 1:46, see Sect. 3.4.3. Therefore, it seems
that the stability of the first vertical mode does not transfer energy on the second
modes; but, as we now show, this is not true.

We increased further the initial datum up to ky1k1 D 3. In Fig. 3.5 we display
the plot of all the components .y1; y2; z1; z2/ of the corresponding solution of (3.39)–
(3.44). One can see that some energy is also transferred to both the vertical and
torsional second modes, although this occurs with some delay (in the second picture,
the green oscillation is hidden but it is almost as wide as the black oscillation).



3.5 The Flutter Energy 125

Concerning the stability of the second vertical mode, we just quickly describe our
numerical results. The loss of stability appeared for ky2k1 � 0:945 corresponding
toE � 8:33; in this case, Theorem 3.11 gives a fairly good sufficient condition. For
ky2k1 � 0:94, both z1 and z2 (and also y1) remain small and of the same magnitude,
with the amplitude of oscillations of z1 being almost constant while the amplitude
of oscillations of z2 being variable. For ky2k1 � 0:945, z2 suddenly displays the
bumps seen in the above pictures. Finally, for ky2k1 � 1:08, also y1 and z1 display
sudden wide oscillations which, however, appear delayed in time when compared
with z2.

From Figs. 3.3, 3.4, and 3.5 it appears that there is some energy transfer from
vertical to torsional oscillations and that the energy transfer occurs after some
waiting time. This may be seen as a special case of the Wagner effect [275]
discovered by the Austrian scientist Herbert Alois Wagner (1900–1982). This effect
was originally seen in the aerodynamic action of the wind on the airfoil of an
aircraft: if the incidence of a wing changes suddenly, the new lifting force resulting
from the change in incidence is not set up instantaneously. In our model, even if the
amount of energyE is large enough to generate instability, the energy transfer does
not occur instantaneously, it takes some time T D T .E/ > 0.

3.5 The Flutter Energy

In this section we explain how all the theoretical and numerical results obtained in
the previous sections may be used to define the flutter energy. Consider the original
system (3.8) which, for the sake of clarity, we rewrite here:

�
ytt C yxxxx C f .y C z/C f .y � z/ D 0 .0 < x < �; t > 0/

ztt � zxx C 3f .y C z/ � 3f .y � z/ D 0 .0 < x < �; t > 0/ :
(3.45)

The system (3.45) is conservative and its constant energy is given by

E D
Z �

0

�yt .x; t/2

2
C zt .x; t/2

6
C yxx.x; t/

2

2
C zx.x; t/2

6

CF 
y.x; t/C z.x; t/
�C F



y.x; t/ � z.x; t/

��
dx :

In order to analyse the torsional stability of the k-th vertical mode (for some
k 2 N) one should take the initial data

y.x; 0/ D ˛ sin.kx/ ; yt .x; 0/ D ˇ sin.kx/ ; z.x; 0/ D zt .x; 0/ D 0 :

(3.46)

By Theorem 3.1, we know that (3.45)–(3.46) (under the boundary conditions (3.9))
admits a unique solution. Since it has the form (3.19), one has to determine the
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(infinitely many) unknowns yj .t/ and zj .t/ (j 2 N). It is straightforward to verify
that the unique solution is given by

yk.x; t/ D
1X

jD1
yj .t/ sin.jx/ ; z.x; t/ D 0 ; (3.47)

that is, it has no torsional part z while the vertical part y is to be determined
and has infinitely many nontrivial components yj . Our purpose is to study the
torsional stability of yk and the criterion described in Sect. 3.4.1, see in particular
Theorem 3.4, enables us to fix the number m of torsional modes to be examined.
This leads to the approximatedm-mode system (3.24) and to define the k-th vertical
mode as in Definition 3.5.

In order to improve the precision of the response, one should consider approx-
imated m-modes systems for large values of m. But if m � 3, (3.24) with initial
conditions (3.27) has solutions .Y; 0/ with more than one nontrivial component
within the vector Y . Then the study of the stability of the k-th vertical mode
(1 � k � m) cannot be reduced to that of a single Hill equation as in the cases
m D 1 and m D 2: one obtains, instead, a system of coupled equations. We
underline that the “critical number” m D 3 is due to the particular nonlinearity
f chosen in (3.14): different nonlinearities may yield coupled equations also for
m D 1; 2 or, maybe, uncoupled equations also for some m � 3.

Although the theoretical analysis of the approximatedm-modes systems appears
more involved, we could however perform several numerical experiments and con-
firm the conclusions stated in Sect. 3.4.2 also form � 3. The initial conditions (3.27)
determine the constant energy (3.28) which, in turn, determines the amplitude of the
initial oscillation of the k-th vertical mode.

Then we perturb the initial conditions in (3.27) and we characterise the torsional
stability of Yk according to Definition 3.7. Finally we may introduce the fundamen-
tal notion of flutter energy.

Definition 3.12 (Flutter Energy) We call flutter energy of the k-th vertical mode
Yk of the approximated m-mode system (3.24) the positive number Ek being the
supremum of the energies Ek.˛; ˇ/ such that the vertical mode Yk at any energy
E < Ek.˛; ˇ/ is torsionally stable.

In fact, the flutter energy corresponds to a maximal amplitude of the initial
oscillation of the k-th vertical mode. The exact value of the flutter energy of each
mode seems out of reach. However, the finite dimensional reductions performed
in the previous sections (both theoretical and numerical) yield approximations of
the flutter energy: this is what we call flutter energy of the k-th vertical mode of
the approximated m-mode system. In the next section we explain how to proceed
theoretically on a simplified model in order to compute this energy threshold.
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3.6 Which Residual Mode Captures the Energy
of the Dominant Mode?

3.6.1 Stability for Low Energy

Consider the general second order Hamiltonian system .i D 1; : : : ; n/

Ryi C �2i yi C Uyi .Y / D 0 ; Y D .y1; : : : ; yn/ 2 R
n (3.48)

for some n � 2, �i > 0 and some potentialU 2 C1.Rn;R/. In the previous sections
we studied the evolution of the solutions of (3.48) satisfying the initial conditions

y1.0/ D ˛ ; Py1.0/ D ˇ ;

nX

iD2
.jyi .0/j C j Pyi .0/j/ 
 j˛j C jˇj (3.49)

for some ˛; ˇ 2 R. Due to these uneven boundary conditions, we call y1 the
dominant mode and yi (for i D 2; : : : ; n) the residual modes. In a bridge model,
the dominant mode is a vertical oscillation whereas residual modes are torsional
oscillations. Our main purpose is to establish if there is some energy transfer from
the dominant mode towards the residual modes, that is, if the residual modes of the
unique solution Y D Y.t/ of (3.48)–(3.49) grow up suddenly for some time t > 0.
We saw that this is false if j˛jCjˇj is sufficiently small whereas it may become true
if j˛j C jˇj is sufficiently large.

A natural question which arises is the following: which residual mode first
captures the energy of y1? Moreover, which is the criterion governing the transfer
of energy? The relevance of these questions relies on the possibility to understand
which kind of oscillating mode will first appear in the bridge when enough energy
is inside the structure. In particular, this could enable designers to prevent the
appearance of the destructive torsional oscillations. It is our purpose here to
give a sound answer to these questions by considering a particular second order
Hamiltonian system. This will give a qualitative explanation of what happens in
more general systems.

We choose a potential U in such a way that the associated linearised prob-
lem (3.29) becomes a system of Mathieu equations [188]. The advantage of the
Mathieu equations on the more general Hill equations is that much more precise
information is known on the behavior of the stability regions. Using this fact, we
give here a detailed explanation of how the stability is lost for the dominant mode
and which residual mode will first capture its energy.

We consider (3.48) with n D 3; for our convenience we denote by .y; z1; z2/
the unknowns instead of .y1; y2; y3/ and by �; �1; �2 the frequencies instead of
�1; �2; �3. Finally, we choose as potential

U.y; z1; z2/ D y2z21 C y2z22 C z21z
2
2

2
I (3.50)
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note that U is perfectly symmetric with respect to the three variables and therefore
U will not be responsible for the selection of the residual mode zi capturing the
energy of y. More general potentials U are discussed in Section 3.6.3. With the
potential in (3.50), the system (3.48) with initial conditions becomes

8
<

:

Ry C �2y C .z21 C z22/y D 0 y.0/ D ˛; Py.0/ D ˇ

Rz1 C �21z1 C .y2 C z22/z1 D 0 z1.0/ D z01; Pz1.0/ D z11
Rz2 C �22z2 C .y2 C z21/z2 D 0 z2.0/ D z02; Pz2.0/ D z12 :

(3.51)

The Hamiltonian system (3.51) has a conserved energy given by

E D 1

2

�
Py2 C Pz21 C Pz22 C �2y2 C �21z

2
1 C �22z

2
2 C y2z21 C y2z22 C z21z

2
2

�
:

If in (3.51) we take .˛; ˇ/ ¤ .0; 0/ and z1.0/ D Pz1.0/ D z2.0/ D Pz2.0/ D 0, then
its unique solution satisfies z1 � z2 � 0, while y solves Ry C�2y D 0. Up to a time
translation, we may reduce to the initial conditions y.0/ D x0 and Py.0/ D 0:
then the unique solution of (3.51) is given by .y; z1; z2/ D .x0 cos.�t/; 0; 0/.
By linearising the .z1; z2/-equations in (3.51) around this solution we obtain the
following couple of Mathieu equations

R�1 C 

�21 C x20 cos2.�t/

�
�1 D 0 ; R�2 C 


�22 C x20 cos2.�t/
�
�2 D 0 : (3.52)

The system (3.52) takes the place of (3.29). Then, by mimicking Definition 3.7,
we characterise the stability of the dominant mode.

Definition 3.13 We say that the dominant mode y.t/ D x0 cos.�t/ of (3.51) is
stable if the trivial solution .�1; �2/ D .0; 0/ of (3.52) is stable. If one of the two
Mathieu equations (3.52) has unstable trivial solution, we say that the corresponding
residual mode captures the energy of the dominant mode.

The following stability result was proved in [38].

Theorem 3.14 For any�; �1; �2 > 0 there exists x0 D x0.�; �1; �2/ > 0 such that
the dominant mode y.t/ D x0 cos.�t/ of (3.51) is stable for all 0 < x0 < x0.

Since the proof of Theorem 3.14 is constructive and it gives an effective way to
compute x0, we briefly outline it. From [198] we recall that the canonical form of
the Mathieu equation is

Rw C .a C 2q cos.2t//w D 0 (3.53)

and therefore we first rewrite (3.52) as

R�1C
�

�21 C x20
2

C x20
2

cos.2�t/

�

�1 D 0 ; R�2C
�

�22 C x20
2

C x20
2

cos.2�t/

�

�2 D 0
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and then, after a time scaling, we obtain

R�1C
�
2�21Cx20
2�2

C x20
4�2

cos.2t/

�

�1D0; R�2C
�
2�22Cx20
2�2

C x20
4�2

cos.2t/

�

�2D0:
(3.54)

After comparison with (3.53) we see that in this case we have

ai D 2�2i C x20
2�2

and qi D q D x20
4�2

for i D 1; 2 ; (3.55)

that is, ai D 2qC�2i =�
2. In the .q; a/-plane, the instability lines for (3.53) emanate

from the points .n2; 0/, with n 2 N, see [198, fig.8A]. We reproduce the Mathieu
stability diagram in the left picture of Fig. 3.6. The white (resp. grey) regions
correspond to couples .q; a/ for which the trivial solution of the equation (3.53) is
stable (resp. unstable). In the right picture of Fig. 3.6 (which has a different scale),
the green segments represent the lines (3.55). They start from the a-vertical axis at
level �2i =�

2 and they all have slope 2. Therefore, starting from x0 D 0 (q D 0)
there is an initial segment which lies in the stability (white) region. One should
follow these lines by increasing x0 until an instability (red) curve is reached. The
abscissa of the intersection point is

q D x20
4�2

� E

2�4
: (3.56)

This gives both the stability bound for the amplitude x0 and the flutter energyE .

Fig. 3.6 The Mathieu diagram (left); How to compute the energy threshold (right)
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3.6.2 Numerical Computation of the Flutter Energy

We numerically studied (3.51) by taking �2 D 1, �21 D 0:9, �22 D 0:1, that is

8
ˆ̂
<

ˆ̂
:

Ry C y C .z21 C z22/y D 0 y.0/ D x0; Py.0/ D 0

Rz1 C 0:1 � z1 C .y2 C z22/z1 D 0 z1.0/ D 10�3x0; Pz1.0/ D 0

Rz2 C 0:9 � z2 C .y2 C z21/z2 D 0 z2.0/ D 10�3x0; Pz2.0/ D 0 :

(3.57)

The conserved energy of (3.57) is given by

E D Py2
2

C Pz21
2

C Pz22
2

C 1

2
y2C 1

20
z21C 9

20
z22C y2z21 C y2z22 C z21z

2
2

2
� x20

2
: (3.58)

By using Mathematica, we could plot the graphs of the solution of (3.57) on the
interval of time t 2 Œ0; 400� for varying x0 and, therefore, varying energy E . We
varied x0 from x0 D 0:1 to x0 D 3 with step 0:1; we obtained plots of the residual
modes z1 and z2 and we could see which of the two modes (if any!) captured the
energy of the dominant mode y. We also plotted the graph of y which is somehow
less interesting since for small t > 0 it essentially looks like y.t/ � x0 cos.�t/ and
is too large to allow to see the variations of the residual modes zi . Since both the zi
start with amplitude of oscillations of the order of 10�3 (or even 10�4 for small x0),
we could detect their instability when their oscillations increased in amplitude of at
least one order of magnitude. In order not to plot too many pictures, we describe
the obtained results with 15 graphs from x0 D 0:2 to x0 D 3 with step 0:2. All the
graphs are put side to side in Fig. 3.9 and are complemented with comments.

It is apparent that for x0 D 0:2 both the residual modes remain small, nearly
as their initial amplitude. It is however already visible that z2 (black) has somehow
regular cycles of variable amplitude. For x0 D 0:4 we only see z2 which grows up
to � 0:16 � z2.0/ while z1 is not visible because it remains of the order of z1.0/;
this picture shows that z2 has captured some of the energy of y whose amplitude has
decreased as in Fig. 3.3. The same phenomenon is accentuated for x0 D 0:6 where
it appears earlier in time and z2 grows up until � 0:43.

An explanation of how the instability arises and a careful analysis of the
transition may be performed as follows. By using the functions

MathieuCharacteristicA[1,x] and MathieuCharacteristicB[1,x];

with the help of Mathematica we reproduce the Mathieu diagram in a neighborhood
of .q; a/ D .0; 1/ and, on the same graph, we plot the straight lines given by (3.55):

.`1/ a D 0:1C 2q and .`2/ a D 0:9C 2q :

The obtained picture on the interval q 2 Œ0; 1=4� is represented in Fig. 3.7.
Starting from q D 0 (that is, x0 D 0 by (3.56)), the line .`2/ is the first one
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Fig. 3.7 Intersections between the stability regions and the parametric lines (local view)

Fig. 3.8 Intersections between the stability regions and the parametric lines (global view)

which exits the (white) stability region. This happens at the point A which, again
computed with Mathematica, has the abscissa q � 0:033 and therefore, in view of
(3.55), x0 � 0:36. At this amplitude of oscillation of y, the residual mode z2 starts
capturing its energy. Fig. 3.9 confirms that the transition occurs for 0:2 < x0 < 0:4.
By (3.58) the flutter energy is E � 0:066. In the next two pictures (x0 2 f0:8; 1g)
we see that none between z1 and z2 captures the energy of y, they essentially remain
of the same order of magnitude as the initial data. This means that the line .`1/
has not yet entered in the instability region of the Mathieu diagram while .`2/ has
exited. Looking again at Fig. 3.7, we see that the latter fact occurs at the point B ,
which corresponds to q � 0:099 and therefore to x0 � 0:63. At this amplitude
of oscillation of y, the residual mode z2 stops capturing its energy. The graphs in
Fig. 3.9 confirm that the transition occurs for 0:6 < x0 < 0:8. In order to see when
.`1/ enters into the instability region we need to take a larger view of the Mathieu
diagram, see Fig. 3.8. In this picture we represent the diagram for q 2 Œ0; 9=4� since
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Fig. 3.9 (continued)
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Fig. 3.9 Plots of z1 (red) and z2 (black) for x0 from 0:2 to 3 with step 0:2

q D 9=4 corresponds to x0 D 3; moreover, we do not place again the points A
and B in order to have a more readable picture. The point where .`1/ enters the
instability region is C , see Fig. 3.8: numerically, it corresponds to q � 0:3 and to
x0 � 1:1. This explains why in Fig. 3.9, case x0 D 1:2, we see that z1 enlarges and
captures the energy of the dominant mode y.

By increasing further x0, namely for x0 2 f1:4; 1:6; 1:8g, we learn from Fig. 3.9
that z1 may become even larger than x0, that is, of the initial amplitude of the
dominant mode. From the energy conservation we infer that this can happen only
if y is almost 0 when jz1j reaches its maximum. This shows that there has been a
change of the frequencies and that the period of z1 is essentially a multiple (possibly
the same) of the period of y. For x0 2 f1:6; 1:8g we also see that z2 increases its
amplitude after some (long) interval of time. We believe that this happens because
z2 captures some energy from z1; this would mean that the linearised problem has
changed and that different straight lines should be drawn on the Mathieu diagram.
Therefore, this does not mean that .`2/ has reached the point E in Fig. 3.8.
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If x0 2 f2; 2:2g we see that no residual mode is capturing the energy of the
dominant mode, both z1 and z2 have an amplitude of oscillation of the order of
10�3. This means that the line .`1/ has crossed the point D which, numerically,
is seen to occur for q � 0:81 and to x0 � 1:8. This fact is confirmed by a finer
experiment performed for x0 D 1:81: in this case, the picture looks like that for
x0 D 2. If x0 D 2:4, we see that z2 starts to become larger, which means that the
line .`2/ is approaching the point E in Fig. 3.8. And, indeed, we numerically found
that the abscissa of E is q � 1:46 which corresponds to x0 � 2:42.

For x0 D 2:6 the line .`2/ is beyond E and has entered in the second instability
region, a fact which is clearly displayed in the related picture in Fig. 3.9. The point
F in Fig. 3.8 is the point where also .`1/ enters in the second instability region:
its abscissa is q D 1:81 corresponding to x0 � 2:69. And indeed, the plots for
x0 2 f2:8; 3g show a chaotic behavior where both the residual modes capture the
energy of the dominant mode.

The just described numerical results enable us to give a precise answer to the
question raised in the title of Section 3.6 relatively to the particular second order
Hamiltonian system (3.57).

The residual mode which captures the energy of the dominant mode
depends on its amplitude of oscillation or, equivalently, on the amount of
energy present within (3.57).

The response is summarised in Table 3.4 where RMCE means residual mode
capturing the energy and x0 varies in the interval Œ0; 3�.

Table 3.4 Residual modes capturing the energy of the dominant mode

x0 2 Œ0; 0:36/ .0:36; 0:63/ .0:63; 1:1/ .1:1; 1:8/ .1:8; 2:42/ .2:42; 2:69/ .2:69; 3�

RMCE None z2 None z1 None z2 Both

We performed further experiments which confirmed the just illustrated precise
pattern. The lines .`1/ and .`2/ intersect alternatively the stability/instability regions
giving rise to one of the above pictures. From these experiments we may draw the
following conclusions.

• Which residual mode captures the energy of the dominant mode depends on the
ratios �i=�: these ratios determine the point of the a-axis in the Mathieu diagram
where the straight lines (3.55) start at zero energy.

• The flutter energy is �2x20=2, see (3.56): one can use Fig. 3.6 to compute it.

Remark 3.15 The numerical results in the present section are extremely precise and
perfectly match the behavior illustrated in Figs. 3.7 and 3.8. We also refer to [38]
for more related results. This confirms that Definitions 3.7 and 3.13 are suitable to
describe the torsional instability.
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3.6.3 More General Nonlinearities

If we replace (3.50) with

U.y; z1; z2/ D ˛y2z21 C ˇy2z22 C z21z
2
2

2
˛; ˇ > 0 ;

then (3.54) becomes

R�1C
�

�21C
˛x20
2

C ˛x20
2

cos.2�t/

�

�1D0; R�2C
�

�22C
ˇx20
2

Cˇx20
2

cos.2�t/

�

�2D0;

so that we still obtain two Mathieu equations but with (3.55) replaced by

a1 D 2�2i C ˛x20
2�2

and q1 D ˛x20
4�2

; a2 D 2�2i C ˇx20
2�2

and q2 D ˇx20
4�2

:

In both cases we have ai D �2i
�2

C2qi , that is, we obtain a different parametrisation of
the same lines. In terms of the stability analysis the size of ˛ and ˇ may be exploited
to increase or decrease the energy threshold for the stability of the corresponding
equation.

If we consider a potential U D U.y; z1; z2/ satisfying

Uz1z1 .y; 0; 0/ D Uz2z2 .y; 0; 0/ D 0 8y 2 R (3.59)

then the linearised problem (3.54) simply becomes

R�1 C �21�1 D 0 ; R�2 C �22�2 D 0 (3.60)

and is therefore independent of y and of its amplitude of oscillation. As an example,
consider the potential

U.y; z1; z2/ D y4z41 C y4z42 C z41z
4
2

4

so that (3.51) becomes (for some small ")

8
<

:

Ry C �2y C .z41 C z42/y
3 D 0 y.0/ D x0; Py.0/ D 0

Rz1 C �21z1 C .y4 C z42/z
3
1 D 0 z1.0/ D "x0; Pz1.0/ D 0

Rz2 C �22z2 C .y4 C z41/z
3
2 D 0 z2.0/ D "x0; Pz2.0/ D 0 :

(3.61)
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In this case, the parametric equations (3.55) make no sense and the corresponding
(green) lines in Fig. 3.6 are horizontal: we call this case degenerate. We have tried
some numerical experiments but we could not formulate a precise rule for instability.
Let us describe some of the results we obtained.

• If � D �1 D 1, �2 D 2 and " D 10�3, the system was extremely unstable.
The residual mode z1 started capturing the energy of y even for small values of
x0. With some fine experiments we could detect instability already for x0 D 0:5,
but we suspect the system to be unstable since the very beginning. Completely
similar results were obtained for other choices of �2 > �1 D �. And also the
case �2 D �1 D � gave similar response with the addition (of course!) that both
z1 and z2 captured the energy of y.

• If � D 1, �1 D p
2, �2 D 2, x0 D 1 and " D 0:5 (a large " compared with 10�3

in (3.57)!) we found that the dominant mode y captured some small amount of
energy from the residual mode z2. Therefore, it is not true that the energy always
moves from the dominant to a residual mode, also the dominant mode can capture
the energy and become “more dominant”. This seems to be related to the “end of
the black bumps” displayed in many plots, see e.g. Fig. 3.3.

• If � D 1, �1 D p
2, �2 D 2 and " D 10�3, we could see some energy going

from y to z2 only for x0 � 10. Therefore, the system turned out to be very stable.
We suspect that, again, the ratios �i=� play a major role.

Instead of a simple linearisation of (3.61), yielding the constant coefficient
system (3.60), one could also try something slightly different. First solve (3.61)
with " D 0 and obtain the solution .y; z1; z2/ D .x0 cos.�t/; 0; 0/. Then replace this
solution into the zi -equations of (3.61) to obtain the system

� R�1 C �21�1 C x40 cos4.�t/ �31 D 0
R�2 C �22�2 C x40 cos4.�t/ �32 D 0 :

(3.62)

This system appears somehow intermediate between the original problem (3.61) and
its linearisation (3.60). However, as a consequence of a result by Ortega [213], also
the trivial solution of (3.62) is stable and no additional information is obtained from
this procedure.

What we have seen in this section suggests that degenerate problems such
as (3.61) are either extremely unstable (manifesting instability for very small
energies) or extremely stable with instability appearing only for very large energies.
This alternative depends on the ratios �i=�. It is also clear that (3.61) cannot
remain stable for any energy since (3.62) fails to take into account both the
interactions between the residual modes and the perturbations of the periodic
solution y.t/ D x0 cos.�t/: these are fairly small but for large energies they do
play some role.

Summarising, the degenerate case, where (3.59) holds and the linearised prob-
lem (3.60) does not depend on the energy nor on the amplitude of the dominant
mode, behaves quite differently and a neat pattern as the one described in Sect. 3.6.2
is not available.
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Finally, we point out that if U does not have a polynomial behavior, then more
general Hill equations appear. The parametric lines (3.55) may be significantly
different as well as the stability/instability diagram, see [60, 61]. Whence, a precise
stability analysis becomes more difficult although the underlying phenomena
remain the same.

3.6.4 Mechanical Interpretation and Structural Remedies

Although obtained in a fairly simplified model, the results in the previous sections
enable us to relate the stability of a suspension bridge with its vertical and torsional
frequencies. In suspension bridges the dominant mode is vertical whereas the
residual modes are torsional. Therefore, in (3.51) y represents vertical oscillations
and the zi represent the torsional oscillations.

In this section we aim to justify from a mechanical point of view the numerical
results described in the previous sections and some further results found in [38]. Let
us first summarise the main phenomena observed.

(I) As long as the two couples of parameters .q; ai / of (3.55) lie in the (white)
stability region of the Mathieu diagram, see Figs. 3.7 and 3.8, the solution
. Ny; 0; 0/ D .x0 cos.�t/; 0; 0/ of system (3.51) is stable, see Definition 3.13.

(II) When a couple .q; a/ lies in an instability region and is sufficiently far from the
stability region, then the corresponding residual modes become fairly large.

(III) When the couple .q; a/ lies in an instability region but is close to the stability
region, our numerical results could not detect a neat instability.

The most intriguing result is certainly (III). In order to better understand it, we per-
formed some numerical experiments on the classical linear Mathieu equation (3.53).
To obtain two independent solutions, in all our experiments we plotted the two
solutions with initial data .w.0/; Pw.0// 2 f.1; 0/I .0; 1/g. We analysed in particular
the two first instability regions. From [267] we know that .q; a/ lies in the first or
second instability region for small enough q if, respectively,

1�qCO.q2/<a<1CqCO.q2/ or 4� 1

12
q2CO.q4/<a<4C 5

12
q2CO.q4/:

Therefore, we considered couples such as .q; a/ D .q; 1/ and .q; a/ D .q; 4/ for
q > 0 sufficiently small and we could observe the following facts.

(IV) In all the experiments the solutions of (3.53) were unbounded (thereby
confirming instability).

(V) For very small q the solutions became large only after a long interval of time.
(VI) For larger values of q the solutions became large much earlier in time.

(VII) For the same q > 0 the instability was stronger when a D 1 than when a D 4.
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The observation (VII) appears strictly related to (II) and (III) and enables us to
conclude that

if the couple .q; a/ lies in the instability region of the Mathieu diagram,
then the instability of the trivial solution of (3.53) increases with the distance
of the couple .q; a/ from the stability regions.

But the model system (3.51) is nonlinear and all its solutions are bounded in
view of the energy conservation. Whence, we cannot expect that its solutions start
increasing in amplitude as for (3.53). Roughly speaking,

when the residual mode exhibits a tendency to grow up, the energy
conservation bounces it back and decreases its amplitude.

We can however expect that the residual modes start growing up earlier in time
and wider in amplitude if the parameters are farther from the stability region. This
is precisely what we saw in our experiments, see [38]. In particular, when the
parametric lines (3.55) reach and intersect a thin instability region (one of the cusps
close to some a D n2 with n � 2), the parameters are so close to the stability
region that the energy inhibits the residual modes to capture a significant amount
of energy. From the physical point of view, the instability which occurs when the
lines (3.55) cross a thin cusp is irrelevant, both because it has low probability to
occur and because, even if it occurs, the residual mode remains fairly small. In turn,
from the mechanical point of view, we know that small torsional oscillations are
harmless and the bridge would remain safe, see (3.13). Summarising, we conclude
that

when the parametric lines (3.55) cross a thin instability region, only small
torsional oscillations appear and the bridge basically remains stable.

From the Mathieu diagram and from the asymptotic behavior of the separating
lines (see again [267]) we learn that the instability regions become more narrow as
a D n2 increases. Let us recall that for common bridges one has �i > �, see (1.4):
since the parametric lines (3.55) take their origin when a D �2i =�

2 > 1 (see the
right picture in Fig. 3.6), it would be desirable that �i � �. This readily gives a
structural remedy to improve the torsional stability of a bridge:

the torsional stability of a suspension bridge depends on the ratios
between the torsional frequencies and the vertical frequencies; the larger they
are, more stable is the bridge.

Therefore, our results suggest that bridges should be planned in such a way that
these ratios become very large.

For a different model, obtained with several linearisations and simplifications
(including the one discussed in Sect. 2.5.1), Malík [182, Criterion S] claims that the
stability of a bridge modeled by (3.4) depends on how close are the eigenvalues of
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the linearised (and decoupled) beam and torsional equations. He studies decoupled
equations because on [183, p. 3775] he states that at the TNB

: : :during the violent oscillations the hangers did not loosen: : :

But from the video [253] and from the testimony of Farquharson [9, V-12] we
know that during the TNB collapse one of the four suspenders in its group was
permanently slack. And, as discussed in Sect. 2.8, slackening of the hangers is one
of the main sources of nonlinearity and, in turn, of the coupling between the cables
and the roadway. Therefore, this coupling should also appear between vertical and
torsional equations. We also claim that the behavior of the eigenvalues (frequencies)
plays a major role in the torsional stability but our arguments are completely
different. Theorem 3.10 shows that the intrinsic nonlinearity of the coupling term
generates “variable in time spectra” which may lead to a resonance: we believe that

a structural nonlinearity is responsible for the internal resonance which
is the starting spark for torsional instability when the internal energy reaches
the flutter energy.

This is confirmed by the results in this chapter, in particular in the present
Sect. 3.6.

3.7 The Role of Aerodynamic Forces

3.7.1 Numerical Results

Even in absence of wind, an aerodynamic force is exerted on the bridge by
the surrounding air in which the structure is immersed: it is due to the relative
motion between the bridge and the air. Pugsley [227, Sect. 12.7] assumes that the
aerodynamic forces depend linearly on the cross-derivatives and functions, see also
[239] and (4.5) in the next chapter. In this section we investigate the effects of the
aerodynamic forces on the 1-mode system (3.31).

We first consider the case where only the cross-derivatives are involved. This
leads to the following modified system:

� Ry1 C 3y1 C 3
2
y31 C 9

2
y1z21 C ıPz1 D 0

Rz1 C 7z1 C 9
2
z31 C 27

2
z1y21 C ı Py1 D 0

(3.63)

with ı > 0. As in (3.37), we take the initial conditions

y1.0/ D � D 104z1.0/ ; Py1.0/ D Pz1.0/ D 0 (3.64)

for different values of � and we wish to highlight the differences, if any,
between (3.31) and (3.63). For (3.63) we have no energy conservation; however, let
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us consider the (variable) energy function

E.t/ D Py21
2

C Pz21
6

C 3

2
y21 C 7

6
z21 C 9

4
y21 z21 C 3

8
.y41 C z41/ : (3.65)

We first take � D 1:47 and we modify the aerodynamic parameter ı. In Figs. 3.10
and 3.11 we plot both the behavior of the solutions (first line) and the behavior of
the energyE.t/ (second line), for increasing values of ı.

Fig. 3.10 On the interval t 2 Œ0; 200�, plot of the solutions y1 (green) and z1 (black) of (3.63)–
(3.64) for � D 1:47 and ı D 0:01; 0:02 (from left to right on the first line). On the second line
(red), the energy E D E.t/ defined in (3.65)

Fig. 3.11 On the interval t 2 Œ0; 200�, plot of the solutions y1 (green) and z1 (black) of (3.63)–
(3.64) for � D 1:47 and ı D 0:03; 0:05 (from left to right on the first line). On the second line
(red), the energy E D E.t/ defined in (3.65)
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Fig. 3.12 On the interval t 2 Œ0; 170�, plot of the solutions y1 (green) and z1 (black) of (3.63)–
(3.64) for ı D 0:01 and � D 1:5; 1:6 (from left to right on the first line). On the second line (red),
the energy E D E.t/ defined in (3.65)

Fig. 3.13 On the interval t 2 Œ0; 170�, plot of the solutions y1 (green) and z1 (black) of (3.63)–
(3.64) for ı D 0:01 and � D 1:8; 3 (from left to right on the first line). On the second line (red),
the energy E D E.t/ defined in (3.65)

The first lines in Figs. 3.10 and 3.11 should be compared with the second picture
in Fig. 3.3 (case ı D 0). We note that, as the aerodynamic parameter increases,
the transfer of energy is anticipated but it is not amplified. Quite surprisingly, on
the second line we see that the energy E.t/ remains almost constant except in the
interval of time where the transfer of energy occurs: for increasing aerodynamic
parameters ı we observe increasing variations in the energy behavior.

Then we maintain fixed ı D 0:01 and we increase the initial energy, that is,
the initial amplitude of oscillation. In Figs. 3.12 and 3.13 we plot both the behavior
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of the solutions (first line) and the behavior of the energy E.t/ (second line), for
increasing values of � . It turns out that all the phenomena are anticipated (in time)
and amplified (in width) and reach a quite chaotic behavior for � D 3 where we had
to stop the numerical integration at t D 90. Finally, let us mention that below the
flutter energy the aerodynamic forces did not vary the initial energy of (3.63).

Let us now consider the case where also the cross-terms of order 0 are involved.
Then, instead of (3.63) we obtain the system

� Ry1 C 3y1 C 3
2
y31 C 9

2
y1z21 C ı.Pz1 C z1/ D 0

Rz1 C 7z1 C 9
2
z31 C 27

2
z1y21 C 3ı. Py1 C y1/ D 0

(3.66)

where the coefficient 3 in the second equation comes from the variation of the energy

E.t/ D Py21
2

C Pz21
6

C 3

2
y21 C 7

6
z21 C 9

4
y21z21 C 3

8
.y41 C z41/C ıy1z1 : (3.67)

Also for (3.66) we do not have energy conservation but this function E better
approximates the internal energy. It may be questionable whether to include the
last term ıy1z1 into E since this term depends on the aerodynamic coefficient ı.
However, the behavior ofE which we now analyse does not depend on the presence
of this term. We take again as initial conditions

y1.0/ D � D 104z1.0/ ; Py1.0/ D Pz1.0/ D 0 (3.68)

with � � 1:47 so that we are above the flutter energy, see Sect. 3.4.3. In Fig. 3.14 we
plot both the behavior of the solution (left picture) and the behavior of the energy
E.t/ (right picture) of (3.66)–(3.68).

Fig. 3.14 On the interval t 2 Œ0; 200�, plot of the solutions y1 (green) and z1 (black) of (3.66)–
(3.68) for ı D 0:01 and � D 1:47; 1:5 (from left to right on the first line). On the second line
(red), the energy E D E.t/ defined in (3.67)
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It is quite visible that the instability is further anticipated but now also the
amplitude is enlarged. Moreover, the energy increases also in absence of torsional
instability: this variation is due to the cross-derivatives since all the other terms
appear in the energy (3.67). The very same behavior is obtained for the internal
energy, namely the energy (3.67) without the last term ıy1z1. We also remark
that the energy E fails to follow a regular pattern only in presence of instability.
We only quote these numerical results because all the other experiments gave
completely similar responses. In particular, the dependence on ı described by
Figs. 3.10 and 3.11 continues also for negative ı: the sign of ı tells whether the
action of the aerodynamic force is a friction or an input of energy (self-excitation).

3.7.2 The Pattern Creating Oscillations in Suspension Bridges

As pointed out by Irvine [149, p. 176], the numerical approach is probably the most
appropriate to analyse a model which also involves aerodynamic forces. The reason
is that a satisfactory stability theory for systems such as (3.63) and (3.66) is not
available. Nevertheless, some theoretical conclusions can be drawn also for these
systems near the pure vertical mode Ny. Here “pure” means that no interactions
with the surrounding are admitted and only the structural behavior of the bridge
is considered. Let us explain how the results for the isolated system (3.31) may be
extended to (3.63); one can then proceed similarly for (3.66).

For system (3.31), two steps were necessary to define the torsional stability of
the unique (periodic) solution Ny of (3.33) (the pure mode):

(i) We linearise the torsional equation of the system (3.31) around . Ny; 0/,
see (3.36).

(ii) We apply Definition 3.7, that is, we say that the pure vertical mode Ny at energy
E.˛; ˇ/ is torsionally stable if the trivial solution of (3.36) is stable.

We underline that the system (3.31) is isolated and that (3.36) is unforced. In this
situation, the above steps (i)–(ii) are equivalent to:

(I) In the torsional equation of the system (3.31) we drop all the z1-terms of order
greater than or equal to one and we replace y1 with Ny.

(II) We say that the pure vertical mode Ny at energy E.˛; ˇ/ is torsionally stable if
all the solutions of (3.36) are globally bounded.

If we replace (3.31) with the system (3.63), then (i)–(ii) make no sense while (I)–(II)
do. A linearisation as in (i) would exclude the aerodynamic forces, while acting as
in (I) preserves them and gives rise to the forced Hill equation

R� C a.t/� D f .t/ with a.t/ D 7C 27

2
y.t/2 and f .t/ D �ı PNy.t/ ; (3.69)
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where Ny is the unique periodic solution of (3.33). Needless to say, f and a have
the same period. The definition (ii) is inapplicable to (3.69) since � � 0 is not a
solution, while (II) is a verifiable property for (3.69). This is the general definition
of stability that we adopt for the vertical mode Ny. With this definition the following
statement holds.

Theorem 3.16 Let y be the pure vertical mode at energy E.˛; ˇ/, that is, the
solution of (3.33). Then Ny is torsionally stable for (3.31) if and only if it is
torsionally stable for (3.63).

By applying Theorems 3.9 and 3.16 we infer that the energy threshold for the
stability of (3.63) is at least 235

294
. Furthermore, in agreement with the numerical

results described in Sect. 3.7.1, Theorem 3.16 shows that

the flutter energy does not depend on the strength of aerodynamic forces;
in particular, an isolated system has the same flutter energy.

The elementary numerical results in Sect. 3.7.1 raise many natural questions
and suggest to study further the impact of aerodynamic forces. However, they also
suggest that

the onset of torsional instability is of structural nature, the aerodynamic
forces excite the energy only after that the structural torsional instability has
appeared.

This is confirmed by further numerical results: if we delete the nonlinearity,
then the coupling between the two equations in (3.63) or in (3.66) is of purely
aerodynamic nature and the resulting (linear) system does not display an energy
transfer. Therefore, the torsional instability has a structural origin although the
whole phenomenon governing the oscillations appears to be more complicated,
especially if we also consider the action of the wind. As we saw in Sect. 1.7.6, when
the wind hits the bridge, vortices are created. The vortices generate aerodynamic
forces which increase the internal energy of the structure. When the amount of
energy reaches the flutter energy, a structural instability appears: this is the onset
of torsional oscillations. At this stage the aerodynamic forces excite the internal
energy irregularly giving rise to further self-excited oscillations.

The full energy-oscillation mechanism is described above through a very sim-
plified model which certainly needs to be significantly improved. But, at least
qualitatively, we believe that the mechanism generating oscillations in a suspension
bridge is the following:

1. The impact of the wind with the structure creates vortices.
2. Vortices create a lift which starts vertical oscillations of the bridge.
3. When vertical oscillations are sufficiently large, torsional oscillations may

appear.
4. The onset of torsional instability is of structural nature.
5. The aerodynamic forces excite the energy after that the structural torsional

instability has appeared.
6. The flutter energy is independent of the strength of aerodynamic forces.
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3.8 Brief History of the Hill and the Mathieu Equations

The Hill equation (1) is due to the American astronomer and mathematician George
William Hill (1838–1914) and was systematically studied since the paper [141],
which is the reprinted version of an original manuscript first published at Cambridge
(US) in 1877. Roughly speaking, Hill viewed the motion of the moon as a harmonic
oscillator in a periodic gravitational field. In the Preface we stated that the Hill
equation plays a crucial role in the stability analysis of suspension bridges. Let us
rewrite it here:

Ry.t/C a.t/y.t/ D 0 (3.70)

where a.t/ is a periodic coefficient. It is not difficult to exhibit examples where the
solutions of (3.70) are unbounded. For instance, the equation

Ry.t/ � 2.1C cos t/

2C sin t
y.t/ D 0

admits the family of unbounded solutions y.t/ D c et .2C sin t/ for any c ¤ 0. The
main issue concerning the Hill equation (3.70) is precisely to determine whether all
its solutions are globally bounded. Since (3.70) is a linear equation, it suffices to
consider solutions corresponding to linearly independent initial conditions such as

.y.0/; Py.0// 2
n
.1; 0/I .0; 1/

o
:

Moreover, the linear feature of (3.70) yields the following equivalence

any solution of (3.70) is bounded ” the solution y � 0 of (3.70) is stable.

Starting from the celebrated result by the Russian mathematician Aleksandr
Michajlovič Lyapunov [178] (1857–1918), there have been a large amount of studies
to find sufficient conditions for the stability of the solution y � 0 of (3.70), see
[64, 72, 76, 180, 282, 284] and references therein. In recent years the attention has
turned to the stability of nonlinear versions of (3.70). For instance, Ortega [213]
considers equations of the form

Ry.t/C a.t/y.t/C c.t/y.t/2nC1 D 0 (3.71)

where a; c are periodic coefficients having the same period and n 2 N; he proves
that if c does not change sign then the trivial solution of (3.71) is stable provided that
the trivial solution of (3.70) is stable. This shows a connection between the original
Hill equation (3.70) and its nonlinear variants. By [213] we know that the stability
of the trivial solution of (3.36) implies the stability of the trivial solution of

R� C a.t/� C 9

2
�3 D 0 with a.t/ D 7C 27

2
y.t/2
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which coincides with the second equation in the system (3.31).
For some stability criteria of the trivial solution of a system of linear differential

equations with periodic coefficients we refer to [247]. In the case of a nonlinear
system such as (3.31) the stability analysis is much more complicated: as far
as we are aware there are only few stability results for nonlinear first order
planar systems. This is why we focused our attention to the initial conditions
z1.0/ D Pz1.0/ D 0; this reduces the system (3.31) to the autonomous equation
which admits a periodic solution. In turn, a suitable transformation of this periodic
solution becomes the coefficient of the linearised equation (3.36). And the just seen
connection between (3.71) and (3.70) seems to justify our approach.

The Mathieu equations [188] are a particular case of the Hill equations and
were introduced much earlier by the French mathematician Émile Léonard Mathieu
(1835–1890) when analysing the motion of elliptical membranes. The Mathieu
equations are (3.70) with a.t/ D a C 2q cos.2t/, see (3.53) and precise stability
criteria are known according to the values of a and q, see e.g. [267]. However, also
the Mathieu functions are difficult to employ, mainly because of the impossibility of
analytically representing them in a simple and handy way, see e.g. [116, 244].

3.9 Bibliographical Notes

The material from Sect. 3.2 is taken from [282]. A forced and damped version
of (3.4) was studied by Moore [205] with

f .s/ D k

��
s C mg

2k

�C � mg

2k

�

; (3.72)

a nonlinearity which models hangers behaving as linear springs of elastic constant
k > 0 if stretched but exert no restoring force if compressed; here g is gravity.
This nonlinearity describes the possible slackening of the hangers (occurring for
s � � mg

2k
). But Moore considers the case where the hangers do not slacken: then

f becomes linear, f .s/ D ks, and the two equations in (3.4) decouple. In this
situation there is obviously no interaction between vertical and torsional oscillations.
A general nonlinear f was introduced in (3.4) by Holubová-Matas [142] who were
able to prove well-posedness for a forced-damped version of (3.4). The copyright of
the name fish-bone model should be attributed to Berchio-Gazzola [36].

Up to replacing the wind speed with the internal energy, the conclusion in (3.7)
is in line with [234, p. 186], as recalled in Sect. 1.8: a bridge twice as wide will have
exactly double the critical speed wind. Theorem 3.1 is proved by Berchio-Gazzola
[36] by using a Galerkin method. This method allows to estimate the stability
threshold for (3.8) with the stability of the trivial solution of the linear differential
equation (3.36); in this respect, the criterion by Zhukovskii [284] is applied.

All the discussions and the numerical results reported in Sects. 3.3 and 3.4 are
taken from [36]. The definition of flutter energy and the material in Sect. 3.5 are
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new and in line with similar definitions in Chaps. 4 and 5. The detailed example
of Sect. 3.6 is taken from a paper by Berchio-Gazzola-Zanini [38] where one can
also find hints on how to extend the results to more general Hamiltonian systems,
possibly leading to Hill equations. The material from Sect. 3.7 comes from the paper
by Berchio-Gazzola [37].



Chapter 4
Models with Interacting Oscillators

In this chapter we model a suspension bridge through a number of coupled
oscillators. This generates second order Hamiltonian systems which can be tackled
with ODE methods. We first analyse a single cross section of the bridge and we
model it as a nonlinear double oscillator able to describe both vertical and torsional
oscillations. By means of a suitable Poincaré map we show that its conserved
internal energy may transfer from the vertical oscillation of the barycenter to the
torsional oscillation of the cross section. This happens when enough energy is
present in the system, as for the fish-bone model considered in Chap. 3. We name
again flutter energy the critical energy threshold where this transfer may occur.

Then we model the whole bridge by connecting several double oscillators, each
one representing a cross section of the bridge. The conclusion is the same, if
the internal energy exceeds the flutter energy then torsional oscillations suddenly
appear. We also give some hints on the extension of this phenomenon to damped
and forced systems. Several numerical results, also available on the web [20], show
that this model well reproduces the sudden appearance of torsional oscillations and
the behavior seen during the TNB collapse [253].

4.1 Coupled Oscillators Modeling the Cross Section
of a Bridge

In this section we introduce a nonlinear model for the dynamics of a cross section
of a suspension bridge. This model enables us to explain (in Sect. 4.2) what is
the starting spark for torsional oscillations when purely vertical oscillations of
the roadway are visible. The same phenomenon will be shown to appear in more
sophisticated models in the subsequent sections of this chapter.

Consider a rod of mass m and length 2`, subject to the forces exerted by two
lateral nonlinear springs C1 and C2, see Fig. 4.1: � is the angle of deflection of

© Springer International Publishing Switzerland 2015
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Fig. 4.1 Vertical and torsional displacements of a rod

the rod from horizontal and y is the downwards displacement from equilibrium of
the barycenter. Following the construction technique described in the Preface, the
hangers are prestressed and the equilibrium position of the barycenter is y D 0,
while y > 0 corresponds to a downwards displacement. Whence, the forces, which
are denoted by f .yC` sin �/ and f .y� ` sin �/, take into account the gravity. This
means that for a displacement s D 0 the elastic force f .s/ exerted by the spring
balances the gravity, so that the endpoint of the rod is at an equilibrium; hence
f .0/ D 0.

By taking into account (3.1), the energy conservation law for this model leads to
the following system

8
<

:

m`2

3
R� D ` cos �

�
f .y � ` sin �/� f .y C ` sin �/

�
;

m Ry D �
�
f .y � ` sin �/C f .y C ` sin �/

�
:

(4.1)

By adding some damping and forcing, (4.1) becomes

8
<

:

m`2

3
R� C ı� P� D ` cos �

�
f .y � ` sin �/ � f .y C ` sin �/

�
C �.t/ ;

m Ry C ıy Py D �
�
f .y � ` sin �/C f .y C ` sin �/

�
C  .t/ :

(4.2)

This system may be considerably simplified after linearisation. First one takes
f .s/ D ks in order to model the hanger as a linear spring with Hooke constant
k > 0. Then one approximates

sin � � � ; cos � � 1 W (4.3)

we refer to Sect. 3.3.2 for a discussion of the validity of (4.3). After these
linearisations, the unforced version of (4.2) reads

�
m
3

R� C ı0
�

P� C 2k� D 0 ;

m Ry C ıy Py C 2ky D 0 ;
(4.4)

where ı0
� D ı�=`

2. We observe that the equations are linear, decoupled, and that
the width 2` enters marginally into (4.4). In view of the (GPCM), of (1.2), of the
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dependence of the stability on the roadway width (see Sect. 1.8), the system (4.4)
appears unable to describe the behavior of bridges.

Thanks to the linearisation (4.3), Scanlan-Tomko [239] obtain the following
equations satisfied by the torsional angle � :

I Œ R�.t/C 2��!� P�.t/C !2��.t/� D A P�.t/C B�.t/ ; (4.5)

where I , �� , !� are, respectively, associated inertia, damping ratio, and natural
frequency. The r.h.s. of (4.5) represents the aerodynamic force (see Sect. 3.7) which
is postulated to depend linearly on both P� and � with A;B > 0 depending on
the structural parameters of the bridge. Since (4.5) is equivalent to a two-variables
first order linear system, it fails to fulfill both the requirements of the (GPCM).
Hence, (4.5) is not suitable to fully describe the disordered behavior of a bridge.
And indeed, elementary calculus at a sophomore level shows that, for suitable A
and B , the solutions of (4.5) are positive exponentials times trigonometric functions
which do not exhibit a sudden appearance of self-excited oscillations, they merely
blow up in infinite time. In this chapter we will try to convince the reader that a
structural instability generates a sudden excitation of the torsional mode and, once
the torsional mode is activated, (4.5) may explain how aerodynamic forces lead to
the TNB collapse.

In fact, Scanlan-Tomko [239, p. 1735] are well aware that the equations should
be nonlinear:

In the course of testing many small phenomena were observed which exhibited the approach
of nonlinear regimes.

Still, they claim that the linear equation (4.5) explains the large torsional
oscillations that caused the TNB collapse, while they also write [239, p. 1723] that,
in their experiments,

It was necessary to permit only small amplitudes of oscillations to occur, .e.g., in torsion
0 � ˛ � ˙3ı/ : : :

It is known from the Report [9, p. 59] that the torsion grew up until 45ı, thereby
displaying a huge discrepancy with the linear model. The approximation (4.3) is
correct only for small � , see Sect. 3.3.2 for a detailed discussion. For � D �

4
, as

occurred during the TNB collapse, the relative error of such approximations is fairly
large, see Proposition 3.2:

� D �

4
H) 1 � cos �

cos �
D p

2 � 1 > 0:41 ; � � sin �

sin �
D �

p
2

4
� 1 > 0:11 ;

which yield errors of more than 41% and 11% respectively. The same approx-
imation was used by Smith-Vincent [245, p. 32] and by Abdel-Ghaffar [1, (1)];
McKenna [193] comments this choice by writing

In [1], the author claims to use variational methods “to obtain the coupled equations of
motion in their most general and nonlinear form.” The results are not reassuring. The first
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step in the derivation is to put sin˛ D ˛ and cos ˛ D 1, where ˛ is the angle of torsional
oscillation.

That linearisation yields wrong models was earlier noticed by McKenna [191,
p. 4] who comments (4.5) by writing

This is the point at which the discussion of torsional oscillation starts in the engineering
literature.

He claims that the problem is in fact nonlinear and that (4.5) is obtained after the
incorrect linearisation (4.3). McKenna concludes by noticing that

Even in recent engineering literature : : : this same mistake is reproduced.

The numerical results obtained in [191] show that even if no slackening of
hangers occurs, the nonlinearities introduced by the trigonometric functions in (4.2)
are sufficient to explain the large amplitudes seen during the TNB collapse; in the
purely linear model (4.4) the oscillation dies in finite time.

Our own opinion is that (4.3) is indeed incorrect if one wishes to study wide
oscillations like the ones at the TNB. No model based on (4.3) may give precise
answers nor correct quantitative responses in presence of wide torsional oscillations.
The linearisation (4.3) may be however used for a qualitative study of small
oscillations and their instability. This is precisely what was done in Chap. 3.

The other source of nonlinearity, also yielding a coupling in (4.2), is the restoring
force f . It should not be taken linear since the hangers behave nonlinearly. Lazer-
McKenna [168, (28)] take

f .s/ D .s C 1/C � 1 ; (4.6)

in agreement with the model discussed in Sect. 2.8.1, see also (3.72). This choice
of f describes hangers having elastic constant k D 1 (the coefficient of .s C 1/C)
which tend to return the endpoint of the rod to equilibrium if stretched but exert
no restoring force if compressed. The hanger is not at rest due to gravity and the
distance from the equilibrium position to the unloaded position is also taken equal
to 1 (this is expressed by the term 1 in .s C 1/C). Finally, the �1 in (4.6) is the
normalisation of the half weight mg=2, see again (3.72); in the second equation
in (4.2), the coupling term simply becomes

f .y � ` sin �/C f .y C ` sin �/ D .1C y � ` sin �/C C .1C y C ` sin �/C � 2 :

With such a choice for f , first numerical results about (4.2) were obtained by
Jacover-McKenna [151] who showed that, depending on the initial conditions, a
given periodic forcing term can generate either one of the following three kinds
of solutions: small oscillations about equilibrium, large vertical oscillations about
equilibrium, large torsional oscillations about equilibrium.

The numerical results for (4.2) obtained in [191] were able to show a sudden
development of large torsional oscillations as soon as the hangers lose tension,
that is, as soon as the restoring force behaves nonlinearly: when purely vertical
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oscillations are large enough to slacken the hangers and the system (4.2) is subjected
to torsional periodic forcing �, the system becomes violently unstable in its torsional
component. Further numerical results by Doole-Hogan [96] and McKenna-Tuama
[195] show that a purely vertical periodic forcing in (4.2) (that is, � D 0 and
 ¤ 0) may create a torsional response: high frequency vertical forcing can result
in a periodic motion that is predominantly torsional. They also considered different
nonlinear restoring forces, in particular

f .s/ D k

a
.eax � 1/ (4.7)

where k > 0 is the elastic constant of the hangers and a D k=mg. Not only f
in (4.7) is a smooth version of (4.6), but also it describes a nonlinear behavior
of the hangers starting from equilibrium. The function f in (4.7) obeys the
fundamental rule (1.10) and also the usual constraint (2.65). It is of course physically
unreasonable to expect an exponential behavior of f .s/ when s ! 1 but this
behavior becomes visible only for large s which are outside the range considered
in [195]. McKenna-Moore [194] studied the bifurcation and stability properties of
periodic solutions of (4.2) both for (4.6) and (4.7).

As far as we are aware, these were the first results able to display a rapid transition
from a vertical motion to a torsional motion. For this reason, we believe that the
model system (4.2) is quite reliable. However, we also believe that it should be
tackled from a different point of view. The forcing term  is taken periodic and
the instability strongly depends on its frequency. As we repeatedly said, one of the
purposes of this monograph is to show that the forcing term only plays a secondary
role; this is the purpose of the present chapter.

The just described results are purely numerical. This lead McKenna [192,
Problem 7.4] to raise the following question:

Can one employ the tools of nonlinear analysis to say anything further about this coupled
system, either in terms of stability or multiplicity?

As we shall see in next section, nonlinear analysis may be employed to determine
the stability. We also extend the same arguments to a refined model for suspension
bridges that considers many cross sections and not just one as in (4.2).

4.2 Energy Transfer and Poincaré Maps

In order better model the cross section of a suspension bridge, we slightly modify
the model considered in the previous section by introducing two further fixed rods
and an elastic membrane. The moving rod is linked to the two fixed rods through the
membrane as in Fig. 4.2 where the view is now from above. The membrane has a
linear elastic constantK > 0 and models the roadway connecting the moving cross
section with the two fixed cross sections between the towers. For simplicity we take
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Fig. 4.2 Model with one
moving and two fixed rods,
linked by a membrane

fixed rod

fixed rod

elastic membrane

elastic membrane
moving rod

m D ` D 1 and we also fix K D 1. Since we wish to emphasise the existence
of a flutter energy, we strip the model by dropping both forcing and damping and
we consider an isolated system. This procedure was also followed by Irvine [149,
p. 176] who comments his own approach to a model similar to (4.2) by writing:

In this formulation any damping of structural and aerodynamic origin has been ignored: : :
We could include aerodynamic damping which is perhaps the most important of the omitted
terms. However, this refinement, although frequently of significance, yields a messy flutter
determinant that requires a numerical solution.

If we put

F.s/ D
Z s

0

f .�/d� and U.�; y/ D F.y C sin �/C F.y � sin �/C y2 C �2

and we recall (3.1), then the Newton equation for this system reads

1

3
R� C U�.�; y/ D 0 ; Ry C Uy.�; y/ D 0 : (4.8)

When compared with (4.1), the two additional linear terms y and � model the
interaction of the moving rod with the fixed rods through the elastic membrane.
The energy, invariant under the flow of (4.8), is given by

E D
P�2
6

C Py2
2

C U.�; y/ : (4.9)

If f were linear, then (4.8) would decouple and the y and � oscillators would
not interact. But the strong evidence of the nonlinear behavior of suspension bridges,
see Sect. 1.8, suggests a different choice. In particular, we follow both the suggestion
by Brownjohn [62, p. 1364] recalled in Sect. 2.6.1 to avoid simple on/off restoring
forces and the particular form considered in [30, (15)]: we take

f .s/ D s C s2 C s3 and then F.s/ D s2

2
C s3

3
C s4

4
: (4.10)

This choice reproduces the linear Hooke law for small displacements, that is when
s ! 0, with the elasticity constant taken equal to 1. The function f is convex at the
origin, that is f 00.0/ > 0, which means that the hangers behave differently under
tension and compression and, in particular, that the restoring force is more relevant
for large displacements from equilibrium. Last but not least, a further reason for
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the choice of f in (4.10) is that it represents the simplest nonlinear perturbation,
via Taylor formula, of a linear phenomenon: the nonlinearity is also due to the
sustaining cable, see [30, p. 180]. The same idea was used in the famous Fermi-
Pasta-Ulam experiment [108] and, more recently, in engineering literature, see e.g.
[220, Sect. 3.5]. In any case, this choice satisfies the minimal requirements of being
an asymmetric perturbation of a linear force but it is not necessarily expected to
yield accurate quantitative information. Numerical experiments in [22] show that
the qualitative behavior of the system is not affected by the specific choice of the
nonlinearity.

To (4.8) we associate the initial conditions

. P�; Py; �; y/.0/ D .�1; y1; �0; y0/ with 0 < j�0j C j�1j < 10�4.jy0j C jy1j/ :
(4.11)

Hence, at t D 0 the torsional oscillations � are negligible with respect to the vertical
oscillations y and the energyE in (4.9) is initially concentrated on the y-oscillator.
Figure 4.3 displays the graph of the solutions of (4.8)–(4.11) for .y0; y1/ D .0; 2:8/,
.y0; y1/ D .0; 3/, and .y0; y1/ D .0; 3:2/ corresponding to energies E D 3:92,
E D 4:5, and E D 5:12. It appears that tiny torsional oscillations � suddenly
become wider oscillations. The delay in the appearance of torsional oscillations may
be seen as a Wagner-type effect, see Chap. 3. This phenomenon may be observed
for any initial data, provided the energy (4.9) is sufficiently large: it disappears
for E / 3:56 which seems to be a critical energy threshold which we will call
flutter energy. The increase of the torsional oscillations � occurs simultaneously to
a decrease of the vertical oscillations y. This means that there is an energy transfer

50 100 150 200

–1.0

–0.5

0.5

1.0

50 100 150 200

–1.5

–1.0

–0.5

0.5

1.0

50 100 150 200

–1.5

–1.0

–0.5

0.5

1.0

Fig. 4.3 Solutions of (4.8)–(4.11): y (green) and � (black)
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between the y-oscillator and the �-oscillator. In order to make this fact more precise,
we rewrite the energy (4.9) as

E D Ey C E� CEy�

where

Ey D Py2
2

C 2y2 C 2

3
y3 C y4

2
; E� D

P�2
6

C �2 C sin2 � C sin4 �

2
(4.12)

are the energies of the vertical and torsional oscillator when f is as in (4.10),
while Ey� D 2y sin2 � C 3y2 sin2 � is the coupling energy. Dropping the latter,
in Fig. 4.4 we plot the energies Ey and E� of the solutions .y; �/ of (4.8)–(4.11)
plotted in Fig. 4.4. It appears that there is an energy transfer from the y-oscillator to
the �-oscillator. Although the total energy E is conserved, the energy Ey suddenly
decreases while the energy E� suddenly increases.

In order to insert these results within a theoretical framework and to compute
the flutter energy, we study the solutions of system (4.8) from a different point of
view. For simplicity, we take again m D ` D 1 and (4.10). Since the energy E
in (4.9) is a constant of motion, for any E0 > 0 the three-dimensional submanifold
E. P�; Py; �; y/ D E0 of the phase space R

4 is flow-invariant, that is, the motion
is confined to this three-dimensional energy surface. We study a two-dimensional
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Fig. 4.4 Energies for solutions of (4.8)–(4.11): Ey (green) and E� (black)
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section of this surface, the so-called Poincaré section, see Sect. 4.7 for the definition
and full details of its construction.

First observe that also

the plane � D P� D 0 is flow-invariant; (4.13)

in particular, for all y1 2 R, the initial data

. P�; Py; �; y/.0/ D .0; y1; 0; 0/ (4.14)

yields a periodic solution of system (4.8) whose constant energy is given by
E D .y1/2=2. We wish to study the stability of this solution under small . P�; �/-
perturbations of the initial data (4.14).

Fix E0 > 0, let E� D E�. P�; �/ be as in (4.12), and let

UE0 WD ˚
.�1; �0/ 2 R

2I E�.�1; �0/ < E0
�
:

For all .�1; �0/ 2 UE0 define

y1 D y1.E0; �
1; �0/ WD

q
2ŒE0 � E�.�1; �0/� > 0 ;

namely the unique positive value of y1 that satisfies E.�1; y1; �0; 0/ D E0. Then
there exists a first T D T .�1; �0/ > 0 such that the solution of (4.8) with initial data

. P�; Py; �; y/.0/ D .�1; y1.E0; �
1; �0/; �0; 0/ (4.15)

satisfies y.T / D 0 and Py.T / > 0. The Poincaré map PE0 W UE0 ! R
2 is defined by

PE0.�
1; �0/ WD . P�.T /; �.T // (4.16)

where .�.t/; y.t// is the solution of (4.8)–(4.15). Note that, for such solution, one
has E D E0. In view of (4.13), the origin .0; 0/ 2 UE0 is a fixed point for the map
PE0 for anyE0 > 0. In Fig. 4.5 we represent, in the plane . P�; �/, some iterates of the
map PE0 for system (4.8) with different initial data . P�; �/.0/ close to .0; 0/. From
left to right and top to bottom, the energies considered are E0 D 3:4, E0 D 3:5,
E0 D 3:6, and E0 D 3:8.

A change of behavior betweenE0 D 3:5 andE0 D 3:6 appears neatly, so that the
flutter energy of (4.8) satisfies 3:5 < E < 3:6. Finer experiments yield E � 3:56.
Stable fixed points are plotted in red and unstable fixed points in green. The pictures
in Fig. 4.5 show that if E < E, then any initial condition with small . P�; �/.0/ leads
to solutions with small . P�; �/.t/ for all t , while if E > E , any initial condition
with small . P�; �/.0/ leads to large values of . P�; �/.t/ for some t . Hence, if E0 < E
then the origin is a stable fixed point of PE0 , whereas if E0 > E then the origin is
unstable, that is, the system undergoes a bifurcation at E0 D E . The stability of the
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origin can be determined by the eigenvalues �1 and �2 of the Jacobian JPE0.0; 0/
of PE0 at .0; 0/. Since the system (4.8) is conservative, JPE0.0; 0/ has determinant
equal to 1 and one of the following cases holds:

(i) j�1j D j�2j D 1 and �2 D �1, in which case .0; 0/ is stable for PE0 .
(ii) �1; �2 2 R and 0 < j�1j < 1 < j�2j, in which case .0; 0/ is unstable for PE0 .

Since the eigenvalues depend continuously on E0, the bifurcation, i.e. the loss of
stability, may only occur when �1 D �2 D 1 or �1 D �2 D �1. In the former
case the Jacobian of PE0 � I at .0; 0/ is not invertible, therefore the fixed point
is not guaranteed to be locally unique, and indeed two new stable fixed points are
created: this kind of bifurcation is called pitchfork. In the latter case the Jacobian
of PE0 � I at .0; 0/ is invertible, but the Jacobian of P2

E0
� I is not; then, by the

implicit function theorem the fixed point is locally unique, but periodic points of
period 2 are not, and indeed two such points are created at the bifurcation: this kind
of bifurcation is called period doubling.

The experiments displayed in Fig. 4.5 show that the bifurcation generates two
new stable fixed points (red color), therefore we have a pitchfork bifurcation. Since
at the bifurcation point both eigenvalues of the Jacobian of PE0 at .0; 0/ are equal
to 1, then PE.�

1; �0/ D .�1; �0/ C o.�1; �0/, so that small initial data .�1; �0/
yield solutions �.t/ of (4.8) close to a periodic solution having the same period of
y.t/. This is what we call an internal resonance. In our experiments we observe
that, as E0 increases from 0, the eigenvalues �1 and �2 move on the unit circle of
the complex plane and meet at the point .1; 0/ when E0 D E. When E0 > E the
eigenvalues move along the real line in opposite directions and the two new stable
(red) fixed points represent periodic solutions �.t/ having the same period of y.t/.

Fig. 4.5 The Poincaré map for (4.8) for different values of the energy E0
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In the case of a period doubling bifurcation we would have PE.�
1; �0/ D

�.�1; �0/C o.�1; �0/, so that small initial data .�1; �0/ would yield solutions �.t/
to (4.8) being close to a periodic solution having period equal to the double of the
period of y.t/. This is another kind of internal resonance, which does not happen in
the experiment that we describe here, but can be observed with other nonlinearities,
e.g. with f .s/ D s C s2. If E0 > E, then PE0 has two periodic points of period 2,
corresponding to periodic solutions �.t/ having the double of the period of y.t/.

Summarising, a necessary condition for a bifurcation to occur is a resonance
between the oscillators; in absence of resonance the double oscillator is torsionally
stable and small initial torsional data remain small for all time. What we have just
explained leads us to the following definition and criterion:

Definition 4.1 (Torsional Stability) We say that the system (4.8) is torsionally
stable at energy E0 > 0 if the origin .0; 0/ 2 R

2 is stable for the Poincaré map
PE0 . Otherwise, we say that the system is torsionally unstable.

Criterion 4.2 Let �1 D �1.E0/ and �2 D �2.E0/ be the complex eigenvalues of
the Jacobian of the Poincaré map PE0 at the origin .0; 0/ 2 R

2. Then �1�2 D 1 and
two cases may occur:

(S) If j�1j D j�2j D 1 and �2 D �1, then the system (4.8) is torsionally stable.
(U) If �1; �2 2 R and 0 < j�1j < 1 < j�2j, then the system (4.8) is torsionally

unstable.

We have observed above that equal eigenvalues yield a resonance between the
oscillators, which may occur only at particular values of the energy. When the
energy is smaller than such value, the system is in the stable regime, while when
the energy is larger the system is in the unstable regime. In principle it may happen
that also at higher energies the system undergoes another bifurcation and the origin
becomes again stable: this is related to the behavior of the stability regions as
illustrated in Sect. 3.6. Hence, we have shown that there exists E > 0 such that
the system (4.8) is stable (case (S)) whenever 0 < E < E whereas the system (4.8)
is unstable (case (U)) wheneverE < E < E C ı for some ı > 0.

Definition 4.3 (Flutter Energy) We call

E WD inf
n
E0 > 0I maxfj�1.E0/j; j�2.E0/jg > 1

o

the flutter energy of (4.8).

What we have seen in this section enables us to conclude that

the bifurcation is caused by a resonance between the nonlinear oscillators
and generates torsional instability.

Moreover, the Poincaré maps show that

the onset of torsional instability is generated by internal resonances.
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This simple description is possible because we are dealing with a 2 � 2 system
as (4.8). In Sect. 4.4 we provide a suitable generalisation of these results to a full
bridge model. Before doing this we show a strict connection between the Poincaré
maps and the Hill equation.

4.3 A Link Between the Poincaré Maps and the Hill
Equations

The instability results for the fish-bone model considered in Chap. 3 are obtained
thanks to the analysis of some Hill equations. For the model considered in the
previous section (and in all the present chapter), the instability is uncovered thanks
to the analysis of some Poincaré maps. The purpose of this section is to emphasise
a connection between the Poincaré maps and the Hill equations in the study of the
stability of suspension bridges.

In his introduction to the mathematical works by Hill, Poincaré [222] starts by
describing general results and on [222, p. x] he writes

Mais j’ai hâte d’arriver à son oeuvre capitale, à celle où s’est dévoilée toute l’originalité de
son esprit, à sa théorie de la Lune.

Poincaré spends several pages to describe the importance of the Hill equation and
on [222, p. xviii] he ends the presentation by writing that, among his discoveries,

: : : celle qui fera son nom immortel, c’est sa théorie de la Lune.

Finally, he was well aware that the Moon theory was not the only application of
the Hill equation, his last comment on the equation reads

: : : quand elles s’étendront à un domaine plus vaste, on ne devra pas oublier que c’est à M.
Hill que nous devons un instrument si précieux.

Hence, Poincaré had clearly in mind that the very same equation could be used
to describe many further natural phenomena. In fact, also the Poincaré maps are
nowadays used to study the stability of many different models. We are sure that
both Poincaré and Hill would be extremely happy to see that their work applies as
well to the stability of suspension bridges.

We show here that there is a direct link between these two approaches for
models of suspension bridges. In particular, we complement the numerical results
of Sect. 4.2 with a theoretical estimate of an “approximated” flutter energy. We
first linearise (4.8) by using (4.3) so that, for f as in (4.10) we obtain the
system

� Ry C 4y C 2y2 C 2�2 C 2y3 C 6y�2 D 0
R� C 12� C 12y� C 6�3 C 18y2� D 0 :

(4.17)
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With the initial conditions �.0/ D P�.0/ D 0 the system (4.17) has the solution
.y; �/ D . ; 0/, where  is the periodic solution of the autonomous equation

R C 4 C 2 2 C 2 3 D 0 ;  .0/ D ˛ ; P .0/ D ˇ ; (4.18)

for some ˛; ˇ 2 R. A result similar to Theorem 3.8 holds, including an “explicit”
formula replacing (3.35) and allowing to compute the period T D T .E/ in
dependence of the energy (and hence of the initial data ˛ and ˇ). By arguing as
for (3.29) we reach the following Hill equation

R� C a.t/� D 0 with a.t/ D 12C 12 .t/C 18 .t/2 : (4.19)

We then say that the solution of (4.18) is torsionally stable if the trivial solution
of (4.19) is stable. Finally, one gets a statement similar to Theorem 3.9:

Theorem 4.4 There exist constants  1 > 0 and E > 0 such that the solution
. ; 0/ of (4.17) at energyE D E. .0/; P .0// > 0 (that is, with solving (4.18)) is
torsionally stable provided that k k1 �  1 or, equivalently, provided thatE �E .

Theorem 4.4 yields a theoretical complement to the numerical results obtained
in Sect. 4.2. Figure 4.5 shows how the origin of the Poincaré section in the . P�; �/-
plane loses stability for large energies. The same flutter (critical) energy is found
for (4.19): when the energy of the solution of (4.18) reaches the threshold given by
the Poincaré maps, the trivial solution of the Hill equation (4.19) becomes unstable.
This statement is supported by numerical results. In Fig. 4.6 we plot the solutions
of (4.17) with initial data

y.0/ D � D 104�.0/ ; Py.0/ D P�.0/ D 0

for � D 1:045 (left) and � D 1:05 (right); respectively, these correspond to energies
ofE � 3:54 andE � 3:58. It can be noticed that no torsional oscillations appear in
the left picture while they suddenly appear in the right picture. Therefore, it seems
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Fig. 4.6 Solutions of (4.17) with y (green) and � (black): the energies are E � 3:54 (left) and
E � 3:58 (right)
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that for system (4.17) the flutter energy lies in the interval .3:54; 3:58/. Not only this
confirms the flutter energy of about 3:56 found with the Poincaré maps (see Fig. 4.5)
but it also shows that the linearisation (4.3) is legitimate.

4.4 Interactions Between Multiple Cross Sections

We consider here a bridge described by finitely many cross sections (seen as rods
acting as oscillators) linked by linear forces. This discretisation views a suspension
bridge as in Fig. 4.7, where the red cross sections are the oscillators linked to
the hangers (which act as nonlinear springs) while the grey part is a membrane
connecting two adjacent oscillators. This model is the generalisation of the one
displayed in Fig. 4.2 to the case of n > 1 parallel moving rods labeled by i D
1; : : : ; n. We assume that each rod interacts with the two adjacent ones by means of
attractive linear forces. For the i -th cross section (i D 1; : : : ; n), we denote by yi
the downwards displacement of its midpoint and by �i its angle of deflection from
horizontal. We assume that the mass of each rod modeling a cross section is m D 1

and its half-length is ` D 1. We set y0 D ynC1 D �0 D �nC1 D 0 to model the
connection between the bridge and the ground. We have the following system of 2n
equations:

( R�i C 3U�i .; Y / D 0

Ryi C Uyi .; Y / D 0
.i D 1; : : : ; n/ ; (4.20)

where

U.; Y /D
nX

iD1

h
F.yiCsin �i /CF.yi�sin �i /

i
C

nX

iD0

hKy

2
.yi�yiC1/

2CK�

2
.�i��iC1/

2
i

Fig. 4.7 The discretised suspension bridge
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and .; Y / D .�1 : : : ; �n; y1; : : : ; yn/ 2 R
2n. The constants Ky;K� > 0 represent

the vertical and torsional stiffness of the bridge. The conserved total energy of the
system (4.20) is given by

E. P; PY ;; Y / D j Pj2
6

C j PY j2
2

C U.; Y / : (4.21)

The choice of the nonlinear restoring force f D F 0 is here more delicate since,
according to [138, p. 1624], : : :the failure of long hangers is less critical than the
failure of short hangers, which implies that hangers and restoring forces depend on
the longitudinal position. Also, the sustaining cable links all the hangers, so that
they cannot be considered to behave independently from each other. But, again, we
numerically saw that the qualitative behavior of the system is not affected by the
specific choice of the nonlinearity; so, we take again (4.10).

Let dst W Rn ! R
n be the discrete sine transform, that is, the linear invertible

map defined for all x 2 R
n by

xi D 2

nC 1

nX

jD1
.dstx/j sin

�
�ij

nC 1

�

and .dstx/j D
nX

iD1
xi sin

�
�ij

nC 1

�

;

and note that, for any given k 2 f1; : : : ; ng and E0 > 0, there exists a unique
˛ D ˛.k;E0/ > 0 such that E .0; ˛.k;E0/dst.ek/; 0; 0/ D E0, where ek is
the k�th element of the canonical basis of Rn. If f were linear, then the initial
condition . P; PY ;; Y /.0/ D .0; ˛.k;E0/dst.ek/; 0; 0/ would raise a periodic
solution of (4.20) for all k;E0; such solution is usually called a (linear) normal
mode of the system. If f is nonlinear, e.g. as in (4.10), by a minimisation algorithm
we can compute numerically Y 0.k;E0/; Y 1.k;E0/ 2 R

n such that

I WD jY 0.k;E0/j C jY 1.k;E0/� ˛.k;E0/dst.ek/j 
 1 ; I ! 0 as E0 ! 0 ;

0; Y 1.k;E0/; 0; Y

0.k;E0/
�

lies on the orbit of a periodic solution of (4.20):
(4.22)

We may now define the nonlinear normal modes.

Definition 4.5 (Nonlinear Normal Modes) The periodic solution of (4.20) with
initial data

. P; PY ;; Y /.0/ D .0; Y 1.k;E0/; 0; Y
0.k;E0//

is called the k-th nonlinear normal mode of (4.20) at energyE0.

The continuous version of the first and second nonlinear normal modes are
represented in the first two pictures of Fig. 1.18. Our purpose is to study the stability
of the nonlinear normal modes under small perturbations of the null torsional initial
data.
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We consider (4.20) with nD 16 andKy DK� D 320. Let Y 0.k;E0/; Y 1.k;E0/ 2
R
n be as in (4.22): Fig. 4.8 represents the solutions of the system (4.20) with initial

conditions


 P; PY ;; Y � .0/ D .1; Y 1.k;E0/; 0; Y
0.k;E0// (4.23)

where 1 2 R
16 is a random vector whose components lie in the interval Œ�5 �

10�6; 5 � 10�6�, and with .k;E0/ D .1; 516/; .2; 500/; .3; 6000/.
In all the pictures the black and grey plots represent �i .t/ and yi .t/ respectively

for i D 1 : : : ; 8 going from left to right; the first one is the closest to the towers
whereas the eighth one is in the center of the span. We only display .�i ; yi / for i D
1 : : : ; 8 because .�i ; yi / � .�17�i ; y17�i / if k is odd and .�i ; yi / � �.�17�i ; y17�i /
if k is even. In order to better explain the phenomenon, we enlarge the first picture
of the second line, see Fig. 4.9 which looks quite similar to Fig. 4.3.

We observe that the (black) torsional oscillations are initially negligible with
respect to the (grey) vertical oscillations but, suddenly, they become visible, and
then larger and larger, and their maximum amplitude would suffice for an actual
bridge to collapse. The delay in time may again be seen as a structural version of
the Wagner effect [275].

Fig. 4.8 Unstable torsional oscillations (black) and vertical oscillations (grey) of the cross sections
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Fig. 4.9 Sudden appearance of torsional oscillations

Numerical experiments show that the sudden appearance of wide torsional
oscillations as in Fig. 4.8 can be seen only if the energy is sufficiently large, that
is, above the flutter energy. Above this threshold a very small perturbation of the
k-th mode in any �i -variable can lead to a significant torsional motion, while below
the threshold small initial torsional oscillations remain small for all time. In the
latter case, the amplitudes of both the torsional and the vertical modes are constant,
therefore the pictures are trivial and we do not display them.

We have also produced a dynamic representation of the solutions .; Y /
of (4.20)–(4.23). The movies available at [20] display the dynamics of the discre-
tised bridge, and in particular the similarity with the original movie of the Tacoma
Narrows Bridge collapse [253] and with the lowest picture in Fig. 1.18.

We now extend the results obtained in Sect. 4.2 to the full bridge model (4.20)
where n > 1. For any mode k 2 f1; : : : ; ng and any energy E0 > 0 let Y 1.k;E0/
and Y 0.k;E0/ be as in (4.22). Let T .k;E0/ > 0 be the period of the k-th nonlinear
normal mode of (4.20) at energyE0 and let �k

E0
W R2n ! R

2n be the evolution map
defined by

�k
E0
.1;0/ D 
 P.T .k;E0//;.T .k;E0//

�
; (4.24)

where ..t/; Y.t// is the solution of (4.20) with initial conditions


 P; PY ;; Y � .0/ D .1; Y 1.k;E0/;
0; Y 0.k;E0// :

We remark that the origin is a fixed point of �k
E0

and that �k
E0

is not a Poincaré map;
in particular, the iteration time T does not depend on .1;0/. One could compute
a Poincaré map even in the full model case, but its construction is theoretically and
computationally more complicated, and, due to the higher dimensionality of the
problem, it would not provide any additional insights. The maps �k

E0
enable us to

generalise Definition 4.1 as follows:

Definition 4.6 (Torsional Stability) We say that the k-th nonlinear normal mode
of (4.20) at energy E0 > 0 is torsionally stable if the origin .0; 0/ 2 R

2n is stable
for the evolution map �k

E0
. Otherwise, we say that it is torsionally unstable.
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In order to evaluate the stability of the k-th nonlinear normal mode, we study
the Jacobian J�k

E0
.0; 0/ of �k

E0
at .1;0/ D .0; 0/. To compute the derivatives of

this map, we linearise (4.20) at .; Y / D .0; Y k/, where Y k.t/ is the k-th nonlinear
normal mode of (4.20) at energyE0. We are led to solve the system

R�i C 3

nX

jD1
U�i �j .0; Y k.t//�j D 0 .i D 1; : : : ; n/ ; (4.25)

where �.t/ D .�1.t/; : : : ; �n.t// is the variation of  � 0. The l-th column of
J�k

E0
.0; 0/ is the solution . P�.T /;�.T // at time T .k;E0/ of (4.25) with initial

conditions . P�;�/.0/ D �l (l D 1; : : : ; 2n), where �l is the l-th element of the
canonical basis of R2n. The system (4.25) is the counterpart of (3.29).

In principle, when n > 1 one cannot infer the full stability of the nonlinear
normal mode Y k from its linear stability, that is, when all the eigenvalues of
J�k

E0
.0; 0/ have modulus 1. On the other hand, we have numerical evidence that

the model is torsionally stable if and only if all the eigenvalues of J�k
E0
.0; 0/ lie on

the unit circle. This leads to the following:

Criterion 4.7 Let �i D �i .k;E0/ (i D 1; : : : ; 2n) be the eigenvalues of
J�k

E0
.0; 0/. Then:

(S) If maxi j�i j D 1, then the k-th nonlinear normal mode of (4.20) at energy E0
is torsionally stable.

(U) If maxi j�i j > 1, then the k-th nonlinear normal mode of (4.20) at energyE0
is torsionally unstable.

All our experiments have shown that a nonlinear normal mode is stable, that is
small initial torsional data yield small torsional oscillations for all time, whenever it
is linearly stable. Then, Criterion 4.7 enables us to provide a rigorous definition of
the flutter energy of each mode.

Definition 4.8 (Flutter Energy) We call flutter energy Ek of the k-th nonlinear
normal mode of (4.20) the positive number

Ek WD inf

�

E0 > 0I max
i

j�i .k;E0/j > 1


:

Figure 4.11 in next section shows that Ek depends on k and the effective flutter
energyE of the bridge satisfies

E � min
1�k�n Ek :

In order to show further that this model well explains the behavior of suspension
bridges and is able to reproduce the collapse of the TNB, we revisit the results trying
to match the description by Farquharson [104] recalled in Sect. 1.4:

The motion, which a moment before had involved a number of waves (nine or ten) had
shifted almost instantly to two.
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Let us first introduce a new definition.

Definition 4.9 (Fundamental Vibrations) For all j D 1; : : : ; 16 we call j -th
vertical (respectively, torsional) fundamental vibration of a solution ..t/; Y.t//
of (4.20) the function t 7! .dstY.t//j (respectively, the function t 7!
.dst.t//j ), that is, the j -th component of the discrete sine transform.

In Fig. 4.10 we plot a simple moving average of the first four (vertical and
torsional) fundamental vibrations of a solution of (4.20) in the case .k;E0/ D
.2; 500/. The graphs show that initially most of the dynamics is concentrated on
the second vertical fundamental vibration, but at time t � 50 part of the energy
is transferred to the first torsional fundamental vibration; then the second vertical
and the first torsional fundamental vibrations begin a somehow periodic exchange
of energy. All the other fundamental vibrations, vertical and torsional, appear to be
almost unaffected. The above testimony by Farquharson tells us that, at the TNB,
the appearance of torsional oscillations had changed the vertical oscillations from
the ninth to the second fundamental vibration.
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Fig. 4.10 The first four torsional (black) and vertical (grey) fundamental vibrations of a solution
of (4.20)
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4.5 Computation of the Flutter Energy

We take again (4.10) while we fix n D 16 and Ky D K� D 320. In the graphs
in Fig. 4.11 we display the largest modulus of the eigenvalues of J�k

E0
.0; 0/ as a

function of the energy E0, with k D 1; 2; 3.
The graphs in Fig. 4.12 display the largest modulus of the eigenvalues of

J�k
E0
.0; 0/ as a function of the energyE0, with k D 4; 5; 6.

These graphs confirm that for all k there exists Ek such that the periodic k-th
mode is stable whenever E < Ek and it is unstable if E is slightly larger than
Ek . In fact, for higher energies, the system may become stable again, but this has
a purely theoretical relevance: the bridge is safe as long as its internal energy is
smaller than the least Ek . This phenomenon was already observed by Rocard [234,
p. 100] who writes

: : :these special vibrations are excited, at least in a single or any given mode, by winds of
only a rather narrow range of speeds and that stronger winds suppress them as much as
lighter winds.

A qualitative but sound theoretical explanation of this phenomenon is given in
Sect. 3.6. While analysing the impact of the speed of the wind on a bridge, Rocard
states that within the interval of speeds from V1 to V2 the bridge is “susceptible
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Fig. 4.11 Largest modulus of the eigenvalues of J�k
E0
.0; 0/ versus the energy E0, k D 1; 2; 3
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Fig. 4.13 Amplitude of mode versus wind speed (From [234, Fig. 64, p. 141], reproduced with
the permission from Francis Rocard)

to the wind”. He then claims that the amplitudes of oscillations of the bridge are
close to 0 just outside this interval and that the bridge starts oscillating again if
the speed is larger than 2V1 until a critical speed V 0 where the bridge collapses,
see Fig. 4.13. This figure appears quite similar to Figs. 4.11 and 4.12 although they
represent different phenomena. We have already underlined that our main concern
is the internal energy and not the speed of the wind.
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Table 4.1 Approximate value of the flutter energy Ek

k 1 2 3 4 5 6 7 8

Ek 450 195 5,100 4,160 28,000 17,500 64,000 36,000

By maintaining fixed all the parameters, Table 4.1 shows the approximate value
of Ek for all k D 1; : : : ; 8.

In order to test these results, one may follow a less rigorous but simpler
procedure, inspired to the experiments for the single cross section, see (4.8)–(4.11).
Consider (4.20) with initial data

104�i .0/ D yi .0/ D y sin
ik�

17
; P�i .0/ D Pyi .0/ D 0 ; .i D 1; : : : ; 16/

(4.26)

where k denotes the vertical fundamental vibration we wish to perturb and y > 0

serves as a measure of the energyE0. Numerical results show that if jyj is small then
torsional oscillations remain small, whereas if jyj is sufficiently large then there is
a sudden appearance of wide torsional oscillations �i . The energy value where this
transition occurs strongly depends on the mode k and coincides with the values in
Table 4.1. This procedure, which is much simpler than the one described above,
does not allow to give a precise definition of the flutter energy.

Table 4.1 seems to show that the map k 7! Ek is increasing in the classes of
odd and even modes which, respectively, correspond to the so-called asymmetric
and symmetric modes. This monotonicity follows the rule that the bending energy
is increasing with respect to the modes, see Sect. 2.7. Moreover, for the TNB it
is shown on [9, p. 119] that the “prevailing mode” of motion increases with wind
velocity (that is, the energy within the structure). We also see that two modes may
have very different flutter energies. If a bridge is vertically oscillating on a mode
having large flutter energy (such as k D 8) it remains stable also at high energies.
On the contrary, little energy is enough to create a resonance within a vertical mode
with a small flutter energy (k D 2) and to give rise to torsional oscillations, that is,
to an energy transfer within modes.

4.6 Damped and Forced Systems

Let ı > 0 and consider (4.20) with a damping term:

( R�i C ı P�i C 3U�i .; Y / D 0

Ryi C ı Pyi C Uyi .; Y / D 0
.i D 1; : : : ; n/: (4.27)
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Fig. 4.14 The solution yi (black) and �i (grey) (i D 1; : : : ; 8/ of (4.27) and (4.28) for .k; E.0//D
.1; 1000/ with ıD0:01 (first line) and .k; E.0//D .1; 1500/ with ıD0:02 (second line), t 2 Œ0; 200�

Fix k 2 f1; : : : ; ng and let .Y1.k;E0/; Y0.k;E0// be as in (4.22). We take


 P; PY ;; Y� .0/D.1; Y 1.k;E0/;
0; Y 0.k;E0// with 0< j.1;0/j<10�6:

(4.28)

We fix again n D 16. Figure 4.14 plots the solutions of (4.27) and (4.28) for k D 1,
ı D 0:01 and ı D 0:02, and initial energy E.0/ > 500, no wide torsion is visible
for E.0/ D 500. These plots should be compared with Fig. 4.8.

The numerical results for the damped system (4.27) suggest that for any ı > 0

there exists a flutter energyEk;ı which, if exceeded by the initial energyE.0/ D E0
yields torsional instability of the k-th nonlinear normal mode Y k.t/ of (4.20) at
energy E0, while if 0 < E.0/ < Ek;ı then the mode Y k is torsionally stable. Large
ı dissipate the energy very rapidly, preventing instability. It appears that the maps
ı 7! Ek;ı are strictly increasing: by increasing ı from 0 to 0:1, the flutter energies
Ek;ı increase from 450 to 500 (k D 1), from 195 to 205 (k D 2), from 5,100
to 5,200 (k D 3). To compute Ek;ı we use again the evolution map �k

E0
defined

in (4.24) with iteration time equal to the period T D T .k;E0/ of the periodic k-th
vertical mode of oscillation at energyE0 > 0. We then compute the 2n eigenvalues
�k1.E0/; : : : ; �

k
2n.E0/ of its Jacobian J�k

E0
.0; 0/ at .1;0/ D .0; 0/. In turn, the

derivatives of �k
E0

at .0; 0/ are computed by linearising (4.27) at .; Y / D .0; Y k/.
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Denoting by � D .�1; : : : ; �n/ the variation of  � 0, this yields the system

R�i C ı P�i C 3

nX

jD1
U�i �j .0; Y k.t//�j D 0 .i D 1; : : : ; n/: (4.29)

The l-th column of J�k
E0
.0; 0/ is the solution . P�;�/.T / at time T .k;E0/ of (4.29)

with initial conditions . P�;�/.0/ D �l (l D 1; : : : ; 2n); here �l is the l-th element
of the canonical basis of R

2n. It turns out that the solution of (4.27) with initial
data (4.28) has small . P;/.t/ for all t > 0 if and only if maxl .j�kl .E0/j/ � 1.
Therefore,

Ek;ı D inf

�

E0 > 0I max
l
.j�kl .E0/j/ > 1



:

In Fig. 4.15 we plot the value of maxl .j�kl .E0/j/ in dependence of the initial energy
E.0/ for the first three vertical nonlinear normal modes.

Figure 4.15 should be compared with Fig. 4.11. The above results enable us to
conclude that the suggested method to compute the flutter energy may be extended
to damped models.
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Let us now spend a few words on forced systems which appear much more
delicate since the choice of the forcing term strongly influences the response
of (4.20). In particular, it is shown in [144–146] that even simple mechanical
systems may respond with frequencies different from the source: this creates new
phenomena which are independent of the structure. In literature we essentially found
periodic forcing but we prefer not to follow this trend for at least two reasons. First,
the wind is random in nature and, for sure, it is not periodic; second, a periodic
forcing may “pollute” the model by creating some artificial phenomena such as an
external resonance, as discussed in Sect. 1.2. Moreover, in Sect. 1.4 we recalled a
letter by Durkee [241, p. 63] stating that

There appears to be no difference in the motion whether the wind is steady or gusty.

Let us also mention that it is not clear where the forcing term should be added
in (4.20). The action of the wind is more likely to be horizontal and orthogonal
to the centerline of the roadway. In Sect. 1.7.6 we have outlined the mechanism
which creates vortices and, in turn, the lift with subsequent vertical oscillations of
the bridge. Of course, the angle of attack may also be variable in time and generate
further phenomena. McKenna [191] added a periodic forcing term in both the
equations. Subsequently, McKenna-Tuama [195] claimed that it was not reasonable
to introduce torsional forcing and considered a system with purely vertical periodic
forcing: they showed that a purely vertical forcing could create a torsional response.

Following the suggestions of the above discussion, we introduce a purely vertical
constant forcingW 2 R:

( R�i C 3U�i .; Y / D W

Ryi C Uyi .; Y / D 0
.i D 1; : : : ; n/ : (4.30)

Even in the simplest case n D 1, a Poincaré map would be of no help, there is
no energy conservation. But also an evolution map of the kind of (4.24) turned out
to be useless, the computation of the eigenvalues did not appear reliable. So, we
merely performed numerical experiments and we summarise the obtained results as
follows.

• Starting with initial data (4.26) close to the k-th nonlinear normal mode with
initial energy E.0/ < Ek we could detect sudden appearance of torsional
oscillations in (4.30) after some time. The plots looked like the ones in Fig. 4.8.

• There was no evident rule on the monotonicity with respect to W . Some small
W gave rise to torsional oscillations while some larger W did not. Nor there
was a clear pattern with respect to the sign of W . We suspect that this could
be a phenomenon of resonance between the strength of forcing term W and the
internal energyE .

• After adding aerodynamic forces depending linearly on PY (first equation) and
P (second equation) we could display similar phenomena to those described in

Sect. 3.7.
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Let us conclude by stating that, although deeper investigations appear necessary,
also for nonlinear vertically forced systems such as (4.30) sudden torsional oscilla-
tions may appear. And the explanation seems to be the one suggested at the end of
Sect. 4.2.

4.7 How to Construct the Poincaré Maps

A classical tool introduced in [223] by the French mathematician Henri Poincaré
(1854–1912) is the so-called Poincaré map. We also refer to [135, Sect. 11.5] and
[160, Sect. 1.4] for some applications.

In this section we describe in full detail the Poincaré map used to obtain the
results in Sect. 4.2. The autonomous system (4.8) is conservative, its phase space is
R
4 and the variables are . P�; �; Py; y/. Its energy E in (4.9) is a constant of motion

and, for any E0 > 0, the three-dimensional manifold E. P�; Py; �; y/ D E0 is flow-
invariant. We intersect this manifold with the three-dimensional hyperplane y D 0

but we consider only their points of intersection which have Py > 0.
Roughly speaking, the three-dimensional hypersurface E. P�; Py; �; y/ D E0

may be seen as the boundary of a domain in R
4. Its intersection C with the

hyperplane y D 0 is quite similar to an ellipsoid, see the left picture in Fig. 4.16.
In order to define the Poincaré map PE0 in (4.16), one fixes E0 > 0 and takes
initial data as in (4.15). This corresponds to fixing a point M 2 CC WD C \
f Py > 0g whose coordinates in the three-dimensional space . P�; Py; �/ are given by
M.�1; y1.E0; �

1; �0/; �0/. The trajectory starts inM and always lives in the interior
of C ; after some time T D T .�1; �0/ > 0 it reaches again CC at some point M 0,
see the left picture in Fig. 4.16. Let R denote the orthogonal projection of R3 onto
the plane B having equation Py D 0 so that R.M/ D .�1; �0/. Then the Poincaré
map PE0 W B ! B is defined by PE0.R.M// D R.M 0/, that is, by (4.16).

y y
M M´

q q

qq

E(q,y,q,0)=E0

Fig. 4.16 Isoenergetic surface in the . P�; Py; �/-space and a cycle defining the Poincaré map
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Fig. 4.17 Fixed and periodic points for the Poincaré map
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y>0

Fig. 4.18 The Poincaré map

Some situations are particularly meaningful. For all y1 > 0, the initial data (4.14)
gives rise to a periodic solution of system (4.8) which is represented in the left
picture in Fig. 4.17 by the red segment. The trajectory starts inM whose coordinates
in the three-dimensional space . P�; Py; �/ are given by M.0; y1; 0/; the trajectory
reaches periodically CC at the point M . So, M 0 D M and .0; 0/ is a fixed point
of the Poincaré map. In the middle picture in Fig. 4.17, the point R.M/ is also a
fixed point for PE0 . In the right picture in Fig. 4.17, R.M/ transforms into R.M 0/
which then transforms into R.M 00/: the point R.M/ is a 2-periodic point for PE0 ,
that is, a fixed point for the iterated map P2

E0
. As we have seen in Sect. 4.2, these two

latter cases may occur only when the total energyE is larger than the flutter energy
E: a bifurcation occurs and the two oscillators reach a resonance. In the first case
(middle picture) we have a pitchfork bifurcation, in the second case (right picture)
we have a period doubling bifurcation.

Another way of describing the Poincaré map is displayed in Fig. 4.18. The space
represented is the three-dimensional manifold E. P�; Py; �; y/ D E0. The grey part
is its intersection with the plane y D 0. The point A on this plane has coordinates
A. P�; Py; �; 0/ with Py > 0. When the dynamics starts, the trajectory goes in the part
of the manifold where y > 0, then it reaches a point where Py D 0 and comes back
towards the plane y D 0; we are not interested in its first intersection (and crossing)
of the plane because Py < 0, we have to wait until it comes back again from the part
of the manifold where y < 0. At the second crossing, we have Py > 0 and we obtain
the point PE0.A/. From this point, the same procedure is iterated. This is how we
obtained the plots in Fig. 4.5.
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4.8 Bibliographical Notes

The model described by Fig. 4.1 seems to have been first suggested by Bleich-
McCullough-Rosecrans-Vincent [50, Figs. 39 and 75], see also [245, Fig. 10] and
[234, p. 121].

The linear equation (4.5) is taken from [239], while some years later Scanlan
[237] considers the same equation in a 3 degrees of freedom setting: vertical,
torsional, and lateral swaying motions. The system (4.2) was introduced by Lazer-
McKenna [168, Sect. 3.5] as a tentative model able to display torsional oscillations.
They were mainly interested in periodic solutions with periodic sources. For a
system without damping terms (ı� D ıy D 0) the problem becomes variational and
the method of [70] enables to find multiple solutions. The system (4.2) was studied
numerically in [151, 191, 194, 195] as reported in detail in Sect. 4.1. Numerical
results displaying different kinds of bifurcations for (4.2) were obtained in [96].

Bartoli-Spinelli [30, (21)] consider a nonlinear stochastic version of (4.2) which
includes damping and aerodynamic forces: they assume that the nonlinear behavior
of the two hangers is only due to the sustaining cables. A related model was
subsequently reconsidered by Plaut-Davis [220] who studied the case of asymmetric
restoring hangers (as if one hanger failed) and nonlinear restoring forces f : as
soon as an asymmetric behavior is assumed, torsional oscillations appear. We
do not investigate this any further because we learned from Sect. 1.7.1 that a
structural failure was not the cause of torsional oscillations at the TNB. A four-
degrees-of-freedom model, describing the action of cables as well, is discussed in
[220, Sect. 4] and, more recently, in [170]. Finally, let us mention that a variant
of (4.2), with a fourth order equation describing also the torsional component was
numerically studied in [151]; this system is related to the ones previously suggested
in [1, 50, 234].

Section 4.2 gives an answer to [121, Problem 3] where we suggested to consider
the isolated system with “doubly superlinear” forces such as (4.10); this was
motivated by the self-excited behavior of solutions of some fourth order ODE’s,
see Sect. 2.6. The model described by Fig. 4.2 was suggested by Arioli-Gazzola
[21, 22] from where we took all the remaining material of this chapter. The model
described in Fig. 4.7 is also taken from [22] and is inspired to the celebrated model
by Fermi-Pasta-Ulam [108], see also [18, 19, 23, 120].

Section 4.3 is new and unpublished. It is known that a combination between
the Hill equation and the Poincaré sections is possible also in models of celestial
mechanics, see e.g. [243]. Moreover, in recent engineering literature [65] one can
find attempts to combine the tools from the Floquet theory, the Mathieu or Hill
equation, the Poincaré maps, in order to study complex mechanical systems: these
are the precisely the tools that we used in the present chapter and in the previous
one. Theorem 4.4 is new and its proof may be obtained as for [36, Theorem 3]. We
are grateful to Haïm Brezis for raising our attention on the work by Poincaré [222].



Chapter 5
Plate Models

The most natural way to describe the bridge roadway is to view it as a rectangular
elastic plate. Rocard [234, p. 150] writes:

The plate as a model is perfectly correct and corresponds mechanically to a vibrating
suspension bridge.

In this chapter we make some attempts to model suspension bridges with
nonlinear plate equations. We discuss both material nonlinearities, such as the
behavior of the restoring force due to the hangers and the sustaining cables,
and geometric nonlinearities due to possible wide oscillations which bring the
plate (roadway) far away from its equilibrium position. The results in the present
chapter should be seen as a prelude of more detailed studies aiming to increase the
knowledge of the qualitative behavior of suspension bridges through plate models.
Still, these results are sufficient to highlight a torsional instability and the existence
of a flutter energy similar to those described in the previous chapters for different
models.

The bending energy of a plate involves curvatures of the surface and this leads
to fourth order PDE’s. The choice of the boundary conditions is then quite delicate
since it depends on the physical model considered. We review here several plate
models and we adapt them to the roadway of a suspension bridge. As far as
small deformations are involved, a linear model is accurate enough to describe
the roadway: we recall the classical Kirchhoff-Love theory [154, 176]. Then we
consider a celebrated quasilinear system due to von Kármán [271] and we study it
with the boundary conditions modeling the behavior of the edges of the roadway.
The oscillations of these plates are described by the spectrum of the linear operator
and by the corresponding set of eigenfunctions: we classify them in two main
categories, vertical and torsional. We perform a detailed analysis of the spectrum
by using the parameters of the collapsed TNB and we provide an explanation why
its oscillation switched from the tenth vertical mode to the second torsional mode.
Through a finite-dimensional projection of the phase space, for an approximated
semilinear equation we show that a characterization of the flutter energy is available.

© Springer International Publishing Switzerland 2015
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Finally, we study the role of the stretching energy and we introduce it into the
equation under three different forms: as a linearised approximation, as an increment
of surface, as a nonlocal term.

5.1 Linear or Nonlinear Models?

Nonlinearity is intrinsic in nature. Linear theories are only valid in circumstances
which involve some assumption of “smallness” such as small strains or small
displacements. Usually, linear theories are adopted because the solutions of linear
equations are easier to compute and the computational cost is smaller. But nonlinear
analysis becomes necessary if one exits the smallness regime and if one aims at a
better understanding of the underlying physical phenomena.

A body is called elastic if it may be deformed by the application of suitable
forces but returns to its original state after the forces are withdrawn. The simplest
formulation of elasticity is based on the assumptions of a linear stress-strain law
and of small displacements. Dropping these assumptions uncovers the two main
sources of nonlinearity: the geometric and the material nonlinearities. Geometric
nonlinearities in mechanical problems involve nonlinearities in kinematic quantities,
such as the strain-displacement relations in solids, and occur for large deformations
or large strains. In a plate, geometric nonlinearities appear for large displacements
from equilibrium or large loads: in a bridge modeled by a plate, this corresponds to
wide oscillations and to actions of hurricanes or earthquakes. Material nonlinearities
occur when the stress-strain or force-displacement law is not linear, or when
material properties change with the applied loads. For plates, the stress-strain
nonlinearity essentially depends on the thickness: for thin plates a linear theory is
enough to detect the main phenomena involved. For a bridge modeled by a plate,
the thickness depends on the presence of a stiffening truss: roughly speaking, a thick
stiffening truss forces a bridge to behave nonlinearly. In suspension bridges there is a
further source of material nonlinearity, namely the interaction between the different
components of the bridge, in particular the interaction between the roadway (plate)
and the cables-hangers system. The nonlinear behavior of cables, see Chap. 2, is
perhaps the main source of material nonlinearity in suspension bridges.

The first satisfactory linear theory of bending of plates was suggested by the
German physicist and mathematician Gustav Robert Kirchhoff (1824–1887). In his
seminal paper [154], published in 1850, he established the correct mathematical
expressions for the potential energy and he showed that there are only two boundary
conditions and not three, as was supposed by Poisson. The advent of this theory of
plates has been a great step forward in the theory of elasticity. This theory was later
complemented by the English mathematician and geophysicist Augustus Edward
Hough Love (1863–1940) in his monograph [176] originally published in 1927 and
is nowadays known as the Kirchhoff-Love linear theory for plates: in Sect. 5.2 we
briefly recall it. Destuynder-Salaun [92, Sect. I.2] describe this modeling by
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Kirchhoff and Love have suggested to assimilate the plate to a collection of small pieces,
each one being articulated with respect to the other and having a rigid-body behavior. It
looks like these articulated wooden snakes that children have as toys. Hence the transverse
shear strain remains zero, while the planar deformation is due to the articulation between
small blocks. But this simplified description of a plate movement can be acceptable only if
the components of the stress field can be considered to be negligible.

The above comment confirms that a linear theory should not be followed if the
components of the stress field are not negligible. Destuynder-Salaun [92, Sect. I.2]
also revisit an alternative model due to Naghdi [208] by using a mixed variational
formulation. They refer to [204, 231, 232] for further details and modifications, and
conclude by saying that none between the Kirchhoff-Love model or one of these
alternative models is better than the others. Moreover, the definition of the transverse
shear energy is not universally accepted; from [92, p. 149], we quote:

this discussion has been at the origin of a very large number of papers from both mathe-
maticians and engineers. But to our best knowledge, a convincing justification concerning
which one of the two expressions is the more suitable for numerical purpose, has never been
formulated in a convincing manner. This question is nevertheless a fundamental one.

Linear theories are reliable as long as the thickness of the plate is small and
the vertical displacements are small when compared to the thickness. In the case
of a suspension bridge, this is not the case: if large deformations occur, geometric
nonlinearities arise and one should stick to nonlinear theories.

In 1910, the Hungarian physicist and engineer Theodore von Kármán (1881–
1963) suggested a two-dimensional system in order to describe large deformations
of a thin plate, see [271]. This theory was considered a breakthrough in several
scientific communities, including in the National Advisory Committee for Aeronau-
tics, an American federal agency during the twentieth century: the purpose of this
agency was to undertake, to promote, and to institutionalise aeronautical research
and the von Kármán equations were studied for a comparison between theoretical
and experimental results, see [172, 173]. In his report, Levy [172] writes:

In the design of thin plates that bend under lateral and edge loading, formulas based on
the Kirchhoff theory which neglects stretching and shearing in the middle surface are
quite satisfactory provided that the deflections are small compared with the thickness. If
deflections are of the same order as the thickness, the Kirchhoff theory may yield results
that are considerably in error and a more rigorous theory that takes account of deformations
in the middle surface should therefore be applied. The fundamental equations for the more
exact theory have been derived by von Kármán.

Several years later, in his autobiography [272], von Kármán states:

If you define a great scientist as a man with great ideas, then you will have to rate Einstein
first. He had four great ideas. : : : All the other major scientists of our age are associated
with just one, or at most two, great ideas. In my case I have had three great ideas. Maybe
more. Yes, perhaps three and a half great ideas.

This attitude may be the reason why several doubts have been raised on the
physical soundness of the von Kármán theory of plates. For instance, Truesdell [263,
pp. 601–602] writes
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An analysis may regard that theory as handed out by some higher power (a Hungarian
wizard, say) and study it as a matter of pure analysis. To do so for von Kármán theory is
particularly tempting because nobody can make sense out of the “derivations”: : :

Then Truesdell continues by writing

Being unable to explain just why the von Kármán theory has always made me feel a little
nauseated as well as very slow and stupid, I asked an expert, Mr. Antman, what was wrong
with it. I can do no better than paraphrase what he told me: it relies upon

1) “approximate geometry”, the validity of which is assessable only in terms of some other
theory.

2) assumptions about the way the stress varies over a cross-section, assumptions that could
be justified only in terms of some other theory.

3) commitment to some specific linear constitutive relation - linear, that is, in some special
measure of strain, while such approximate linearity should be outcome, not the basis, of
a theory.

4) neglect of some components of strain - again, something that should be proved
mathematically from an overriding, self-consistent theory.

5) an apparent confusion of the referential and spatial descriptions - a confusion that is
easily justified for the classical linearised elasticity but here is carried over unquestioned,
in contrast with all recent studies of the elasticity of finite deformations.

Finally, Truesdell concludes with a quite eloquent comment:

These objections do not prove that anything is wrong with von Kármán strange theory. They
merely suggest that it would be difficult to prove that there is anything right about it.

Let us invite the interested reader to have a careful look at the paper by Truesdell
[263]; it contains several criticisms exposed in a highly ironic and exhilarating
fashion and, hence, very effective.

In spite of these criticisms, many authors have studied the von Kármán system,
see Sect. 5.8 for some references. In particular, Ciarlet [79] provides an important
justification of the von Kármán equations. He makes an asymptotic expansion with
respect to the thickness of a three-dimensional class of elastic plates under suitable
loads. He then shows that the leading term of the expansion solves a system of
equations equivalent to those of von Kármán: by referring to the above reported
objections by Antman, he states [79, p. 350] that he is able to

: : :provide an effective strategy for embedding the von Kármán equations in a rational
approximation scheme that overcomes objections 1, 2, 4 and 5.

Subsequently, Davet [88] pursued further and proved that the von Kármán
equations may be justified by asymptotic expansion methods starting from very
general three-dimensional constitutive laws. In Sect. 5.2.3 we recall the main points
of the von Kármán theory while in Sect. 5.6 we adapt it to a suspension bridge
model.

An attempt to classify nonlinear theories for plates is made by Mansfield
[186, Chaps. 8–9]. He first considers approximate methods, then three classes
of asymptotic plate theories: membrane theory, tension field theory, inextensional
theory. Basically, which of the three theories should be followed depends on the
ratio between the thickness of the plate and the typical planar dimension: for the
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first two theories the ratio should be less than 10�3, whereas for the third theory it
should be less than 10�2. Since the plate modeling the roadway of a bridge has a
length of the order of 1 km, the width of the order of 10 m, even for the less stringent
inextensional theory the thickness of the roadway should be less than 10 cm which,
of course, appears unreasonable. As a conclusion, Mansfield [186, p. 183] makes
the following meaningful comment:

The exact large-deflection analysis of plates generally presents considerable difficulties.

Some alternative attempts to tackle nonlinear elasticity in particular situations
were done by Antman [13, 14] (see also [15, 16]) who, however, appears quite
skeptic on the possibility to have a general theory [13, p. 308]:

general three-dimensional nonlinear theories have so far proved to be mathematically
intractable.

Finally, let us also quote a couple of sentences written by Gurtin [137] about a
general theory of nonlinear elasticity:

Our discussion demonstrates why this theory is far more difficult than most nonlinear
theories of mathematical physics. It is hoped that these notes will convince analysts that
nonlinear elasticity is a fertile field in which to work.

What we have just seen suggests that classical and recent modeling of plates
should be carefully revisited. For the beam model it took several decades before one
could successfully face nonlinear problems and, for some particular models such as
the Hill equation (1), it even took more than one century before tackling nonlinear
versions. It seems that, for the plate model, we are still in the age where mathematics
is guilty (see Sect. 2.7.2) being unable to be used by applied scientists. Since fully
nonlinear plate equations appear intractable, and since linear equations fail to satisfy
the requirements of the (GPCM), see Sect. 1.8, a first step could be to introduce
models having some nonlinearity only in the lower order terms. This appears to
be a good compromise between unreliable linear models and too complicated fully
nonlinear models. This compromise is quite common in elasticity, see e.g. the book
by Ciarlet [81, p. 322] who describes the method of asymptotic expansions for the
thickness " of a plate as a “partial linearisation”

in that a system of quasilinear partial differential equations, i.e., with nonlinearities in the
higher order terms, is replaced as " ! 0 by a system of semilinear partial differential
equations, i.e., with nonlinearities only in the lower order terms.

In Sect. 5.4 we follow this suggestion and analyse a semilinear equation where
the nonlinearities merely appear in the zero order term. In Sect. 5.6 we study a
modified von Kármán quasilinear static system which aims to better model large
vertical displacements of the plate. Then in Sects. 5.7.3 and 5.7.4 we consider two
quasilinear equations involving second order nonlinear differential operators while
the highest order operator (fourth order) remains linear.
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5.2 The Elastic Bending Energy of a Plate

5.2.1 The Plate as a Model for Suspension Bridges

A rectangular plate ˝ D .0; L/ � .�`; `/ � R
2 resists to transverse loads

exclusively by means of bending. The flexural properties of a plate strongly depend
on its thickness, which we denote by d , compared with its width 2` and its lengthL.
We assume here that 2` < L so that d has to be compared with 2`. From Ventsel-
Krauthammer [264, Sect. 1.1] we learn that plates may be classified according to
the ratio 2`=d :

• If 2` � 8d we have a thick plate and the analysis of these plates includes all the
components of stresses, strains and displacements as for solid three-dimensional
bodies.

• If 8d � 2` � 80d we have a thin plate which may behave in both linear and
nonlinear regime according to how large is the ratio between its deflection and
its thickness d .

• If 2` � 80d the plate behaves like a membrane and lacks of flexural rigidity.

Let us now turn to a suspension bridge. We view the roadway of the bridge
as a long narrow rectangular plate, hinged on its short edges where the bridge is
supported by the ground, and free on its long edges. If L denotes its length and 2`
denotes its width, a realistic assumption is that 2` Š L

100
. For instance, the main

span of the collapsed Tacoma Narrows Bridge had the measures

L D 2800 ft � 853:44m ; 2` D 39 ft � 11:89m ; d D 4 ft41
2

00 � 1:33m ;
(5.1)

see p. 11 and Drawings 2 and 3 in [9]. Therefore, 2`=d � 8:94 and

the TNB may be considered as a thin plate.

It is clear that modern suspension bridges with their stiffening trusses are more
similar to thick plates.

Which theory (linear or nonlinear) models a thin plate depends on the magnitude
W of its maximal deflection. If we denote again by d its thickness, two cases may
occur, according to Ventsel-Krauthammer [264, Sect. 1.1]:

• If W=d � 0:2 the plate is classified as stiff: these plates carry loads two
dimensionally, mostly by internal bending, twisting moments and by transverse
shear forces.

• If W=d � 0:3 the plate is classified as flexible: in this case, the deflections will
be accompanied by stretching of the surface.

A fundamental feature of stiff plates is that the equation of static equilibrium
for a plate element may be set up for an original (undeformed) configuration of the
plate: in this case a linear theory describes with sufficient accuracy the behavior of
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the plate. Flexible plates behave somehow in between membranes and stiff plates:
when W=d � 0:3 the membrane action is dominant and the flexural stress can
be neglected compared with the membrane stress. In this case, a linear theory is
not enough to describe accurately the behavior of the plate and one has to stick to
nonlinear theories.

According to Scott [241, pp. 49–51] (see also [9, p. 60] and the video [253]), the
Board of Engineers stated that under pure vertical oscillations

: : :the lateral deflection of the center bridge was not measured but did not appear excessive,
perhaps four times the width of the yellow center line (about 2 ft.)

while, after the appearance of the torsional oscillation,

: : :the roadway was twisting almost 45ı from the horizontal, with one side lurching 8.5 m.
above the other.

This means that it was W D 2 ft during the vertical oscillations without torsion
andW D 14 ft when the torsional oscillation appeared at the TNB. In view of (5.1),
we then have W=d � 0:46 under pure vertical oscillations and W=d � 3:21 in
presence of torsional oscillations. The conclusion is that

the TNB oscillated in a nonlinear regime.

Which nonlinear model should be used is questionable. In what follows, we start
by setting a reliable linear theory and then, in Sect. 5.4, we add some nonlinearity in
order to reach a semilinear model. As already mentioned at the end of the previous
section, this is good compromise between intractable fully nonlinear models and
unreliable linear models. Then, in Sect. 5.6 we move a further step towards a fully
nonlinear model: we study the quasilinear system suggested by von Kármán [271].
In spite of the criticisms reported in Sect. 5.1, this model has been considered in
literature, see the references in Sect. 5.8.

We are now ready to start the modeling process for an elastic thin rectangular
plate. In the next two subsections we introduce both linear and nonlinear models
for plates and we discuss the main role of the bending energy. A further energy
which appears in plates is the stretching energy, especially if the plate is thin and
flexible. However, for narrow elongated plates with free edges this energy plays a
minor role and, for a first approximation, it may be neglected. We discuss further
this approximation and suggest some plate models including the stretching energy
in Sect. 5.7.

5.2.2 A Linear Model for Small Deformations

After scaling, we may take L D � and consider the plate

˝ D .0; �/ � .�`; `/ � R
2 : (5.2)
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The bending energy of the plate ˝ involves curvatures of the surface. Let �1
and �2 denote the principal curvatures of the graph of the (smooth) function u
representing the vertical displacement of the plate, then a simple model for the
bending energy of a deformed plate ˝ of thickness d > 0 is

EB.u/ D E d3

12.1� �2/

Z

˝

�
�21
2

C �22
2

C ��1�2

�

dxdy (5.3)

where � is the Poisson ratio defined by � D �
2.�C�/ and E is the Young modulus

defined by E D 2�.1C �/, with the so-called Lamé constants �;� that depend on
the material. For physical reasons it holds that � > 0 and usually � > 0 so that

0 < � <
1

2
: (5.4)

Moreover, it always holds true that � > �1 although some exotic materials have a
negative Poisson ratio, see [165]. For metals the value of � lies around 0:3, see [176,
p. 105], while for concrete 0:1 < � < 0:2; hence, we will assume (5.4). The Poisson
ratio is the negative ratio of transverse to axial strain: when a material is compressed
in one direction, it tends to expand in the other two directions. The Poisson ratio �
is a measure of this effect, it is the fraction of expansion divided by the fraction
of compression for small values of these changes. Throughout this chapter we will
intensively make use of the Monge-Ampère operator

Œ�;  � WD �xx yy C �yy xx � 2�xy xy 8�; 2 H2.˝/ : (5.5)

Note that, in particular, Œ�; �� D 2det.D2�/ whereD2� is the Hessian matrix of �.
For small deformations the terms in (5.3) are taken as approximations being

purely quadratic with respect to the second order derivatives of u. More precisely,
for small deformations u, one has

.�1 C �2/
2 � .�u/2 ; �1�2 � det.D2u/ D Œu; u�

2
; (5.6)

and therefore

�21
2

C �22
2

C ��1�2 � 1

2
.�u/2 C � � 1

2
Œu; u�:

If f denotes the external vertical load (including both dead and live loads) acting on
the plate ˝ and if u is the corresponding (small) vertical displacement of the plate,
then by (5.3) we have that the total energy ET of the plate becomes

ET .u/ D EB.u/�
Z

˝

fu dxdy (5.7)

D E d3

12.1� �2/

Z

˝

�
1

2
.�u/2 C � � 1

2
Œu; u�

�

dxdy �
Z

˝

fu dxdy:



5.2 The Elastic Bending Energy of a Plate 185

Note that for j� j < 1 the quadratic part of the functional (5.7) is positive. The unique
minimiser u of ET , satisfies the Euler-Lagrange equation

�2u D 12.1� �2/
E d3

f in ˝ : (5.8)

5.2.3 A Nonlinear Model for Large Deformations

If large deformations are involved, one does not have a linear strain-displacement
relation resulting in (5.6). A possible nonlinear model was suggested by von Kármán
[271] as we illustrate in this section. For a plate of uniform thickness d > 0, one
assumes that the plate has a middle surface midway between its parallel faces that,
in equilibrium, occupies the region ˝ in the plane z D 0; the two faces are in
the planes z D ˙d=2. Let w D w.x; y/, v D v.x; y/, u D u.x; y/ denote the
components (respectively in the x, y, z directions) of the displacement vector of the
particle of the middle surface which, when the plate is in equilibrium, occupies the
position .x; y/ 2 ˝: u is the component in the vertical z-direction which is related
to bending while w and v are the in-plane stretching components, see Fig. 5.1. The
“horizontal” displacements are small when compared with the (vertical) deflection:

jwj 
 juj ; jvj 
 juj : (5.9)

For large deformations of ˝ there is a coupling between u and .w; v/. In order
to describe it, we consider the two points A.x; y; 0/ and B.x C dx; y; 0/ of the
undeformed middle surface˝; after deformation, these points will be, respectively,
in positions

A0.xCw; yCv; u/ ; B 0.xCdx CwCwxdx; yCvCvxdx; u Cuxdx/ : (5.10)

The distance between A0 and B 0 is then

d.A0; B 0/ D
p
.dx C wxdx/2 C .vxdx/2 C .uxdx/2

Fig. 5.1 Large deformation of the plate ˝: .x; y; 0/ 7! .x C w; y C v; u/
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and the relative stretching of the line segmentAB of˝ in the x-direction is given by

"x D d.A0; B 0/ � d.A;B/
d.A;B/

D
p
.dx C wxdx/2 C .vxdx/2 C .uxdx/2 � dx

dx

D
q
1C 2wx C w2x C v2x C u2x � 1 :

The quantities ux , vx , wx are experimentally seen to be small compared to unity,
see e.g. [74, 174, 246]. Therefore, we know that w2x 
 jwx j and, by (5.9), we may
also drop his companion v2x; we finally obtain "x � wx C u2x=2. Depending on the
deformation of ˝ , each one of these terms may be the largest one and therefore we
maintain both of them. Then we consider the two points A.x; y; 0/ and C.x; y C
dy; 0/ of˝; after deformation, the latter point will be in position

C 0.x C w C wydy; y C dy C v C vydy; u C uydy/ : (5.11)

By computing the distance between A0 and C 0 and performing the same approx-
imations as for "x we find the stretching "y in the y direction. Summarising, we
obtain the following form for the stretching in the x and y directions (see e.g. [264,
(7.80)]):

"x � wx C u2x
2
; "y D� vy C u2y

2
: (5.12)

Let us now compute the shear strain that we denote by �xy. Consider again the
points A, B , C and their new positions A0, B 0, C 0 [see (5.10) and (5.11)] and let ˛
be the angle between the segmentsA0B 0 and A0C 0: then �xy D �

2
�˛. Since ˛ � �

2
,

we have

�xy � sin
��

2
� ˛

�
D cos˛ : (5.13)

From the triangle A0B 0C 0 we obtain

d.B 0; C 0/2 D d.A0; B 0/2 C d.A0; C 0/2 � 2d.A0; B 0/d.A0; C 0/ cos˛ ;

that is,

cos˛ D d.A0; B 0/2 C d.A0; C 0/2 � d.B 0; C 0/2

2d.A0; B 0/d.A0; C 0/
:
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By replacing the coordinates of the points in (5.10) and (5.11) and by simplifying
the ratio by 2dxdy we obtain

cos˛ D .1C wx/wy C .1C vy/vx C uxuy
p
.1C wx/2 C v2x C u2x

q
.1C vy/2 C w2y C u2y

:

Since all these derivatives are small, the denominator can be approximated with
1 while in the numerator we may drop both the terms wxwy and vyvx . The only
information for the three remainder terms is (5.9) which is not enough to decide
which is the leading term; indeed, depending on the deformation of ˝ , each one of
these terms may be the largest one and therefore we maintain all of them. We then
obtain cos˛ � wy Cvx C uxuy which, combined with (5.13) finally yields (see e.g.
[264, (7.81)]):

�xy � wy C vx C uxuy : (5.14)

It is also convenient to introduce the so-called stress resultants which are the
integrals of suitable components of the strain tensor (see e.g. [162, (1.22)]), namely,

Nx D Ed

1��2
�

wx C �vy C u2x
2

C �

2
u2y

�

; N y D Ed

1��2
 

vy C �wx C u2y
2

C �

2
u2x

!

;

N xy D Ed

2.1C�/ .wy C vx C uxuy/ ; (5.15)

so that

"x D Nx � �Ny

Ed
; "y D Ny � �Nx

Ed
; �xy D 2.1C �/

Ed
N xy :

We are now in a position to define the energy functional. The first term ET .u/ of
the energy is due to pure bending and to external loads and was already computed
in (5.7). For large deformations, one needs to consider also the interaction with the
stretching components v and w and the total energy reads (see [163, (1.7)])

J.u; v;w/ D ET .u/C E d

2.1� �2/

Z

˝

�

"2x C "2y C 2� "x"y C 1 � �

2
�2xy

�

dxdy

which has to be compared with (5.7). In view of (5.2.3)–(5.14) the additional term
I WD J � ET may also be written as

I.u; v;w/D E d

2.1��2/

Z

˝

8
<

:

�

wxC u2x
2

�2
C
"

vyC u2y
2

#2

C2�
�

wxC u2x
2

�"

vyC u2y
2

#9
=

;
dxdy

C E d

4.1C�/

Z

˝

.wyCvxCuxuy/
2dxdy :
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The Euler-Lagrange equation characterises the critical points of J : we need to
compute the variation ıJ of J and to find triples .u; v;w/ such that

D
ıJ.u; v;w/; .�;  ; �/

E
D lim

t!0

J.u C t�; v C t ;w C t�/ � J.u; v;w/

t
D 0

for all �; ; � 2 C1
c .˝/. After replacingNx , Ny , N xy, see (5.15), this yields

E d3

12.1 � �2/

Z

˝



�u�� C .� � 1/Œu; ��

�
dxdy

C
Z

˝



.Nxux CN xyuy/�x C .Nyuy CN xyux/�y

�
dxdy D

Z

˝
f � dxdy 8� 2 C1

c .˝/

Z

˝



Ny y C N xy x

�
dxdy D 0 8 2 C1

c .˝/

Z

˝



Nx�x CN xy�y

�
dxdy D 0 8� 2 C1

c .˝/:

Thanks to some integration by parts and by arbitrariness of the test functions, we
may rewrite the above identities in strong form

E d3

12.1��2/�
2u � .N xux CN xyuy/x � .N yuy CN xyux/y D f in ˝ ;

N
y
y CN

xy
x D 0 ; N x

x CN
xy
y D 0 in ˝ :

(5.16)

The last two equations in (5.16) show that there exists a function ˚ (called Airy
stress function), unique up to an affine function, such that

˚yy D Nx; ˚xx D Ny; ˚xy D �N xy : (5.17)

Then, after some tedious computations and by using the Monge-Ampère opera-
tor (5.5), (5.16) becomes

(
�2˚ D �E d

2
Œu; u� in ˝

�2u D 12.1��2/
E d3

.Œ˚; u�C f / in ˝ :
(5.18)

After reaching system (5.18), Ventsel-Krauthammer [264, Sect. 7.4.2] write

Unfortunately, where realistic problems are concerned, solving these coupled, nonlinear,
partial differential equations represents a stubborn mathematical task.

Although (5.18) appears theoretically difficult to tackle directly, one may use
iterative and numerical methods in order to get approximate solutions. In particular,
let us illustrate the method of successive approximations [264, Sect. 18.7.1]. In the
first approximation one solves the system

�2˚1 D 0 ; �2u1 D 12.1� �2/
E d3

f in ˝



5.3 The Linear Equation with No Stretching Term 189

complemented with the boundary conditions describing the model. This system has
as solution ˚1 D 0 and u1 being the solution of the linear problem (5.8). Then one
defines iteratively the sequence fun; ˚ng as follows

�2˚nC1 D �E d
2
Œun; un� ; �2unC1 D 12.1 � �2/

E d3
.Œ˚n; un�C f / in ˝ 8n � 1 :

In particular, u2 D u1 and ˚3 D ˚2. Several investigations show that this sequence
converges towards a solution of (5.18), the solution is found as a fixed point of the
map implicitly defined by the iterative procedure. The convergence is fairly slow if
the load f is small, in which case also the deformation u is small and hence close to
a linear regime. But if f is large, and consequently u is large and in a full nonlinear
regime, then the method has a satisfactory convergence rate.

In Sect. 5.6 we modify (5.18) in order to model wide oscillations in suspension
bridges. We add the boundary conditions and we introduce in (5.18) both a
prestressing constraint which may lead to buckling and the nonlinear restoring
action due to the hangers. Instead of using the method of successive approximations
we take advantage of tools from the calculus of variations, from critical point theory,
and from bifurcation theory.

5.3 The Linear Equation with No Stretching Term

5.3.1 Variational Setting: Existence and Uniqueness

For small deformations of the plate, the energy may be reduced to ET , see (5.7). By
replacing the load f with Ed3

12.1��2/f , and up to a constant multiplier, we have

ET .u/ D
Z

˝

�
.�u/2

2
C � � 1

2
Œu; u� � fu

�

dxdy (5.19)

and the unique minimiser u of ET , satisfies the Euler-Lagrange equation

�2u D f in ˝ : (5.20)

The boundary conditions to be associated to (5.20) should represent the physical
situation of a plate modeling a bridge. Due to the connection with the ground, the
plate ˝ D .0; �/ � .�`; `/ is assumed to be hinged on its short edges and hence

u.0; y/ D uxx.0; y/ D u.�; y/ D uxx.�; y/ D 0 y 2 .�`; `/ : (5.21)



190 5 Plate Models

The long edges y D ˙` are free and the boundary conditions there become (see
e.g. [264, (2.40)])

uyy.x;˙`/C�uxx.x;˙`/Duyyy.x;˙`/C.2 � �/uxxy.x;˙`/D0 x 2 .0; �/:
(5.22)

These conditions arise when writing the variational formulation of (5.20), see
Theorem 5.2. Summarising, the whole set of boundary conditions for a rectangular
plate ˝ D .0; �/ � .�`; `/ modeling a suspension bridge is (5.21)–(5.22) and the
boundary value problem reads

8
<

:

�2uDf in ˝
u.0; y/Duxx.0; y/Du.�; y/Duxx.�; y/D0 y2.�`; /̀
uyy.x;˙`/C�uxx.x;˙`/Duyyy.x;˙`/C.2 � �/uxxy.x;˙`/D0 x2.0; �/:

(5.23)

Problem (5.23) requires a suitable variational framework which will also be
useful for other equations containing additional terms. Let D2w denote the Hessian
matrix of a function w 2 H2.˝/. Thanks to the intermediate derivatives Theorem,
see [3, Theorem 4.15], the space H2.˝/ is a Hilbert space if endowed with the
scalar product

.u; v/H2 WD
Z

˝



D2u �D2v C uv

�
dxdy for all u; v 2 H2.˝/ :

We define the spaces

H2�.˝/ WD
n
w 2 H2.˝/I w D 0 on f0; �g � .�`; `/

o
;

H .˝/ WD the dual space of H2�.˝/

and denote by h�; �i the duality between H .˝/ and H2�.˝/. Since we are in the
plane,H2.˝/ � C0.˝/ (see again [3]) so that the condition on f0; �g � .�`; `/ in
the definition of H2�.˝/ is satisfied pointwise and

Lp.˝/ � H .˝/ 81 � p � 1 : (5.24)

The following result states that on the closed subspace H2�.˝/ we may also
define a different scalar product.

Lemma 5.1 Assume (5.4). On the spaceH2�.˝/ the two norms

w 7! kwkH2 ; w 7! kwkH2
�

WD
�Z

˝



.�w/2 C .� � 1/Œw;w�

�
dxdy

�1=2
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are equivalent. Therefore, H2�.˝/ is a Hilbert space when endowed with the scalar
product

.u; v/H2
�

WD
Z

˝

.�u�v C .� � 1/Œu; v�/ dxdy : (5.25)

For later use (see Sect. 5.7), we also introduce the space

H1�.˝/ WD
n
w 2 H1.˝/I w D 0 on f0; �g � .�`; `/

o
:

Since H1�.˝/ 6� C0.˝/ we need to define this space in a more rigorous way.
Consider the space

C1� .˝/ WD
n
w 2 C1.˝/I 9" > 0 ;w.x; y/ D 0 if x 2 Œ0; "� [ Œ� � "; ��

o

which is a normed vector space when endowed with the Dirichlet norm

kukH1
�

D
�Z

˝

jruj2 dxdy

�1=2
: (5.26)

The spaceH1�.˝/ is the completion of C1� .˝/ with respect to the norm k � kH1
�

; the
scalar product in H1�.˝/ is defined by

.u; v/H1
�

WD
Z

˝

rurv dxdy 8.u; v/ 2 H1�.˝/ : (5.27)

In view of (5.24), if f 2 L1.˝/ then the functional ET in (5.19) is well-defined
inH2�.˝/, while if f 2 H .˝/ we need to replace

R
˝

fu with hf; ui. The following
somehow standard statement is the connection between minimisers of the energy
functional ET and weak solutions of (5.23). It shows that the variational setting is
correct and it allows to derive the boundary conditions.

Theorem 5.2 Assume (5.4) and let f 2 H .˝/. Then there exists a unique u 2
H2�.˝/ such that

.u; v/H2
�

D hf; vi 8v 2 H2�.˝/ I

moreover, u is the minimiser of the convex functional ET in (5.19). If f 2 L2.˝/

then u 2 H4.˝/, and if u 2 C4.˝/ then u is a classical solution of (5.23).

Since the thin plate representing the bridge roadway is a long narrow rectangle,
that is ` 
 � , it appears reasonable to consider forcing terms f which do not
depend on y. If we assume that

f D f .x/ ; f 2 L2.0; �/; (5.28)
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then the source f may be extended as an odd 2�-periodic function over R and then
expanded in Fourier series, that is,

f .x/ D
C1X

mD1
ˇm sin.mx/ ; ˇm D 2

�

Z �

0

f .x/ sin.mx/ dx ; (5.29)

with the series converging in L2.0; �/ to f . In this case, by separation of variables,
one finds that the unique solution of (5.23) is given by

u.x; y/ D
C1X

mD1

�
1

m4
C A cosh.my/C Bmy sinh.my/

�

ˇm sin.mx/ (5.30)

where

A D A.m; `/ WD �

1 � �

1

m4

.1C �/ sinh.m`/� .1 � �/m` cosh.m`/

.3C �/ sinh.m`/ cosh.m`/� .1� �/m`
;

B D B.m; `/ WD �
1

m4

sinh.m`/

.3C �/ sinh.m`/ cosh.m`/� .1 � �/m`
:

These simple formulas describe the relationship between the Fourier components of
f and the corresponding Fourier components of the solution of (5.23). Of course,
they are available because we are dealing with a linear equation.

5.3.2 Vertical and Torsional Modes

In order to study the oscillating modes of the rectangular plate˝ in (5.2), one needs
to consider the eigenvalue problem

8
<

:

�2wD�w in ˝
w.0; y/Dwxx.0; y/Dw.�; y/Dwxx.�; y/D0 y2.�`; /̀
wyy.x;˙ /̀C�wxx.x;˙ /̀Dwyyy.x;˙ /̀C.2 � �/wxxy.x;˙ /̀D0 x2.0; �/:

(5.31)

If (5.31) has a nontrivial solution w we say that � is an eigenvalue for problem (5.31).
The following complete description of the spectrum and of the eigenfunctions was
obtained in [34, 111]:

Theorem 5.3 Assume (5.4). Then the set of eigenvalues of (5.31) may be ordered in
an increasing sequence f�kg of strictly positive numbers diverging to C1 and any
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eigenfunction belongs to C1.˝/; the set of eigenfunctions of (5.31) is a complete
system in H2�.˝/. Moreover:

.i/ For anym � 1, there exists a unique eigenvalue � D �m;1 2 ..1��/2m4;m4/

with corresponding eigenfunction

2

4
�
�
1=2
m;1�.1��/m2	

cosh

h
y

q
m2C�1=2m;1

i

cosh

h
`

q
m2C�1=2m;1

iC��1=2m;1C.1��/m2	
cosh

h
y

q
m2��1=2m;1

i

cosh

h
`

q
m2��1=2m;1

i

3

5 sin.mx/:

.ii/ For anym � 1, there exist infinitely many eigenvalues � D �m;k > m
4 (k � 2)

with corresponding eigenfunctions

2

4
�
�
1=2

m;k
�.1��/m2	

cosh

h
y

q
�
1=2
m;kCm2

i

cosh

h
`

q
�
1=2
m;kCm2

iC��1=2
m;k

C.1��/m2	
cos

h
y

q
�
1=2
m;k�m2

i

cos

h
`

q
�
1=2
m;k�m2

i

3

5 sin.mx/:

.iii/ For anym � 1, there exist infinitely many eigenvalues � D �m;k > m
4 (k � 2)

with corresponding eigenfunctions

2

4
�
�
1=2

m;k
�.1��/m2	

sinh

h
y

q
�
1=2
m;kCm2

i

sinh

h
`

q
�
1=2
m;kCm2

iC��1=2
m;k

C.1��/m2	
sin

h
y

q
�
1=2
m;k�m2

i

sin

h
`

q
�
1=2
m;k�m2

i

3

5 sin.mx/:

.iv/ For any m � 1 satisfying `m
p
2 coth.`m

p
2/ >



2��
�

�2
there exists an

eigenvalue � D �m;1 2 .�m;1;m4/ with corresponding eigenfunction

2

4
�
�
1=2
m;1�.1��/m2	

sinh

h
y

q
m2C�1=2m;1

i

sinh

h
`

q
m2C�1=2m;1

iC��1=2m;1C.1��/m2	
sinh

h
y

q
m2��1=2m;1

i

sinh

h
`

q
m2��1=2m;1

i

3

5 sin.mx/:

Finally, if the unique positive solution s > 0 of the equation

tanh.
p
2s`/ D

� �

2 � �

�2 p
2s` (5.32)

is not an integer, then the only eigenvalues and eigenfunctions are as in
.i/ � .iv/.

Of course, (5.32) has probability 0 to occur in a real bridge; if it occurs, there
is an additional eigenvalue and eigenfunction, see [111]. The eigenvalues �k are
solutions of explicit equations. More precisely,

.i/ The eigenvalue � D �m;1 is the unique value � 2 ..1 � �/2m4;m4/ such that

p
m2��1=2
�1=2C.1��/m2

�2
tanh.`

p
m2��1=2/

Dp
m2C�1=2
�1=2�.1��/m2

�2
tanh.`

p
m2C�1=2/ :
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.ii/ The eigenvalues � D �m;k (k � 2) are the solutions � > m4 of the equation

p
�1=2�m2



�1=2C.1��/m2

�2
tan.`

p
�1=2�m2/

D�p
�1=2Cm2



�1=2�.1��/m2

�2
tanh.`

p
�1=2Cm2/ :

.iii/ The eigenvalues � D �m;k (k � 2) are the solutions � > m4 of the equation

p
�1=2�m2



�1=2C.1��/m2

�2
tanh.`

p
�1=2Cm2/

Dp
�1=2Cm2



�1=2�.1��/m2

�2
tan.`

p
�1=2�m2/ :

.iv/ The eigenvalue � D �m;1 is the unique value � 2 ..1� �/2m4;m4/ such that

p
m2��1=2
�1=2C.1��/m2

�2
tanh.`

p
�1=2Cm2/

Dp
�1=2Cm2



�1=2�.1��/m2

�2
tanh.`

p
�1=2�m2/ :

In particular, the least eigenvalue is �1 D �1;1 and it is the unique value of
� 2 ..1 � �/2; 1/ such that

p
1� p

�

p
� � 1C �

�2 tanh.`

q

1 �
p
� / D

p
1C p

�

p
�C 1 � �

�2 tanh.`

q

1C
p
� / I

(5.33)

the corresponding eigenspace is generated by the positive eigenfunction

8
<

:
.
p
�C 1 � �/

cosh
�
y
p
1 � p

�
�

cosh
�
`
p
1 � p

�
� C .

p
� � 1C �/

cosh
�
y
p
1C p

�
�

cosh
�
`
p
1C p

�
�

9
=

;
sin x :

Whence, the first eigenfunction is of one sign over˝ and this fact is by far nontriv-
ial. It is well-known that the first eigenfunction of some biharmonic problems may
change sign. When ˝ is a square, Coffman [83] proved that the first eigenfunction
of the clamped plate problem changes sign, see also [158] for more general results
and [123, Sect. 3.1.3] for the updated history of the problem. Hence, the positivity of
the first eigenfunction is not for free. Due to theL2-orthogonality of eigenfunctions,
it is the only positive eigenfunction of (5.31).

The eigenfunctions in .i/–.ii/ are even with respect to y whereas the eigenfunc-
tions in .iii/–.iv/ are odd. We call vertical modes the eigenfunctions of the kind
.i/–.ii/ and torsional modes the eigenfunctions of the kind .iii/–.iv/. The reason
is that, since ` is small, the former are essentially of the kind cm sin.mx/ whereas
the latter are of the kind cmy sin.mx/. The pictures in Fig. 1.18 in Sect. 1.6 display
(from top to bottom) the first two vertical eigenfunctions (approximately described
by c1 sin.x/ and c2 sin.2x/) and the second torsional eigenfunction (approximately
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described by c2y sin.2x/). In each picture the displacement of the roadway is
compared with equilibrium.

In general, the maximum and the minimum of the eigenfunctions are attained
on the free edges. This behavior suggests that torsional oscillations appear because
the free long edges are the weak part of the plate. In the next section we perform a
detailed analysis with the parameters of the original Tacoma Narrows Bridge.

5.3.3 Quantitative Analysis of the Oscillating Modes

In this section we analyse Theorem 5.3 with the parameters of the collapsed TNB
and we give an answer to a question raised in Sect. 1.6: why do torsional oscillations
appear with a node at midspan? This was observed not only at the TNB, but also at
the Menai Straits Bridge, at the Brighton Chain Pier, at the Wheeling Suspension
Bridge, at the Matukituki Bridge, see Sects. 1.3 and 1.6.

The described one-node torsional oscillation is sketched in the lowest picture in
Fig. 1.18, see also the front cover of this book. It seems that this particular kind
of torsional oscillation is the only one ever seen in suspension bridges. From the
Official Report [9, p. 31] we quote

Prior to 10:00 A.M. on the day of the failure, there were no recorded instances of the
oscillations being otherwise than the two cables in phase and with no torsional motions,

whereas from Smith-Vincent [245, p. 21] we learn that

the only torsional mode which developed under wind action on the bridge or on the model
is that with a single node at the center of the main span.

With the notations of Theorem 5.3, this torsional behavior of suspension bridges
may be rephrased as follows

the oscillations causing the collapse of a suspension bridge
are of the kind c2y sin.2x/, as represented in the bottom picture of Fig. 1.18,

and correspond to the eigenvalue �2;2, as given by Theorem 5.3.
(5.34)

The eigenfunction corresponding to the eigenvalue �1;1 is of the kind c2y sin.x/
but, in general, this eigenvalue does not exist since the inequality in Theorem 5.3
.iv/ is usually satisfied only for fairly largem.

We now fix the parameters. For metals the value of � lies around 0:3, see [176,
p. 105], while for concrete we have 0:1 < � < 0:2. Since the suspended structure of
the Tacoma Bridge consisted of a “mixture” of concrete and metal (see [9, p. 13]),
we take

� D 0:2 : (5.35)
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By (5.1) and after scaling we have 2`=� D 39=2800. For simplicity, we fix

` D �

150
: (5.36)

Assuming (5.35)–(5.36), the eigenvalues of (5.31) reported in Table 5.1 were
numerically obtained in [34]. We only quote the least 16 eigenvalues because we are
mainly interested in the second torsional eigenvalue which is, precisely, the 16th.

These results are obtained with the parameters of the collapsed TNB. During the
collapse, Farquharson [9, V-10] witnessed the events and wrote that

The motions, which a moment before had involved a number of waves (nine or ten) had
shifted almost instantly to two.

Note that the vertical eigenvalue immediately preceding the least torsional
eigenvalue is �10;1: it involves the function sin.10x/ which has precisely “ten
waves”. This means that the torsional instability occurs when the bridge is vertically
oscillating like sin.10x/. Then, if no constraint acts on the roadway, the energy
should transfer to the mode corresponding to �1;2 which has a behavior like y sin.x/.
The reason is that the ratio �1;2=�10;1 between the frequencies is very close to 1 and
this gives a strong instability, see Sect. 3.6. However, in the case of a suspension
bridge, the sustaining cable yields a serious constraint. With a rude approximation,
the cable may be considered as inextensible. A better point of view is that it is
only “weakly extensible”, which means that its elongation cannot bee too large.
In Fig. 5.2 we represent the deformation of the cable in the two situations where
the roadway behaves like sin.x/ and like sin.2x/. It turns out that the no-node
behavior sin.x/ (on the left) only allows small vertical displacements of the roadway

Table 5.1 Approximate value of the least 16 eigenvalues of (5.31) for � D 0:2, ` D �
150

Eigenvalue �1 �2 �3 �4 �5 �6 �7 �8

Kind �1;1 �2;1 �3;1 �4;1 �5;1 �6;1 �7;1 �8;1p
Eigenvalue � 0:98 3:92 8:82 15:68 24:5 35:28 48:02 62:73

Eigenvalue �9 �10 �11 �12 �13 �14 �15 �16

Kind �9;1 �10;1 �1;2 �11;1 �12;1 �13;1 �14;1 �2;2p
Eigenvalue � 79:39 98:03 104:61 118:62 141:19 165:72 192:21 209:25

Fig. 5.2 Elongation of the cable generated by the oscillations of the roadway
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(between the grey and red positions) and, therefore, small torsional oscillations of
the kind y sin.x/. On the contrary, the one-node behavior sin.2x/ allows much
larger torsional oscillations of the kind y sin.2x/, see the right picture. A first
explanation of the transition described by Farquharson is that when the vertical
oscillation sin.10x/ became sufficiently large, reaching the threshold of the torsional
instability, the cable forced the transition to the mode y sin.2x/ instead of y sin.x/.
This gives a sound explanation to (5.34) and reproduces what was seen during the
oscillations at the Tacoma Bridge.

If we slightly modify the choices in (5.35)–(5.36), but remaining in the range of
the Tacoma Bridge, the eigenvalues of (5.31) become as in Table 5.2.

After comparison with Table 5.1, one notices that all the eigenvalues have slightly
decreased but the qualitative behavior, and hence the subsequent explanation,
remain the same.

5.4 The Action of Cables and Hangers: Semilinear Equations

The roadway of the bridge is hooked to the hangers whose action is concentrated in
the union of two thin parallel strips adjacent to the two long edges of the plate ˝
in (5.2), i.e. in a set of the type

! WD .0; �/ �
�
.�`;�`C "/ [ .` � "; `/

�
(5.37)

with " > 0 small, see Fig. 5.3. In turn, the hangers are hooked to the sustaining
cables. It is generally understood, see e.g. [233, p. 26], that the nonlinear behavior
of a suspension bridge is mainly due to the changes of the cables geometry. Since the

Table 5.2 Approximate value of the least 16 eigenvalues of (5.31) for � D 0:25, ` D �
144

Eigenvalue �1 �2 �3 �4 �5 �6 �7 �8

Kind �1;1 �2;1 �3;1 �4;1 �5;1 �6;1 �7;1 �8;1p
Eigenvalue � 0:97 3:87 8:71 15:49 24:21 34:87 47:46 62

Eigenvalue �9 �10 �11 �12 �13 �14 �15 �16

Kind �9;1 �10;1 �1;2 �11;1 �12;1 �13;1 �14;1 �2;2p
Eigenvalue � 78:48 96:9 97:24 117:27 139:58 163:84 190:1 194:51

Fig. 5.3 The plate ˝ and its subset ! (dark grey) where the hangers act
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Fig. 5.4 Different positions of the bridge

cables are connected to the plate through the hangers, this means that a nonlinearity
appears in the hangers, both because they are extensible nonlinear springs and
because they transmit the nonlinearity of the cables.

Let us discuss different positions of the plate depending on the forces acting on
it. If the plate had no mass (as a sheet of paper) and there were no loads acting on
the plate, it would take the horizontal equilibrium position u0, see Fig. 5.4. If the
plate was only subject to its own weight w (dead load) it would take a [-position
such as uw in Fig. 5.4. If the plate had no weight but it was subject to the restoring
force of the cables-hangers system, it would take a \-position such as uh: this is also
the position of the lower endpoints of the hangers before the roadway is installed.
If both the weight and the action of the hangers are considered, the two effects
cancel and the equilibrium position u0 � 0 is recovered. Since the bending energy
of the plate vanishes when it is in position u0 � 0, the unknown function should be
the displacement of the plate with respect to the equilibrium u0. In Sect. 3.3.3 we
illustrated the Augusti-Sepe [25] model for the restoring force, see Fig. 3.2. This
lead us to consider the nonlinearity (3.14) and then to take � D 1. Therefore, a
suitable form of the restoring force due to the hangers is

h.y; u/ D � .y/
�

u C u3
�

(5.38)

where � is the characteristic function of the set .�`;�`C "/[ .`� "; `/. The force
h admits a potential energy given by

R
˝ H.y; u/ dxdy where

H.y; u/ WD
Z u

0

h.y; �/d� D � .y/

�
u2

2
C u4

4

�

8u 2 R : (5.39)

The total static energy of the bridge is then obtained by adding the potential energy
to the elastic energy (5.7) of the plate:

ET .u/ D E d3

12.1� �2/

Z

˝

�
.�u/2

2
C � � 1

2
Œu; u�

�

dxdy C
Z

˝

.H.y; u/ � fu/ dxdy

(5.40)
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where d denotes the thickness of the plate, E is the Young modulus and � is the
Poisson ratio, see (5.4) and (5.35). The Euler-Lagrange equation is obtained by
minimising this convex functional:

8
<̂

:̂

E d3

12.1��2/�
2uCh.y; u/Df in ˝

u.0; y/Duxx.0; y/Du.�; y/Duxx.�; y/D0 y2.�`; /̀
uyy.x;˙ /̀C�uxx.x;˙ /̀Duyyy.x;˙ /̀C.2 � �/uxxy.x;˙ /̀D0 x2.0; �/:

(5.41)

This problem deserves several comments in connection with Fig. 5.4. If we drop
both the action of the hangers and the loads, the equation in (5.41) becomes�2u D 0

which, with the boundary conditions, yields u D 0: this is the equilibrium position
represented by u0 in Fig. 5.4. If we merely drop the action of the hangers (h � 0) we
are back to problem (5.23) and the roadway goes to a position such as uw in Fig. 5.4.
If we assume that h ¤ 0 but there are no loads (f � 0, in particular no mass), then
a new equilibrium position is obtained, see uh in Fig. 5.4.

For f 2 H .˝/, we say that u 2 H2�.˝/ is a weak solution of (5.41) if

E d3

12.1��2/ .u; v/H2
�

C .h.y; u/; v/L2 D hf; vi 8v 2 H2�.˝/ :

Then we have

Theorem 5.4 Assume (5.4), let h be as in (5.38), and let f 2 H .˝/; then there
exists a unique weak solution u 2 H2�.˝/ of (5.41). If ET denotes the energy defined
in (5.40), this solution is the unique minimiser of the problem

min
v2H2

�
.˝/

ET .v/ :

If the external force also depends on time, f D f .x; y; t/, and if m denotes the
mass density of the plate, then the corresponding deformation u has a kinetic energy
which should be added to the energy (5.40):

Eu.t/ WD m

2

Z

˝

u2t dxdy C ET .u/ 8t > 0 : (5.42)

This is the total energy of a nonlinear dynamic bridge. As for the action, one has to
take the difference between the kinetic energy and the potential energy and integrate
over the time interval RC D .0;1/. The evolution equation describing the motion
of the bridge is obtained by taking critical points of the action functional:

mutt C E d3

12.1��2/�
2u C h.y; u/ D f in ˝ � RC :
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Due to internal frictions, we also introduce a damping term and obtain

8
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
:̂

muttC�utC E d3

12.1��2/�
2uCh.y; u/Df in ˝�RC

u.0; y; t/Duxx.0; y; t/D0 .y; t/2.�`; `/�RC
u.�; y; t/Duxx.�; y; t/D0 .y; t/2.�`; `/�RC
uyy.x;˙`; t/C�uxx.x;˙`; t/D0 .x; t/2.0; �/�RC
uyyy.x;˙`; t/C.2 � �/uxxy.x;˙`; t/D0 .x; t/2.0; �/�RC
u.x; y; 0/Du0.x; y/ ; ut .x; y; 0/Du1.x; y/ .x; y/2˝

(5.43)

where � > 0. If f 2 C0.RCIL2.˝// we say that

u 2 C0.RCIH2�.˝//\ C1.RCIL2.˝//\ C2.RCIH .˝// (5.44)

is a solution of (5.43) if it satisfies the initial conditions and if

mhu00.t/; vi C�.u0.t/; v/L2 C E d3

12.1��2/ .u.t/; v/H2
�

C .h.y; u.t//; v/L2 D .f .t/; v/L2

for all v 2 H2�.˝/ and all t > 0. Then we have

Theorem 5.5 Assume (5.4). Let f 2 C0.RCIL2.˝// and let � > 0; let u0 2
H2�.˝/ and u1 2 L2.˝/. Then:

.i/ There exists a unique solution of (5.43).
.ii/ If f 2 L2.˝/ is independent of t , then the unique solution u of (5.43) satisfies

u.t/ ! u in H2�.˝/ and u0.t/ ! 0 in L2.˝/ as t ! C1

where u is the unique solution of the stationary problem (5.41).

Theorem 5.5 establishes the well-posedness of the evolution problem (5.43) and
the convergence of the solution to an equilibrium. In the next section we sketch a
proof in the case of an isolated system (� D 0 and f D 0).

5.5 Torsional Instability and Flutter Energy

5.5.1 Finite Dimensional Approximation of the Solution

For a different model of suspension bridges, Irvine [149, p. 176] ignores damping
of both structural and aerodynamic origin. His purpose is to simplify as much as
possible the model by maintaining its essence, that is, the conceptual design of
bridges. Here we follow this suggestion: we consider the isolated version of (5.43)
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(with � D 0 and f D 0) and we attempt for a slightly more quantitative model. As
a first step we take a general plate ˝ D .0; L/ � .�`; `/ and we add coefficients to
the nonlinearity in (5.38), that is, we consider

h.y; u/ D � .y/
�
ku C ıu3

�
I (5.45)

the coefficients k; ı > 0 reflect the elasticity of steel. The equation becomes

m utt C E d3

12.1��2/ �
2uC� .y/.k uCıu3/ D 0 in .0; L/�.�`; `/�RC: (5.46)

We scale the plate and go back to (5.2) with the scaling factor �=L appearing within
the equation. Then we divide (5.46) by k and obtain a unit coefficient in front of
the linear term in the restoring force. Moreover, we scale in time and absorb the
coefficient m=k in front of utt. Finally, we scale u ! ˛u for a suitable ˛ > 0 and
also obtain a unit coefficient in front of the cubic term. Summarising, we put

u.x; y; t/ �!
r
k

ı
u

 
�x

L
;
�y

L
;

r
k

m
t

!

and � D E d3

12k.1 � �2/
�4

L4

(5.47)

where L is the original length of the plate (the length of the roadway). To obtain
a quantitatively reasonable model we take the measures of the collapsed TNB, see
[9]; we fix the short edge of the scaled plate to be .� �

150
; �
150
/, see (5.36). Then, the

amplitude of the strip ! [see (5.37)] containing the hangers at the TNB is

" D �

1500
; (5.48)

see [9, p. 11]. Following all these steps, one reduces (5.46) to an equation where the
only parameter is in front of the biharmonic term:

utt C � �2u C � .y/.u C u3/ D 0 in .0; �/ � .� �
150
; �
150
/ � RC

and � is now the characteristic function of the set .� �
150
;� 3�

500
/[ . 3�

500
; �
150
/.

So far, we just need to bear in mind that � > 0. Using (5.47) we find the
dimensionless version of the problem under study

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

uttC��2uC� .y/.uCu3/D0 in ˝�RC
u.0; y; t/Duxx.0; y; t/Du.�; y; t/Duxx.�; y; t/D0 for .y; t/2.� �

150
; �
150
/�RC

uyy.x;˙ �
150
; t/C0:2 � uxx.x;˙ �

150
; t/D0 for .x; t/2.0; �/�RC

uyyy.x;˙ �
150
; t/C1:8 � uxxy.x;˙ �

150
; t/D0 for .x; t/2.0; �/�RC

u.x; y; 0/Du0.x; y/ ; ut .x; y; 0/Du1.x; y/ for .x; y/2˝
(5.49)
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where˝ D .0; �/�.� �
150
; �
150
/ and we assumed (5.35)–(5.36). The initial-boundary

value problem (5.49) is isolated, which means that it has a conserved quantity. This
quantity is the energy defined in (5.42) which is now constant in time:

Eu.t/ D
Z

˝

�
u2t
2

C �

2
.�u/2 � 2�

5
Œu; u�CH.y; u/

�

dxdy (5.50)

whereH is as in (5.39) and Œ�; �� is as in (5.5). We say that u with the regularity (5.44)
is a solution of (5.49) if it satisfies the initial conditions and if

hu00.t/; vi C �.u.t/; v/H2
�

C .h.y; u.t//; v/L2 D 0 (5.51)

for all v 2 H2�.˝/ and t 2 RC; here h is as in (5.38). The following result holds.

Theorem 5.6 Let u0 2 H2�.˝/ and u1 2 L2.˝/. Then there exists a unique
solution u D u.t/ of (5.49) and its energy (5.50) satisfies

Eu.t/ �
Z

˝

�
u21
2

C �

2
.�u0/

2 � 2�

5
Œu0; u0�CH.y; u0/

�

dxdy:

Sketch of the Proof of Theorem 5.6 It makes use of a Galerkin method, the solution
of (5.49) is obtained as the limit (in a suitable topology) of a sequence of solutions
of approximated problems in finite dimensional spaces. By Theorem 5.3 we may
consider an orthogonal complete system fwkgk	1 � H2�.˝/ of eigenfunctions
of (5.31) such that kwkkL2 D 1. Let f�kgk	1 be the corresponding eigenvalues
and, for anym � 1, put Wm WD spanfw1; : : : ;wmg. For any m � 1 let

um0 WD
mX

iD1
.u0;wi /L2wi D

mX

iD1
��1
i .u0;wi /H2

�

wi and um1 D
mX

iD1
.u1;wi /L2 wi

so that um0 ! u0 in H2�.˝/ and um1 ! u1 in L2.˝/ as m ! C1. Fix T > 0; for
anym � 1 one seeks a solution um 2 C2.Œ0; T �IWm/ of the variational problem

(
.u00.t/; v/L2 C �.u.t/; v/H2

�

C .h.y; u.t//; v/L2 D 0

u.0/ D um0 ; u0.0/ D um1
(5.52)

for any v 2 Wm and t 2 .0; T /. If we put

um.t/ D
mX

iD1
gmi .t/wi and gm.t/ WD .gm1 .t/; : : : ; g

m
m.t//

T (5.53)
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then the vector valued function gm solves

(
.gm.t//00 C � �mg

m.t/C ˚m.g
m.t// D 0 8t 2 .0; T /

gm.0/D.u0;w1/L2 ; : : : ; .u0;wm/L2/T ; .gm/0.0/D..u1;w1/L2 ; : : : ; .u1;wm/L2/T
(5.54)

where�m WD diag.�1; : : : ; �m/ and ˚m W Rm ! R
m is the map defined by

˚m.�1; : : : ; �m/ WD
0

@
�
h
�
y;

mX

jD1
�jwj

�
;w1

�

L2
; : : : ;

�
h
�
y;

mX

jD1
�jwj

�
;wm

�

L2

1

A

T

:

From (5.38) we deduce that ˚m 2 Liploc.R
mIRm/ and hence (5.54) admits a unique

solution. We have shown that the function um in (5.53) belongs C2.Œ0; T /IH2�.˝//
and is a solution of the problem

(
u00
m.t/C � Lum.t/C Pm.h.y; um.t/// D 0 for any t � 0

um.0/ D um0 ; u0
m.0/ D um1

(5.55)

where L W H2�.˝/ ! H .˝/ is implicitly defined by hLu; vi WD .u; v/H2
�

for any
u; v 2 H2�.˝/, andPm is the orthogonal projection fromH2�.˝/ ontoWm. Then one
finds that the sequence fumg converges in C0.Œ0; T �IH2�.˝// \ C1.Œ0; T �IL2.˝//
to a solution of (5.49). ut

The eigenfunctions described in Theorem 5.3 are the oscillating modes of the
plate ˝ . The above proof shows that the solution of (5.49) may be obtained as the
limit of a finite dimensional analysis performed with a finite number of modes. Let
us fix some value E > 0 for (5.50). Depending on the value of E , higher modes
may be dropped, see Sect. 3.4.1. Our purpose is to study the torsional stability of the
low modes in a sense that will be made precise in next section. The results obtained
in Sect. 5.3.3 suggest to focus the attention on the lowest 16 modes, including the
two least torsional modes.

5.5.2 A Theoretical Characterisation of Torsional Stability

In this section we give a precise definition of torsional stability. We point out that
this is not the only possible definition, several different characterisations may also
be given. However, the numerical results reported in Sect. 5.5.4 show that our
characterisation well describes the instability.
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We fix m D 16 to be the position of the second torsional mode. From
Theorem 5.3 and Table 5.1 we know that the eigenvalues and the L2-normalised
eigenfunctions up to the 16th are given by

�k D

8
ˆ̂
<

ˆ̂
:

�k;1 if 1 � k � 10

�1;2 if k D 11

�k�1;1 if 12 � k � 15

�2;2 if k D 16

wk.x; y/ D

8
ˆ̂
<̂

ˆ̂
:̂

vk.y/ sin.kx/
!k

if 1 � k � 10
�1.y/ sin.x/

N!1 if kD 11
vk�1.y/ sin..k�1/x/

!k�1
if 12 � k � 15

�2.y/ sin.2x/
N!2 if kD 16

with

vk.y/ WD
hk2

5
�ˇ�

k

i cosh

�
y

q
ˇ

C

k

�

cosh

�
�
150

q
ˇ

C

k

� C
h
ˇC
k � k2

5

i cosh

�
y
p
ˇ�

k

�

cosh

�
�
150

p
ˇ�

k

� .kD 1; : : : ; 14/;

�k.y/ WD
hk2

5
C ˛�

k

i sinh

�
y

q
˛

C

k

�

sinh

�
�
150

q
˛

C

k

� C
h
˛C
k � k2

5

i sin

�
y
p
˛�

k

�

sin

�
�
150

p
˛�

k

� .k D 1; 2/;

where ˇk̇ WD k2 ˙ �
1=2

k;1 (for k D 1; : : : ; 14), ˛k̇ WD �
1=2

k;2 ˙ k2 (for k D 1; 2) and

!2k D �

Z �
150

0

v2k.y/ dy .k D 1; : : : ; 14/ ; N!2k D�

Z �
150

0

�2k .y/ dy .kD 1; 2/ :

(5.56)

Notice that the vk are even with respect to y, while �1 and �2 are odd.
Following the Galerkin procedure described in the proof of Theorem 5.6, we seek

solutions of (5.52) in the form

u.x; y; t/ D
14X

kD1
'k.t/

vk.y/ sin.kx/

!k
C

2X

kD1
�k.t/

�k.y/ sin.kx/

N!k

where the functions 'k and �k are to be determined. Take h as in (5.38) and, for all
.'1; : : : ; '14; �1; �2/ 2 R

16, put

˚k.'1; : : : ; '14; �1; �2/ D
�
h
�
y;

14X

jD1
'j

vj .y/ sin.jx/
!j

C
2X

jD1
�j

�j .y/ sin.jx/
N!j

�
;
vk.y/ sin.kx/

!k

�

L2

for k D 1; : : : ; 14 and

	k.'1; : : : ; '14; �1; �2/ D
�
h
�
y;

14X

jD1
'j

vj .y/ sin.jx/
!j

C
2X

jD1
�j

�j .y/ sin.jx/
N!j

�
;
�k.y/ sin.kx/

N!k
�

L2
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for k D 1; 2. Then (5.55) becomes the system of ODE’s:

�
' 00
k .t/C � �k;1'k.t/C ˚k



'1.t/; : : : ; '14.t/; �1.t/; �2.t/

� D 0 .k D 1; : : : ; 14/

� 00
k .t/C � �k;2�k.t/C 	k



'1.t/; : : : ; '14.t/; �1.t/; �2.t/

� D 0 .k D 1; 2/
(5.57)

for all t 2 .0; T /. For 1 � k � 14, we also put �k


'k.t/

� D
˚k.0; : : : ; 'k.t/; : : : ; 0/. By Lemma 3.6 and taking into account that vk is even
with respect to y, some computations yield

�k


'k.t/

� D ak'k.t/C bk'
3
k.t/ ; (5.58)

where

ak D �

!2k

Z �
150

3�
500

v2k.y/ dy and bk D 3�

4!4k

Z �
150

3�
500

v4k.y/ dy .k D 1; : : : ; 14/ :

(5.59)

In particular, by combining (5.59) with (5.56) we see that

ak D
kvkk2L2. 3�500 ; �150 /
kvkk2L2.0; �150 /

< 1 ; bk D 3

4�

kvkk4L4. 3�500 ; �150 /
kvkk4L2.0; �150 /

:

We may now define what we mean by vertical mode; what follows has to be
compared with Definition 3.5. We point out that this is a classical definition in
a linear regime while it is by no means standard how to characterise modes in
nonlinear regimes; contrary to the linear case, the frequency of a nonlinear mode
depends on the energy or, equivalently, on the amplitude of its oscillations.

Definition 5.7 (Vertical Mode) Let 1 � k � 14,R2 3 .�k0 ; �k1 / ¤ .0; 0/ and�k as
in (5.58). We call kth vertical mode at energy E.�k0 ; �

k
1 / > 0 the unique (periodic)

solution 'k of the Cauchy problem:

(
' 00
k .t/C ��k;1'k.t/C �k.'k.t// D 0 8t > 0
'k.0/ D �k0 ; ' 0

k.0/ D �k1 :
(5.60)

If it was �k � 0 then Eq. (5.60) would be linear and Definition 5.7 would
coincide with the usual one: in this case, there would be no need to emphasise the
dependence on the energy since the solution with initial data 'k.0/ D "�k0 and
' 0
k.0/ D "�k1 (for any ") would coincide with the solution of (5.60) multiplied by ".

In view of (5.58), we have instead a nonlinear equation and (5.60) becomes

(
' 00
k .t/C .��k;1 C ak/'k.t/C bk'

3
k.t/ D 0 8t > 0

'k.0/ D �k0 ; ' 0
k.0/ D �k1 :

(5.61)
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The system (5.61) admits the conserved quantity

E D .' 0
k/
2

2
C .��k;1 C ak/

'2k
2

C bk
'4k
4

� E.�k0 ; �
k
1 /

D .�k1 /
2

2
C .��k;1 C ak/

.�k0 /
2

2
C bk

.�k0 /
4

4
: (5.62)

Any couple of initial data having the same energy leads to the same solution
of (5.61) up to a time translation while it is no longer true that multiplying the initial
data by a constant leads to proportional solutions; different energies yield different
frequencies of the solution.

In order to define the torsional stability of a vertical mode 'k , we linearise the
last two equations of system (5.57) around .0; : : : ; 'k.t/; : : : ; 0/ 2 R

16. These two
equations correspond, respectively, to the first and second torsional mode. In both
cases we obtain a Hill equation of the type

� 00.t/C Al;k.t/�.t/ D 0 ; (5.63)

where, for every 1 � k � 14 and l D 1; 2, we set

Al;k.t/ D ��l;2 C Nal C dl;k'
2
k.t/ (5.64)

with

Nal D �

N!2l

Z �
150

3�
500

�2l .y/ dy D
k�lk2L2. 3�500 ; �150 /
k�lk2L2.0; �150 /

< 1 ; (5.65)

dl;k D
8
<

:

9�

4!2l N!2l
R �
150
3�
500

v2l .y/�
2
l .y/ dy if l D k

3�

2!2k N!2l
R �
150
3�
500

v2k.y/�
2
l .y/ dy if l ¤ k :

(5.66)

For the computation of these coefficients we have used Lemma 3.6 and the fact that
the integrals containing odd powers of �l .y/ vanish.

Since (5.63) is a linear equation with periodic coefficients, it is standard to define
the stability of its trivial solution. This enables us to define the torsional stability of
a vertical mode. The numerical results in [34] validate this definition.

Definition 5.8 (Torsional Stability) Fix 1 � k � 14 and l D 1; 2. We say that
the kth vertical mode 'k at energy E.�k0 ; �

k
1 /, namely the unique periodic solution

of (5.61), is stable with respect to the l th torsional mode if the trivial solution
of (5.63) is stable.
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5.5.3 Sufficient Conditions for the Torsional Stability

It is well-known that the stability regions for the Hill equations may have strange
shapes such as pockets and resonance tongues, see e.g. [60, 61]. Therefore, the
theoretical stability analysis of any such equation has to deal with these shapes and
with the lack of a precise characterisation of the stability regions. For (5.63), the
theoretical obstruction is essentially related to the following condition

s
��l;2 C Nal
��k;1 C ak

62 N (5.67)

where � is defined in (5.47) while ak and Nal are defined, respectively, in (5.59)
and in (5.65). The usual difficulties are further increased for (5.63) which, instead
of a single equation, represents a family of Hill equations having coefficients with
periods depending on the energy of the original system (5.57).

Below we discuss in some detail assumption (5.67). But let us start the stability
analysis with the following sufficient condition for the stability of a vertical mode.

Theorem 5.9 Fix 1 � k � 14, l 2 f1; 2g and assume that (5.67) holds. Then there
exists El

k > 0 and a strictly increasing function � such that �.0/ D 0 and such
that the kth vertical mode 'k at energy E.�k0 ; �

k
1 / (that is, the solution of (5.61)) is

stable with respect to the l th torsional mode provided that

E � El
k

or, equivalently, provided that k'kk21 � �.El
k/.

Theorem 5.9 is not a perturbation result: the proof given in [34] allows to
determine explicit values of El

k and �.El
k/. Here we stated Theorem 5.9 in a

qualitative form in order not to spoil the statement with too many constants.
Let us now discuss assumption (5.67). First of all, it is a generic assumption, it

has probability 1 to occur among all random choices of the positive real numbers � ,
�l;2, Nal , �k;1, ak . Moreover, (5.67) seems to hold for “reasonable” choices of these
parameters as shown in [34]. Finally, even in the case where (5.67) fails we may
obtain a sufficient condition for the torsional stability of vertical modes.

Theorem 5.10 Fix 1 � k � 14, l 2 f1; 2g and assume that

9m 2 N such that
��l;2 C Nal
��k;1 C ak

D .mC 1/2 :

Assume moreover that

2
�
2C .mC 1/�

�
dl;k < 3�.mC 1/3bk : (5.68)

Then the same conclusions of Theorem 5.9 hold.
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Theorem 5.10 raises the attention on the further technical assumption (5.68).
Motivated by Theorem 3.14 in Sect. 3.6, we are confident that it might be
improved and, perhaps, completely removed. However, we will not discuss (5.68)
here.

Theorems 5.9 and 5.10 state that a crucial role is played by the amount of
energy inside the system. In next section we quote some numerical results on the
equations (5.63) and we study the stability of the least 14 vertical modes with the
TNB parameters. Our results show that for each vertical mode there exists a critical
energy threshold El

k under which the solution of (5.63) is stable while for larger
energies the solution may be unstable: we also know that different initial data with
the same total energy give the same stability response. Not only this enables us to
numerically compute the threshold El

k and to evaluate the power of the sufficient
condition given in Theorems 5.9 and 5.10, but also to define a flutter energy for
each vertical mode as a threshold of stability.

Definition 5.11 (Flutter Energy) We call flutter energy of the kth vertical mode
'k (that is, the solution of (5.60)) the positive number Ek being the supremum of
the energies El

k such that the trivial solution of (5.63) is stable for both l D 1

and l D 2.

Compare this definition with Definitions 3.12 and 4.3. Concerning the bridge
model, Theorems 5.9 and 5.10 lead to the conclusion that

if the internal energy E is smaller than the flutter energy then small
initial torsional oscillations remain small for all time t > 0.

In next section we quote some numerical results in order to complement this
statement with a description of what may happen for large energies.

5.5.4 Numerical Computation of the Flutter Energy

First, by using the eigenvalues found in Table 5.1, we numerically compute ak and
bk in (5.59). Since all the ak are equal to 0:1 up to an error of less than 10�3, in
Table 5.3 we quote the values of 104.ak � 0:1/. Moreover, all the bk are equal to
1:1 up to an error of less than 10�1: we quote the values of 102.bk � 1:1/.Then we
compute Nal and dl;k as defined in (5.65)–(5.66). We find that both Na1 � 0:27, Na2 �
0:27. Moreover, 0 < d1;k � d2;k � 10�4 (for k D 3; : : : ; 14) so that, in Table 5.4,
one does not see any difference between these coefficients: we put however the

Table 5.3 Numerical values of the parameters ak and bk

k 1 2 3 4 5 6 7 8 9 10 11 12 13 14

104.ak�0:1/ 0.05 0.2 0.45 0.8 1.24 1.78 2.42 3.14 3.96 4.86 5.85 6.92 8.06 9.28

102.bk�1:1/ 4 4.03 4.09 4.17 4.27 4.39 4.54 4.7 4.89 5.1 5.32 5.57 5.83 6.11
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Table 5.4 Numerical values of the parameters d1;k and d2;k

k 1 2 3 4 5 6 7 8 9 10 11 12 13 14

d1;k 9.27 6.18 6.18 6.18 6.19 6.19 6.19 6.2 6.2 6.21 6.21 6.22 6.23 6.24

d2;k 6.18 9.27 6.18 6.18 6.19 6.19 6.19 6.2 6.2 6.21 6.21 6.22 6.23 6.24

“exact” numerical values in the below numerical experiments.We solve (5.61) for
'k.0/ D A > 0 and ' 0

k.0/ D 0 for different values of A. Each A yields the kth
vertical mode 'k D 'Ak at energy E.A; 0/ > 0, see Definition 5.7. We use 'Ak to
compute the function Al;k.t/ in (5.64) and we replace it into (5.63). We start with
A D 0 and we increase it until the trivial solution �0 � 0 of (5.63) becomes unstable.
Since this is a delicate point, let us explain with great precision how we obtain the
two sets of critical values of A (thresholds of instability) that we denote by A1.k/
and A2.k/. The results obtained in [38] for the Hamiltonian system (3.51) (leading
to some Mathieu equations) suggest the conjecture that there exist two increasing
and divergent sequences fAnl g1

nD0 (l D 1; 2) such that:

• If A 2 S WD [k.A
2k
l ; A

2kC1
l / then �0 is stable.

• If A 2 U WD [k.A
2kC1
l ; A2kC2

l / then �0 is unstable.

Moreover, one expects the instability to become more evident if A is far from S : in
particular, if A 2 .A2kC1

l ; A2kC2
l / for some k � 0 and A2kC2

l � A2kC1
l > 0 is small,

then it could be hard to detect the instability of �0.
Due to the unpredictable behavior of the stability regions for general Hill

equations (see [60, 61]), these results appear difficult to reach for the particular
Hamiltonian system (5.57). It is however reasonable to expect that somehow similar
results and behaviors hold. In particular, we expect �0 to be “weakly unstable”
whenever A belongs to a narrow interval of instability, that is, nontrivial solutions
of (5.63) blow up slowly in time: if A belongs to a narrow instability interval,
then only a small amount of energy is transferred from the vertical mode 'Ak to
a torsional mode. From a physical point of view, this kind of instability is irrelevant,
both because it has low probability to occur and because, even if it occurs, the
torsional mode remains fairly small. From a mechanical point of view, we know
from [239] that small torsional oscillations are harmless and the bridge would
remain safe, see (3.13). For this reason, we compute the two sets of critical values
Al.k/ (l D 1; 2) as the infimum of the first interval of instability having at least
amplitude 0.2. These critical values measure the least height of the vertical mode
'k which gives rise to a “strong” instability. It may happen that there exists some
A < Al.k/ leading to instability but if its instability interval is narrow, this generates
a weak and harmless instability and we neglect it.

Let us describe qualitatively what is seen numerically. We vary A with step 0:1
and we determine 'Ak , then we solve (5.63) with �.0/ D � 0.0/ D 1. In Fig. 5.5 we
represent the corresponding solution �. In the first picture the behavior of � appears
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periodic with, basically, oscillations of constant amplitude. If we increase A by 0:1,
the function � still appears periodic but with oscillations of variable amplitude; this
behavior is well visible in the second picture and always turned out to be the foreplay
of instability. After a further increment of 0:1 to A we see that �.t/ oscillates with
increasing amplitude and reaches a magnitude of the order of 109 for t D 40. The
same phenomenon is accentuated at the subsequent step where �.40/ has an order of
magnitude of 1014. By increasing further A the magnitude was also increasing. The
least A displaying instability is the value that we denote by Al.k/ (l is the torsional
mode, k is the vertical mode).

If one wishes to reproduce the TNB, all the parameters in (5.46) can be computed
following the Report [9]. After these computations it is shown in [34], that � 
 1.
We quote our results for � D 10�3 (Table 5.5,a) and � D 10�4 (Table 5.5,b) .

From the values of A1.k/ and A2.k/ in Table 5.5 one can compute the
corresponding energiesE1 and E2 as given by (5.62):

El.k/ D .��k;1 C ak/
Al .k/

2

2
C bk

Al .k/
4

4
.l D 1; 2/ :

Fig. 5.5 Solutions of (5.63) with �.0/ D �0.0/ D 1, for A varying with step 0:1

Table 5.5 Critical amplitude of vertical oscillations for � D 10�3 (a); � D 10�4 (b)

a
k 1 2 3 4 5 6 7 8 9 10 11 12 13 14

A1.k/ 4.7 3.0 3.0 2.9 2.7 2.4 1.5 >20 >20 >20 0.9 1.6 2.1 2.6

A2.k/ 6.0 9.3 6.0 5.9 5.8 5.7 5.4 5.0 4.2 2.7 >20 >20 >20 >20

b
k 1 2 3 4 5 6 7 8 9 10 11 12 13 14

A1.k/ 1.44 0.91 0.9 0.88 0.82 0.69 >10 >10 >10 >10 0.2 0.44 0.63 0.8

A2.k/ 1.87 2.91 1.86 1.85 1.82 1.77 1.69 1.54 1.3 0.76 >10 >10 >10 >10
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The flutter energy of the kth vertical mode 'k (see Definition 5.11) is then

Ek D minfE1.k/; E2.k/g :

From Table 5.5 we deduce that, if � D 10�3 then A1.k/ > A2.k/ provided that
k D 8; 9; 10 while if � D 10�4 this happens provided that k D 7; 8; 9; 10. In these
cases, the energy transfer occurs on the second torsional mode. On the contrary, for
lower k, we have that A1.k/ < A2.k/.

A few days prior to the TNB collapse, the project engineer L.R. Durkee wrote
a letter (see [9, p.28]) describing the oscillations which were so far observed at the
TNB. He wrote:

Altogether, seven different motions have been definitely identified on the main span of
the bridge, and likewise duplicated on the model. These different wave actions consist of
motions from the simplest, that of no nodes, to the most complex, that of seven modes.

Hence, the TNB never oscillated with k D 8; 9; 10 before the day of the collapse.
On the other hand, we have repeatedly recalled that on the day of the collapse the
motion suddenly changed from the tenth vertical mode to the second torsional mode,
see [9, V-10] and Sect. 5.3.3. Therefore, the plate model studied in the present
section is able to reproduce the very same change of oscillations as at the TNB.
And the above numerical results, combined with the conclusions of Sect. 5.5.3,
confirm the behavior highlighted in the previous chapters for different models:

if the energy E in (5.62) is small enough then the kth vertical mode is
stable (small initial torsional oscillations remain small for all time t > 0),
whereas if E is large then the kth vertical mode may become unstable (small
torsional oscillations may suddenly become wider).

5.6 The Quasilinear von Kármán Plate System

5.6.1 The Equations and the Boundary Conditions

By normalising the coefficients, the system (5.18) may be written as
�
�2˚ D �Œu; u� in ˝
�2u D Œ˚; u�C f in ˝ :

In a plate subjected to compressive forces along its edges, one should consider a
prestressing constraint which may lead to buckling. Then the system (5.18) becomes

�
�2˚ D �Œu; u� in ˝
�2u D Œ˚; u�C f C �ŒF; u� in ˝ :

(5.69)
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The term �ŒF; u� in the right hand side of (5.69) represents the boundary stress. The
parameter � � 0 measures the magnitude of the compressive forces acting on @˝
while the smooth function F satisfies

F 2 C4.˝/ ; �2F D 0 in ˝ ; Fxx D Fxy D 0 on .0; �/ � f˙`g ; (5.70)

see [43, pp. 228–229]: the term �F is the stress function in the plate resulting from
the applied force if the plate were artificially prevented from deflecting and the
boundary constraints in (5.70) physically mean that no external stresses are applied
on the free edges of the plate. Following Knightly-Sather [157], we take

F.x; y/ D `2 � y2
2

so that ŒF; u� D �uxx :

Therefore, (5.69) becomes
�
�2˚ D �Œu; u� in ˝
�2u D Œ˚; u�C f � �uxx in ˝ :

(5.71)

In literature, the system (5.71) is usually complemented with Dirichlet boundary
conditions, see [82, Sect. 1.5] and [268, p. 514]. But since we aim to model
a suspension bridge, these conditions are not the correct ones. As in Sect. 5.4,
we view the roadway as a long narrow rectangular thin plate hinged at its two
opposite short edges and free on the remaining two long edges: this leads to the
boundary conditions (5.21)–(5.22). When (5.21) holds, Ventsel-Krauthammer [264,
Example 7.4] suggest that Nx D v D 0 on f0; �g � .�`; `/. In view of (5.15) this
yields

0 D wx C �vy C 1

2
u2x C �

2
u2y D wx C 1

2
u2x D Ed

.1 � �2/�
Ny

where the condition uy D 0 comes from the first of (5.21). In turn, by (5.17) this
implies that ˚xx D 0 on f0; �g � .�`; `/. For the second boundary condition we
recall that Nx D 0 so that, by (5.17), also ˚yy D 0: since the Airy function ˚ is
defined up to the addition of an affine function, we may take ˚ D 0. Summarising,
we also have

˚ D ˚xx D 0 on f0; �g � .�`; `/ : (5.72)

On the long edges the boundary condition (5.22) does not depend on �; for the Airy
stress function˚ , we take the usual Dirichlet boundary condition, see [42, 43]. Then

˚ D ˚y D 0 on .0; �/ � f˙`g : (5.73)

These boundary conditions suggest to introduce the following subspace of
H2�.˝/

H2��.˝/ WD fu 2 H2�.˝/ W u D uy D 0 on .0; �/ � f˙`gg;
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which is a Hilbert space when endowed with the scalar product and norm

.u; v/H2
��
.˝/ WD

Z

˝

�u�v ; kukH2
��
.˝/ WD

�Z

˝

j�uj2
�1=2

:

We denote the dual space of H2��.˝/ by H��.˝/.
By putting together the Euler-Lagrange equation (5.71) and the boundary

conditions (5.21), (5.22), (5.72) and (5.73) we obtain the system

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

�2˚ D �Œu; u� in ˝
�2u D Œ˚; u�C f � �uxx in ˝
u D ˚ D uxx D ˚xx D 0 on f0; �g � .�`; `/
uyy C �uxx D uyyy C .2 � �/uxxy D 0 on .0; �/ � f˙`g
˚ D ˚y D 0 on .0; �/ � f˙`g :

(5.74)

Finally, we also add the nonlinear restoring action due to the hangers. In view
of the discussion in Sect. 3.3.3 we take here a compromise between (5.38) and the
nonlinearity suggested in [196], that is, � .y/.kuCıu3/C. This leads to the problem

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

�2˚ D �Œu; u� in ˝
�2u C � .y/.ku C ıu3/C D Œ˚; u�C f � �uxx in ˝
u D ˚ D uxx D ˚xx D 0 on f0; �g � .�`; `/
uyy C �uxx D uyyy C .2 � �/uxxy D 0 on .0; �/ � f˙`g
˚ D ˚y D 0 on .0; �/ � f˙`g :

(5.75)

After that a solution .u; ˚/ of (5.74) or (5.75) is found, (5.15)–(5.17) yield

wx C �vy D 1 � �2

E d
˚yy � 1

2
u2x � �

2
u2y ; �wx C vy D 1 � �2

E d
˚xx � 1

2
u2y � �

2
u2x

which immediately gives wx and vy . Upon integration, this gives w D w.x; y/ up to
the addition of a function only depending on y and v D v.x; y/ up to the addition
of a function depending only on x. These two additive functions are determined by
solving the last constraint given by (5.15)–(5.17), that is,

wy C vx D �2.1C �/

E d
˚xy � ux � uy :

5.6.2 Uniqueness and Multiplicity of the Equilibrium Positions

With no further mention, we assume here that (5.4) holds. The first step to
study (5.74) and (5.75) is to analyze the spectrum of the linear problem obtained
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by taking ˚ D f D k D ı D 0:
8
<

:

�2u C �uxx D 0 in ˝
u D uxx D 0 on f0; �g � .�`; `/
uyy C �uxx D uyyy C .2 � �/uxxy D 0 on .0; �/ � f˙`g :

(5.76)

The following result is proved in [130].

Theorem 5.12 The problem (5.76) admits a sequence of divergent eigenvalues

0 < �1 < �2 � : : : � �k � : : :

whose corresponding eigenfunctions fekg form a complete orthonormal system in
H2�.˝/. Moreover, the least eigenvalue �1 is simple and is the unique value of � 2
..1 � �/2; 1/ such that

q

1�
p
�

p
�C1���2 tanh.`

q

1�
p
�/D

q

1C
p
�

p
��1C��2 tanh.`

q

1C
p
�/

while the corresponding eigenspace is generated by the positive eigenfunction

e1.x; y/D
8
<

:
.
p
�C1��/

cosh

�
y
p
1�p

�

�

cosh

�
`
p
1�p

�

�C.
p
��1C�/

cosh

�
y
p
1Cp

�

�

cosh

�
`
p
1Cp

�

�

9
=

;
sin x:

Also for this problem the simplicity of the least eigenvalue and the positivity of
the first eigenfunction were not to be expected. By mimicking Knightly-Sather [157,
Sect. 3], let us analyse the eigenvalue problem for the fully hinged rectangular plate:

�2u C �uxx D 0 in ˝ D .0; �/ � .�`; `/ ; u D �u D 0 on @˝ : (5.77)

The eigenvalues and eigenfunctions are given by

�m;n D 1

m2

�

m2 C n2�2

4`2

�2
; sin.mx/ sin

�n�

2`
.` � y/

�
:

The least eigenvalue is obtained for n D 1 and the following facts hold:

• If ` > �=2
p
2 then the least eigenvalue is �1;1 and the first eigenfunction is of

one sign.
• If ` D �=2

p
2 then the least eigenvalue is double, �1;1 D �2;1 D 9.

• If ` < �=2
p
2 then the least eigenvalue is �2;1 and the first eigenfunction changes

sign.
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Back to Theorem 5.12, the least eigenvalue �1 represents the critical buckling
load. This eigenvalue is the same as for (5.31), see Theorem 5.3 and the characteri-
sation in (5.33). Therefore,

�1 D min
v2H2

�
.˝/

kvk2
H2

�
.˝/

kvxk2
L2.˝/

D min
v2H2

�
.˝/

kvk2
H2

�
.˝/

kvk2
L2.˝/

(5.78)

and the critical buckling load for a rectangular plate equals the eigenvalue relative to
the first eigenmode of the plate. In turn, the first eigenmode is also the first buckling
deformation of the plate. From (5.78) we readily infer the Poincaré-type inequalities

�1kvxk2
L2.˝/

� kvk2
H2

�
.˝/

; �1kvk2
L2.˝/

� kvk2
H2

�
.˝/

8v 2 H2�.˝/

with strict inequality unless v is a multiple of e1. By taking v.x; y/ D sinx one
finds that �1 < 1. We also mention that Theorem 5.12 may be complemented with
the explicit form of all the eigenfunctions: they are sin.mx/ (m 2 N) multiplied by
trigonometric or hyperbolic functions with respect to y, see [130].

Next, we insert a live load f and we study the existence and multiplicity of
solutions of (5.74).

Theorem 5.13 For all f 2 L2.˝/ and � � 0 (5.74) admits a solution .u; ˚/ 2
H2�.˝/ �H2��.˝/. Moreover:

.i/ If � � �1 and f D 0, then (5.74) only admits the trivial solution
.u; ˚/ D .0; 0/.

.ii/ If � 2 .�k; �kC1� for some k � 1 and f D 0, then (5.74) admits at least k
pairs of nontrivial solutions.

.iii/ If � < �1 there exists K > 0 such that if kf kL2.˝/ < K then (5.74) admits a
unique solution .u; ˚/ 2 H2�.˝/ �H2��.˝/.

.iv/ If � > �1 there exists K > 0 such that if kf kL2.˝/ < K then (5.74) admits at
least three solutions.

Theorem 5.13 gives both uniqueness and multiplicity results. Since the solutions
are obtained as critical points of an action functional, they describe the stable and
unstable equilibria positions of the plate. When both the buckling load � and the
external load f are small there is just one possible equilibrium position. If one of
them is large then multiple equilibrium positions may exist.

The last step is to study the nonlinear plate modeling the suspension bridge, that
is, with the action of the hangers and cables. We first define the constants

˛ WD
Z

˝

� .y/e21 ; � WD .˛k C 1/�1 > �1 ;

where �1 is the least eigenvalue and e1 denotes here the positive least eigenfunction
normalised in H2�.˝/, see Theorem 5.12; � is as in (5.38). Then we have
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Theorem 5.14 For all f 2 L2.˝/, � � 0 and k; ı > 0 problem (5.75) admits a
solution .u; ˚/ 2 H2�.˝/ �H2��.˝/. Moreover:

.i/ If � < �1 there exists K > 0 such that if kf kL2.˝/ < K then (5.75) admits a
unique solution .u; ˚/ 2 H2�.˝/ �H2��.˝/.

.ii/ If � > �1 and f D 0 then (5.75) admits at least two solutions .u; ˚/ 2
H2�.˝/ �H2��.˝/ and one of them is trivial and unstable.

.iii/ If � < �2 and � < � < �2, there exists K > 0 such that if kf kL2.˝/ < K

then (5.75) admits at least three solutions .u; ˚/ 2 H2�.˝/ � H2��.˝/, two
being stable and one being unstable.

Also Theorem 5.14 gives both uniqueness and multiplicity results. Item .ii/ states
that even in absence of a live load (f D 0), if the buckling load � is sufficiently
large then there exists at least two equilibrium positions; we conjecture that if
we further assume that � < � then there exist no other solutions and that the
equilibrium positions look like in Fig. 5.6. In the left picture we see the trivial
equilibrium u D 0 which is unstable due to the buckling load. In the right picture
we see the stable equilibrium for some u < 0 (above the horizontal position due to
the downwards positive orientation). We conjecture that it is a negative multiple
of the first eigenfunction e1, see Theorem 5.12; since ` is very small, a rough
approximation shows that this negative multiple looks like � C sin.x/ for some
C < 0, which is the shape represented in the right picture. In this pattern, a
crucial role is played by the positivity of e1. Our feeling is that the action functional
corresponding to this case has a qualitative shape as described in Fig. 5.7, where O
is the trivial unstable equilibrium and M is the stable equilibrium. If there were no

Fig. 5.6 Equilibrium positions of the buckled bridge

Fig. 5.7 Qualitative shape of the action functional for Theorem 5.14 .ii/ when � < �
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hangers also the opposite position would be a stable equilibrium. But the presence
of the restoring force requires a larger buckling term in order to generate a positive
(downwards) displacement. Indeed, item .iii/ states, in particular, that if f D 0 and
the buckling load is large then there exist three equilibria: one is trivial and unstable,
the second is the enlarged negative one already found in item .ii/, the third should
precisely be the positive one which appears because the buckling load � is stronger
than the restoring force due to the hangers. All these conjectures and qualitative
explanations are supported by similar results for a simplified (one dimensional)
beam equation, see Theorem 2.17.

5.7 Alternative Plate Models with Stretching Energy

5.7.1 Should the Stretching Energy Be Included in the Model?

In a plate˝ � R
2 stretching is most visible when the plate is fixed on the boundary

@˝ and a deformation of ˝ yields a variation of its surface. This is the two-
dimensional version of the variation of length of a beam, see (2.2). If the elastic
force is proportional to the increment of surface, the stretching energy for the plate
whose vertical displacement is u reads

ES .u/ D
Z

˝

�p
1C jruj2 � 1

�
dxdy: (5.79)

By measuring the importance of the stretching energy through a coefficient ı � 0,
one is led to consider the energy

ET .u/C ıES .u/ (5.80)

where ET .u/ is the sum of the bending and potential energies, see (5.19).
Let us explain why we believe that, at least for a first approximation, the

stretching energy may be left out, that is, ı D 0. There are several reasons for this
and, from a mathematical point of view, one simply has to notice thatH2 � H1 and
that the H2-norm bounds the H1-norm. Of course, this is a very rough argument
and, as we shall see, deeper motivations come from structural engineering and
physics.

From a physical point of view, one should notice that the axial force in the plate
modeling the roadway is very small: the plate is very long and since two edges are
free, only very small variations of the total surface are expected.

From an engineering point of view, it is known that concrete is weakly elastic
and heavy loads can produce cracks while metals are more elastic and react to
loads by bending. This is the reason why prestressed concrete structures have been
conceived. According to [200, p. 28], the father of prestressed concrete bridges is
the French engineer Eugène Freyssinet (1879–1962) and these bridges were first
built around 1940. Prestressing metal tendons (generally of high tensile steel) are
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used to provide a clamping load which produces a compressive stress that balances
the tensile stress that the concrete compression member would otherwise experience
due to a load. Prestressed concrete is obtained by casting concrete around tensioned
tendons; this method produces a winning interaction between tendons and concrete
since it protects the tendons from corrosion and allows for a direct transfer of
tension. The concrete adheres and bonds to the bars and when the tension is released
it is transferred to the concrete as compression by static friction. The idea, or even
better, the necessity of having an “elasticized concrete” explains why stretching is
negligible when computing the energy of the plate˝ . Indeed, if the prestressed plate
increases its surface, it simply recovers its initial surface (before prestressing) and
therefore, no effective stretching energy appears. Moreover, the plate is fixed only
on its short edges so that it is free to move horizontally on the long edges which are
free boundaries described by (5.22). And in such situation, we already pointed out
that there is little stretching energy. So, the coefficient ı is very small and, as a first
approximation, it can be neglected.

On the other hand, for a more accurate analysis one needs to take account of
the stretching energy. In particular, in prestressed structures there is a competing
effect between bending and stretching. We also saw in Sect. 5.2.3 that when large
deformations of the plate are involved the stretching components .w; v/ couple with
the bending component u and modify the energy. In the following subsections we
discuss some equations which take into account the stretching energy. Villaggio
[268, Sect. 51] considers these equations as modifications of the quasilinear von
Kármán system (5.18) discussed in Sects. 5.2.3 and 5.6:

: : :the equations are derived from the principle of minimum energy, but by neglecting the
strain energy resulting from the second invariant of the strains. The resulting equations are
still nonlinear, but they can be decoupled: : :

5.7.2 The Equation with a Linearised Stretching Term

For small displacements u, the asymptotic expansion .
p
1C jruj2 � 1/ 	 jruj2=2

allows to approximate (5.79) with the Dirichlet integral

ES .u/ D 1

2

Z

˝

jruj2 dxdy: (5.81)

Then the resulting energy (5.80) reads

Ef D
Z

˝

�
.�u/2

2
C ��1

2
Œu; u�

�

dxdy C ı

2

Z

˝

jruj2dxdy �
Z

˝

fu dxdy:

By minimising this energy, one obtains the following linear equation

�2u � ı�u D f in ˝ : (5.82)
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In this section we study (5.82). By using the scalar products (5.25) and (5.27) we
may formally link minimisers of the energy Ef and weak solutions of the equation.

Theorem 5.15 Assume (5.4), let ı > 0, and let f 2 H . Then there exists a unique
u 2 H2�.˝/ such that

.u; v/H2
�

C ı.u; v/H1
�

D hf; vi 8v 2 H2�.˝/ I (5.83)

moreover, u is the minimiser of the convex functional Ef . If f 2 L2.˝/ then u 2
H4.˝/. Finally, if u 2 C4.˝/\C3.˝/ satisfies (5.83), then u is a classical solution
of (5.82) complemented with the boundary conditions

u.0; y/ D uxx.0; y/ D u.�; y/ D uxx.�; y/ D 0

uyy.x;˙`/C�uxx.x;˙`/ D uyyy.x;˙`/C.2 � �/uxxy.x;˙`/�ıuy.x;˙`/ D 0

for all y 2 .�`; `/ and all x 2 .0; �/.
From Theorem 5.15 we learn that the boundary conditions on the free edges

y D ˙` are modified by the stretching constant ı. If we assume again (5.28)
and (5.29), then the unique solution of (5.82) is given by

u.x; y/ D
1X

mD1

�
1

m2.m2 C ı/
C Am cosh.my/C Bm cosh.

p
m2 C ıy/

�

ˇm sin.mx/

(5.84)

where the coefficients Am D Am.`/ and Bm D Bm.`/ are given by

Am D ��.1��/mp
m2CıŒ.1��/m2Cı�2 sinh.m`/ coth.`

p
m2Cyı/�.1��/2.m2Cı/m3 cosh.m`/

Bm D �Œ.1��/m2Cı�
Œ.1��/m2Cı�2 cosh.`

p
m2Cı/�.1��/2m3pm2Cı coth.m`/ sinh.`

p
m2Cı/

1
m2Cı :

To estimate the impact of the stretching energy, one should compare (5.84)
with (5.30). These formulas also describe the dependence on y of the equilibrium
when the forcing term merely depends on x. The y-dependence is a measure of the
tendency to cross bending, which was the main cause of the collapse of the Tacoma
Narrows Bridge, see [253]. The tendency to cross bending is well estimated by

u.x; `/�u.x; 0/D
1X

mD1

h
Am.cosh.m`/� 1/CBm.cosh.`

p
m2 C ı/ � 1/

i
sin.mx/ :

It is quite standard (see [3]) that the embedding H2�.˝/ � H1�.˝/ is compact
and that the optimal embedding constant is given by

� WD min
w2H2

�
.˝/

kwk2
H2

�

kwk2
H1

�

: (5.85)
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From a physical point of view, this constant determines a bound for the prestressing
strength: we will see that, if exceeded, nontrivial equilibria appear giving rise to
buckling. The characterisation in (5.85) yields the Poincaré-type inequality

�kwk2
H1

�

� kwk2
H2

�

8w 2 H2�.˝/ I (5.86)

this inequality is strict unless w minimises the ratio in (5.85), that is, w is a nontrivial
solution of the eigenvalue problem

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

�2w C��w D 0 in ˝

w.0; y/Dwxx.0; y/Dw.�; y/ D wxx.�; y/D0 y 2 .�`; `/
wyy.x;˙`/C�wxx.x;˙`/D0 x 2 .0; �/
wyyy.x;˙`/C.2 � �/wxxy.x;˙`/C�wy.x;˙`/D0 x 2 .0; �/:

(5.87)

Problem (5.87) is similar to (5.82) with ı D �� and f D 0. By strict
monotonicity of the function (of variable �) on the left hand side, we know that
there exists a unique � 2 .0;p�/ such that

�

.�2 � �/2 tanh.`�/ D 1

.1 � �/2
tanh.`/ : (5.88)

This number enables us to characterise the least eigenvalue of (5.87):

Theorem 5.16 Let � D �1 be as in (5.85) and let � 2 .0;
p
�/ be the unique

solution of (5.88), then

� D 1 � �2 2 .1 � �; 1/

and, up to a multiplicative constant, the unique solution of (5.87) is positive in ˝
and is given by

w.x; y/ D ˚
.� � �2/ cosh.�`/ cosh.y/C .1 � �/ cosh.`/ cosh.�y/

�
sinx:

Moreover, (5.87) admits a divergent sequence of eigenvalues

�1 < �2 � : : : � �k � : : : (5.89)

whose corresponding eigenfunctions fwkg form a complete orthonormal system in
H2�.˝/.

Theorem 5.16 is far from trivial. First of all, the computation of the exact value of
the least eigenvalue requires some effort; if � D 0:2 and ` D �=150 then� � 0:96.
Secondly, and more important, a similar remark as for Theorem 5.3 holds: the results
in [83] show that the positivity of w should not be considered an obvious result.
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Last but not least, note that (5.87) is not a standard eigenvalue problem such as
Lu D �u for some linear operator L; some work is needed in order to exhibit a
linear compact and self-adjoint operator, see [6].

5.7.3 The Surface Increment Quasilinear Equation

We study here the behavior of the plate without the linearisation (5.81) and subject
to prestressing ı D �P < 0. The energy becomes

Ef .u/ D 1

2
kuk2

H2
�

� P

Z

˝

�p
1C jruj2 � 1

�
dxdy � hf; ui (5.90)

where k�kH2
�
.˝/ is the norm defined in Lemma 5.1 and P is the axial force acting on

the short edges of the plate (prestressing): we have P > 0 if the plate is compressed
and P < 0 if the plate is stretched. The energy function Ef may not be convex,
hence it may admit critical points different from the global minimiser: although the
only stable equilibrium is the global minimiser, other unstable equilibria may exist.
Critical points of the energy Ef solve the following (quasilinear) Euler-Lagrange
equation:

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

�2u C P r �
�

rup
1Cjruj2

�

D f in ˝

u.0; y/ D uxx.0; y/ D u.�; y/ D uxx.�; y/ D 0 y 2 .�`; `/
uyy.x;˙`/C�uxx.x;˙`/D0 x 2 .0; �/
uyyy.x;˙`/C.2��/uxxy.x;˙`/� ı.u/uy.x;˙`/D0 x 2 .0; �/

(5.91)

where ı D ı.u/ is no longer constant and reads

ı.u/ D � P
p
1C jruj2 :

For a given f 2 H we say that u 2 H2�.˝/ is a weak solution of (5.91) if

.u; v/H2
�

� P
Z

˝

ru � rv
p
1C jruj2 dxdy D hf; vi 8v 2 H2�.˝/ : (5.92)

We first consider the homogeneous case f D 0. In this case, we say that u 2
H2�.˝/ is a weak solution of (5.91) if

.u; v/H2
�

� P

Z

˝

ru � rv
p
1C jruj2 dxdy D 0 8v 2 H2�.˝/ : (5.93)
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Of course, u D 0 always solves (5.93) and the interesting question is whether
nontrivial solutions also exist. In this respect, we state

Theorem 5.17 Let �k (k � 1) be as in (5.89) and put �0 D 0. If

P 2 .�k;�kC1�

for some k � 0, then (5.93) admits at least k pairs of nontrivial solutions ˙uj :

Theorem 5.17 states that large prestressing leads to buckling, that is, nontrivial
solutions. The picture in Fig. 5.8 displays the qualitative behavior of the energy
functional E0 when P 2 .�1;�2�. There is an unstable equilibrium (at the origin)
and two stable equilibria symmetric with respect to the origin. For P > �2,
Theorem 5.17 gives additional multiplicity and the qualitative graph of E0 becomes
more complicated, with more unstable solutions.

For the nonhomogeneous problem our result is less precise. However, also when
f ¤ 0 we may state a result about uniqueness and multiplicity of solutions.

Theorem 5.18 Let � be as in (5.85) (see Theorem 5.16).

.i/ If P � �, then for all f 2 H the problem (5.92) admits a unique solution
u 2 H2�.˝/.

.ii/ If P > �, then for all f 2 H the problem (5.92) admits at least a solution
u 2 H2�.˝/.

.iii/ If P > �, there exists � D �.P / > 0 such that if kf kH < � then (5.92)
admits at least three solutions.

Theorem 5.18 deserves several important comments. From a physical point of
view, it is not unexpected. If the prestressing constant is sufficiently small (that is,
P � �), then there exists a unique equilibrium position for any given external
forcing and this equilibrium is stable. But if prestressing is sufficiently large (that is,
P > �) then other equilibria may appear. We conjecture that for increasing P (and

Fig. 5.8 Qualitative description of the energy E0 with three equilibria
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given small f ) the number of solutions also increases; in this respect, see the beam
equation in Sect. 2.8.3.

The proof of Theorem 5.18 in [6] makes use of a perturbation argument.
Therefore, if P 2 .�1;�2� the picture in Fig. 5.8 still displays the qualitative
behavior of the energy functional Ef : there is an unstable equilibrium (close to
the origin) and two stable equilibria (nearly symmetric with respect to the origin).
For larger P , further solutions may appear but they cannot be directly derived from
Theorem 5.17 due to the instability of the solutions found there. Of course, if f
belongs to some space related to the kernel of the second derivative of E0 one may
also maintain the unstable solutions of the homogeneous problem; but we will not
pursue this further.

The classical Fredholm alternative tells us that nonhomogeneous linear problems
at resonance lack either existence or uniqueness of the solution. The simplest
relevant example is the equation�u C�u D f in a bounded domain˝ � R

n (n �
1) under Dirichlet boundary conditions; if � is an eigenvalue of the Laplacian, that
is ��u D �u admits a nontrivial solution w 2 H1

0 .˝/, the existence of solutions
of the nonhomogeneous problem depends on f 2 H�1.˝/: there are no solutions
if hf;wi ¤ 0 and there are infinitely many solutions otherwise. Theorems 5.17
and 5.18 tell us that (5.91) admits a unique solution also at resonance, when P D �,
for any f 2 H ; this confirms the nonlinear nature of (5.91).

Let us now introduce the action of the hangers in this model. Consider again the
functions h andH in (5.38) and (5.39). If we add the potential energy of the hangers
(and cables) to the energy in (5.90) we obtain

Ef .u/ D 1

2
kuk2

H2
�

� P

Z

˝

�p
1C jruj2 � 1

�
dxdy C

Z

˝

H.y; u/ dxdy � hf; ui :

Critical points of the energy Ef .u/ solve the quasilinear equation

�2u C P r �
 

ru
p
1C jruj2

!

C h.y; u/ D f in ˝ (5.94)

with the same boundary conditions as in (5.91). If the plate is weakly prestressed,
then following result holds.

Theorem 5.19 Let h be as in (5.38); assume that P < �. For any f 2 H there
exists a unique u 2 H2�.˝/ such that

.u; v/H2
�

� P

Z

˝

ru � rv
p
1C jruj2 dxdy C .h.y; u/; v/L2 D hf; vi 8v 2 H2�.˝/ :

If u 2 H4.˝/ \ C3.˝/ then u is a strong solution of (5.94) and satisfies the
boundary conditions in (5.91).
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If the external force also depends on time, f D f .x; y; t/, and if m denotes the
mass of the plate, then arguing as for (5.42) we find that the quasilinear evolution
equation describing the motion of the bridge now reads

utt C�2u C P r �
 

ru
p
1C jruj2

!

C h.y; u/ D f in ˝ � RC :

Due to internal friction, we add a small damping term and obtain

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

utt C�utC�2uCPr �
�

rup
1Cjruj2

�

Ch.y; u/Df in ˝�RC
u.0; y; t/Duxx.0; y; t/D0 .y; t/2.�`; `/�RC
u.�; y; t/Duxx.�; y; t/D0 .y; t/2.�`; `/�RC
uyy.x;˙`; t/C�uxx.x;˙`; t/D0 .x; t/2.0; �/�RC
uyyy.x;˙`; t/C.2��/uxxy.x;˙`; t/�ı.u/uy.x;˙`; t/D0 .x; t/2.0; �/�RC
u.x; y; 0/Du0.x; y/ ; ut .x; y; 0/Du1.x; y/ .x; y/2˝

(5.95)

where � > 0. If f 2 C0.RCIL2.˝// we say that

u 2 C0.RCIH2�.˝//\ C1.RCIL2.˝//\ C2.RCIH .˝// (5.96)

is a solution of (5.95) if it satisfies the initial conditions and if

hu00.t/; viC�.u0.t/; v/L2C.u.t/; v/H2
�

�P
Z

˝

ru � rv
p
1C jruj2 dxdyC.h.y; u.t//; v/L2

D .f .t/; v/L2 8v 2 H2�.˝/ ; 8t > 0 :

Then we have

Theorem 5.20 Assume (5.4) and that P < �. Let f 2 C0.RCIL2.˝// and let
� > 0; let u0 2 H2�.˝/ and u1 2 L2.˝/. Then:

.i/ There exists a unique solution of (5.95).
.ii/ If f 2 L2.˝/ is independent of t , then the unique solution u of (5.95) satisfies

u.t/ ! u in H2�.˝/ and u0.t/ ! 0 in L2.˝/ as t ! C1

where u is the unique solution of the stationary problem (5.94).
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5.7.4 A Nonlocal Quasilinear Equation

We study here the behavior of the plate subject to prestressing and we follow the
model suggested by Berger [39]; see also the beam model suggested by Woinowsky-
Krieger [279] and discussed in Sect. 2.8.3. The elastic energy to be considered reads

Ef .u/ D 1

2
kuk2

H2
�

� P

2
kuk2

H1
�

C S

4
kuk4

H1
�

� hf; ui (5.97)

where k � kH2
�

is the norm defined in Lemma 5.1 and k � kH1
�

is the Dirichlet norm
defined in (5.26). Here S > 0 depends on the elasticity of the material composing
the roadway, S

R
˝

jruj2 measures the geometric nonlinearity of the plate due to its
stretching and P is the prestressing constant. Again, we have P > 0 if the plate is
compressed and P < 0 if the plate is stretched.

Critical points of the energy Ef .u/ solve the following (quasilinear, nonlocal)
Euler-Lagrange equation:

�2u C
�
P � S

Z

˝

jruj2dxdy
�
�u D f in ˝ : (5.98)

Note that the second order expansion

p
1C "2 � 1 D "2

2
� "4

8
CO."6/ as " ! 0

leads to an energy similar to (5.97) with

P

8

Z

˝

jruj4dxdy instead of
S

4

�Z

˝

jruj2dxdy

�2
I (5.99)

these terms are quite similar and hence the energy (5.97) may be considered as a
second order approximation of (5.90). Using (5.99) yields the quasilinear equation

�2u C P�u � P

2
�4u D f in ˝

where�4 is the p-Laplacian operator with p D 4; this equation should be compared
with (5.98).

For simplicity we put

ı.u/ D �P C S

Z

˝

jruj2 dxdy



226 5 Plate Models

so that the corresponding boundary value problem for (5.98) reads

8
ˆ̂
<

ˆ̂
:

�2u � ı.u/�u D f in ˝
u.0; y/ D uxx.0; y/ D u.�; y/ D uxx.�; y/ D 0 y 2 .�`; `/
uyy.x;˙`/C�uxx.x;˙`/D0 x 2 .0; �/
uyyy.x;˙`/C.2��/uxxy.x;˙`/� ı.u/uy.x;˙`/D0 x 2 .0; �/ :

(5.100)

The problem (5.100) with a general ı D ı.u/ is also studied by Villaggio [268,
(51.8)] as an approximation of the von Kármán system (5.18).

For a given f 2 H we say that u 2 H2�.˝/ is a weak solution of (5.100) if

.u; v/H2
�

C ı.u/.u; v/H1
�

D hf; vi 8v 2 H2�.˝/ : (5.101)

It appears quite instructive to deal first with the homogeneous case f D 0: the
energy functional E0 has a rich structure. In this case, we say that u 2 H2�.˝/ is a
weak solution of (5.100) if

.u; v/H2
�

C ı.u/.u; v/H1
�

D 0 8v 2 H2�.˝/ : (5.102)

We then have a precise multiplicity result.

Theorem 5.21 Let S > 0, let �k (k � 1) be as in (5.89) and put �0 D 0.

.i/ If P 2 .�k;�kC1� for some k � 0 and at least one of the eigenvalues
�2; : : : ; �k has multiplicity greater than 1, then (5.102) admits infinitely many
solutions.

.ii/ If P 2 .�k;�kC1� for some k � 0 and all the eigenvalues �2; : : : ; �k have
multiplicity 1, then (5.102) admits exactly 2kC 1 solutions which are explicitly
given by

u0 D 0 ; ˙uj D ˙
r
P ��j

S
wj .j D 1; : : : ; k/ (5.103)

where wj is an H1�.˝/-normalised eigenfunction of (5.87) corresponding to
the eigenvalue �j (j D 1; : : : ; k). Moreover, for each solution the energy is
given by

E0.u0/ D 0 ; E0.˙uj / D � .P ��j /
2

4S
.j D 1; : : : ; k/ (5.104)

and the Morse index M is given by

M.u0/ D k ; M.˙uj / D j � 1 .j D 1; : : : ; k/ : (5.105)
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Fig. 5.9 Qualitative
description of the energy E0
with five equilibria

The statement of Theorem 5.21 can be made more precise in the case of infinitely
many solutions. Any simple eigenvalue �j generates solutions satisfying (5.104)
and (5.105). Multiple eigenvalues �j generate infinitely many solutions which are
linear combinations of the (multiple) related eigenfunctions, they still satisfy (5.104)
but they are degenerate critical points for E0.

The picture in Fig. 5.8 displays again the qualitative behavior of the energy
functional E0 when P 2 .�1;�2�. However, in this case more details are available.
If �2 is simple, the picture of Fig. 5.9 represents the 2D space spanned by
the first two eigenfunctions fw1;w2g and the five solutions fu0;˙u1;˙u2g; the
arrows represent the directions where the energy E0 decreases. Theorem 5.21 [in
particular, (5.105)] states that only ˙u1 are stable (global minima) while all the
other critical points of E0 are saddle points. By standard minimax techniques, one
could try to link the two minima ˙u1 in order to find further unstable (mountain
pass) solutions. But Theorem 5.21 states that the only solutions are (5.103) so that
the minimax point is one of the uj ’s (j D 0; : : : ; k) and no additional unstable
solutions exist. From a physical point of view, the Morse index may be seen as a
“measure of instability”.

For the nonhomogeneous problem the result is similar to Theorem 5.18:

Theorem 5.22 Let S > 0 and let � be as in (5.85) (see Theorem 5.16).

.i/ If P � �, then for all f 2 H the problem (5.101) admits a unique solution
u 2 H2�.˝/.

.ii/ If P > �, then for all f 2 H the problem (5.101) admits at least a solution
u 2 H2�.˝/; moreover, there exists � D �.P / > 0 such that if kf kH < �

then (5.101) admits at least three solutions.

The same comments and remarks following Theorem 5.18 apply also to Theo-
rem 5.22. In particular, problem (5.100) displays the same prestressing and buckling
features as (5.91). But a further remark about a priori estimates may be given here.
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Of course, this makes sense in the case of a unique solution P � �. By taking
v D u in (5.101), we obtain

kuk2
H2

�

� P kuk2
H1

�

C Skuk4
H1

�

D hf; ui � kf kH kukH2
�

: (5.106)

If P < �, then by (5.86) this yields the following a priori estimate for the unique
solution of (5.100):

kukH2
�

� �

� � P kf kH : (5.107)

As P ! � this estimate is of little interest and one may wonder whether a different
a priori estimate may be obtained for P D �. But this is not the case, as shown by
the following counterexample. Let w denote an H1�.˝/-normalised eigenfunction
corresponding to � and let f D ˛�w for some ˛ > 0. By Theorem 5.22, the
problem (5.100) admits a unique weak solution; one may check that

u D � 3

r
˛

S
w

is the solution. Then

kukH2
�

D p
� kukH1

�

D
p
�

3
p
S

3
p
˛ ; kf kH D ˛k�wkH ;

so that no a priori estimate such as kukH2
�
.˝/ � Ckf kH can hold; to be convinced,

it suffices to let ˛ ! 0. On the other hand, for any P > 0, from (5.106) we infer
that

either kukH1
�

�
r
P

S
or kukH2

�

� kf kH

so that, by (5.86),

kukH1
�

� max

(r
P

S
;

kf kHp
�

)

and a kind of a priori estimate in the weaker normH1�.˝/ is always available.
Note that by taking v D u in (5.92), if P < �, we also obtain the a priori

estimate (5.107) for the unique solution of (5.91). But contrary to (5.100), nothing
can be said when P ! � or when P D �.

If we introduce the action of the hangers in this model, the energy (5.97) becomes

Ef .u/ D 1

2
kuk2

H2
�

� P

2
kuk2

H1
�

C S

4
kuk4

H1
�

C
Z

˝

H.y; u/ dxdy � hf; ui
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whereas the quasilinear Euler-Lagrange equation reads

�2u � ı.u/�u C h.y; u/ D f in ˝ (5.108)

with the same boundary conditions as in (5.100). If the plate is weakly prestressed,
then the following result holds.

Theorem 5.23 Let h be as in (5.38); assume that P < �. For any f 2 H there
exists a unique u 2 H2�.˝/ such that

.u; v/H2
�

� ı.u/.u; v/H1
�

C .h.y; u/; v/L2 D hf; vi 8v 2 H2�.˝/ :

If u 2 H4.˝/ \ C3.˝/ then u is a strong solution of (5.108) and satisfies the
boundary conditions in (5.100).

If the external force also depends on time, f D f .x; y; t/, one may obtain a
result completely similar to Theorem 5.20.

5.8 Bibliographical Notes

The first attempt to mathematically model a plate goes back to 1766 and is
due to Euler in his masterpiece work [103]. These studies were performed just
a few years before the experiment by Chladni [77] described in Sect. 1.3. The
story continues in 1789 with the contribution [46] by the Swiss mathematician
Jacques Bernoulli (1759–1789), also known as Jacques II Bernoulli. In 1811 the
Italian mathematician Giuseppe Lodovico Lagrangia (1736–1813), better known as
Joseph-Louis Lagrange, published his treatise of analytical mechanics, see [164].
It was the French mathematician Marie-Sophie Germain (1776–1831) who first
derived in 1811 a fourth order differential equation to model plates; her equation
was incomplete and the missing term was added by Lagrange in 1813. Her work
[131] was published in 1821, see also Sect. 1.9 for more historical details. The
Poisson ratio � in (5.4) is named after the French mathematician Siméon Denis
Poisson (1781–1840) who introduced it in 1829, see [224]. Further contributions in
the theory of plates are mentioned throughout the present chapter.

The brief historical survey of models for plates given in Sect. 5.1 may be
complemented with full details by referring to the monographs by Timoshenko
[259] and Truesdell [262], see also [264, Sect. 1.2].

Part of the material in Sect. 5.2.1 is taken from [264, Sect. 1.1]. The Kirchhoff-
Love theory reported in Sect. 5.2.2 may be derived from the original works
[154, 176], see also [123, Sect. 1.1.2]. The variational formulation (5.19) should be
attributed to Friedrichs [117], while for a discussion of the boundary value problems
for a thin elastic plate in a somehow old fashioned notation we refer again to [154].
In 1910, von Kármán [271] described the large deflections and stresses produced in a
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thin elastic plate subject to compressive forces along its edge by means of the fourth
order quasilinear elliptic system (5.18). An interesting phenomenon associated with
this nonlinear model is the appearance of buckling, namely the plate may deflect
out of its plane when these forces reach a certain magnitude, see [41, Sect. 4.3B].
The linearisation of the von Kármán equations for an elastic plate over a planar
domain ˝ under pressure also leads to the eigenvalue equation (5.87), although
with different boundary conditions. Miersemann [203] studied in some detail the
corresponding eigenvalue problem. We also refer to [123, Sect. 1.3.2] for further
information and more recent bibliography.

The part concerning the von Kármán quasilinear model in Sect. 5.2.3 is taken
from Lagnese [162], see also [163]. For a precise physical interpretation of the
Airy stress function ˚ introduced in Sect. 5.2.3 we refer to [82, pp. 61–66].
Ciarlet [79, 80] and Davet [88] showed that the von Kármán equations (5.18) may
be derived as the leading term of a formal asymptotic expansion in a thickness
parameter of the exact equations of three-dimensional nonlinear elasticity, provided
that the applied forces are suitably scaled in terms of the thickness parameter. These
(stationary) equations have been widely studied in the mathematical literature, see
e.g. [40, 42, 43, 82, 155, 156, 162, 163, 264], as well as in the engineering literature
[160, Sect. 8.8.1], see also [86] for some numerical approaches. Concerning the
evolution (wave-type) von Kármán equations, for the general theory we refer again
to [162, 163]. The hinged boundary conditions (5.21) are named after Navier, from
their first appearance in [209, p. 96], from where we took Fig. 5.10.

The deflection of the fully hinged rectangular plate ˝ under the action of a
distributed load has been solved by Navier [209], see also [186, Sect. 2.1]. Maybe
Cauchy [71] had in mind the difference/analogy between bending, stretching, and
torsion when he criticised the work by Navier by claiming that

: : :Navier : : : avait considéré deux espèces de forces produites, les unes par la dilatation
ou la contraction, les autres par la flexion de ce même plan. : : : Il me parut que ces deux
espèces de forces pouvaient être réduites à une seule: : :

Many years later, the general problem of a load on the rectangular plate ˝ with
hinged short edges was considered by Lévy [171], Zanaboni [283], and Nadai [207],
see also [186, Sect. 2.2] for the analysis of different kinds of boundary conditions
on the long edges y D ˙`. Further classical books of elasticity theory are due to
Timoshenko [258], Ciarlet [81], Villaggio [268], see also [92, 207, 208, 260] for the

Fig. 5.10 First appearance of Navier boundary conditions (1823)
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theory of plates. Let us also mention a celebrated work by Ball [29] who analytically
approached the real 3D boundary value problems for nonlinear elasticity. For the
definition of Sobolev spaces and embedding properties such as (5.24), we refer to
[3]. For the spaces introduced in (5.44) we refer to [254, Chap. II].

Sections 5.3.1 and 5.4 are entirely taken from a paper by Ferrero-Gazzola [111].
More general forms for h, other than (5.38), are considered in [111]. The explicit
solution (5.30) may be obtained following [186, Sect. 2.2], see [111, Theorem 2].
A similar procedure can be used also for some forcing terms depending on y such
as e˙yf .x/ or yf .x/, see [186]. When ` ! 0, the plate ˝ tends to become a one
dimensional beam of length �: when ` ! 0, the solution and the energy of the
plate “tend to become” as for the beam, see [111, Theorem 3.3]. Equation (5.43)
also arises in different contexts, see e.g. [118, (17)], and is sometimes called the
Swift-Hohenberg equation. We refer to [277] for the study of the same equation but
with a noncoercive nonlinearity.

The quantitative analysis of Sects. 5.3.2 and 5.3.3 is due to Berchio-Ferrero-
Gazzola [34]. Sect. 5.5 is also taken from [34] while Sect. 5.5.4 contains some
variants of the results in [34] where one can find many other numerical results
validating the definition and the theoretical characterisation given in Sect. 5.5.2.

The pure plate model (5.69) is due to von Kármán [271] who derived the
equations by an heuristic method in which he discarded certain terms that he
regarded as physically or geometrically negligible. For several decades these
equations remained of purely theoretical interest. Pioneering numerical experiments
were performed in the mentioned engineering reports [172, 173] and by applied
mathematicians some 20 years later, see [31]. At that time, some tools of nonlinear
analysis were quickly developing and the first applications to the von Kármán
equations should be attributed to Berger-Fife [42]. Critical point theory was then
employed in the two milestone papers [40, 43] which gave rise to many further
contributions. The adaptation of the von Kármán model (5.69) to suspension bridges
as well as all the material in Sect. 5.6 comes from Gazzola-Wang [130].

Sections 5.7.2–5.7.4 come from AlGwaiz-Benci-Gazzola [6]. The proofs of
Theorems 5.19 and 5.23 are straightforward and may be obtained by standard
variational methods. Theorem 5.20 is new and, although it has time-dependent
boundary conditions due to the presence of ı.u/, its proof may be obtained as for
Theorem 5.5 and 5.6, see [111].



Chapter 6
Conclusions

In the previous chapters we have analysed several different models for suspension
bridges. Each model has highlighted a form of instability due to the presence
of some nonlinearity. The purpose of this final chapter is to put all together the
observed phenomena and to afford possible explanations as well as to give answers
to the questions raised in Chap. 1.

6.1 Flutter Energy in Nonlinear Models

In Sect. 1.7.4 we recalled the usual definition of flutter: it is a form of instability
depending on the velocity of the wind acting on the structure. Classical models
assume that the forcing term describing the wind is periodic. Not only we believe
that this assumption is incorrect (the wind is random in nature) but we also believe
that it may create artificial phenomena and lead to incorrect conclusions. While
analysing carefully the oscillations at the TNB, the project engineer Durkee [9,
p. 28] comments the effects of the wind by writing:

– Motions of considerable magnitude . . . have been observed with wind velocities as low
as three or four miles per hour.

– Motions of varying degrees of violence have been noted in winds up to 48 miles per
hour. The violence of motion is not necessarily proportional to the velocity of wind.

– The bridge has remained motionless at times in wind velocities varying from zero to 35
miles per hour.

– There appears to be no difference in the motion whether the wind is steady or gusty.

Overall, Durkee states that what really counts is the effective velocity of the wind
which is difficult to determine. We recall that the TNB has collapsed under a wind
velocity of 42mph. To justify the withstanding of the TNB under a wind of 48mph,
one may think of a Wagner effect [275] and claim that also the duration of the wind
plays an important role.

© Springer International Publishing Switzerland 2015
F. Gazzola, Mathematical Models for Suspension Bridges, MS&A 15,
DOI 10.1007/978-3-319-15434-3_6
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The instability generating flutter is usually attributed to the action of an external
force, either by invoking a parametric resonance or self-oscillations, see Sect. 1.7.5.
Arena-Lacarbonara [17] conclude their paper by writing

The onset of flutter is very sensitive to the initial wind angle of attack, the damping ratio,
and the bridge prestress condition caused by dead loads.

Thus flutter also depends on structural parameters and in this monograph we have
focused our efforts precisely on the nonlinear structural features. We have seen that,
in several isolated nonlinear models, the instability is caused by internal resonances
between different oscillating modes.

In [121] we suggested that, for nonlinear models, the flutter speed could be
replaced by a critical input of external energy. The models considered in the present
book confirm that the mechanism which gives rise to self-excited oscillations
within a nonlinear structure depends on the amount of energy present inside the
structure. The mechanism occurs in four steps. First, the wind inserts energy inside
the structure through the vortex shedding, then the so absorbed energy varies the
nonlinear frequencies of the oscillating modes. When the internal energy reaches
the flutter energy of the oscillating mode, a resonance is created and an uncontrolled
energy transfer occurs. In other words, since the nonlinear frequencies vary with
the amplitude of oscillations, the resonance appears only for sufficiently wide
oscillations and creates a structural instability. The final step is the entrance of
aerodynamic forces which exacerbate the structural instability, see Sect. 3.7.

Therefore, one should compute how much energy from the wind is absorbed by
the structure. When the structure is “drunk”, that is, it has absorbed a critical amount
of energy that we call flutter energy, its oscillations are uncontrolled: the energy
may transfer between different modes and give rise to destructive oscillations.
The addition of stiffening trusses increases the resistance to the appearance of a
torsional component in the oscillations. Whence, for suspension bridges, one may
characterise the (structural) instability by a critical energy threshold.

The flutter energy of a structure subject to vibrations is the least
energy which generates an energy transfer between different modes of
oscillations.

This definition is valid for any structure, both when the air is still and the structure
is moving in the air (as for an airfoil) or when the air is moving the structure (as
for a bridge). Up to some factor and square root, this definition coincides with the
classical one (flutter speed instead of flutter energy) if the vibrating structure is the
airfoil of an aircraft for which the angle of attack is “almost constant”. But for
suspension bridges, it may be fairly different. One should then investigate which
structural parameters enlarge the flutter energy and how to compute the input of
energy from the wind in dependence of its character. In this respect, a hint is given in
Sect. 3.6 while in Sect. 3.3.3 we saw that the flutter energy decreases for increasing
nonlinearity while it tends to infinity if the nonlinearity tends to vanish.
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6.2 Answers to the Main Questions

In Chap. 1 we analysed several bridges failures which showed the necessity of
mathematical models able to explain the observed phenomena. Although most of
these failures occurred long time ago and modern design provides nowadays secure
bridges, it seems that the phenomena were not completely understood. For instance,
there is no unanimously shared explanation of the TNB collapse. In particular, we
still owe to the reader an answer to the following questions raised in Sect. 1.6:

(Q1) Why do torsional oscillations appear suddenly in suspension bridges?
(Q2) Why the self-induced oscillations did not appear at earlier occasions
when high wind velocity prevailed?
(Q3) Why have self-induced oscillations not been observed in other modern
bridges?

In Sect. 1.8 we recalled that suspension bridges exhibit both nonlinear and
chaotic behaviors and that a General Principle of Classical Mechanics suggests
how to model these behaviors: neither linear differential equations nor systems of
less than three first-order equations can exhibit chaos.

In Chaps. 2–5 we analysed several different nonlinear models. The nonlinear
beam-type equation considered in Sect. 2.6 shows the possibility of self-excited
oscillations and how these may appear only in presence of suitable nonlinearities.
Since one dimensional beams cannot display torsional oscillations, in Chap. 3 we
analysed a fish-bone model, namely a beam complemented with rigid cross sections.
Thanks to a Galerkin approximation we reproduced the sudden transition from
purely vertical oscillations to torsional oscillations: this occurs only at certain energy
levels which can be computed numerically and may be estimated theoretically
through the Hill equation. The least of these energies is called flutter energy and only
depends on the structural parameters. In Sect. 3.6 we gave a qualitative explanation
of how to compute the flutter energy and how torsional modes are activated. Once
the flutter energy is exceeded, we have seen in Sect. 3.7 that the aerodynamic forces
contribute to vary further the energy.

In Sect. 4.2 we focused our attention to a unique cross section of the roadway:
we studied a system which allows the use of Poincaré maps. This tool enabled
us to give a precise description of the starting spark for the onset of torsional
oscillations. At some energy levels a bifurcation occurs and creates a resonance
among oscillators: when the oscillators are in resonance there may be a transfer of
energy from the vertical oscillator to the torsional oscillator. This occurs in isolated
systems, with no need of additional energy inputs from the exterior. This internal
resonance phenomenon should not be confused with the well-known elementary
phenomenon of external resonance displayed by the bridges discussed in Sect. 1.2.
Although the Poincaré maps could not be used, we were able to highlight the
same phenomenon within a more complicated model consisting of multiple cross
sections, that is, with many degrees of freedom. Again, we computed numerically
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the flutter energy, namely the least value of the internal energy where the instability
is manifested. We also made a feeble attempt to evaluate the role of internal damping
and external forces: it turned out that damping enlarges the threshold of instability
but it does not modify the response while forcing adds noise to the response.

A model viewing the roadway as a thin plate is analysed in Chap. 5. Several
fourth order nonlinear PDE’s are derived and studied in detail. The Galerkin
method is again used to show that the vibrating modes of the plate may transfer
energy, provided enough energy is present within the structure. More sophisticated
nonlinear models presumably displaying the same phenomena are also suggested.

All the models analysed in the present book yield the same conclusions which
we now summarise. Since the models are nonlinear, the frequencies of the vibrating
modes depend on the energy involved and resonances may occur only if a certain
amount of energy is present in the structure, that is,

if the total energy within the structure is small, then the different modes
weakly interact and only a negligible part of the energy of the vertical
oscillations can be transferred to a torsional oscillation, whereas if the
total energy is sufficiently large then the modes may enter in resonance
and tiny torsional oscillations may suddenly become wide.

The existence of a flutter energy was highlighted in all the models considered
and effective methods how to compute it were given.

We are now in position to give an answer to the above questions. Our answer to
(Q1) is the following:

(A1) Torsional oscillations appear suddenly in suspension bridges because
of internal resonances which occur when large energies are within the
structure.

We believe that the TNB has collapsed because, on November 7, 1940, the wind
inserted enough energy to overcome the flutter energy of its 10th (nonlinear) vertical
mode. This gave rise to internal resonances that were the onset of the destructive
torsional oscillations. Then the aerodynamic forces further excited these oscillations
until the collapse of the bridge.

To (Q2) we answer by

(A2) No self-induced torsional oscillations appeared earlier because the
flutter energy is a structural parameter and depends on the oscillating mode.

And, as remarked in the Report [9], the TNB never previously oscillated with
the same mode as on November 7, 1940: that day the vertical motion prior to
the appearance of torsional oscillations involved “nine or ten waves”. The results
in Sects. 5.3.2 and 5.5.4 explain why these oscillations are particularly prone to
activate torsional oscillations.

To (Q3), we answer by

(A3) Other modern bridges have a structure with larger flutter energies.



6.2 Answers to the Main Questions 237

This is clearly due to different strengths of the stiffening structure, quantified by the
constants appearing in the models, see again Sect. 3.6.

We hope that this book has suggested a different point of view on models for
suspension bridges and that it has emphasised the necessity of mathematical models
satisfying the (GPCM). Nonlinearity play a crucial role in the models and one should
not be afraid of it: it is much better to suffer with some nonlinear model rather that
to obtain unreliable responses. Some of the models of the present book raised the
attention of the civil engineers from the Politecnico di Milano and in some master
thesis [26, 44] it is shown that the answer (A1) may indeed explain the Tacoma
collapse. We have no hope that this book might solve all the problems related to the
stability of suspension bridges, much work is still necessary: more refined models
should be investigated and correct values should be attributed to the parameters. But
we do hope that this book might induce some researcher, both mathematicians and
engineers, to investigate more deeply into these fascinating challenges.
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99. P. Drábek, G. Holubová, A. Matas, P. Nečesal, Nonlinear models of suspension bridges:
discussion of the results. Appl. Math. 48, 497–514 (2003)
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